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Preface

The 17th International Symposium on Spatial Data Handling (SDH) was held on
18–20 August 2016 in Beijing. As one of the oldest GIS conferences, this sym-
posium aims to bring together geographers, cartographers, computer scientists and
others from the international community of geospatial information sciences and
geomatics engineering to present the latest achievements and to share experiences
in GIS research.

The International Symposium on Spatial Data Handling (SDH) is the biennial
international research forum for Geospatial Information Science (GIScience),
co-organized by the Commission on Geographic Information Science and the
Commission on Modelling Geographical Systems of the International Geographical
Union (IGU). It commenced in 1984 in Zurich, Switzerland and has ever since been
held in Seattle, USA; Sydney, Australia; Zurich, Switzerland; Charleston, USA;
Edinburgh, UK; Delft, The Netherlands; Vancouver, Canada; Beijing, China;
Ottawa, Canada; Leicester, UK; Vienna, Austria; Montpellier, France; Hong Kong,
China; Bonn, Germany and Toronto, Canada.

This is the second time SDH hold in Beijing, China (last time SDH 2000), again
hosted by the State Key Laboratory of Resources and Environmental Information
System (LREIS), the Institute of Geographic Sciences and Natural Resources
Research (IGSNRR), Chinese Academy of Sciences. This year, the theme of the
symposium is “face the challenges of big data within GIS”. During two and half
days of conference, the participants introduced their recent work and discussions
were held on the storage, retrieval, visualization and knowledge discovery of spatial
big data; multi-scale spatial data representations; data-intensive geospatial com-
puting, and space-time modeling in open source environment; quality issues, spatial
analysis and geographical applications of spatial data.

For SDH 2016, over 65 paper proposals were received and reviewed by the
international program committee and additional reviewers. Based on the peer
review of abstracts, 54 papers have been accepted to be presented in the conference,
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in which 35 are recommended to be developed to full papers. Finally, 20 papers
were submitted to the second round of peer review, and 15 papers were selected to
be included in the proceedings. For convenience, they were classified into four
topics, though some papers may be involved in more than one topic.

The growing volume of geo-referenced data has caused increasing needs of
efficient storage, processing and retrieval of the massive data. In the first part of the
SDH 2016 proceedings, Data Intensive Geospatial Computing and Data Quality,
Mudabber Ashfaq and co-authors test the performance of spatiotemporal queries on
T-drive and BerlinMOD trajectory datasets in Parallel Secondo environment. The
results of their experiments indicate that the optimal number of nodes depends on
the volume of data and the complexity of the query. Peng Wang and co-authors
introduced their work of integrating a few hundred GB of multidisciplinary data in a
system for geological disposal of high-level radioactive waste, including
geo-information model design, metadata management development, and data
management system implementation. Uncertainty and error are still unavoidable
issues in Big Data Era. In the paper of Bo Sun and co-authors, they deem that the
ground reference used as ground truth in validation and assessment of remote
sensing land-cover classification contains errors, especially those coming from big
geographic data. By cross-validation of ground references sampled by image
interpretation and filed investigation, they find the uncertainties in ground reference
data, and suggest the need for new evaluation system. Taking the error in Predictive
Vegetation Mapping (PVM) as an example, Brian Lees discusses problem of
keeping balance between accuracy and cost of efficiency when visualizing spatial
data in his paper, and points out that some types of errors are acceptable for the
convenience of representation.

In the second part, Web and Crowd Sourcing Spatial Data Mining, Shuang
Wang and co-authors introduce an Emergency Event Information Extraction
System. With the help of knowledge base and learning patterns form examples, the
system can automatically extract event information from unstructured online news
and save it in machine-readable database. Hou and Murayama describe an approach
to evaluate people’s utilitarian walking behavior using People Flow Data, and
compared the result with neighborhood environment acquired with multi-criteria
evaluation of residential density, street connectivity, land-use density, bus stop
density and railway station accessibility. Their work provides a method to study
neighborhood environment at metropolitan-level. Aiming at analysis of large
tracking datasets of moving objects, Hongbo Yu proposes concepts of space-time
path and station to model trajectories and locate spatial and temporal cluster of
paths. He implements these concepts and some aggregation methods in a 3D
space-time GIS environment, and the spatiotemporal patterns of large trajectory
dataset are explored and visualized at different levels in the space-time GIS envi-
ronment. The flow data can form network connecting different locations. To detect
the interaction of locations, Zhixiang Fang and co-authors propose an extended
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community detection algorithm based on CNM algorithm to find communities
constrained by already partitioned source nodes. With human mobility flows
derived from mobile phone data in Shenzhen City, they find the human commu-
nities and compare them with the planned urban polycentric clusters.

The third part, Visualization of Big Geographical Data, points to the represen-
tation of complex patterns and processes of GIScience. Addressing the theoretical
and representational limits of cartographic visualization in scientific research,
Francis Harvey suggests a new methodology for GIScience visualization that rests
on transformational approach. A heuristic approach and the process to build the
representation are introduced and the conceptual framework and foundation of the
methodology are explained. From the perspective of visual analytics, Alan
MacEachren discusses the importance and feasibility of understanding and con-
structing place from unstructured big data. The concept of place in different
dimensions and the “5Vs” character of big data are explicated, and some (geo)visual
analytical tools concerning three of the five “Vs” to leverage big data are introduced.
Xun Wu and co-authors deal with the generalization of road network. To decide the
roads that should be selectively omitted, they analyze four structure indices and one
geometric index of road network and find a composite index to define the importance
of the roads. The composite index is then validated with a road removing approach.
The paper from Xiaoqiang Cheng and co-authors deals with the visualization of VGI
data on different devices. Based on the scale-dependent feature of coalescence, they
propose an index called degree of coalescence to measure the degree of visual
coalescence, and use it in a detail resolution model which describes the level of detail
information of vector lines. The model can be used in map generalization and
overcome the scale heterogeneity of VGI.

The three papers in the final part of the proceedings, Spatial Analysis and
Simulation, all point to the urban issues. Nowadays, a lot of approaches have been
explored in data rich environment. However, sometimes we still are faced with data
limitation. Shyamantha Subasinghe and Yuji Murayama develop an Urban Growth
Evaluation Approach (UGEA) to detect urban growth in data poor situation by
integrating the neighborhood interactions of urban land-use categories. Masahiro
Taima, Yasushi Asami and Kimihiro Hino examine the city blocks with only office
buildings to predicate the building footprint and office shape in Tokyo. A building
location estimation (BLE) model is developed to estimate building locations based
on the shape of a city block, and the probability of building coverage for each point
on every floor is visualized as a spatial image. Cellular automata (CA) is a widely
used approach for spatial simulation of land-use and land-cover changes. Wenyou
Fan and co-authors adopt the CA SLEUTH model to simulate the urban expansion
of Wuhan City, and predict future urban boundary in different scenarios.

Finally, we would like to express our appreciation to all those who have sub-
mitted their research and attended the meeting. Your participation made SDH 2016
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successful. We also thank the program committee and additional reviewers for
reviewing and sharing their experience, and thank the steering committee for their
support. Thanks also go to the local organizing committee, and the staff and student
volunteers in LREIS.

Beijing, China Chenghu Zhou
Beijing, China Fenzhen Su
Leipzig, German Francis Harvey
Beijing, China Jun Xu
December 2016
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Data Intensive Geospatial
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Using T-Drive and BerlinMod in Parallel
SECONDO for Performance Evaluation
of Geospatial Big Data Processing

Mudabber Ashfaq, Ali Tahir, Faisal Moeen Orakzai,
Gavin McArdle and Michela Bertolotto

Introduction

With the growing availability of ubiquitous mobile computing devices such as
smart phones equipped with GPS, the amount of mobility data is increasing.
Typically mobility data contains both spatial and temporal data which form tra-
jectories representing a time-stamped path of an object through space. Movements
of these objects contain hidden patterns which reflect the behavior of these entities.
Spatio-temporal queries are commonly used to identify such patterns. While there
are several DBMS which provide support for spatial operators, only few specialized
ones provide support for both spatial and temporal data processing. Secondo
(Guting et al. 2005) and Hermes (Pelekis et al. 2006) are two examples. The nature
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of movement data means that its size can become very larger, and processing and
querying them become slow and inefficient. To handle such instances, there are
moving object database platforms which support parallel query processing.

Handling big data requires high performance computing or distributed data
processing. The state-of-the-art industrial standard is the MapReduce model (Dean
and Ghemawat 2008). The framework of Apache Hadoop (Murthy et al. 2011) is its
open-source implementation. The original aim of the MapReduce paradigm was to
process simple text documents. However the implementation of complex algo-
rithms and the management of heterogeneous data structures was a challenging
task. To counteract this, several extensions and toolkits have been introduced that
operate over the Hadoop platform enabling a wide range of data management,
mining and analysis possibilities.

Parallel Secondo, a Hadoop based platform is a promising tool to handle big
mobility data. It combines the distributed processing ability of Hadoop and the
useful analytical capabilities of Secondo to store and process trajectories. Parallel
Secondo provides hybrid processing where analysis can be run on both sequential
and parallel modes depending on the available distributed architecture. Data size also
drives the necessity to run queries in sequential or parallel mode. Processing queries
using more than one node may increase time efficiency; however the extent of
efficiency increase includes many factors such as volume of data, nature of query and
number of nodes. This paper proposes an appropriate environment to achieve effi-
ciency by using the optimum amount of computation power which can reduce cost.

The main focus of the study is to evaluate the response of a parallel system when
the volume of data differs along with a type of spatio-temporal queries. The study
uses Parallel Secondo. A step-wise performance has been evaluated in trajectory
analysis using both sequential and parallel modes. For the experiments, a sample
T-drive dataset of taxi movement in Beijing has been used. This dataset consists of
10,357 taxi trajectories containing approximately 15 million points. Similarly, the
dataset BerlinMOD contains approximately 300,000 synthetic car trips in Berlin.
This dataset also has a set of predefined spatio-temporal queries specifically
designed to test and benchmark spatio-temporal DBMS.

The remainder of the paper is organized as follows. Section “Related Work”
gives an overview of related work in geospatial big data and mobility analysis. The
methodology is presented in Section “Methodology” while Section “Results and
Discussions” presents the results of our study along with a discussion of the main
findings. Finally the conclusions and direction to future work are given in
Section “Conclusions and Future Work”.

Related Work

Lee and Kang (2015) discussed the challenges and opportunities of big data. Of the
15 global challenges faced by humanity they consider, 7 challenges are directly
related to spatial information acquisition and planning. These challenges include
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energy, clean water, health, population and resources, transnational organized
crimes, and peace and conflict. These challenges require the analysis of massive
spatial datasets and analytical information.

Recognizing the role of spatial data, the framework of Hadoop (Murthy et al.
2011) has been adapted and extended to process big geospatial data and several
efforts in this area are ongoing. For example, ESRI, a supplier of Geographic
Information Systems has added Hadoop support in their ArcGIS products via the
ESRI Geometry APIs which spatially enable the Hadoop cluster for scalable pro-
cessing of geo-tagged data. Using this approach Gao et al. (2014) used Volunteered
Geographic Information (VGI) sites and automatically linked the results with
ArcGIS Desktop for visualization. The authors further constructed a gazetteer from
the geospatial information collected from social media such as Flickr through
geo-tagged images. Spatial Hadoop is an example of another extension of Hadoop
to process spatial data (Eldawy 2014).

Spatial On-Line Analytical Processing (SOLAP), which is a powerful decision
support system for exploring the multidimensional perspective of spatial data, was
introduced by Li et al. (2014) for environmental monitoring which requires
spatio-temporal analysis. The author used this system with the Hadoop MapReduce
framework for processing large remote sensing data. Similarly, in another study, the
feasibility of Hadoop MapReduce in a parallel model was explored with a broader
domain of scientific data and installed in a cluster of high-end computers
(Golpayegani and Halem 2009). In their research the authors proposed that Hadoop
may be used to improve scientific satellite data processing time.

All the Hadoop based big data platforms mentioned above can handle typical
vector and raster datasets. However, there are very few big data platforms which
can support moving objects such as trajectories. Parallel Secondo is one such
system which is an open source moving object database developed by Lu and
Guting (2014). According to the authors, Parallel Secondo is useful for handling big
mobility data since it provides Secondo functionality in a distributed environment.
Parallel Secondo uses Hadoop for parallel processing. Lu and Guting (2014)
compared the processing efficiency of Secondo and Parallel Secondo. They per-
formed different queries on OpenStreetMap data as well as GPS data of personal
trajectories. In a similar study, Orakzai (2014) compared the time efficiency of
Parallel Secondo to his own approach for processing big mobility data in a parallel
environment using HBase and achieved better performance than Parallel Secondo.
However, the system is only a prototype and is not available for general public to
experiment.

There are several studies which used movement data sets such as T-drive. Yu
et al. (2015) proposed a system called Cludoop and used T-drive with the Hadoop
MapReduce based algorithm for clustering the large dataset. A comprehensive
experimental evaluation on 10 network-connected commercial PC’s was carried out
using both huge-volume real and synthetic data. The authors demonstrated the
effectiveness of the algorithm in finding correct clusters with arbitrary shape and the
scalability of their proposed algorithm was better than state-of-the-art methods.

Using T-Drive and BerlinMod in Parallel SECONDO … 5



Furthermore they compared the effectiveness of the algorithm against other
density-based clustering algorithms.

Other studies used T-drive to demonstrate knowledge discovery. For example,
Liu et al. (2011) proposed an effective method to detect outliers from the taxi
trajectory dataset of Beijing. The authors also looked into the interaction between
taxis. Similarly, Zhu et al. (2012) inferred the status of the taxi. For instance,
information was available such as whether a taxi was occupied, available or parked.
They used probabilistic decision trees and trained the classifiers followed by
Hidden Semi Markov Model (HSMM) for long term travel patterns. In another
study by Yuan et al. (2011), the authors proposed a recommender system for people
and taxi drivers using T-drive and incorporated routing. Other trajectories datasets,
for example generated by Human Computer Interaction, were used for spatial
recommendation and map personalization (Tahir et al. 2014; McArdle et al. 2015).
In all of the above mentioned studies, authors discuss their own approach without
recommending any big data platforms.

The use of open source geospatial big data platforms such as Parallel Secondo is
a good choice for running and executing realtime analysis. Moving object datasets
such as T-drive and BerlinMOD are benchmarks which are tested with Parallel
Secondo in our study.

Methodology

This section describes the datasets, the geospatial big data platform, and the
machine specifications on which the experiments were tested.

Datasets

To conduct our experiments, T-drive and BerlinMOD datasets were selected.
T-drive is a real taxi movement data while BerlinMOD is a synthetic dataset of
vehicle movements. The data in these collections are different. T-drive data consists
mainly of spatio-temporal sequences while BerlinMOD has more attributes infor-
mation such as vehicle type, vehicle license number and vehicle trips etc. The
detailed descriptions of the datasets are as follows.

T-Drive

T-drive dataset was created by Microsoft Research Asia. The average sampling
interval is about 177 s with a distance of about 623 m. The data used in this
research are taxi tracks of 7 days only. The size of T-drive dataset is 1.6 GB. This
does not qualify for big data however the possibility to scale up the analysis
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provides an insight into the integrity of the system. Full details and properties of
T-drive are given below:

• Time Span of the Collection: 02/02/2008–08/02/2008
• Number of Users: 10,537
• Number of trajectories: 10,359
• Number of points: 15 million
• Total distance: 9 million km
• Total duration: 144 h.

BerlinMOD

BerlinMOD (Duntgen et al. 2009) benchmark designed at University of Hagen and
is used to measure the queries performance on moving objects data such as tra-
jectories. The data has been sampled from the moving point data of cars using
driving simulations on the street network of Berlin. Furthermore the simulations
reflect the behavior of workers who commute between their work locations and
homes. There is a data generator available which can be used to generate data as
needed and by specifying the required parameters. The data is generated with real
world spatial data that can be imported using a tool called bbike.1 This tool contains
real spatial data consisting of Berlin streets.

BerlinMOD is just a collection of dataset and benchmark queries. It does not
scale the database. It contains queries for both Secondo and Parallel Secondo. For
experimental purposes, a scale factor of 1.0 was used to find the efficiency of
Parallel Secondo in multiple nodes. A parallel generator is specifically prepared for
creating a large amount of benchmark data for the evaluation. It contains several
Secondo scripts and a Hadoop program. The total size of BerlinMOD is 1.7 GB
while it contains 2000 trajectories and attribute information like vehicle registration,
number and type etc.

Parallel Secondo

Parallel Secondo allows the user to handle non-standard data and applications
especially those containing spatio-temporal information (Lu and Guting 2014). This
database system was developed for processing mobility data. In addition, Secondo
could be utilized for handling other data types such as vectors and rasters. Secondo
is an open source system and its source code is freely available for users to access
and modify according to their requirements and environment.

1http://bbbike.de.
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Parallel Secondo queries are processed on MapReduce standard. The queries are
first converted into Hadoop jobs by the master database. Hadoop further divides the
job into map and reduce tasks. The tasks are processed in parallel on all slave data
servers. Each task fetches its essential data from either the local slave database or
remotely from the other computers through Parallel Secondo File System (PSFS).
PSFS is a simple distributed file system which is used to minimize the migration
overhead among Hadoop and slave databases.

Hadoop based Parallel Secondo was selected for our study as it provides users
with the variety of spatio-temporal algebras that are useful for analysis of mobility
data. With the addition of Hadoop, the tool provides the ability to perform in a
parallel environment. The Hadoop framework assigns program tasks running on a
computer cluster in parallel. A task’s embedded procedures are managed by
Secondo for the sake of efficiency. From Secondo, Parallel Secondo inherits the
capability of processing spatial and moving objects.

Hardware Computer System

For performance evaluation two systems were used. Both systems had powerful
computation abilities with multiple processors and were able to process big data.
The specifications of a single node system are as follows:

• Processor Intel Core i7-4790 CPU @ 3.60 GHz 8
• Random Access Memory (RAM) 8 GB
• OS Ubuntu 14.04 LTS 64 bit.

The specifications of a multi-node system configured with Parallel Secondo are
as follows:

• PowerEdge R720/R720xd Motherboard TPM
• 2� Intel Xeon E5-2680v2 2.8 GHz, 25 M Cache, 8.0GT/s QPI, Turbo, HT,

10C, 115 W, Max Mem 1866 MHz
• 256 GB (16 � 16 GB) RDIMM, 1600 MHz, Low Volt, Dual Rank, �4

Bandwidth.

Results and Discussions

This section discusses the performance of Parallel Secondo when running queries
on samples from T-drive and BerlinMOD datasets.
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T-Drive Performance

To query the T-drive, the data were divided into four parts (each consisting of 1, 5,
10 and 15 million points respectively). Each part is run with multiple nodes to
observe the optimal performance. Parallel Secondo was configured on a single node
as well as on multiple nodes. Spatio-temporal queries were selected based on
filtering, clustering, search and creating trajectories from points. These queries are
basic steps often required when analyzing mobility data. All spatio-temporal
queries were run with 1, 5, 10 and 15 million points.

Figure 1 illustrates the minimum amount of time required to process creating
trajectories query in Parallel Secondo distributed environment. The x-axis shows
number of data points while y-axis plots the time duration. The graph demonstrates
the performance of a single node configured with Parallel Secondo. It is argued that
parallel queries are efficient only for big data and for small data conventional
sequential queries should be used.

This can be seen in Fig. 1 where efficiency and processing time only improve
after the maximum number of points (15 Million) were used. This shows the
usefulness of a system even on a single node. However this is not a significant
difference for querying 15 million points in parallel and sequential mode.

On the other hand, increasing nodes in a distributed system for optimal per-
formance is not always the best solution. This may decrease the efficiency of the
processing (see Fig. 2). For this experiment, 10 nodes were configured with Parallel
Secondo. Each part of data was evaluated against all 10 nodes. The graph
demonstrates that increasing the number of nodes indefinitely does not produce the
optimal results. This is due to the additional overhead created by the time required
to distribute the job to different nodes. Therefore this will decrease the efficiency
after achieving the optimal performance. Hence nodes should be assigned according
to the size of the data in order to achieve the best results.

Additionally there are other factors which can cause slow distribution of jobs.
For instance, one factor is the cost of join. When the datasets need to be joined and
stored on different nodes, the data need to be transmitted between the nodes to
perform the join. Network bandwidth can also make distributed computing slower.
Orakzai et al. (2015) describe partial parallelization, partial cluster utilization,
network cost, disk IO, and sorting costs among others which can reduce the
performance.

Figure 3 depicts the efficiency of the parallel system against the conventional
sequential methods. The x-axis shows the number of data points along with the
respective nodes which provide the maximum efficiency for particular size of
dataset. 1 million data points are not big enough to be processed in parallel envi-
ronment hence sequential query would be a better approach for this data size.
However 2 nodes will give the maximum efficiency in parallel environment for 1
million points. Similarly for 5 million data points, the ideal performance of Parallel
Secondo is 3 nodes while for 10 million points, it is 4 nodes. For 15 million points,
our study shows that 6 nodes produce efficient results. Due to its hybrid nature,
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Parallel Secondo can process both sequential and parallel queries. This makes it a
powerful geospatial big data platform. The main point here to stress is that the right
parallelization factor can lead to a linear scaleup. When the cost of parallelization
exceeds the parallelization benefit, the performance starts degrading.

Efficient performance not only depends on the data size and number of nodes
available in the parallel environment, but also on the type of spatio-temporal
operator being used in the queries. In our case, we ran the queries using filter,
clustering and search operations. Figure 4 illustrates the result of a filter query.

Fig. 1 Computational efficiency of a single node on T-drive

Fig. 2 Computational efficiency of multiple nodes on T-drive
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A query was performed to retrieve the value of some of the attributes of a particular
taxi.

Similarly, Fig. 5 shows the results of all queries when run in both sequential and
parallel mode. The queries which are used in experiments include calculating the
speed, time, direction and length of each trajectory. For optimal performance, some
of these queries can be merged into a single query.

The clustering query was also applied to the T-drive dataset. The Density Based
Spatial Clustering of Applications with Noise (DBSCAN) algorithm was used to find

Fig. 3 Trajectory creation query on both sequential and parallel modes

Fig. 4 Filter query on both sequential and parallel modes
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the similar trajectories based on a given distance threshold. Clustering is a computa-
tionally expensive operation. It performedbetter inparallel environment by reducing the
significant time difference (see Fig. 5). Similarly, length and combined operations
outweighed sequential processing in Parallel Secondo environment. These results help
analysts to identify the type of operations when working on big data platforms.

BerlinMOD Performance

In the previous section, the T-drive dataset was used to run experiments. This data
has limited attribute information and so limits the complexity of the spatio-temporal
queries which can be tested. Therefore generalized spatio-temporal queries were run
on trajectories. BerlinMOD includes rich attribute information which enables some
specialized query analysis. The detailed queries we ran are discussed in (Duntgen
et al. 2009). BerlinMOD uses object based and trip based representations of the
created movements. These representations provides range style and
nearest-neighbors queries. For our experiments we used range-style queries which
deal with spatial, temporal and spatio-temporal predicates. These queries were
configured and run in the Parallel Secondo environment.

Performing these queries enabled us to analyze the performance of Parallel
Secondo on the BerlinMOD dataset. The same approach is used in BerlinMOD to test
which queries are better with sequential or parallel modes. Figure 6 illustrates the
performance of each query both in parallel and sequential modes. The x-axis shows all
the queries of BerlinMOD while the y-axis shows the time duration in seconds.

Fig. 5 Computational efficiency of multiple nodes on both sequential and parallel on T-drive. The
optimal number of nodes are also shown
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The graph displays the effectiveness of parallel computing on different
spatio-temporal queries. According to this graph, queries 6, 7, 9, 12 and 14 show
better performance of the parallel environment whereas all other queries performed
better with sequential mode. Some of the queries did not perform well in parallel
environment due to the fact that the dataset was not sufficiently big (1.7 GB in
volume). Query 8 contains distance operation on filtered trajectories. This operation
makes it inefficient for parallel processing.

In the analysis below, we evaluate the performance of BerlinMOD queries in
Parallel Secondo. Query 1, 2 and 3 did not show good performance, while Query 6
performed the best in Parallel Secondo.

Query 1

What are the models of the vehicles with license plate numbers from Querylicenses?
The query is written in sequential as:

let SQ_OBACRres001 = Querylicenses feed {O}

loopjoin[ dataSCcar_license_btree

dataSCcar exactmatch[.license_O]]

project[license, Model]

consume;

Fig. 6 Computational efficiency of multiple nodes on both sequential and parallel queries of
BerlinMOD. The optimal number of nodes are also shown
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The query is written in parallel as:

let OBACRres001 =

Querylicenses_Dup_List

hadoopMap[ ”Q1_Result”, DLF; . {O} loopsel[

para(dataSCcar_license_btree_List)

para(dataSCcar_List)

exactmatch[.license_O]]

project[license,Model]

]

collect[] consume;

In the parallel query, hadoopMap is the main operator which assigns jobs to all
available nodes. The map job is performed by MapReduce algorithm and a loop
extracts models of specified license plates with the help of exactmatch operator. On
the other hand, sequential mode does not go through all these transformations and
hence simple loop and exactmatch operators show high performance with low
processing time. We note that the use of additional operators increases the time of
processing and thus decreases the efficiency.

Query 2

How many vehicles are passenger cars?
The query is written in sequential as:

let SQ_OBACRres002 = dataSCcar feed filter [.Type = ”passenger”]

count;

The query is written in parallel as:

let OBACRres002 = dataSCcar_List

hadoopMap[ ”Q2_Result”, DLF; .

feed filter[.Type = ”passenger”]

]

collect[] count;

Query 2 lacks extra operators which may degrade the performance of a parallel
query. As discussed for the T-drive dataset, the performance of filtering queries
varies with the decreasing size. In BerlinMOD, only 2000 attributes are considered
for filtering which is a very small sample as compared to 10 million points in
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T-drive. On a small dataset, with a larger number of nodes configured, the parallel
processing performance decreases. Therefore Query 2 did not perform well in
parallel.

Query 3

Where have the vehicles with licenses from Querylicenses1 been at each of the
instants from QueryInstants1?

The query is written in sequential as:

let SQ_OBACRres003 =

Querylicenses feed {LL} head[10]

loopjoin[dataSCcar_license_btree

dataSCcar exactmatch[.license_LL]]

QueryInstants feed {II} head[10]

Product

projectextend[; license: .license_LL,

Instant: .Instant_II,

Pos: val(.Journey atinstant .Instant_II)]

consume;

The query is written in parallel as:

let OBACRres003 =

Querylicenses_Top10_Dup_List

hadoopMap[“Q3_Result”, DLF; .

loopjoin[ para(dataSCcar_license_btree_List)

para(dataSCcar_List)

exactmatch[.license] {LL} ]

para(QueryInstants_Top10_Dup_List)

feed {II} product

projectextend[; license: .license_LL,

Instant: .Instant_II,

Pos: val(.Journey_LL atinstant

.Instant_II)] ]

collect[] consume;

As we can observe the exactmatch operator is depending on an additional para
operator in parallel Query 3 which degraded the performance. However the
sequential query with no additional operators presents an exceptional performance.
It can be inferred that for simple operations such as filtering, exact matching on
small data is not effective in parallel mode.
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Query 4

What are the pairs of license plate numbers of trucks, which have ever been as
close as 10 m or less to each other?

Query 4 of BerlinMOD in Parallel Secondo is shown below:

let OBACRres006 = dataSCcar_List

hadoopMap[DLF, FALSE; . feed

filter[.Type = ”truck”]

extendstream[UTrip: units(.Journey)]

extend[Box: scalerect(bbox(.UTrip),

SCAR_WORLD_X_SCALE, SCAR_WORLD_Y_SCALE,

SCAR_WORLD_T_SCALE)]

projectextendstream[license, Box, UTrip

;Cell: cellnumber(.Box, SCAR_WORLD_GRID_3D) ] ]

dataSCcar_List

hadoopMap[DLF, FALSE; . feed

filter[.Type = ”truck”]

extendstream[UTrip: units(.Journey)]

extend[Box: scalerect(bbox(.UTrip),

SCAR_WORLD_X_SCALE, SCAR_WORLD_Y_SCALE,

SCAR_WORLD_T_SCALE)]

projectextendstream[license, Box, UTrip

;Cell: cellnumber(.Box, SCAR_WORLD_GRID_3D) ] ]

hadoopReduce2[Cell, Cell, DLF, PS_SCALE

; . sortby[Cell] {V1} .. sortby[Cell] {V2}

parajoin2[ Cell_V1, Cell_V2; . ..

realJoinMMRTreeVec[Box_V1, Box_V2, 10, 20]

realJoinMMRTreeVec[Box_V1, Box_V2, 10, 20]

filter[(.license_V1 < .license_V2)

and gridintersects(SCAR_WORLD_GRID_3D,

.Box_V1, .Box_V2, .Cell_V1)

and sometimes(distance(.UTrip_V1,

.UTrip_V2) <= 10.0) ]

projectextend[; license1:

.license_V1, license2: .license_V2] ]

sort rdup]

collect[] sort rdup consume;

This query provides the optimal performance in the parallel environment with
the ideal number of nodes as 6.

Figure 7 gives the overall performance in terms of time with respect to number
of nodes. The remaining queries along with the detailed description can be seen in
(Duntgen et al. 2009).
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Conclusions and Future Work

This paper describes a series of experiments which were carried out in a distributed
spatio-temporal DBMS, Parallel Secondo, to test its efficiency. Parallel Secondo
uses the Hadoop framework to share tasks across multiple processing nodes.
Different datasets with varying numbers of data points and levels of attribute
information were queried using standard spatio-temporal queries in sequential and
parallel frameworks of Parallel Secondo. The results highlight that increasing the
number of nodes in the distributed system will not always produce efficiency. This
is due to the unavoidable overhead of distributing the processing to multiple nodes.
The number of data points and the complexity of the spatio-temporal query are the
principle factors which determine if parallel processing will be more efficient. The
results of the study suggest optimal node numbers for different cases of queries and
different volumes of data. This will serve as a guide for researchers wishing to
improve the efficiency of spatio-temporal queries on large datasets.

In future, we plan to use Amdahl’s law in order to check the distribution strategy
of Parallel Secondo and the type of query being run. Amdahl’s law is defined as
“a law governing the speedup of using parallel processors on a problem, versus
using only one serial processor.” In the current study, the default data partitioning
strategy of Parallel Secondo is not optimised for all kinds of queries. The users
should calculate the probability of each type of query BerlinMOD has (e.g. range,
point, join etc.) and based on that decide the best partitioning strategy which has the
least overall querying cost.

Fig. 7 Computational efficiency of multiple nodes on BerlinMOD
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In this paper we tested two very different datasets; in the future we will test more
datasets such as Brinkhoff Generator2 dataset. We will also examine other dis-
tributed geospatial big data platforms such as PostGIS,3 Spatial Hadoop4 and GIS
Tools for Hadoop.5 This future comparative study will provide a comprehensive
analysis of the possible efficiency gains of state-of-the-art distributed spatial data
frameworks for spatio-temporal queries.
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Integrated Geo-information Database
for Geological Disposal of High-Level
Radioactive Waste in China

Peng Wang, Yong-an Zhao, Min Gao, Shu-tao Huang,
Ju Wang, Lun Wu and Heng Cai

Introduction

Deep geological disposal is widely considered the most suitable option to deal with
high-level radioactive waste (HLW). In China, geological disposal of HLW has
entered a critical stage (Wang 2010). Moreover, the development of a
geo-information database is an important component in the HLW disposal research
and development (R&D) process. In developed countries, research fields related to
HLW disposal typically develop and apply information technologies such as data
management and data mining. For example, the Nirex Digital Geological Database
holds extensive information relating to the Sellafield disposal site in England
(Hawkins 2007), and Japan has developed an effective information system for
radioactive waste disposal (IAEA CN-1353–7 2005). The Swedish Nuclear Fuel
and Waste Management Company began developing the Geo-Tab database for site
selection in the 1990s (Eriksson et al. 1992). A site characterization database, i.e.
SICADA, which covers multisource research data, has also been developed
(Kärnbränslehantering 2000). These two databases have provided a powerful data
entity basis for data development and utilization throughout the disposal process.
The French National Radioactive Waste Management Agency has developed three
major information management systems for the Meuse/Hante Marne underground
research laboratory (URL). These systems include a geo database for scientific
research data, an SAGD management system for dynamic monitoring of URL data
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and a powerful distributed document management system (Mangeot et al. 2012).
This method of organizing related management systems according to different user
demands should receive due consideration. Information technology-based research
into HLW disposal started late in China, which mainly focused on the practical
applications of geographic information systems (GIS) and data management tech-
nology in specific fields related to HLW disposal (Li et al. 1998, 2007; Gao et al.
2010; Zhong et al. 2010; Wang et al. 2013, 2014a, b, c). This study will introduce
the latest research in geo-information models, integrated geo-information databases
and management system development.

Construction of Geo-information Model

An effective data management system for HLW disposal requires development of a
geo-information model and construction of a geo-information database. Different
types of geo-information data obtained in the previous site selection processes must
be considered. To explicitly express data features and connections between different
types of data, a geo-information model must be able to handle datasets of various
data types such as geographical, geological and geochemical datasets. Therefore, a
geo-information model is required prior to developing a geo-information database
and management system. When developing a geo-information model, it is extre-
mely important to consider the logical and physical relationships of various data.

Logic Design of Geo-information Model

The main task of logical design is to describe the logical structure of the
geo-information database. This task primarily focuses on designing the data
structure. At the current stage of HLW disposal, three levels of data features can be
obtained and described, i.e. data features associated with a pre-selected area (bio-
sphere), a site (lithosphere) and the rock surrounding the repository. According to
ten criteria listed in the Site selection criteria for an URL for geological disposal of
high level radioactive waste in China (HAD401/06 2013), datasets can be classified
into various types such as geological, geographical, hydrogeological and geo-
chemical datasets. Therefore, based on the domains from which existing data are
derived and subsequent data expansion, a logical model was established to describe
a data entity (i.e. specific to each type of data object) (Fig. 1).

As shown in Fig. 1, considering the characteristics of non-spatial and spatial
data, non-spatial data are stored as attribute data and spatial data are organized and
stored as map layer objects related to a point, polyline or polygon, which are
controlled by metadata. The storage format for spatial data is either well-known
binary or well-known text (PostgreSQL 9.2.6 Documentation 2014).
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Physical Design of Geo-information Model

Multisource and multidisciplinary thematic data are the main components of a
geo-information database for areas pre-selected for HLW disposal. The main
content of thematic data and their mutual relations are shown in Table 1. Thematic
databases are the primary components of the physical design of a geo-information
model. The first design step is to define mutual relations between different datasets
and/or data types. Then, different storage methods for different types of data are
considered. Finally, the consistency and integrity of the data storage and data
expression are achieved.
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Fig. 1 Logical data model for data associated with geological disposal of HLW
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Table 1 Brief description of data content and mutual relations of geo-information database for
pre-selected HLW disposal area

ID Sub-database Classification of data
entity

Data type Relationship
illustration

1 Metadata
database

Metadata information:
identification, data
quality, spatial
reference, content and
distribution and the
responsible
department’s contact
information

Spatial data,
attribute data

Basic descriptive
information for
thematic data,
construction of data
dictionary, index
reference for all other
data

2 Basic
geography
database

Topography,
transportation,
pipelines,
hydrographic net,
geomorphology,
vegetation,
administrative area
and protection zone

Vector data
(point, polyline
and polygon),
attribute data

Basic data such as
administrative district,
relevant to other data
through geometry
field

3 Geology
database

Rock mass data,
characteristics of rock
mass, tectonic, fault,
stratum, geological
boundary, fracture,
minerals and
alteration, geological
section and label

Vector data
(point, polyline
and polygon),
attribute data

Basic geology data,
such as fault,
lithology, geological
boundary, relevant to
other data through
geometry field

4 Borehole
database

Basic borehole
information:
Engineering geology,
geology logging,
hydrogeological
logging, geophysical
logging, hydrologic
monitoring, daily
drilling records,
documentation

Vector data
(point, polyline
and polygon),
attribute data

A series of data
obtained around
boreholes, relevant to
other data through
borehole ID and depth
fields

5 Remote
sensing
database

Remote sensing data,
target spectral data,
image data
descriptions,
geographical
environment,
atmospheric
environment,
measuring method,
instrument and
equipment, typical
spectrum

Raster data
(image, photo),
attribute data

Relevant to other
databases through
geometry field

(continued)
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Table 1 (continued)

ID Sub-database Classification of data
entity

Data type Relationship
illustration

6 Hydrology
database

Surface water,
underground water,
geology body,
geologic body,
hydrological
experiment and
analytical test

Vector data
(point, polyline
and polygon),
attribute data
(test results)

Relevant data of
hydrology scientific
research field, relevant
with other data
through geometry
field

7 Geophysical
database

Airborne geophysical
prospecting,
geophysical logging,
ground physical
exploration,
interpreted results for
physical exploration

Vector data,
attribute data
and raster data

Borehole geophysical
survey can be
connected to the
Borehole database
through the borehole
ID, Surface
geophysical survey
can be connected to
the geology database
through section ID

8 Geochemistry
database

Field test data, indoor
sample analysis
results, geochemical
exploration maps and
results

Spatial data
(vector and
raster data),
attribute data

Relevant to sample
database through
sample ID and
geometry field

9 Rock
mechanic
database

Field test data,
laboratory test data,
regional survey,
digital simulation for
test results

Spatial data
(vector and
raster data),
attribute data

Relevant to sample
database through
sample ID and spatial
geometry field

10 Hazardous
database

Thematic data such as
earthquake, volcano
and climate and
historical data storage

Spatial data
(vector and
raster data),
attribute data

Thematic data, such
as natural hazards,
relevant to other
databases through
spatial geometry field

11 Ecological
environment
database

Environmental impact
assessment data

Spatial data
(vector and
raster data),
attribute data

Relevant to other
databases through
spatial geometry field

12 Documents
database

Achievements reports,
scientific reports,
domestic and foreign
literature

Attribute data,
documentation

Relevant to other
databases through
spatial geometry field

13 Photo
database

Scientific results
image, thematic
images and photos

Vector data,
attribute data
and raster data

Relevant to other
databases through
spatial geometry field

14 Sample
database

Sample information
descriptions, sample
locations

Spatial data
(vector and
raster data),
attribute data

Connected to other
databases through
sample ID and
geometry field
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Construction of an Integrated Geo-information Database

An integrated geo-information database can be constructed based on the design of
the aforementioned geo-information model. First, a powerful database management
system (DBMS) should be selected. Considering the unstructured and multisource
characteristics of the data, the DBMS should support object-oriented functions such
as geometric object abstraction and establishment. To fulfil data storage and
retrieval requirements associated with huge amounts of data, the DBMS should also
support partition table and partition index technology, parallel data processing
technology and distributed database construction technology (Coronel et al. 2011).
In this study, the geo-information model and integrated database are both based
on PostgreSQL, which is a powerful open-source object-relational database
(PostgreSQL 9.2.6 Documentation 2014).

The geo-information database for a pre-selected area (PAGD) has been designed
to facilitate the management of a large amount of multidisciplinary research data.
The PAGD is classified into sub-databases according to specific professional dis-
ciplines. Therefore, there are clear dependency relationships that can be used to
establish the hierarchical structure. Constraint conditions, such as major key, unique
key, foreign key and default values, are used to correlate information and facilitate
data transfer between tables or between spatial and non-spatial data tables. Despite
there being some differences between the spatial data and attribute data in the
database, the PostgreSQL DBMS can handle the differences easily (PostgreSQL
9.2.6 Documentation 1996–2014). The spatial data can be represented as a
geometry column that can be stored and managed in the same way as other data.
This will facilitate the realization of the data structure and the organization of data
tables.

As shown in Fig. 2, all the data or information related to boreholes can be
obtained and organized through the Borehole ID. The borehole spatial position data
can be taken as a single geometry column in the BH_General_Info table. Thus, it is
easy to correlate and retrieve such data.

Development of Management System for Integrated
Geo-information Database

Accomplishment of Metadata Management

In general, metadata describes other data; in particular, metadata can describe a
resource object and helps the management, positioning, acquisition and utilization
of a data object. Therefore, the integrated geo-information database includes a
metadata database that is used for data management, data queries and distribution of
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all datasets and data features. A robust metadata manager that unifies metadata
management was developed to facilitate consistent descriptions and associations.
As shown in Fig. 3, data management functions include data preview, additive,
maintenance and query functions.

Fig. 2 Examples of data table organization in the Borehole sub-database

Fig. 3 Metadata management interface:① Function menu area,② Data directory list area and③
Metadata display area
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Development of Management System

Development of an appropriate data model and an inclusive, well-structured data-
base are fundamental prerequisites for an efficient data management system.
However, the ultimate objective is to retrieve and apply the data. Therefore, given
the characteristics of geo-information data and the application requirements, a
hybrid C/S and B/S architecture was adopted to accomplish data management. In
addition, Open Geospatial Consortium standards and the TCP/IP protocol are used
for database management and connectivity. Finally, based on a function module of
commercial GIS software, a technological development framework was designed
and achieved (Fig. 4). The accomplishment of the framework indicates that the
geo-information data model can be developed and realized during the process of
secondary development. Thus, a powerful management system can be developed
and realized. The main interface of the data management system is shown in Fig. 5.

Fig. 4 Technology framework
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Conclusions

Construction of a geo-information data model and development of a data man-
agement system are vital steps toward the parts for digitalization construction of an
integrated geo-information database system for a pre-selected area. The model and
system can also provide technical support for the development of HLW disposal.
Some important conclusions are summarized as follows.

(1) Many different types of data are generated during the site selection process for
HLW disposal, which are useful for determining the complexity of the
geo-information model and database construction. Classification of thematic
data is the key to constructing the geo-information model, which should select
the most stable and essential attributes as a basis for classification. The integrity
and generality of classification results should also be ensured.

(2) An integrated geo-information database was built using the geo-information
model. This integrated database will be a powerful foundation for HLW dis-
posal R&D.

(3) A technical framework that facilitates the development and realization of a data
management system was developed based on the integrated geo-information
database. It directly confirmed the reliability of the geo-information model and
the feasibility of secondary development. In addition, the data management

Fig. 5 Main interface of HLW-GIS management system: ① Function menu area; ② List area for
data source; ③ Visual expression area; ④ Data directory and detailed description; and ⑤
Attribute data area* (*The database and management system are both designed for HLW disposal
R&D teams in China. Therefore, the system content and user interface are in Chinese.)
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system and the framework are expected to provide solid technical support for
future data mining work.
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Analyzing the Uncertainties of Ground
Validation for Remote Sensing Land
Cover Mapping in the Era of Big
Geographic Data

Bo Sun, Xi Chen and Qiming Zhou

Introduction

Ground validation is a vital process in remote sensing land cover classification.
Accuracy assessment provides important information for the users of the classifi-
cation products, especially for land cover change detection (Olofsson et al. 2013).
Ground references or in situ data have been widely accepted in accuracy assessment
of remote sensing image classification (Liu and Zhou 2004; Lillesand et al. 2015).
However, obtaining ground reference data is often difficult in terms of the number
of sample cases and data quality (Foody 2010). In addition, it is almost impossible
to get historical ground measurement data. In modern times, the majority of ground
reference data come from field survey as well as manual or automatic image
interpretation using the original or finer-resolution images.
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Given the coming era of big geographic data, it is speculated that a huge amount
of ground reference data from various sources will become available. For instance,
crowdsourcing is a popular way to collect geospatial data at a lower cost by a group
of people or community (Heipke 2010).

A widely accepted description of big data characteristics consists of three “V”s,
namely “Volume”, “Variety”, and “Velocity” (Liu et al. 2016). Nowadays, the
fourth “V”—Veracity has been highlighted (Li et al. 2016; IBM 2016), suggesting
the critical importance of the data quality or uncertainty assessment in the field of
spatial data handling.

In most studies on remote sensing image classification, ground reference data is
usually regarded as “ground truth” and typically kept unchallenged as correct cases.
It should be noted that the reference data technically are just another set of derived
outcomes from data processing so that they may also contain errors (Zhou et al.
1998; Foody 2002). It is pointed out that the uncertainties would exist in inaccurate
locations, wrongly classified labels, misinterpretation of the meaning of labels, and
so on (Liu and Zhou 2004).

This study aims to analyze the uncertainties of ground validation for remote
sensing classification based on a large amount of reference data which may or may
not be reliable. In addition, the impact of the reference data error on the overall
accuracy assessment result is also analyzed.

Methodology

Study Area and Test Data

A case study has been undertaken to evaluate the accuracy of a land cover clas-
sification in Central Asia. Central Asia normally refers to the central hinterland of
the Eurasian Continent. The land cover classification covers five nations, namely,
Kazakhstan, Tajikistan, Turkmenistan, Uzbekistan and Kyrgyzstan. The total
mapping area is around 4 million km2. The environment here is generally dry, with
arid and semi-arid ecosystems. Most areas are unfrequented and covered by desert
or bare land.

The 2010 land cover classification of Central Asia was utilized in the test. The
data set was produced by Xinjiang Institute of Ecology and Geography (XIEG) of
Chinese Academy of Sciences (CAS) by interpreting Landsat series images with a
spatial resolution of 30 m. An object-orient classification method with manual
interpretation was adopted for land cover classification. Seven first-level land cover
types were identified, namely, cultivated land (C), forest (F), grassland (G), artificial
surface (A), transportation (T), water body (W), and bare land (B).
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Sampling Scheme

Since the study region covers a huge areal extent, and many places are arduous to
get assess to, collection of ground reference data based on field investigation would
be unpractical because of the extremely high cost in financial resource and time.
Besides, historical ground data are either too difficult to obtain, or, in most cases, do
not exist.

To balance the cost and the efficiency of sampling, a dual-model sampling
scheme was adopted in the study (Table 1). Similar to many other studies, reference
data based on manual interpretation of finer-resolution images was utilized to assess
the accuracy of the classification. In addition, limited ground reference data were
collected through field investigation. The ground-based reference data are assumed
more reliable, thus they were utilized to evaluate the above reference data sets
derived by the manual interpretation.

Normally, a random sampling scheme with a large sample size allows more
accurate and stable statistics (Stehman and Czaplewski 1998; Tsendbazar et al.
2015). Given the large diversity in spatial patterns shown by different land cover
types, a stratified random sampling scheme was adopted for the image-based
sampling (model 1). According to patch density or complexity of the land cover
classification, 6301 sampling points were deployed. For the areas with complex
land cover features, additional high-density sampling was employed. 300 ZY-3
(China’s Earth resource satellite) multi-spectral images at a high spatial resolution
of 6 m were used for this. The acquisition period of the images was in 2012, not
ideally synchronized with the 2010 test data sets but close enough for classification
evaluation. For each ZY-3 image, 70 points were randomly sampled, giving totally
more than 27,000 samples (Fig. 1).

340 ground reference samples were collected through field investigation (model
2). Field investigations were conducted in collaboration with the agencies of the
Central Asian countries during 2012–2014. Figure 2 illustrates the distribution of
the ground samples.

The land cover type at each sampling point was identified by manual interpre-
tation on a higher-resolution image such as those from Google Earth and China’s

Table 1 The dual-model sampling scheme

Model 1 Model 2

Sample source Fine-resolution
image interpretation

Ground measurement
from field investigation

Amount (points) 26,282 315

Distribution Stratified randomly Designated

Trust degree Highly trusted Close to truth
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Earth resource satellite (ZY-3) images. The image interpretation results were
cross-validated by three well-trained image interpreters to ensure maximum con-
fidence of the land cover type identification. A land cover type identification was
accepted with an agreement of at least two interpreters. The samples without suf-
ficient agreement would be dropped. After cross-validation, more than 26 thousand
references based on image interpretation were used in accuracy assessment of land
cover classification. The 315 ground references obtained by field investigation were
utilized to evaluate the reference data sets by manual interpretation.

Reliability of Ground References

The correlations of three-time measurements were calculated to test the consistency
among the three image interpreters. In addition, the consistency of ground refer-
ences and corresponding samples taken by the manual interpretation was tested.
Thus, the reliability has been analyzed on the reference data set derived by the
manual interpretation.

Fig. 1 Distribution of reference samples for image interpretation over the study area (Google
Earth imagery as background)
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Accuracy Assessment

Confusion matrix and Kappa coefficient were employed for assessing the accura-
cies of both the reference data and land cover map. The accuracy measurements
include the user’s and producer’s accuracies for each class. Kappa coefficient is
calculated based on the error matrix using the following equation (Lillesand et al.
2015).

Kappa ¼ N
Pr

i¼1 xii �
Pr

i¼1 xiþ � xþ ið Þ
N2 �Pr

i¼1 xiþ � xþ ið Þ ð1Þ

where

r = number of rows in error matrix
xii = number of observations in row i and column i
xiþ = total of observations in row i
xþ i = total of observations in column i
N = total number of observations included in matrix

Fig. 2 Distribution of the in situ measurements
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Results and Analysis

Overall Accuracy of the Land Cover Classification

Based on the cross-validated reference data set of over 26,000 samples, the 2010
land cover classification shows an overall accuracy of 63% with Kappa = 0.44. As
for specific land cover types, bare land and cultivated land have the highest pro-
ducer’s (93%) and user’s accuracies (86%), respectively, while grassland and forest
have lower producer’s (32%) and user’s accuracies (30%), respectively. Besides,
transportation land is almost impossible to be classified correctly at the 30-m scale.
The majority of classification uncertainties come from the confusion between
grassland and bare land as well as the confusion between forest and grassland.

Consistency of Reference Data

From correlation analysis result, the three-time interpretation results are signifi-
cantly correlated with the final interpretation result (0.65, 0.80, and 0.85, respec-
tively with p < 0.05). Compared with in situ observation data, reference data set
derived by the manual interpretation shows an overall accuracy of 50% (Table 2).

As for specific types, cultivated land has a relative high image interpretation
accuracy of 63%, while the others’ accuracies are around 50%, except for trans-
portation land (18%) and water body (17%). Reliabilities of manual interpretation
for different land cover types in the study region are shown in Fig. 3.

Table 2 Confusion matrix of image interpretation based references vs. in situ measurements

In situ measurementa

Image interpretation C F G A T W B tot

C 40 0 8 6 0 1 9 64

F 3 16 4 6 0 5 3 37

G 9 5 46 2 4 2 18 86

A 4 3 4 13 2 0 0 26

T 2 2 1 3 2 0 1 11

W 2 0 1 1 0 1 1 6

B 9 1 23 9 0 3 40 85

tot 69 27 87 40 8 12 72

Overall accuracy = 158/315 = 50.2%
Kappa coefficient = 0.374

aLand cover types: C cultivated land; F forest; G grassland; A artificial surface; T transportation;
W water body; B bare land
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Discussion and Conclusions

Cross-validation result indicates that independent manual interpretation by three
persons is consistent with each other. However, from the reliability analysis result,
the manual interpretation of finer-resolution images cannot be proved as a
high-quality source of ground reference data. Many studies have discussed the
impact of errors presented in the reference data on accuracy assessment of land
cover classification from the view of error propagation or accumulation (Goodchild
et al. 1992; Foody 2010). Given the confusion between grassland and bare land
yielded major errors of image interpretation in this study, insufficiently reliable
grassland (or bare land) references would cause misleading accuracies not only in
grassland classification but bare land classification.

To analyze the uncertainties, scale issue is very common in remote sensing
image classification and accuracy assessment. For example, road can be correctly
recognized in field survey but misclassified by image classification or interpretation
at a scale of 30-m spatial resolution.

Besides, seasonal effect may have influences on data accuracies. Especially in
the arid region, an ephemeral stream in arid areas could be identified as “water
body” in wet seasons but “bare land” in dry seasons. This might be the reason why
water body demonstrated a lower identification accuracy in the study. Moreover,
uncertainties may come from the change itself, such as changes from grassland to
bare land, since the date of field investigation is different from that of image being
acquired to a certain extent.

This study has demonstrated the uncertainties in ground reference data. For the
most common source of ground reference data, manual interpretation from Google
Earth or other higher-resolution images did not show a high reliability in com-
parison with ground measurement. Image interpreter’s experience is important in
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this situation. Given the existence of errors in ground reference data, the accuracy of
land cover classification should be in a range. A new evaluation system is needed
for more reliable accuracy assessment on image classification.
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Error in Spatial Ecology (PVM)

Brian Lees

Introduction

Uncertainty and error are unavoidable in spatial ecology mapping just as in other
geographical applications. There are several common approaches, mapping poly-
gons directly on air photographs, classification of digital remote sensed data or,
often the most accurate, the spatial extension of good point data obtained by field
survey (Predictive Vegetation Mapping or PVM). The focus of this paper is PVM.
Huang and Lees (2004, 2005, 2007) looked at two main types of error in the sorts of
models used to spatially extend good, point, vegetation data, inherent and opera-
tional. Inherent error is error resulting from inaccurate input data, while operational
error is the error which results from the modelling itself. All spatial data, whether
they are paper maps or digital layers, in vector or raster format, having categorical
or numerical values, contain errors to some extent. This is due to not only instru-
ment and human errors, but also the age of the data and the inherent complexity of
the real world. Models tend to reduce the complexity of the real world using
approximations and the cost of these approximations is increased error, uncertainty
and less precision. Errors in input data can be transmitted through the modelling
process and become manifest in the final products. Different models transmit error
in different ways. The exact error propagation modes for most models are unclear
and need careful analysis (Huang and Lees 2005). Van Niel et al. (2004) did this for
error in elevation data, a common input to PVM, and Huang (Huang and Lees
2004) did this for PVM more generally. Huang and Lees (2007) and Hagen-Zanker
et al. (2005) went further and looked at the effects of learning sample location and
class error.
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Once we properly identify the types and sources of error, track the error trans-
mission through the modelling process, measure and quantify the magnitude of the
error with suitable error indices, and visualise the error measurements for the users,
sensible strategies need to be implemented to reduce or manage the error if possible.
Common sources of error in predictive vegetation modelling are DTM inaccuracy,
which flow through to slope, wetness estimates and aspect/insolation calculations,
and soil/lithology data. Given the problems of circularity with soil mapping which
is now often based on a model integrating vegetation, geology and slope data
(McBratney et al. 2003), vegetation modellers often resort to geology maps rather
than soil maps. However, geology maps are rarely produced at fine scale and often
the classes depicted relate to the age of a unit rather than its varied lithology. These
issues have been dealt with elsewhere.

This paper looks at one of the common sources of error in predictive vegetation
mapping, the actual style of mapping, although the principles are more generally
applicable to other forms of natural resource mapping. The style of mapping
commonly used for vegetation is the area-class map (Mark and Csillag 1989; Bunge
1966). This is a form of thematic map often described as a choropleth map, but
Mark and Csillag (1989) point out that this usage is incorrect and that the term
‘choropleth map’ should be restricted to situations where the bounding polygons are
defined by other than the phenomena being mapped. For example, the adminis-
trative boundaries used by McHarg and Mumford (1969) for forest type polygons in
his Potomac River Basin Study are correctly choropleth maps but give a quite
misleading impression of the land cover around Washington because they are
inappropriate for the phenomena being mapped and suffer badly, as a result, from
the Modifiable Areal Unit Problem.

Background

In 1977 David Sinton wrote a seminal paper on ‘the inherent structure of infor-
mation as a constraint to analysis’. He used mapped thematic data of natural
resources as a case study. Thematic mapping dates back to the early 17th Century,
well before computer databases were available. However, thematic mapping of
natural resource information of the type discussed by Sinton is properly area-class
mapping although he didn’t use that term. In these types of map the structure is of
discrete polygons with the boundaries between categories or classes of the theme.
These occur over contiguous regions of geographic space. The polygon structure
can be seen as enclosing an Entity but Goodchild et al. (2009) suggest it can also be
seen as is a Nominal Field. The structure both reflects the way we think and, to
some extent, how we go about collecting data.

Sinton made the point that certain types of information are collected in such a
way that there are steps which include generalisation inherent in the collection
process. This generalisation of the information collected limits the types of analysis
which can be carried out later.
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This sounds like an obscure and abstract point, but it is not. For example, during
the 1980’s the Australian Government decided, as a result of considerable conflict
between those supporting the logging of native forests and those opposing this on
environmental grounds, to have a National Forest Inventory. This was intended to
produce a master data set to avoid the conflict which had arisen between datasets
produced by the competing interests. The first pass at joining up forest maps across
state borders revealed that there were serious inconsistencies in the ways each state,
and in some cases region, defined their forests. This should not have been a surprise
as similar problems had been observed when attempts have been made to mosaic
soil maps across administrative boundaries. Solving the problem by resorting to the
original observations to recode the data proved impossible as they had not been
retained.

Indeed, the practice in many field sciences was to observe, classify then record.
In many cases the detail of the original observation only existed in field notebooks,
which were not archived. In one legacy vegetation map close to home, of the
Australian Capital Territory, it was found that the map was a mosaic based on three
surveys, each by a different group, each at a different time, and each at a different
nominal scale. The apparent homogeneity of one part and the apparent hetero-
geneity of another part were artifacts of this mosaicking. The map was, as a result,
extremely misleading.

The situation described above is common. It is extremely costly to collect new
data and the temptation is to make do with what is to hand. So, it is important to
properly understand the process by which that data has been generated and stored.

Descriptions, Depictions, or Diagrams

The area-class map is a type of diagram. Maps and images, more generally, fall into
this class of media. Often field scientists use a mixture of descriptive writing,
symbolic equations and diagrams to communicate their ideas. These media appear
to be processed in our brains through different pathways. The distinction between
the way we believe these are processed are between model-based theories (in-
cluding graphical ones), and sententially based theories. These appear to be dealt
with by different parts of our brain. The issue has been presented as a choice
between reasoning being semantic or syntactic respectively (Engelhardt 2002). In
terms of syntax, written text and symbolic equations are essentially linear, while
diagrams need not be. This suggests that the common practice of supporting a piece
of difficult text with a graph or diagram works because we are delivering the
message to our brain through two different pathways.

We can discriminate between the way we understand descriptions (written text
and symbolic equations) and diagrams (Lemon and Pratt 1999). Most descriptions
are Fregean (Peregrin 2000) where the symbol bears no resemblance to the thing it
represents in terms of its properties. But, with analogical representations where
relationships are explicit, there is such a resemblance. This is the first key difference

Error in Spatial Ecology (PVM) 41



between written text and symbolic equations (Fregean), and diagrams (analogical).
The second key difference is that there is a sense in which text (and equations) are a
sequential set of symbols. Text (and equations) rely for much of their meaning on
this sequence. Usually what is written later in a sentence assumes that the reader
knows what has been written beforehand. Because written text is processed by
people in a sequential fashion it is hard for humans to store all the things that we
have just read in our working memory, especially when the number of items
appearing in the text is large. Diagrams can avoid this problem. However, sentential
descriptions may allow a more accurate and precise description of a phenomenon
than diagrams.

Only those diagrams in the bottom half of Table 1 can deal with spatial data
spatially. This distinguishes tables and charts from diagrams of the sort we are
concerned with. Why is a sentential representation not as effective as a diagram in
helping us to solve a problem? (Larkin and Simon 1987);

• Diagrams can group together all the information that is used together. This
effective use of display space is an important attribute as it thus avoids lengthy
searches for the elements needed to make a problem-solving inference.

• Diagrams avoiding the need to match symbolic labels by using location to group
information about a single element.

• Diagrams automatically support a large number of perceptual differences, which
are extremely easy for humans to understand. In addition to the relationships in
space, the meanings of relative size and colour are all easily understood by
humans.

Diagrams appear to operate best when cognitive reasoning, which must extract
the structural information from the sentential data by laborious comparisons and
computations, is supported by a visual representation from which the user can

Table 1 Types of diagram (modified after Lemon and Engelhardt in TwD 1997)

Type of diagram Characteristics Treatment of spatial data is

Columns/list Partitioning in one dimension Aspatial

Table/matrix Partitioning in two dimensions Aspatial

Time line Metric in one dimension Aspatial

Two-axis chart Metric in the Cartesian plane Aspatial

Bar chart Partitioning in one dimension combined
with Metric in one dimension

Aspatial

Picture or image Realistic; planar metric combined with
planar topology

Spatial

Map Symbolic; planar metric combined with
planar topology

Spatial

Network diagram Planar topology Spatial

3D/CAD graphics Metric and topology in Cartesian 3-space Spatial
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easily perceive the structure of the data. The use of graphs, tables and bar charts in
the scientific literature is the best example of this phenomena. Maps, on the other
hand, are quite often ‘stand-alone’ with the only text accompanying them being
peripheral to the image. Some types of map rely on only the users’ familiarity with
the style of representation to carry their message. The area-class map has been
successful because the message that it carries is easy to comprehend.

Collecting Data

Sinton (1977) breaks down the process of creating useful data for area-class
mapping from initial observation. He argues that one must record the Theme, the
Location and the Time of the observation. At least three types of generalisation take
place;

• Aggregation—the transformation of the structure from point to polygon usually
involves a loss of detail in Spatial Location of the original observation.

• Classification—observations are categorized with other like observations. In
practice ‘like’ becomes ‘similar’ and the breadth of what ‘similar’ means is an
important source of error.

• Induction—where a series of samples are generalised to include locations
assumed to have the same characteristics. Thus aggregating places with similar
(but not the same) characteristics as the places sampled into Classes.

Sinton (1977) defines this more precisely (in the case of vegetation mapping).

• One of the Attributes of the data (Time) is held constant.
• A second Attribute (Theme) is permitted to vary in a controlled way.
• The third Attribute (Location) is measured for its variation within the second

(controlled) Attribute.

In thematic mapping, time is rarely not held constant. For some themes, such as
elevation, soils or geology, this is rarely a problem. But for other more dynamic
themes, such as vegetation, land use, land cover or population, the freezing of the
theme at the time of data collection does present a major source of error. Allowing
the theme to vary ‘in a controlled way’ runs the risk of falling foul of the Modifiable
Area Unit Problem (Openshaw 1983). In this, poorly represented classes tend to be
incorporated into larger classes, and so disappear. Also in many cases a continuum
of change is represented as a series of classes, which are essentially overlapping
gaussians. This, of course, leads to the creation of errors of omission and com-
mission in the theme. Allowing the location to vary from a point to a polygon leads
to similar errors. Generalisation can be seen as inducing error with regard to the
original observations.

So, the form of an area-class map certainly aids perception and processing of the
information presented. But this is at the cost of considerable generalization.
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Changing the Data Model

In a previous paper (Lees 1996b) we investigated a method of representing vege-
tation data which avoided many of the errors which inherent in the use of the area
class map. In this earlier paper we investigated how the processing of data to suit
this format perpetuates the use of an inappropriate data model and places an upper
limit on the accuracy of spatial extension of point data by most predictive modelling
techniques.

A number of projects based on the Kioloa data set to develop and test new
predictive modelling tools were set up to use standard (forest) industry data as
input, and forest types as output (Moore et al. 1991; Lees and Ritman 1991;
Fitzgerald and Lees 1993, 1994, 1996). Using the same modelling methods,
learning sample and independent variables, but not classifying the learning samples
into communities or forest types beforehand, it was shown to be possible to achieve
a significant improvement in predictive accuracy over area-class mapping. If one
deals with the point observations of vegetation without classifying them before-
hand, then another form of visualisation can be used. Because we are dealing with
digital information, we are no longer constrained to produce a single ‘map’ as the
data storage medium and visualisation medium. We can now store and retrieve a
considerable amount of information about any point, either in geographic, envi-
ronmental or spectral space. This is a database-oriented approach. If we retain
geographic space as the most convenient operational data space for users of pre-
dictive modelling, we are also selecting the domain with least database complexity
where each point exists in only one location in each of the other domains (Lees
1994; 1996a, b; Aspinall and Lees 1994). We can then model the spatial extension
of each relevant attribute of each entity observed in the ground truth plots.

The Database Oriented Technique

In Lees (1996b) the original observations were recoded as fuzzy membership of the
canopy, species by species. A simple Back Propagation neural net was set up for
each species. In order to provide an ongoing comparison of methods, the input layer
was the same as that described in Fitzgerald and Lees (1993, 1994), and used the
same datasets as Lees and Ritman (1991). A 9/10/10 structure was used with one
hidden layer of ten nodes and an output layer of ten nodes. No spatial or temporal
context was used. Each output node represented a range of fuzzy memberships
(0–0.1; 0.1–0.2 and so on). The highest number in the output range was taken to
indicate the membership of that cell and the whole output range for each cell was
treated as a distribution and the probability of the membership was calculated. So,
for each species, it was possible to estimate its fuzzy membership of the canopy and
the probability of that estimate. For the species chosen as an example, Eucalyptus
maculata, and using only the fuzzy memberships, the RMS error was calculated to
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be 0.2324. Calculating a distribution based on the ten output nodes is, of course, not
optimal, but it seemed more sensible than setting the network up with, say, a
9/10/30 structure.

The constraints we placed on our earlier work to make it match existing user
expectations resulted in an upper limit to predictive accuracy, for all the models
tested, of about 65%. Those themes which were more appropriately represented by
this data structure (land/sea discrimination) could be predicted with up to 99%
accuracy. The later work (Lees 1996b) which expressed species distribution as a
fuzzy membership of the tallest stratum (in a forest), midstratum or understorey,
and lower stratum or ground layer, allows the prediction of a series of data layers
which represent surfaces of spatially varying fuzzy memberships appeared to offer a
significant gain in accuracy. Further, the use of a simple neural net configuration
enables both fuzzy membership and the probability of this membership to be
estimated. This made it possible to track error through subsequent uses of the
modelled estimates. Methods of comparing the two methods have subsequently
been investigated and this paper presents some of these findings.

Just How Bad Is an Area-Class Map of Forest Types?

The method used in Lees (1996b) required the information to be stored in some
form of a database and no integration of species distributions was suggested. For
use in the field this meant that a small computer system would have to be utilised.
A fieldworker wishing information about a point would have to scroll through, in
the case of the Kioloa data set, the distributions of forty-one tree species,
ninety-four shrubs and one hundred and eight understorey species. Together with an
error map for each, a database of 486 coverages would be needed for the Kioloa
area. It would certainly be possible to query the database to return the information
relating to a point but the overview of the immediate local area would still be
elusive.

The increase in accuracy gained is seriously offset by the indigestible nature of
the output. For real, practical, use some form of synthetic product is needed. This
inevitably leads back to a classification of the data into communities, forest types,
and so on. Depiction of this sort of synthesis naturally leads to an area-class map. It
was argued in Lees (1996b) that it was easy to show that this is a major source of
error but there is no insight into what might be the most appropriate replacement. In
this exercise we have examined whether this claim was as accurate as thought. Just
how bad is an area-class map of forest types for the normal user of these products?

To evaluate this question Allison (1998) decided to move away from the simple
measure of ‘overall accuracy’ and investigate other measures. The calculation of
‘overall accuracy’, or ‘proportion of samples correctly classified’, used in many of
our earlier papers, ignores any difference between the accuracy of individual
classes. She used the Kioloa data set and one of our early models based on it (Lees
and Ritman 1991) for the evaluation. This model was one of the earliest we
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developed, and one of the least accurate. The data set used covers an area of coastal
plain and beach which runs back into a sandstone ridge with elevations ranging
from sea level to 285 m. Land cover varies from wet sclerophyll rainforest, highly
disturbed dry and wet sclerophyll forests with a complex fire history parts of which
have been logged in the past, through heath to cleared grassland. There are small
pockets of rainforest with palms. PVM models based on this dataset using the
ground data pre-classed into forest types typically give predictions of ‘Sea’ at better
than 95%, ‘Paddock’ at better than 80% and the other forest types at accuracies of
less than 65%.

The ‘Overall Accuracy’ calculation of the Lees and Ritman (1991) model gave
only a moderate result of 47.64%, based on the error matrix (Table 2), ‘User’s
Accuracy’ and ‘Producer’s Accuracy’ calculations (Table 3) and errors of omission
and commission (Table 4) were calculated for each class. These quite effectively
demonstrate the problem of treating the continuum of change within this type of
forest as a set of overlapping gaussians, or classes. Classes which were clearly
separable, such as ‘Sea’, were predicted with low values of errors of omission or
commission and high values of both Producer’s and User’s Accuracy. The difficult
ecotonal ‘classes’ such E.botryoides forest and Lower Slope Wet forest, which
appear to be separable in geographic space, are not separable in environmental data
space and have very large errors associated with them (Lees 1996b). Whilst it is
tempting to interpret this as meaning that better results are impossible using classed
data, it is worth examining the degree of error involved in these measures.

Forest maps are specifically targeted at a particular type of user, the forest
manager. Traditionally, the major concern of such a user was to accurately predict
the timber volume in a forest coupe. Multi-use forests have extended the range of
concerns foresters must address, but it is possible to look at each use and categorise
the level of unsuitability of the map for a particular purpose. In uses where species
composition is important, one could generate a table such as this (Table 5).

Table 2 The error matrix for Lees and Ritman (1991)

Reference data Total

1 2 3 4 5 6 7 8 9

Predicted class

1 167 15 15 35 35 4 2 7 0 280

2 13 3 1 7 8 2 2 8 0 44

3 13 1 1 4 1 1 1 1 0 23

4 32 20 14 126 43 73 60 45 8 421

5 52 18 8 46 70 6 6 17 2 225

6 6 0 2 17 5 9 3 0 0 42

7 22 8 10 16 19 2 12 18 3 110

8 1 1 1 0 0 0 1 48 1 53

9 0 0 0 0 0 0 0 2 259 261

Total 306 66 52 251 181 97 87 146 273 1495
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It can be seen that disagreement at both levels 1 and 2 is not likely to be very
significant to the sort of user described above, the prediction is ‘fairly close’ to the
actuality. Level 4 disagreement, however, is simply wrong. Here the prediction is
completely at odds with the actuality. Disagreement at level 3 is harder to cate-
gorise, it may be as serious as level 4 for some users. But a ranking of the levels of
disagreement such as this allows us to categorise the misclassifications in Lees and
Ritman (1991) as shown in Table 6.

Table 3 User’s and producer’s accuracy (Allison 1998)

Vegetation class User’s accuracy (%) Producer’s accuracy (%)

1 Dry Sclerophyll forest 59.64 54.58

2 E.botryoides forest 6.82 4.55

3 Lower slope wet forest 4.35 1.92

4 Wet (E.maculata) forest 29.93 50.20

5 Dry (E.maculata) forest 31.11 38.67

6 Rainforest ecotone 21.43 9.28

7 Rainforest 10.91 13.79

8 Paddocks and cleared 90.57 32.88

9 Sea 99.23 94.87

Table 4 Errors of omission and commission (Allison 1998)

Vegetation class Error of omission (%) Error of commission (%)

1 Dry Sclerophyll forest 45.42 40.36

2 E.botryoides forest 95.45 93.18

3 Lower slope wet forest 98.08 95.65

4 Wet (E.maculata) forest 49.80 70.07

5 Dry (E.maculata) forest 61.33 68.89

6 Rainforest ecotone 90.72 78.57

7 Rainforest 86.21 89.09

8 Paddocks and cleared 67.12 9.43

9 Sea 5.13 0.77

Table 5 Levels of disagreement (Allison 1998)

Level 0 No disagreement Predicted vegetation type matches actual
vegetation type exactly

Level 1 Low level disagreement Predicted vegetation type incorrectly assigned, but
both predicted and actual vegetation types contain
at least one identical main indicator species

Level 2 Moderate disagreement Predicted vegetation type main species occurs as
associated species or vice versa

Level 3 High level disagreement Only predicted associated species occurs (as
associated species)

Level 4 Total disagreement No predicted main or associated species found
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We can then go on to quantify the errors by looking at our test sample (Table 6)
or even plot these as a map of levels of disagreement. From Table 6 one could
suggest that, for a vegetation scientist checking the model, the accuracy would
certainly be only 47.64%, but for a forest manager the accuracy would, in practical
terms, be between 60.66 and 82.05% as the predicted species does, in fact, occur at
level 2 disagreement. This suggests that it can still be a usable product at these
levels. Importantly, the latter level of accuracy is slightly higher than that achieved
by Lees (1996b).

Conclusion

All of this suggests that some our efforts to identify error and to reduce it have, if
not been misguided, ignored the practicalities of field use. Even with all the
miniaturized electronic tools available for field use, the database model is too
cumbersome a vehicle for easy comprehension of all the necessary information. The
traditional form of delivery, and use, of vegetation and soils information, the
area-class map, may indeed perpetuate the use of an inappropriate data model and
place an upper limit on the accuracy of spatial extension of point data by most
predictive models, but it remains a practically useful form of delivering spatial
information for most users. Clearly a combination of both methods, that described
by Lees (1996b) and the synthesized area-class map, would allow access to the
advantages of both. The former is clearly best suited to the office system, and the
latter to the field.
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A Framework for Event Information
Extraction from Chinese News Online

Shuang Wang, Yecheng Yuan, Tao Pei and Yufen Chen

Introduction

The rapid development of the Internet has led to an explosion of available infor-
mation and online services. As a result, a variety of structured heterogeneous web
sites have appeared on the Internet, making it more difficult for users to find
valuable information they are interested in. Information Retrieval (IR), via search
engines is one of the most successful solutions to the problem. Typically, a search
engine gives users a series of relevant web pages based on the key words. However,
the drawback of existing IR is most evident when encountering huge search results,
e.g., Google returns about 3,700,000 web page links for the keywords “debris
flow”. It is impossible to explore each record manually and locate the valuable
information for debris flow hazards from the huge amount of data. Thus, we need to
find a powerful and intelligent way to enhance IR. In this paper, we try to address
the problem of discovering emergent events from Chinese news sites to automat-
ically extract the relevant information, e.g., time, location, disaster situation, to
recognize the information into structured forms that are more suitable for other
information processing tasks, such as data mining, answering question and so on.
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In this paper, we construct a framework for event information extraction from
various unstructured data, especially Chinese news. (Note that unstructured data
does not imply that the data is structurally incoherent, but rather that the infor-
mation therein is encoded in such a way that makes it difficult for computers to
interpret it directly (Moens 2006), e.g., HTML, DOC). A prototype system
Emergency Event Information Extraction System (EEIES) has been developed
based on this framework. The system can collect web pages, extract information on
emergent events from them and store the extracted data in database, with links back
to the original documents.

Related Work

In recent decades, a number of information extraction (IE) systems have been
developed to meet the need of automatically analyzing natural language text
(Agichtein and Gravano 2000; AKT project 2005; Buitelaar et al. 2008; Donaldson
et al. 2003; Muin et al. 2005; Mangassarian and Artail 2007; Chau and Xu 2007;
Mykowiecka et al. 2009; SEKT project 2003; Lee and Lee 2007). For example, in
the biomedical domain, the amount of literature is increasing rapidly, MEDLINE
(Medical Literature Analysis and Retrieval System Online) comprises more than 17
million abstracts and the NLM (National Library of Medicine) continues to add
12,000 new abstracts each week (Muin et al. 2005). This situation has led to the
development of such systems to handle scientific articles, e.g., Donaldson (2003)
designed an information extraction system to locate protein-protein interaction data
in the literature using machine learning methods.

Four basic types of elements can be extracted by these systems: entities, attri-
butes, facts and events (Feldman and Sanger 2009). Entities are the basic proper
names mentioned in the text, such as names of people, genes, and geographic
locations. Attributes are the features of the extracted entities; Mykowiecka (2009)
described a rule-based information extraction system to find certain information
such as the age of the patient and drug dose, from mammography reports and
hospital records of diabetic patients. Facts are the relations that exist between
entities, such as social relationships between peoples Chau and Xu (2007).
Agichtein and Gravano (2000) propose a bootstrapping method to find relations
from text with minimal human intervention. Events can be defined as activities or
occurrences of interest in which entities participate. Events extraction is the most
complicated and challenging task in an IE system, which integrates former
extraction tasks and requires further domain analysis. A few English IE systems or
projects for events have been constructed, including SOBA (SmartWeb
Ontology-based Annotation), an ontology-based information extraction system,
which can extract football information from the SmartWeb and integrate it into a
coherent knowledge base (Buitelaar et al. 2008).

Due to the complexity of the Chinese language and limitations of NLP (natural
language processing) technology, few mature Chinese IE systems have hitherto
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been developed. Lee (2003) proposes an ontology-based fuzzy event extraction
agent for Chinese e-news summarization. Strictly speaking, this is a summarization
system rather than an IE system and cannot identify target information at the word
or phrase level. To overcome the disadvantage, we propose an event model and
develop a prototype IE system to extract event information at the word level.
Meanwhile, we attempt to minimize the effort of constructing extraction patterns by
maximizing the utility of machine learning algorithms.

The structure of this article is organized as follows. Section “Event Model”
describes the event model. Section “System Framework” presents an overview of
the framework for event information extraction and focuses on the key components.
Section “Experiment” illustrates our prototype system with an experiment. Finally,
Section “Conclusion and Future Work” gives a brief evaluation and discusses the
future work.

Event Model

Definition of Event

The term “event” has different meaning in different fields. The traditional linguistic
definition of an event consists of two aspectual parts: states and actions (Bethard
and Martin 2006). States describe situations that are static or unchanging for their
duration, while actions describe situations that involve some internal structure. In
Topic Detection and Tracking (TDT is a DARPA-sponsored initiative to investigate
the state of the art in finding and following new events in a stream of broadcast
news stories) task, events are sets of documents that described “some unique thing
that happens at some point in time” (Allan et al. 1998). In TimeML, a rich spec-
ification language for event and temporal expressions in natural language text, the
event is a cover term for situations that occur at an exact time or last for a period of
time (Pustejovsky et al. 2003). In the Automatic Content Extraction program
(ACE), which is directed at the extraction of information from audio and image
sources in addition to pure text, although this research effort is restricted to infor-
mation extraction from text), an event is a complex structure with ancillary temporal
information (Ahn 2006).

In this paper, we extend the term “event” defined in ACE: an event is an activity
that occurs at a certain place and time, and in which one or more named entities
(event roles) participated. So, place, time and entities are the features of an event. In
general, these features can be divided into two types: the first includes the basic
characteristic shared by all events, e.g., when and where events take place, while the
second comprises the specific characteristics, which tag particular kinds of event,
e.g., the magnitude of an earthquake. Therefore, we use a multi-layer object-oriented
architecture to portray the event model, in which events can inherit from basic events
or be composed of basic events. Details are described in the next section.
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Architecture of Events

There are three layers in our multi-layer object-oriented architecture, including a
conception layer, basic category layer and extended category layer. Figure 1 shows
the structure of the event model.

Fig. 1 Multi-layer object-oriented architecture of the event model
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• Conception: the top layer of the architecture, which can be referred to as the
event type. In this layer, each type of event is expressed by a set of widely
acceptable terms in natural language.

• Basic Category: the second layer. Each basic category corresponds to a con-
ception. Event name, basic event roles and attributes are contained in this layer.
Thus, each conception is generalized by its own basic category.

• Extended Category: more event types can be formed by extending basic ones or
combining them. Each extended category in this layer is a complex event that
has more specific attributes and a relationship between itself and the basic
categories. We define two relationships: inheritance and association. Inheritance
represents the ‘ancestor-posterity’ relationship, while association denotes the
‘combination’ relationship.

Figure 2 shows an example of the architecture.

Fig. 2 Example of an
object-oriented event model
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System Framework

Overview

The prototype system for extracting emergency event information consists of a Data
Retrieval Agent (DRA), Document Processing Agent (DPA), Information
Extraction Agent (IEA), and Knowledge Base (KB). The DRA is in charge of
collecting data from various sources, including the Internet, Intranet, and local file
systems. The DPA identifies potential emergency related contents from the data
provided by the DRA. Then, the IEA determines important information from the
contents with the help of the KB and stores it in a database for further study.
Figure 3 shows the architecture of event extraction system.

Data Retrieval

Consisted of spider and an indexer, the data retrieval agent collects original data
from various sources as system inputs. The goal of the spider is to visit many web
sites and efficiently label as many as possible useful web pages. In our prototype
system, to improve the validity of crawling, spiders are limited to a list of news web
sites, such as Sina (http://news.sina.com.cn/), Sohu (http://news.sohu.com/), and

Fig. 3 Architecture of the event extraction system
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Xinhua net (http://www.xinhuanet.com/). The indexer assigns each web page or
document a unique doc-ID and creates indices for them. Finally, these documents
are saved in database with their own URL. There have been many papers explaining
how to construct a spider or indexer (Anh and Moffat 2005; Boldi et al. 2004; Cho
et al. 1998; Carmel et al. 2001; Shkapenyuk and Suel 2002). Readers should refer to
these references for further details.

Document Preprocessing

The goal of document preprocessing is to select potentially relevant web pages or
other documents that may contain target event information and convert them into
the uniform XML format. (See Fig. 4). Since most documents or pages are irrel-
evant to the event being extracted, it is necessary to remove them before they are
sent to the information extraction agent. A content filter has been designed to carry
out this task automatically, which up the domain terms in glossaries stored in the
knowledge base in advance; only those containing the domain terms are kept as

Fig. 4 Document preprocessing

A Framework for Event Information Extraction … 59

http://www.xinhuanet.com/


candidate documents. To maintain completeness of the potentially relevant docu-
ments, we use no more than three domain terms. Taking “earthquake” as an
example, the content filter uses the term “earthquake” to select documents that may
contain information about an earthquake.

Another important function of the content filter is to find the main text body
within the web page. A typical news web page contains many elements besides the
actual news text body, such as navigation information, links to other sites, and
advertisement. The wrapper induction method (Crescenzi et al. 2001; Freitag and
Kushmerick 2000; Kushmerick 2000) which generates wrappers by the general-
ization of a set of examples of (page, content) pairs is introduced to tag
user-interested content embedded in HTML pages. Essentially, a wrapper class is a
mapping function, which maps the kind of pages to the content hidden in such
pages. Considering that the DRA only visits the given web sites, we develop a
series of wrappers to analyze the web structure of these sites. Our experiment shows
that over 90% of pages can be handled correctly. Obviously, the scalability and
reusability of these wrappers are poor, something which we aim to improve in our
future work.

Finally, these ‘clean’ web pages or documents are transformed into XML format.
The reason for using XML is as below. HTML is designed to “exhibit” data, and
not to “process” data, so the tags used in HTML are limited and lack extensibility.
Besides, the structure of HTML is not strict, making it difficult to validate the
structure, but XML eliminates these constrains. XML supports user-defined tags
and requires a comparatively strict logical structure, which facilitates the execution
of programs to parse the XML documents. Therefore, we designed a format
transformation algorithm to convert the files into XML. The main elements in XML
include the title, doc-ID, URL, and text content.

Information Extraction

The information extraction agent plays a major role of in the whole system.
Information extraction is a complex task that requires collaboration with natural
language processing, machine learning, pattern recognition, etc. Therefore, a series
of dependent steps, which can be divided into two major components, namely,
natural language processing and pattern analysis, are applied sequentially. Figure 5
depicts a flow chart of the information extraction agent.

Natural Language Processing

The goal of natural language processing is to ascertain the lexical and syntax
features of each sentence in a document. These features will later be used in pattern
analysis. Since each language has its own unique characters, natural language
processing differs for each. For example, it is fairly easy to identify word
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boundaries in European languages, but much harder in Chinese, because there is no
Chinese character representing the space for separating words. Thus, the process
begins with lexical analysis.

• Lexical Analysis

There are many Chinese word segmentation models, which can be divided into two
categories: handcrafted and statistics-based. Previous studies show that the latter

Fig. 5 Flow chart of information extraction agent
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category yields better performance than the former (HUANG and ZHAO 2007). For
our system, we selected the ICTCLAS (Institute of Computing Technology,
Chinese Lexical Analysis System), one of the best segmentation systems, as the
Chinese lexical analysis tool (Zhang et al. 2003a, b, c). ICTCLAS uses a HHMM
(hierarchical hidden Markov model) and incorporates Chinese word segmentation,
Part-Of-Speech tagging, disambiguation and unknown words recognition into an
entire theoretical framework. Figure 6 shows an example of the lexical analysis
results using ICTCLAS.

• Syntax Analysis

The syntax parser analyzes entire sentence to identify syntactic relations between
the heads of phrases. We used the Stanford Parser to determine the grammatical
structure of sentences. The Stanford Parser is a lexicalized probabilistic parser
developed by the Stanford natural language processing group; it implements a
factored product model with a separate PCFG (probabilistic context-free grammars)
phrase structure and lexical dependency expert (Klein and Manning 2003a, b).
Figure 7 shows an example of a phrase structured grammar created by the Stanford
Parser.

Fig. 6 Example of lexical
analysis result by ICTCLAS

Fig. 7 Phrase structure
grammar of the sentence “泥
石流 (debris flow) 造成

(caused) 72(72) 人 (people)
失踪 (missing)”
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Pattern Analysis

A robust, reliable, self-learning extraction pattern is the key to the information
extraction system. Previous systems made use of handcrafted algorithms (Appelt
et al. 1993; Lehnert et al. 1991; Soderland et al. 1995), which were crafted by
linguists in cooperation with domain experts. Handcrafted methods usually take a
long time to perfect the rule set resulting in poor adaptability. Modern systems
employ machine-learning techniques, which automatically induce rules by studying
a set of annotated training examples (Ciravegna 2001). In the last few years, several
statistics-based models (supervised learning models) have been developed (Isozaki
and Kazawa 2002; Peng and McCallum 2006). However, since it is so costly to
obtain an annotated corpus researchers have recently become more interested in
exploring semi-supervised (or “weakly supervised”) techniques (Riloff and Jones
1999; Yarowsky 1995).

In our prototype system, due to the lack of human labor to create a large-scale
annotated corpus, we adopted a rule-based method for each subtask in Fig. 5
instead of a statistics-based method. The procedure is explained as follows.

(1) Assigning Time-stamps and Place to Events (Named Entity Recognition)

Time and place are important clues for tracking the evolution of an event.
Identifying the location and temporal expressions that has been involved in Chinese
lexical analysis process belongs to the traditional named entity recognition task.
After word segmentation by ICTCLAS, we can correctly obtain most temporal
words, but no more than two thirds of the location words on average. To improve
the location words recognition rate, we added a gazetteer to amend the original
segmentation errors. Here, we pay special attention to how to map each temporal
word to a calendar and link each location word to a map.

• Time

There are two kinds of temporal words: absolute and relative. “Absolute” means
that the temporal word itself can be mapped to a calendar without other supple-
mentary information, e.g. “2010年8月2日” (08/02/2010). “Relative” means the
word needs a reference time to determine its place in the calendar, such as “2小时

前” (two hours ago), “昨天” (yesterday). Thus, it is not an easy job to calculate the
true time from the relative temporal expressions; the reference time and the rela-
tionship between them needed to be find out. Allen (1991) summarizes 13 kinds of
temporal relationships. In this paper, we simplify them to 4 relationships: equal to,
contains, before and after Listed in Table 1.

Table 1 Four temporal
relationships

Relationship Symbol Legend

X before Y < XXX YYY

X equal to Y ¼ XXX
YYY

X contains Y C XXXXX
YYY

X after Y > YYYXXX

X temporal word; Y reference time
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General speaking, the first sentence of each report contains time information. For
example:

“中新网5月30日电 水利部部长……”

(30/5 Chinanews report Minister of Water Resources…)

We take this date which is in bold as the report time of the particular news item.
When analyzing relative temporal expressions in articles, we take the absolute
temporal expression appearing in the same sentence or the last one as the reference
time. If both of these are missing, then the report time of the article is substituted.
Once the reference time and temporal relationship have been determined, we can
calculate their calendar date according to the reasoning rules.

The time format used in our prototype system is as follows:

T� stamp : YYYY�MM� DD �HH� NN� SS : W : Af g

YYYY-year, MM-month, DD-day, HH-hour, NN-minute, SS-second, W-
number of the day in the week (1- Monday … 7- Sunday), and A-special day’s
name, e.g., “元旦 (New Year’s day). In fact, only a few temporal expressions can
be precisely assigned to the unit of second (typically these can be assigned to a
day), and therefore, we may not find all the values for each argument of the time
format, but at least some of them can be identified.

• Place

It is not sufficient to identify the entity names, what’s more important is to match
these names to real places. To achieve this target, we defined a structure containing
eight sub-types for locations in our prototype system:, namely, country, province,
city, county, road, river, mountain, and island. We aim to identify all names and
place them in the correct positions in the structure. To improve precision of location
recognition, we utilized a national gazetteer with a scale of 1: 1,000,000 (“全国

1:100 万地名库”) provided by the National Fundamental Geographic Information
System. Most commonly used geographic entity names can be found in the
gazetteer.

The ambiguity of names is the main cause of errors. There are two types of
ambiguity: different places sharing the same name and one name having different
semantic meanings in different contexts. For example, “北京 (Beijing)” means the
city of Beijing in “2008年奥运会在北京举行” (2008 Olympic Games were held in
Beijing), but implies the Chinese Government in “北京表示反对抵制奥运行为”
(Beijing is against the behavior of resisting the Olympic Games). To solve the
ambiguity, we need context information.

(2) Co-reference Resolution

Co-reference resolution is the process of determining whether two expressions in
different sentences refer to the same entity, especially the same event in our study.
For example, in the following sentence, the expressions are depicted in bold.
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“The rainstorm itself wasn’t that exceptional in terms of appearance on radar and satellite,
but it did cover a fairly large area.”

Here, “it” refers to the “rainstorm”, not “radar” or “satellite”.

In our current co-reference model, we have built a glossary for event reference,
such as “灾难” (disaster), “事故” (calamity). These non-event noun phrases (not
currently in the glossary) have not yet been implemented. Given a noun phrase, the
model searches for the most recently mentioned entities with have the same event
class or a super-class or a sub-class with the noun phrase. If such an entity exists, it
is taken as the reference for the noun phrase; otherwise, a new entity is defined.

(3) Event Attributes Recognition (Semantic Analysis)

This step links the identified temporal expressions, phrases of location, and other
attribute information to their own events. We consider event attribute recognition to
be a semantic relation analysis problem.

• Semantic Relations

Semantic relations reveal the domain-specific relationship between pairs of phrases
or words, e.g., in the sentence “泥石流造成72人失踪” (There are 72 people
missing in this debris flow), the semantic relationship between “泥石流” (debris
flow) and “失踪” (missing) is referred to as “Cause-Missing”.

A semantic relation consists of the relation name, head phrase, modifier phrase,
modality, and polarity. Table 2 gives an example.

Modality and polarity are taken from ACE’s definition for event attributes.
Modality has two values: asserted and other. “Asserted” means that the relationship
in the sentence is in the affirmative tone, e.g., “泥石流卷走了30人” (The debris
flow covered 30 people). “Other” refers to “Believed Events/Hypothetical
Events/Commanded and Requested Events” and so on. Polarity also has two val-
ues: negative and positive. “Negative” means the action did not happen, e.g. “泥石

流没有造成人员伤亡” (There were no people injured in this debris flow).
Semantic relations correspond to the attributes of the event model. They are

joined as a result of sharing the same phrases, e.g., the phrase “失踪” (missing) in
Table 2 is the conjunction that connects the relation “Cause-Missing” and
“Missing-Number”. All attributes of the event can be described by semantic
relations.

• Semantic Patterns

For our system, we proposed a machine-learning algorithm that learns information
extraction patterns from hand-tagged examples. Machine learning is a positive

Table 2 Example of the semantic relation for the sentence “泥石流造成72人失踪” (72 people
missing due to debris flow)

Relation name Head phrase Modifier phrase Modality Polarity

Cause-Missing 泥石流(debris flow) 失踪(missing) asserted positive

Missing-Number 失踪(missing) 72人(72 people) asserted positive
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example-covering algorithm that tries to cover as many positive examples as pos-
sible, while not covering any negative examples. We used a linked chain model to
represent the extraction patterns for semantic relations. The model is defined as a
list consisting of a series of word nodes; each node carries a few attributes,
including word content, word type, POS, and a lexical dependency relation between
them. Table 3 gives an example.

The character “*” in the pattern can match any number of words, i.e. any
reasonable words can appear between “泥石流” (debris flow) and “造成” (cause).
This pattern will match a sentence like “突如其来的泥石流致使多人下落不明”
(The sudden debris flow resulted in many people being missing). Here, node 1
matches a noun phrase with the semantic type “event name”, that is, a noun phrase
whose head is a word containing the “event name”, e.g., “泥石流” (debris flow).
The semantic classes of words are pre-defined in a domain-specific semantic
glossary in the knowledge base. Similarly, node 2 matches a verb phrase whose
head is a “trigger” class, e.g., “致使” (result in), node 3 matches a noun phrase
whose head is the “missing” class, e.g., “下落不明” (disappear). Besides, the
lexical dependency between nodes 2 and 3 must be a VP with node 1 the subject.

The use of the word semantic class broadens the coverage of the patterns.
Meanwhile, the coverage is restricted by the lexical dependencies between these
words or phrases. This method can ignore the modified words or phrases around the
nodes, e.g., “突如其来” (sudden), “多人” (many people) in the example, thereby
guaranteeing the consistency of the sentence structure at the same time. The pat-
terns are learned from an annotated training corpus using the induction algorithm,
while event information can be extracted by applying these patterns to new articles.

(4) Normalization and Result Generation

We chose a template in XML format as the information extraction output. The
template was designed in advance based on the event model described in
Section “Event Model”. The elements in the template are the attributes of the event,
which should be expressive enough to capture important details. Figure 8 gives an
example of the template for an earthquake. The elements in this template include
time, place, magnitude, number of injured people, number of death, and so on.

Extracted data should be normalized before being filled into the placeholders of
the template, because writing styles differ from document to document, e.g.,

Table 3 Semantic pattern for “Cause-Missing”

Index Word Word type POS Lexical dependency

1 泥石流(debris flow) Event name N IP(1,3)

2 * # # #

3 造成(cause) Trigger V VP(3,5), IP(1,3)

4 * # # #

5 失踪(missing) Missing N VP(3,5)
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numbers in news articles may be in DBC case (“123”) or in SBC case (“123”), even
in Chinese format (“一二三” or “壹贰叁”). A similar problem exists in time and
event names. Normalization for the time has been discussed in Section “Pattern
Analysis”, where each temporal phrase is mapped to a calendar date. An event
name can be indicated by a number of names or aliases, e.g., “洪灾”, “洪涝灾害”,
“洪水” (flood). A series of mapping rules are used to normalize numbers and names
in this system.

Knowledge Base

As is commonly known, almost every extraction process requires some “knowl-
edge”, e.g., a linguistic dictionary for lexical and syntax analysis, gazetteer and
glossary for domain term for name entity recognition, and trigger patterns for
information identification. All of these constitute the “knowledge base” in our
system; the function of each has been discussed separately in a previous section.
Setting up the KB is an expensive and time-consuming process, which has greatly
restricted the application of information extraction.

Fig. 8 Example of the event template for an earthquake
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Experiment

To validate the system, we design an experiment for extracting emergency events.
116,577 pieces of news were collected from the given web sites in May and June,
2008. In the document preprocessing, the term “洪灾” (flood) is used as key word
to select articles on flood, and 366 articles were selected in all. Nevertheless, some
of them were duplicates and some were irrelevant. For example, an article with the
title of “朱广沪热评欧锦赛:雇拥军不是洪水猛兽” is actually a football report;
here “洪水猛兽” (flood) is an analogy for fearful things, not a real flood. Table 4
lists the details.

We designed six semantic relations for flood: “Happen-Time” (when the flood
happened), “Happen-Place” (where the flood happened), “Cause-Missing” (are
people missing in the flood), “Cause-Death” (have people died in the flood),
“Missing-Number” (how many people are missing in the flood), and
“Death-Number” (how many people died in the flood). We manually annotated the
relations for each article, including semantic relation type, head phrase, modifier
phrase, modality, polarity and so on. Figure 9 illustrates a fragment of an annotated
article.

We used the 39 articles from May as the training data, and the 167 articles from
June as the test data. Our system learned extraction patterns from instances anno-
tated in the training data. Then, the patterns were applied to the test data. We
evaluated the efficiency of the system by comparing actual recognized relation
instances to the correct result. Figure 10 depicts the flow chart of the experiment.
Table 5 gives the details the results of the experiment.

Precision and recall are defined as in Sebastiani (2002):

Table 4 Articles selected for the term “洪灾” (flood)

Event type May, 2008 (training data) June, 2008 (test data)

Relevant Irrelevant Duplicated Relevant Irrelevant Duplicated

Flood 39 9 11 167 79 61

Fig. 9 Fragment of an annotated article
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Precision ¼ COR
CORþ INC

ð1Þ

Recall ¼ COR
CORþMIS

ð2Þ
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Result 
Document
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Fig. 10 Flow chart of the experiment

Table 5 Experimental results in terms of precision, recall, and F-measure

Relation types Actual instances Precision (%) Recall (%) F-measure (%)

Happen-time 271 85.9 74.6 80.25

Happen-place 167 82.1 77.1 79.6

Cause-missing 153 87.6 82.3 84.95

Cause-death 144 87.4 84.8 86.1

Missing-number 147 88.3 85.6 86.95

Death-number 132 89.2 87.4 88.3
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where COR denotes the correctly recognized relations, INC the incorrect ones, and
MIS the missing ones.

The F-measure is the harmonic mean between precision and recall:

F ¼ ðb2 þ 1:0Þ � P� R

ðb2 � PÞþR
ð3Þ

where b is the argument of weight, in our experiment, b ¼ 1.
The result shows that precision for all types is relatively higher than recall. This

means our system’s ability to recognize is better than its covering. Although the
extraction task in our experiment is not complex, we think that this result is
acceptable and that the framework is feasible enough for application in practice.

Conclusion and Future Work

In this paper, we presented a methodology for automatically extracting event
information from Chinese news online and storing the extracted results in
machine-readable XML for further application. A prototype system, EEIES, com-
prising several sub-components namely, DRA, DPA, IEA, and KB, was developed
to perform event information extraction. The Chinese lexical analyzer ICTCLAS,
and syntax analyze Stanford Parser were embedded in our system for natural lan-
guage processing. Furthermore, we proposed an object-oriented event model to
capture the important information.

We presented a method that can automatically discover patterns by learning from
hand-annotated training examples with the help of a knowledge base. The major
contribution of the method is the ability to classify the semantic classes of words or
phrases and identify the linguistic patterns that express semantic relationships.

We conducted an experiment in extracting information (time, place, population
of missing etc.) of flood disasters from Chinese news online. The experiment
showed a high recall and precision. The results indicate that this framework is
feasible in practice, and also demonstrate that our system is a powerful supplement
to IR. Besides, the extracted information with semantic tag in XML can be used in
other applications, e.g., answering questions, data mining, and intelligence analysis.

Future work will be focused on the following aspects. (1) Exploring more
statistics-based methods and integrating other online knowledge bases into our
system, such as HowNet (a large lexical database of Chinese) and Wikipedia, to
support discovering hidden facts. (2) Extracting information from other data for-
mats besides free text, e.g., tables, images, and videos. Although direct content
extracting from images or videos is still a challenge problem, the captions (if
available) provide a valuable resource for determining the content and can thus be
utilized.
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Evaluating Neighborhood Environment
and Utilitarian Walking Behavior with Big
Data: A Case Study in Tokyo Metropolitan
Area

Hao Hou and Yuji Murayama

Introduction

Fast development in transport technology has brought great convenience to peo-
ple’s daily life, especially for those who live in highly urbanized areas. However,
the convenience in daily life caused that a significant proportion of people all over
the world adopted a physically inactive lifestyle (Van Dyck et al. 2013). Around
50% of the population in America were found to be physically inactive (Hallal et al.
2012) and the proportion of inactive adults in Australia even reached 57% (Wang
et al. 2016). Besides the high proportion, the trend of an increase in the proportion
of physically inactive people was also noticed. In Japan, the proportion of adults
achieving 10,000 steps per day fell by 5% from 2000 to 2007 (Inoue et al. 2011).
The evidence in China showed that the average physical activity level of Chinese
adults decreased by more than 30% from 1999 to 2006 (Ng et al. 2009). Physical
inactivity was found to be linked with higher risks of overweight and obesity.
Besides, physical inactive lifestyles affect people’s mental health as it can increase
the mental pressure and cause depression (Wang et al. 2016). As a result, the
promotion of physical activity is attracting high attention and becoming a health
priority in recent years (Heath et al. 2012).

Among all the physical activities, walking is recognized as one of the most
common, accessible, inexpensive forms of physical activity and is an important
component of total physical activity in adult populations (Hallal et al. 2012). In this
context, knowledge on how to promote people’s daily walking behavior is critical.
In recent years, a number of studies have revealed the relationships between
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neighborhood environment and walking behavior (Azmi et al. 2013; Eronen et al.
2014; Van Dyck et al. 2009). Generally, walking behavior can broadly be cate-
gorized into three types: recreational, occupational and utilitarian walking.
Recreational and utilitarian walking behavior are frequently compared with
neighborhood environment (Saelens and Handy 2008). Recreational walking
behavior refers to those undertaken in someone’s leisure time without a determined
destination, such as taking a walk in a park, running along the track or walking a
dog. On the other hand, utilitarian walking behavior always has a specific desti-
nation and the walking is regarded as mobile means similar to riding a bicycle,
taking a bus or driving a car. Considering only the physical attributes, utilitarian
walking behavior tends to have a stronger relationship with neighborhood envi-
ronment compared to recreational walking behavior (Lee and Moudon 2006).

Studies on evaluating neighborhood environment started with the adoption of
perceived data gaining from questionnaires. One of the most widely used ques-
tionnaires is the NEWS (Neighborhood Environment Walkability Survey) devel-
oped in 2002 (Saelens et al. 2003). The questionnaire-based data is easy to be
analyzed but the collecting process is both time and money consuming. As a result,
this approach is not applicable to studies carried out on a large scale and most of
these studies concentrated on a community level (Azmi et al. 2013; Chen et al.
2013; Kamada et al. 2009; Kondo et al. 2009). In recent years, with the develop-
ment of GIS (Geographical Information System) as well as the growing number of
available spatial data, studies on neighborhood environment with objective data
analyzed by GIS software is becoming popular (Hanibuchi et al. 2011; Lamíquiz
et al. 2015; Leslie et al. 2007). The approach based on available spatial data and
GIS software can reduce the cost of collecting data. Besides, GIS software provides
the function to visualize and analyze the data from the spatial view, including the
capacity of mapping, spatial analysis and modeling (Leslie et al. 2007). These
advantages provide a possibility to evaluate neighborhood environment on a large
scale (such as a municipality level) and compare the results with the spatial patterns
of urban structure and the public transportation system.

However, the adoption of GIS and objective spatial data brings several chal-
lenges in data handling. First, spatial data from different sources may differ in
format, coordinate system, the definition of attributes, resolution, scale, etc. All of
these differences need to be unified according to the study area. The process of
unification may require simulation of some mismatched or missing data. Second,
huge data often includes plenty of information. However, a specific study only
needs a small part of the whole data set. As a result, the extraction of useful
information (known as “data mining”) is a necessary step during the data handling
and this step requires knowledge of the whole data structure. Third, analyzing big
data requires great computing power. Computer and software may have limitations
in the maximum amount of records and the maximum data size. In this case, the
data need to be divided according to the limitation of computing power and pro-
cessed separately. Although these challenges exist, using GIS and objective spatial
data in neighborhood environmental studies is attractive as it provides different
views and understanding in this field (McGinn et al. 2007).
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The purpose of this study is to evaluate the neighborhood environment and
utilitarian walking behavior in Tokyo Metropolitan Area and compare the results to
check the relationships. Although plenty of studies on detecting relationships
between neighborhood environment and walking activity existed, limited studies
were carried out in a study area covering such a big metropolitan level scale
(Sundquist et al. 2015). This study is able to provide the spatial patterns of both
neighborhood environment and walking behavior which are important for urban
planners and public transportation designers. The produced data in this study can
also be related to other social-economic data for further studies.

Methodology

This study was separated into two parts: the evaluation of neighborhood environ-
ment and the evaluation of utilitarian walking behavior. For the evaluation of
neighborhood environment, we used the location data of residential buildings from
Zenrin© TOWN II digital map, the road network data from OpenStreetMap Project,
the land use information and spatial distribution of public transportation facilities
(including the locations of bus stop and railway stations) from National Land
Numerical Information constructed by the Japanese government. For the evaluation
of utilitarian walking behavior, we employed the People Flow Data of Tokyo in
2008 made by CSIS (Center for Spatial Information Science), University of Tokyo.

Study Area

The Tokyo metropolitan study area is composed of the city of Tokyo, the prefec-
tures of Chiba, Kanagawa and Saitama, and the southern part of Ibaraki prefecture
(Fig. 1). The study area was decided based on the available scale of the People
Flow Data. This area is known as one of the largest metropolitan areas around the
world. The population of this area reached 37.6 million in 2010 and parts of the
Tokyo city had the highest population densities in the world (Bagan and Yamagata
2012). The Tokyo Metropolitan Area owned the world’s most extensive urban rail
network. According to the latest data from the government, the public transporta-
tion system served more than 900 million passengers in 2014 (Bureau of General
Affairs, Tokyo Metropolitan Government 2014).

Measures of Neighborhood Environment

Five criteria were selected to evaluate the neighborhood environments including
residential density, street connectivity, land use diversity, bus stop density and
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railway station accessibility. The first three criteria were widely used in the eval-
uation of neighborhood environment and walkability in the previous studies (Jun
and Hur 2015; Lamíquiz and López-Domínguez 2015; Sundquist et al. 2011). The
last two criteria, bus stop density and railway station accessibility, were included in
this study since residents in TMA relied a lot on the public transportation in their
daily lives. The neighborhood was defined as the area with a distance less than
1 km to the residence. The selection of 1 km radius buffer resulted from the evi-
dence in previous study which showed that neighborhood environment attributes
within 1 km home buffers were positively associated with moderate-vigorous
physical activity in the buffer (Troped et al. 2010). Finally, through the
Multi-criteria Evaluation approach, all the criteria were combined to calculate the
index for evaluating neighborhood environment. The index was named “walka-
bility”, which was used to evaluate the extent to which the built environment was
friendly to the presence of people’s walking behavior.

Residential Density

Locations of residential buildings in TMA were derived from Zenrin© TOWN II
digital maps. The first step was the combination of all the town maps. More than
200 layers were merged together with the function in the ArcGIS® software
package, version 10.2. The next step was to extract residential buildings from all the

Fig. 1 Study area: Tokyo Metropolitan Area (TMA)
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buildings by the attribute of type. This step made the total number of features
decreased from 16.4 million to 9.2 million. After this, a point-based resident’s
location layer obtained from the People Flow Data was added for creating the
neighborhood buffers of each person. With overlay analysis, the count of residential
buildings in each buffer was summarized and this value was made as the residential
density of each residence (Fig. 2a).

Street Connectivity

In this study, the street connectivity was evaluated by the number of intersections
within each neighborhood. Data from OpenStreetMap Project were utilized to get
the road layer. Later, according to the description of the road categories, only the
roads available for walking behavior were extracted. Next, the “network analysis”
function, which is available in the ArcGIS® software package, version 10.2, was
used to building road network and get intersections. Finally, the layer of neigh-
borhood buffers created before were overlaid with the layer of intersections to get
the count of intersections within each neighborhood as the value of street con-
nectivity (Fig. 2b).

Fig. 2 Evaluation with 1-km buffer for (left–right): a residential density, b street connectivity,
c land use diversity, d bus stop density and e railway station accessibility
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Land Use Diversity

The original data used for the measurement of land use diversity came from the
100 m � 100 m land use mesh data included in the National Land Numerical
Information constructed by the Japanese government. The original data had a
number of 12 land use categories. Later they were reclassified into five categories
since the purpose of evaluating this factor was to detect potential destinations for
people’s daily walking behavior. The five categories included: single-family resi-
dential area, multifamily residential area, commercial area, public service area and
green space. Land use diversity was calculated by the formula below and the value
(d) represented the diversity of each person’s neighborhood (Fig. 2c):

d ¼ I
P

kðpk ln pkÞ
lnN

where d is the diversity value; k is the category of land use; p is the proportion of
each land use category; N is the number of land use categories. The equation results
in between 0 and 1, with 0 representing a single type of all land use and 1, a
developed area with all land use categories.

Bus Stop Density

The bus stop density value was defined as the count of bus stop in each neigh-
borhood buffer (Fig. 2d). The original data recording the spatial location of bus stop
were derived from the National Land Numerical Information. The number of bus
stop in each resident’s neighborhood indicated the scale of accessible areas reached
by taking a bus. With a higher bus stop density, residents in the neighborhood
intended to have a higher possibility to choose bus as the movement means. When
people choose to go out by bus, the utilitarian walking behavior usually happens
since they need to take a walk to reach the bus stops.

Railway Stations Accessibility

The railway station accessibility was evaluated through the Euclidean Distance
from each residential point to the closest railway station. The raster layer with a cell
size of 100 m was created and the value of each cell was the distance to the nearest
railway station. The neighborhood buffers were later utilized to get the average
value of distance in each neighborhood (Fig. 2e). As mentioned above, good access
to the public transportation facilities can encourage the utilitarian walking behavior
with the purpose of reaching those facilities.
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Multi-criteria Evaluation Approach

After the evaluation of five criteria, equal weights were given to the value of each
criterion to calculate the final walkability. The decision of weights was based on the
previous study (Leslie et al. 2007). All the values were normalized to force the
values to fall into 0 and 1. As a result, the final values of walkability ranged
between 0 and 5. According to the values of walkability, the whole areas were
categorized into five groups shown in Table 1.

Measures of Utilitarian Walking Behavior

In this study, the total utilitarian walking time per day was adopted as the value to
present each person’s level of utilitarian walking behavior. The data source for the
measures was the People Flow Data. The People Flow Data is a data set processed
for monitoring dynamic changes in daily people flow, which provides the individual
locations in every minute within 24 h. The procedures of data processing included:
(a) geocoding the first and last points of sub-trips to specify spatiotemporal loca-
tions, (b) calculating the shortest route between the two locations, and (c) interpo-
lating minute-to-minute location information based on detailed network data. In this
study, the People Flow Data of Tokyo in 2008 was used for the measurement and
the total number of samples reached 576,806. Table 2 showed the structure of the
People Flow Data. The critical fields used in this study are PID, LON, LAT,
PURPOSE, and TCODE. TCODE helped to extract only the walking behavior. The
spatial information of the walking activities was recorded by LON and LAT.
PURPOSE was for extracting only the utilitarian walking from all the walking
behavior. Table 3 shows all the purpose of walking behavior. In this study, the
authors tried to ignore those occasional walking behavior and to focus on only
the utilitarian walking behavior happened almost every day. In this context, only the
first four (code 1–4) categories were considered as the utilitarian walking behavior.
After the extraction, the records were summarized based on PID to link the walking
behavior with the neighborhood environment.

Table 1 Area separation
based on walkability

Walkability (0 * 5) Category

0–1 Low walkable area

1–2 Medium low walkable area

2–3 Medium walkable area

3–4 Medium high walkable area

4–5 High walkable area
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Visualization with Standard 1 Km � 1 Km Mesh

After the evaluation process, all the results were summarized by the standard
1 km � 1 km grid net established by the Geospatial Information Authority of
Japan. The value of each grid was determined by the average value of all the
residential points that fell into this grid. There were two objectives for this
approach: creating standard data and visualization. Data summarized by the stan-
dard 1 km � 1 km grid net is applicable for comparative studies with other social
and economic data published by the Japanese government which utilized the same
unit. Instead of point-based results, the grid-based results are clearer for visual-
ization and easier for detecting the spatial patterns of the results.

Table 2 Structure of people flow data

Field ID Field name Description

1 PID Unique person ID

2 TNO Trip number

3 SNO Sub trip number

4 LON Longitude position

5 LAT Latitude position

6 GENDER Gender

7 AGE Age group

8 ZCODE Current location by zone code

9 OCCUP Person occupation

10 PURPOSE Purpose to trip

11 MAGFAC Adjustment factor

12 MAGFAC2 Adjustment factor

13 TCODE Mode of transportation

Table 3 Purpose code in people flow data

Code Value Code Value

1 To office 9 To send/pick up activity

2 To school 10 For selling and buying

3 To home 11 For appointment

4 To shopping place 12 To/for work (fixing and repairing)

5 For dinner/short recreation 13 To agriculture/forestry/fishery work

6 For sightseeing and leisure 14 Other business purpose

7 For medical treatment 99 Others

8 For other private purpose
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Results

Evaluation Results of Five Criteria

Figure 3 showed the evaluation results for the five criteria separately. Results of
residential density (Fig. 3a) showed that except for the Chu’o ward which was
located in the central of TMA, the residents in the other 22 special wards of Tokyo
all had a high residential density. Besides these areas, the high residential area
appeared along the railway lines revealed a common pattern that people intended to
live in places with a good accessibility to the railway stations. The low value
appeared in both the central area of Tokyo and the rural areas of the metropolitan
area. Low residential density in the central area resulted from that most of the
buildings there were commercial land use. On the other hand, rural areas had a low
residential density because of the low population density there. Street connectivity
showed a similar spatial pattern with the residential density (Fig. 3b) that the
highest value appeared in the urban areas with a short distance to the urban core
while the lowest values appeared in the rural areas far from the urban core. The
spatial patterns of these two criteria can be understood from the perspective of
urban structure. The suburban areas close to the city center were usually designed as
the residential areas with a high density of residential buildings and standard road
networks. The result of land use diversity (Fig. 3c) had a slim difference compared
with the first two criteria. Although the lowest value was still assigned to the rural
areas, the highest value appeared both in the urban core and the urban areas rela-
tively close to the urban core. The diverse land use in the central area resulted from
the need to serve the big flowing population passed there every day. What’s more,
some suburban areas had the same low values as rural areas. This indicates that
some of the residential areas in Tokyo might be in a lack of enough facilities for
daily life in the neighborhood context. Results of the bus stop density (Fig. 3d) and
the railway station accessibility (Fig. 3e) showed similar spatial patterns. The areas
within the urban boundary had higher values than those rural areas. This proved that
the Tokyo city had a complete public transportation system to serve all the citizens
regardless of the distance to the city center while in rural areas only residents living
in places close to the railway lines enjoyed good accessibility to the public trans-
portation facilities.

Evaluation Results of Neighborhood Environment
(Walkability)

The five criteria were merged together with the equal weight and the result was
shown in Fig. 4. All the areas were categorized into five groups (Table 1) by the
value of their walkability. Most of the high walkable areas concentrated in the 23
special wards of Tokyo except the Chu’o ward. Residents here enjoyed a good
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accessibility to public transportation facilities which encourages them to have a
walk to reach stations. The high diversity of land use here provided plenty of
potential destinations for residents to walk to within the neighborhood scale. The
complex road network here reduced the potential to move by a private car. The
medium walkable area appeared along the railway lines as well as the municipal
lines between Special wards of Tokyo and other prefectures. Residents here owned
a good accessibility to the public transportation facilities and the residential
buildings. However, the diversity of land use was relatively low compared to the

Fig. 3 Grid-based maps of a residential density; b street connectivity; c land use diversity; d bus
stop density; e railway station accessibility
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high walkable areas, which indicated a low potential for daily walking behavior
within the neighborhood. Low walkable areas scattered in the rural areas with the
longest distance to the city center compared to the other categories. Residents here
suffered a bad accessibility to the public transportation facilities, and it led to a high
potential to use a private car for daily movement. The low residential density and
land use diversity here reduced the chance for residents to reach a destination by
walking since the potential destinations were far from their living places. The
walkability map was related to the urban structure from the spatial perspective that
except for the central business district (the Chu’o ward), the walkability decreased
when the distance to the urban core increased.

Evaluation Results of Utilitarian Walking Behavior

Results of the utilitarian walking time (Fig. 5) showed that rural residents’ utili-
tarian walking time per day were less than the time of people who live in the urban
core and suburban areas. Most of the residents in rural areas had a utilitarian
walking time of fewer than 10 min per day. While residents in the suburban areas
close to the boundary of each prefecture usually walked more than 10 min per day
for the utilitarian purposes. But most of them didn’t reach the 30 min utilitarian
walking time in one day. People living in the urban areas close to the city center had

Fig. 4 Grid-based map of walkability in TMA
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a higher average utilitarian walking time per day. This result kept a consistence with
the findings from the evaluation of walkability. The majority of the residents in this
area had a utilitarian walking time reaching the level of 20–30 min. Residents with
more than 30 min utilitarian walking time per day could be easily found in this area.
The utilitarian walking behavior of residents in the Chu’o ward was slimly mis-
matched with the findings of walkability evaluation. Residents here had a similar
level of daily utilitarian walking behavior with the residents living close to the city
center (mostly in 20–30 min level and 30–40 min level) although the walkability in
Chu’o ward was less than the surrounding areas.

Comparison Between Walkability and Utilitarian
Walking Time

By comparing Figs. 4 and 5, similar spatial patterns can be detected that residents in
the rural areas have low walkability in the neighborhood and low utilitarian walking
time. On the other hand, residents in the urban areas, especially areas close to the
city center, enjoyed high walkability and had more utilitarian walking time per day.
With the statistics shown in Table 4, the consistence between the evaluation results
of walkability and utilitarian walking time was clearer. Although the maximum
utilitarian walking time shown in the second column did not match the walkability

Fig. 5 Grid-based map of utilitarian walking time in TMA
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value, the mean utilitarian walking time perfectly matched the walkability.
Residents who live in the areas assigned with a low walkability value do have lower
mean utilitarian walking time every day. Count of grids showed the proportion of
each category valued by walkability in TMA. The table showed that the medium
low walkable area (value: 1–2) covered the largest area of TMA, followed by the
medium walkable area (value: 2–3) and the low walkable area (value: 0–1). The left
two categories, the medium high and the high walkable areas, only covered 26% of
the whole study area.

Discussion

The evaluation of neighborhood environment for walking is popular in recent years
as people pay more attention to personal health. Many studies tried to evaluate
neighborhood environment or walkability with both objective and self-reported
data. However, because of the differences in the study area and personal attributes,
there is no standard approach for all the analysis. The differences mainly appear in
the selection of criteria considering the purpose of each study. For example, one
study about detecting the effect of neighborhood environment on walking for
transportation adopted street connectivity, land use mix and residential density as
the criteria for evaluation (Turrell et al. 2013). Another study aiming at finding the
association between destination and route attributes with walking chose sidewalks,
street connectivity, aesthetics, traffic and safety as the criteria (Sugiyama et al.
2012). As a result, when doing researches on this field, there is a need to consider
about the selection of which criteria should be included. Studies of neighborhood
environment carried out in America or Europe usually don’t use public trans-
portation factors (Sundquist et al. 2011; Troped et al. 2010) while researchers doing
studies in Japan need to consider this factor as public transportation system is
widely and frequently used here.

The main purpose of this study is to detect the relationship between neighbor-
hood environment and utilitarian walking behavior. Although more detailed and
deeper statistical analysis was needed, the results reflected that people living in high
walkable areas really had more average utilitarian walking time. Studies focusing
on utilitarian walking behavior were still limited in this field. Previous studies only
proved that moving to a more walkable neighborhood was associated with an

Table 4 Comparison of walkability and utilitarian walking time

Walkability Max UWT (min) Mean UWT (min) Count of grids Proportion (%)

0–1 152 9.6 1288 22.38

1–2 144 11.7 1560 27.11

2–3 182 17.1 1410 24.50

3–4 62 22.2 961 16.70

4–5 82 24.9 535 9.30
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increase in utilitarian walking time (Hirsch et al. 2014). And utilitarian walking
behavior had a positive association with the local accessibility to amenities (Wasfi
et al. 2015). Since utilitarian walking behavior is the most common walking
behavior happened almost every day, more studies are needed to detect the potential
ways to improve the level of this walking behavior. Besides the findings of rela-
tionship, this study also released the maps of five neighborhood attributes, walka-
bility, and utilitarian walking time. All the maps showed the spatial patterns similar
to the urban structure. Previous studies mostly concentrated on a micro scale, but
the findings here showed a possibility of comparing the neighborhood environment
in the whole urban structure.

The GIS-based objective measurement for neighborhood environment walka-
bility seems to be more reliable than the perceived subjective measurements if the
accuracy of the spatial data is acceptable because participants’ perception of their
neighborhood may vary even if they live in the same place. With the increasing
computing capabilities, the GIS-based objective measurement provides a consid-
erable opportunity to develop more accurate measures of the neighborhood envi-
ronment. This study showed one basic way of interpreting related spatial data
together for the evaluation and it also proved that GIS is suitable for handling big
spatial data. With the technical developments in computer science and the increase
of available open data sources, the GIS-based objective measurement is supposed to
behave better in the future.

There are several limitations to this study. First is the missing of some potential
variables that may improve the results. Although the consistence can be found by
comparing the evaluation results of walkability and utilitarian walking time, some
areas such as the Chu’o ward showed mismatched patterns. Further study is needed
for adding new variables to check and improve the results. Second is the use of
self-reported data for the evaluation of utilitarian walking time. The People Flow
Data is excellent since it covers the whole Tokyo Metropolitan Area with a big
number of sample. However, the original data came from the self-reported ques-
tionnaires and this kind of data is hard to remove the influence of subjective bias to
recall and response (Kamada et al. 2009). Third is the ignorance of personal
attributes. This study utilized the whole data set without extraction of any specific
groups of people. However, previous studies have proved that people’s walking
behavior were related to personal attributes such as age (Hanibuchi et al. 2011),
gender (Van Dyck et al. 2013), income (Owen et al. 2007), driving status (Kamada
et al. 2009), etc. In order to increase the accuracy of the results, the extraction of
different groups was considered in the future study.

Conclusion

The results showed that residents in urban areas with a good accessibility to the city
center had the highest potential for daily utilitarian walking behavior, followed by
the residents in the urban core and rural areas. The spatial patterns of the result had
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a consistence with the result of personal utilitarian walking time derived from the
People Flow Data. This consistence proved that residential density, street connec-
tivity, land use diversity, bus stop density, railway station accessibility are neces-
sary factors for evaluating neighborhood environment in TMA. The evaluation of
neighborhood environment reflected the reality and the results can be utilized by
both urban planners and transportation network designers for building a more
walkable city. Future studies are encouraged on deeper statistical analysis of the
relationships between neighborhood environment and utilitarian walking time to
increase the confidence of the findings.

This study employed an 1-km radius buffer to calculate each criterion to evaluate
neighborhood environment for daily walking behavior and basic grids for visual-
izing the spatial patterns of the evaluation results. The outcomes of this study
supported that the handling of spatial data about neighborhood environment with
certain buffers was reasonable. The approach of processing objective GIS data and
subjective questionnaire-based data in this study was worth to be applied to other
metropolitan areas.
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A Space-Time GIS for Visualizing
and Analyzing Clusters in Large
Tracking Datasets

Hongbo Yu

Introduction

Large tracking datasets of moving objects are becoming increasingly available in
various research fields due to recent advancements of information and
location-aware technologies (Laube et al. 2007). Moving objects in general refer to
objects whose location and/or shape may change over time (Erwig et al. 1999). In
many tracking datasets, the concerned moving objects usually maintain their shape
and identity while their locations change over time (Dodge et al. 2009). These
moving objects, such as individual people, vehicles, and wild animals, are recog-
nized as moving points (Erwig et al. 1999). Their movements then can be repre-
sented as trajectory lines. A tracking dataset of moving objects contains many such
trajectories, which record the locations where each moving object visited and when
the object was there. Such datasets provide a unique information source for
researchers to explore spatiotemporal distribution of the observed objects.
Information derived from such datasets can help researchers identify the locations
where and when many observed objects cluster together. Such locations could be
places where a group of people gather together for specific activities, bottleneck
locations in a transportation network where traffic congestion occurs, or habitat
areas of wild animals where they live or hunt for food. Being able to identify these
locations and understand their spatiotemporal characteristics can contribute to the
knowledge base of the related research areas, especially where such locations have
not been clearly identified or well understood. Therefore, large tracking datasets
provide promising opportunities for researchers to discover these key locations
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related to the observed moving objects. However, when a large number of objects
are involved, it becomes very difficult to identify these locations and discern their
spatiotemporal patterns (Dodge et al. 2009). Thus, analysis tools are needed to
effectively represent the dataset, restructure the data, and derive useful information
(Purves et al. 2014).

Time geography (Hägerstrand 1970), which supports an integrated space-time
system for examining relationships between individual’s activities and their spa-
tiotemporal constraints, has a natural fit for representing individual-based tracking
data and thus provides an elegant approach to studying individual’s movements.
However, limited geographic computational power in the past has constrained the
development of an operational system of the time-geographic framework (Yuan
et al. 2004). Recent advancements in computational technology have significantly
increased the capability of geographic information system (GIS) to represent,
process, and analyze spatial data. Hence, GIS has been suggested as a useful
platform to support the implementation of the time-geographic framework and
facilitate the management and analysis of tracking datasets. A number of early
efforts (e.g., Miller 1991; Kwan and Hong 1998; Kwan 2000a) demonstrated the
possibility of implementing the key concepts of time geography in a
two-dimensional (2D) GIS environment. However, lacking an integrated time
dimension in the design, current mainstream GIS falls short of providing an
effective environment to handle tracking datasets which contain rich spatiotemporal
information. The current GIS design needs to be extended to support the repre-
sentation and manipulation of trajectories of moving objects. As there is a revived
interest in time geography in the research community, a number of recent attempts
have explored the possibility of using a three-dimensional (3D) GIS environment to
simulate the space-time system of time geography and provide 3D visualization of
space-time paths and prisms in GIS (Kwan 2000b; Buliung and Kanaroglou 2006;
Yu 2006; Andrienko et al. 2007; Neutens et al. 2008; Yu and Shaw 2008; Shaw
et al. 2008; Shaw and Yu 2009; Kveladze et al. 2015). These studies confirm the
possibility of using a 3D GIS environment to operationalize the time-geographic
framework, showcase the advantages of interactively visualizing time-geography
concepts (e.g., space-time paths and prisms), and demonstrate the potential of using
such an analysis environment to support the exploration of spatiotemporal rela-
tionships among moving objects. However, it remains a great research challenge to
apply such an approach to large tracking datasets. Extending from the existing
approaches, this study attempts to develop analysis approaches in a space-time GIS
environment to help researchers investigate trajectories stored in large tracking
datasets and explore the locations where the paths of the objects cluster in space
and time.

The rest of this paper is organized into four sections. The next section includes
discussions on related research topics, including moving objects, time geography
and space-time GIS. Section 3 introduces the station concept and discusses how
this concept can be used to help researchers investigate the spatial and temporal
characteristics of places where the paths of objects converge. Several spatial and
temporal aggregation methods are proposed to explore the spatial and temporal
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extent of stations presented in moving objects datasets. A space-time GIS
framework that can support the representation of trajectories and stations is intro-
duced in Sect. 4 and some station analysis results based on a sample
individual-based tracking dataset are reported. Finally, concluding remarks are
provided in Sect. 5.

Related Research

Many objects in the world move across the space, with or without the change of
their shapes. In the literature of spatiotemporal objects, such objects are identified as
moving objects (Erwig et al. 1999; Laube et al. 2007; Dodge et al. 2009).
Representing a common yet simple case, many moving objects change their
locations with fixed shape and identity. In this case, moving objects are recognized
as moving points and may be represented as point features. In many tracking
datasets of moving objects, shape change does not happen or is not of concern.
Therefore, a moving object’s trajectory, which records the movement history of the
object, can be constructed from a sequence of time-stamped point locations visited
by the object. Rich spatiotemporal information of an object’s movements is
embedded in such a trajectory. However, when the number of objects in a tracking
dataset increases, their trajectories may become so tangled and it can be a chal-
lenging task to discern anything meaningful from such a dataset. Many studies have
attempted to untangle the twisted trajectories and reveal useful information hidden
in the lines. A common approach is to develop certain movement descriptors which
can be used to capture the characteristics of the object’s movement trajectory and
simplify the representation of the trajectories (Laube et al. 2007; Dodge et al. 2009).
The descriptors can be for the overall shape of a trajectory (e.g., total distance,
movement duration, average speed, straightness) or a range of movement properties
along a trajectory (e.g., velocity, acceleration, moving direction). These descriptors
then can be used to analyze similarities in movement behavior among the trajec-
tories and identify certain movement patterns presented in the trajectory dataset
(Laube and Purves 2006; Laube et al. 2007; Dodge et al. 2009; Long and Nelson
2013; Postlethwaite et al. 2013). In these approaches, individual trajectory usually
is the focus for deriving the descriptors and the temporal property of a trajectory is
either ignored, converted to a duration measure, or treated in a relative time manner.
However, when investigating the spatiotemporal characteristics of places where the
moving objects gather, it is important and necessary to deal with the original
temporal property of the trajectories and analyze the spatiotemporal relationships
among the trajectories. A system that embraces an integrated spatial and temporal
representation therefore is needed to effectively model and analyze the trajectories
to support the investigation.

Hägerstrand (1970) introduced time geography to study human activities and
their constraints in a space-time context. In recent years, this framework has drawn
great interests among researchers to study the trajectories of moving objects. Time
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geography adopts a three-dimensional (3D) orthogonal system, with two dimen-
sions for space and one dimension for time, to study individual’s movements in
space and time. The space-time path concept of time geography can be readily used
to model the trajectories of moving objects (Long and Nelson 2013). Represented
as a linear feature in the space-time system, a space-time path allows a continuous
representation of the history of an object’s changing positions. In general, a path
can be constructed from a sequence of two types of segments: vertical segments and
tilted segments. While a vertical segment represents an object’s stay at a specific
location, a tilted segment records an object’s movements between two places.

The space-time system of time geography also offers an effective environment
for analyzing various spatiotemporal relationships (e.g., co-location in time,
co-location in space, and co-existence) among the trajectories when they are rep-
resented as a set of space-time paths (Parkes and Thrift 1980; Golledge and Stimson
1997). Among many defined spatiotemporal relationships of paths, the co-existence
relationship, which exists when many paths reach and stay at the same location
during the same time period, requires constraints in both space and time. Identifying
locations where paths co-exist usually plays an important role in investigating
spatiotemporal distribution of the observed objects (Yu 2006; Andrienko et al.
2007). In time geography, the concept of station has been used to describe a
location where paths cluster in space and time (Pred 1977; Gollege and Stimson
1997; Miller 2005). A station is defined as a place where people can gather and
participate in activities. At a station, many individuals will share some time together
and their space-time paths will form a co-existence relationship. In the 3D
space-time system, a station can be recognized at a place where the vertical seg-
ments of multiple paths bundle at a specific location and stay for a certain period of
time (see Fig. 1). A tube is usually used to represent the existence of a station and
describe its extent in the space-time system. The spatial and temporal extent of a
station may vary significantly in different applications (Gollege and Stimson 1997).
A station can be a building, a city, or a region in space and its lifespan can range
from a couple of hours to decades or even longer. The tubes, which confine the
bundled paths in the 3D space-time system, can effectively represent stations and
portray their spatial and temporal extents. Therefore, the station concept provides an

Fig. 1 Space-time paths and
station
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effective guidance for identifying where and when a large amount of space-time
paths converge. With the 3D space-time system and the concepts of space-time path
and station, time geography offers a useful theoretical foundation for exploring
important locations where moving objects cluster in space and time.

Existing studies have shown the potential of GIS in managing moving objects
datasets (e.g., Wolfson et al. 1998; Porkaew et al. 2001; Vazirgiannis and Wolfson
2001; Brinkhoff 2002; Dykes and Mountain 2003). These studies attempt to
manage moving objects and their trajectories in a two-dimensional (2D) GIS
framework, storing the temporal information of the observed objects as a
non-spatial attribute in the table associated with the geographic layer. Such an
approach works well for certain tasks such as maintaining the dataset and searching
for records. However, without an integrated space-time system, the current 2D GIS
framework cannot effectively model the rich spatiotemporal information stored in a
large tracking dataset. Recent efforts have implemented the space-time system of
time geography in GIS and developed a space-time GIS to support the visualization
and analysis of space-time paths (see Güting et al. 2000; Kwan 2000b; Buliung and
Kanaroglou 2006; Yu 2006; Shaw et al. 2008; Shaw and Yu 2009). Simulating the
space-time system, these studies adopt a 3D GIS environment (2D space + 1D
time) to support the representation, visualization, and analysis of paths. The
space-time GIS environment allows an implementation of space-time path in a more
straightforward manner to its original format. Moreover, it opens up further
opportunities to operationalize other time geography concepts such as stations and
support advanced spatiotemporal analysis applied to space-time paths.

A 3D space-time GIS also presents possibility to represent and visualize the
station concept of time geography. In the classic time geography literature, a shape
of tube has been used to describe the spatial and temporal extent of a station (Pred
1977; Gollege and Stimson 1997). Such tubes can be represented as space-time
cylinders in the 3D space-time GIS. Several studies have attempted to implement
the space-time cylinder approach for different types of spatiotemporal datasets.
Kulldoff (2001) describes a space-time cylinder around a centroid of a census area
as a geographic surveillance method for monitoring time periodic diseases. The
height of the cylinder increases with increasing time and the width is determined by
the radius based on the population at risk in the census area. The cylinder however
is implemented by statistical methods and lacks an interactive visualization envi-
ronment for spatiotemporal pattern detection and recognition. Onozuka and
Hagihara (2007) employ a spatial scan statistic technique and use 3D cylindrical
windows to study the geographic distribution and prediction of tuberculosis clusters
in Japan. The base of the cylinder represents spatial extent and its height represents
time. Both the spatial base and starting time for the cylinder are flexible and
mutually independent. The methodology however does not capture fixed spatial
units for which a centroid can be used as representative location. Rinner (2004)
introduces a tool to model and visualize basic time geography concepts for
exploring activity-travel patterns. Simple cylinder shapes with growing or shrinking
cross-sections are used to represent and visualize stations. Even though the sizes of
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cylinders are not directly related to the number of paths clustering at the locations,
they do provide an effective visualization of the station concept.

The existing literature indicates that a space-time GIS approach can be an
effective and promising approach to examining clusters of trajectories. Building
upon the existing space-time GIS design, this study will develop spatiotemporal
analysis tools to facilitate the exploration of stations presented in large tracking
datasets and support the spatiotemporal visualization of these stations in a GIS
environment.

An Aggregation Approach to Deriving Stations
from Space-Time Paths

In the past several decades, we have witnessed the growth of GIS in its capability of
managing and representing spatial data. Since the interactive mapping environment
of GIS allows more convenient visualization of geographic phenomena and their
spatial relationship, it is not surprising that GIS have been frequently used to
support geovisualization and exploratory data analysis (Gahegan 2000; Andrienko
et al. 2003; Guo et al. 2005; Laube et al. 2007; Kveladze et al. 2015). A GIS design
which is capable of accommodating an integrated space-time system will provide a
useful environment to visualize and manipulate trajectory data that are represented
as space-time paths. When only a small number of space-time paths are involved in
a study, it is quite easy to identify the stations formed among the paths through
visualizing the paths in a space-time GIS environment. However, when a large
number of paths are involved, the visualization scene becomes cluttered and it is
impossible to discern any useful patterns. Methods are needed to restructure the
data and provide simplified and intuitive visualization of the data to help
researchers explore the stations. In this section, an aggregation approach which
implements the station concept to effectively aggregate paths is proposed to help
researchers explore stations existing in large tracking datasets of moving objects.
An intuitive visualization of stations is also provided in the space-time GIS, which
is discussed in Sect. 4, to help researchers comprehend the spatiotemporal char-
acteristics of derived stations.

From an analytical perspective, a station is a location where a number of objects
can bundle in space and time for certain events. A larger number of objects or a
longer total stay time duration of the objects at a location usually indicates a higher
significance level of the location as a station (Andrienko et al. 2003). There are
many measures to define the significance level of a location as a station. In this
study, the significance level of a station is defined by a magnitude measure which is
the accumulated duration of all objects staying at the same location during a certain
time period. This magnitude measure is used to evaluate the significance level of
locations and detect potential station sites where moving objects form clusters. As
discussed in Sect. 2, a space-time path is composed of a sequence of vertical and
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tilted line segments, which indicate an object’s stays at specific locations and moves
between locations respectively. Thus, the magnitude of a potential station can be
derived by aggregating the vertical segments of multiple paths found at a specific
location during a certain time period. Since the spatial and temporal extent of
stations can vary significantly, choosing appropriate spatial and temporal resolution
levels becomes essential to the exploration of stations. Several spatial and temporal
aggregation systems are introduced in this study to provide more flexibility in
exploring potential stations at various spatial and temporal structures and resolution
levels.

As the first step to derive stations from path, the spatial extent for the aggre-
gation process needs to be determined. Different tracking datasets may record the
location information in different formats and at various spatial resolution levels.
Also, researchers may have various familiarity levels on the movement patterns of
the concerned moving objects. If researchers have developed good understanding of
the movement patterns of the objects, they can develop a list of candidate sites for
stations and investigate the clusters of trajectories at those sites. When researchers
have little knowledge of the moving objects, they will have to rely on the dataset to
explore the station sites. Therefore, different spatial aggregation methods may be
needed under different circumstances. Three different spatial aggregation methods
are proposed in this study to aggregate the recorded trajectories and explore where
they cluster, including aggregating the paths based on (1) fixed spatial units,
(2) spatial proximity defined by distance, and (3) spatial extent defined by kernel
density estimation (KDE) analysis.

In some tracking datasets, a pre-defined fixed spatial unit system may be used in
recording the movements of the observed objects. Such a fixed spatial unit system
could be zip code tabulation areas, traffic analysis zones, counties, or a custom
defined grid system. If it is meaningful to use a pre-defined fixed spatial unit to
describe the distribution of the moving objects under investigation and represent the
spatial extent of their stations, the fixed spatial units can be used to guide the
aggregation of the paths. It is quite common that a pre-defined fixed spatial unit
system may have a built-in hierarchical structure. For example, the administration
boundary system contains several levels, including regions, states, and counties.
The existing hierarchical structure of a fixed spatial unit system then can be used to
support the exploration of the stations presented in a dataset at various spatial
resolution levels.

In some cases, a pre-defined fixed spatial unit system may not be appropriate to
guide the aggregation process. If prior knowledge of potential locations as stations
exists, the distance-based spatial proximity method can be used to aggregate the
paths. Under this approach, several places will be selected as the potential station
sites first. Based on the existing knowledge of a potential site, a search radius can be
determined to define the spatial extent for the potential station. A buffer zone will be
calculated for each site and used to delineate the boundary of a potential station. All
space-time paths that fall within the proximity defined by the buffer zone of a site
will be aggregated to evaluate the significance of the site as a station. For instance, a
half-mile circle centered at a city square can be used to define the spatial extent of
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the square as an activity station. Different distances may need to be tested in order
to help researchers find the appropriate spatial extent to describe the stations in a
given application.

The previous two methods are helpful when researchers already have some
knowledge of the potential station sites. However, it is quite often that there is little
knowledge of the spatial distribution pattern of the recorded moving objects. In this
case, kernel density estimation (KDE) analysis can be used to identify the potential
station sites and determine their spatial extents. In this approach, all locations
visited by the moving objects are included in the analysis. A visit to a location from
a moving object can be defined as the object stays at the location for a certain
duration to complete an activity. Then the total stay duration at each location can be
calculated by adding up the stay durations from all objects that have visited the
location during the observation time period. For instance, if a place is visited twice
by an object for 15 and 45 min respectively, and visited once by another object for
30 min, the total stay duration of this place from both objects will be 90 min. The
total stay duration is then assigned as the weight of the location in KDE analysis.
A density surface can be generated with a proper search radius for KDE analysis
and “hotspots” can be identified with a chosen threshold of density level. Different
from the previous two methods which use arbitrarily determined boundaries to
delimit the location and spatial extent of station sites, this method allows the data to
present itself for identifying the station sites. As a result, the derived stations may
vary significantly in term of their spatial extent sizes.

After the spatial location of a station is determined, two temporal aggregation
methods—fixed time interval method and moving time window method—can be
applied to the dataset to investigate the variation of the magnitude of a station over
time. The fixed time interval method divides the time span of a dataset into several
time periods based on a user-specified time interval, such as a one-day time interval
or a five-year time interval. The moving time window method, on the other hand,
starts with a time window chosen by a user and creates the next time window by
replacing the earliest year in the current time window with the year following the
last year in the current time window. For example, a three-year moving time
window will create time periods such as 2010–2012, 2011–2013, 2012–2014, etc.
Once the time periods are defined (by either the fixed time interval or the moving
time window method), the vertical segments of all objects’ paths that fall within the
spatial extent of a station site and a specific time period are aggregated to calculate
the magnitude of the station for that particular time period. The variation of a
station’s significance over time then can be examined via the sequence of magni-
tudes calculated for the station site at each defined time period. As a result, the
moving time window method usually creates smoother transitions between the
adjacent time periods. Different sizes of time intervals and time windows can be
tested before a decision is made on an appropriate temporal resolution level for
stations in an application.

In the approaches discussed so far, a space-first-and-time-second strategy is
implied for exploring the stations. Following this strategy, the spatial extents of
stations are defined first (using fixed spatial units, proximity defined by distance, or
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spatial extent defined through KDE analysis) before the magnitude changes of these
stations are examined. This strategy is based on an assumption that the spatial
extent of a station remains unchanged through the observation time period.
However, it is quite common that the spatial extent of a station changes over time.
For example, the urbanized area of a city could expand over time through an urban
sprawl process and the habitat area of a group of wild animals may migrate to
different locations with seasonal changes. Therefore, it is also necessary to explore
the spatial extent changes of stations while examining their magnitude variations.
To achieve this goal, a time-first-and-space-second strategy can be implemented.
Following this strategy, either the fixed time interval method or the moving window
method is used to divide the tracking data first, and then a KDE analysis is applied
to each subset of the tracking data in order to identify the spatial locations and
extents of the hotspots (stations) for that particular time period. Different from the
space-first-and-time-second strategy, this approach may produce hotspots with
different locations and spatial extents for each time period. By assembling the
hotspots from all time periods, it is now possible to examine the evolution of the
identified stations in space and time.

Implementing the Station Concept in a Space-Time
GIS Environment

This section introduces implementation of the proposed aggregation approaches
and the time-geography station concept in a space-time GIS environment. A sample
tracking dataset is used to demonstrate how such a GIS environment can reveal
stations presented in the trajectories and support the visualization of the stations to
help researchers comprehend the spatiotemporal characteristics of stations derived
from the dataset. The 3D environment of ArcGIS, which is a product of the
Environmental Systems Research Institute (ESRI), is adopted and adapted to
simulate the space-time system of time geography. The third dimension (z) is used
to represent the time dimension (t). The trajectory of a moving object then can be
modeled as a 3D linear feature composed of a sequence of (x,y,t) triplets.

In this space-time GIS design, 3D cylinders are used to represent and visualize
stations and a station is modeled as a sequence of cylinders for fixed spatial units or
spatial extent defined by distance. All cylinders associated to a station will have
their centers located at the same location, which can be either the exact location of a
point station or the centroid location of an area station. The height of a cylinder
indicates the duration of the defined time period used in the aggregation process,
with the bottom surface of the cylinder located at the starting time of the period and
the top surface at the ending time. The radius of a cylinder is used to represent the
magnitude of the station in the specific time period, which is indicated by the
position of the cylinder along the time dimension. A larger cylinder indicates more
objects gathered at the site at the time, and the site is more likely to be an important
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site for the observed objects. The varying size of cylinders captures the evolution of
a site’s significance level as a host location for events associated to the objects.
Such a space-time GIS representation of stations offers intuitive and convenient
visualization to help researchers comprehend the dataset and explore the important
locations associated with the observed moving objects.

The aggregation methods are applied to a sample individual-based travel and
activity survey data and the derived stations are visualized in the space-time GIS
environment for a proof-of-concept study. The sample travel and activity survey
data is a subset of the travel tracker survey data collected for northeastern Illinois
between January 2007 and February 2008. This subset dataset contains detailed
travel inventory of 658 individuals (a total of 3510 recorded trips and activities)
who participated in the one-day survey and had at least one trip recorded. Even
though the sample data size is not very large, it is used to showcase how the
analysis functions and visualization of stations work in the space-time GIS envi-
ronment, and the functions and visualization can be readily applied to a large
dataset. Each record in the survey dataset contains information such as a unique ID
for each individual, location visited by the person, when the person arrived at and
left the location. Due to privacy concerns, the location information has been
aggregated to the census tract level when the data was released to the public. In the
data preparation stage, all records belonging to the same individual in the sample
dataset are extracted and sorted by time. The location and temporal information in
these records is then used to construct a space-time path for the individual. In this
process, all locations visited by an individual and his/her stays at those locations
during the day are connected in their temporal order to form a 3D linear feature
which can be stored in a new dataset in the space-time GIS. As shown in Fig. 2, a
total of 658 space-time paths are generated to represent the trajectories of the
surveyed individuals. The paths are then used to support spatiotemporal analyses in
the space-time GIS for exploring stations presented in the trajectories.

In the first attempt to explore the dataset, each census tract is considered as a
potential station as it is the spatial unit for reporting activity locations in the sample
dataset, and its magnitude change is examined over the survey time period. The
census tract boundary (a fixed spatial unit) and five-minute time interval (a fixed
time interval) are used to aggregate the paths that represent the individuals travel
activity patterns during the survey day. In this analysis process, a co-existence
spatiotemporal relationship is examined among the constructed space-time paths at
each census tract using the method developed by Yu (2006). The magnitude of each
census tract at each time interval is calculated by accumulating a total stay duration
of all paths staying at this location. A cylinder with a radius representing the level
of magnitude is then generated and positioned at the centroid of the census tract and
the correct time location in the space-time GIS.

Figure 3 shows the space-time GIS visualization of the stations derived from
aggregating the paths. Only census tracts with a significant magnitude level are
included in the figure. The size of the cylinder associated with a station varies as the
station’s significance level increases or decreases over time. From the visualization,
one can tell that a few census tracts located in the downtown area of Chicago are
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represented with a sequence of cylinders that show an increasing and then
decreasing trend through the day. In the highlighted case located in the right of the
figure, the magnitude level of this location (labeled as s1 in Fig. 3) starts to increase
quickly around 8:40 am and maintains high through the day. Its magnitude level
starts to decrease quickly at about 4:10 pm. This area is part of the central business
district of Chicago, which has many jobs but fewer homes. Many individuals travel
to this area for work during the day and leave for home in the evening. The
magnitude level changes of this station correctly capture the characteristics of this
location for work related activities. Many census tracts located in the suburbs are
represented with a sequence of cylinders that have higher magnitude levels at both
ends of the day. In the highlighted case (labeled as s2 in Fig. 3) located in the left of
the figure, this census tract has high magnitude levels before 7:50 am and after
4:20 pm, and very low magnitude levels in between. As an area with many homes
but fewer jobs, people leave this area for work during the day time and will not
come back home until evening. The shape variation of the station depicts a typical
place for home related activities. With restructured information and its visualization

Fig. 2 Sample travel activity survey data represented as space-time paths
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in the space-time GIS, the activity patterns embedded in the tracking dataset can be
easily visualized and comprehended.

The visualization of the aggregation results based on fixed spatial units offers an
effective way to examine the activity patterns at the census tract level. However, the
census tract boundary line may not be an appropriate choice to delineate the spatial
extent of different types of activities, because the sizes of census tracts may vary
significantly (much smaller in the downtown area and very large in the suburban
area). In the second attempt, the spatial extent of major activity clusters in this area
is determined by the activity location distribution presented in the dataset itself,
instead of the fixed census tract boundaries. Therefore, the station boundary lines
will not be limited to the census tracts. The second attempt will also examine the
variations of the spatial extent of these stations over the survey time period.
A 20-minute fixed time interval is used to divide the data into smaller subsets and
KDE analysis is applied to each of the smaller subsets. A spatiotemporal dynamic
segmentation method applied to space-time path (Yu 2006) is used to generate the
sub-segments of the trajectories at the defined time interval. Each sub-segment is
then converted to a set of 3D points at a finer temporal resolution (e.g., 5 min or
1 min) for KDE analysis. In order to run KDE analysis, a search radius needs to be
determined for density calculation. Based on the results of several test runs, a search
radius of 3.5 km is chosen as an appropriate radius for the analysis. This radius is
about twice of the average size of census tracts in the surveyed area. After a density
surface is generated, an equal interval classification method is used to classify the
density values into several groups. A threshold value is then selected for identifying

Fig. 3 Visualization of derived census tract-based activity stations in space-time GIS
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the “hotspot” locations (i.e., potential stations). Later, a cylinder is generated for
each defined “hotspot” location, with the cylinder base shaped as the spatial extent
of the “hotspot” and its height as the defined time interval. The cylinders are placed
in their corresponding positions in the space-time GIS to represent the spatiotem-
poral characteristics of the identified stations.

Figure 4 shows the visualization of the stations derived from the KDE analysis
approach. As shown in this figure, these stations are not composed of strict
cylinders (whose intersections are circles), but a sequence of broadly defined
cylinders (whose intersections can be irregular shapes). Each of these broadly
defined cylinders is derived by extruding the polygon which delineates the spatial
extent of the station at a specific time period along the time dimension according to
the pre-defined time interval. Similar to the strict cylinders used in Fig. 3, the
bottom surface of a broadly defined cylinder is located at the starting time of the
period and the top surface at the ending time mark. However, different from the
cylinders in Fig. 3 where the size of a cylinder indicates the magnitude of a station
at a specific time period, the size of a broadly defined cylinder in Fig. 4 shows the
spatial extent of a station. The varying sizes of the cylinders portray the location
changes of a station over time.

The results shown in Fig. 4 indicate that different number of stations can be
identified in the study area by choosing different levels of density threshold. The
higher density threshold level is chosen, the fewer stations are identified (see
Fig. 4a–c).

As shown in Fig. 4a, a station may not exist for the entire observation time
period and its spatial extent may vary over time. In comparison to the census
tract-based station results, the station (labeled as s1 in Fig. 4a) in the Chicago
Downtown area now has a larger and changing spatial extent. It only shows up
during the day time and is not recognized as a “hotspot” activity location in the
early morning and late evening times. Again, this captures the place as a heavy
work-related activity location. There are several stations (labeled as s2 and s3 in
Fig. 4a) appear only in the early morning and late evening times. They are located
in places that have a heavy presence of residential homes, where home-related
activities are the major theme. There is one identified station (labeled as s4 in
Fig. 4a) whose life time spans the whole day. This station is in an area with mixed
land use types (residential and commercial). The combination of home-related
activities in the early morning and late evening times and work-related activities
during day time makes this place occupied with a significant level of clusters of
people through the day. As the density level is calculated and compared through the
entire survey area, home activity locations in the suburban areas, which usually
have a more spread-out distribution pattern, are not captured in the KDE-based
approach due to the very large magnitude level of the downtown area.

It is important to point out that these two approaches to implementing the station
concept do not necessarily produce distinct results. Both the spatiotemporal
cylinder and the KDE approaches yield a cluster of significant activity stations that

A Space-Time GIS for Visualizing and Analyzing Clusters … 105



are centered in the Chicago Downtown area. Factors that may influence the choice
of one approach over the other include whether or not the station sites are known
and can be identified and whether the intended results are point-specific or
area-based. Both approaches have demonstrated their usefulness to help researchers
gain insight into patterns hidden in large individual tracking datasets.

Fig. 4 Visualization of changing stations derived from KDE analysis in space-time GIS.
Figure 4a shows stations defined at density level 2 and above; Fig. 4b shows stations defined at
density level 3 and above; Fig. 4c shows stations defined at density level 4 and above
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Conclusions

Based on the station concept of time geography, this study proposes a system of
aggregation methods in a space-time GIS environment to explore the important
locations where the paths of many moving objects cluster in space and time. Several
spatial and temporal aggregation methods are introduced to provide flexibility for
researchers to manipulate the data and to identify stations with various spatial and
temporal extents. Depending on whether researchers have some knowledge of the
potential station sites, different representation approaches are proposed. When
certain spatial locations have been identified as potential stations according to a
priori knowledge, a sequence of cylinders centered at the centroid of an area spatial
unit (e.g., a county) or at the exact location of a point unit (e.g., a city) are used to
represent the stations. The varying sizes of the cylinders indicate the magnitude
changes of the place as a station where the observed moving objects cluster. When
little is known about the potential station sites of a group of observed moving
objects, a sequence of broadly defined cylinders derived from extruding the poly-
gons in the generated KDE surfaces are employed to visualize locations where
space-time paths cluster. The proposed aggregation methods provide an effective
approach to restructuring the trajectory data in large tracking datasets and exploring
where and when the observed moving objects cluster. Representing stations as 3D
objects, the space-time GIS design presents a useful and effective geovisualization
environment to investigate the spatiotemporal characteristics of stations. With these
capabilities, the proposed methods can benefit various research fields that utilize
large tracking data sets for analysis.

At this moment, the proposed methods are designed to explore stations that are
defined by the clusters of the vertical segments of space-time paths. In other words,
the approach can only capture the bundles of space-time paths at fixed locations. As
researchers have acknowledged, space-time paths may bundle either at fixed
locations (e.g., buildings) or during movements (e.g., car-pooling). While the first
scenarios are known as stationary bundles, the latter ones are referred as mobile
bundles (Miller 2004). In order to explore mobile bundles, the tilted segments of
space-time paths need to be included in the analysis. As the tilted segments of
space-time paths may have numerous choices of directions in the space-time system
and it becomes more complex when defining proximity among a titled space-time
path segment in the space and time system, it presents an even more challenging
research problem. However, being able to identify the mobile bundles among a
large number of space-time paths is very important in some studies such as pin-
pointing where and when the vehicles on a road start to converge and form traffic
congestion. For future development directions, the proposed methods need to be
expanded so that they can be used to investigate both stationary and mobile bundles
among space-time paths and provide enhanced analysis power to explore the spa-
tiotemporal clusters of trajectories in large tracking datasets.
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An Extended Community Detection
Algorithm to Compare Human Mobility
Flow Based on Urban Polycentric
Cluster Boundaries: A Case Study
of Shenzhen City

Zhixiang Fang, Lihan Liu, Shih-Lung Shaw and Ling Yin

Introduction

Batty’s (2013) new science of cities strengthens the focus on flow and network,
which is “the full story of how cities grow and evolve into different forms and
functions.” Urban flow and networks are relationships between people and places,
which are affected by urban spatial structure, including forms and functions. Many
studies have shown the advantages of polycentric urban structure (Handy 1996;
Schwanen et al. 2001; Parr 2004) for improving travel efficiency, reducing traffic
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flows, and saving energy. Polycentric urban spatial structure is currently viewed as
an efficient urban structure to attract and service large populations in developing
countries.

Before designing a sustainable polycentric spatial structure, urban planners or
agencies need to examine the differences between human mobility flow commu-
nities and the polycentric cluster centers, e.g. the community boundaries and cluster
center service areas. However, this is significant challenge because there is lack of
detailed human mobility flow data covering a large proportion of the urban resi-
dents. To address this challenge, this paper uses mobile phone location data, which
is developing as a data source of great importance in urban planning field.

The European spatial development perspective launched in 1999 is a popular
policy for European member states (Krätke 2001). Many researchers have studied
polycentric urban forms for commuting patterns and behaviors, employment,
housing, etc. Kloosterman and Musterd (2001), and Kloosterman and Lambregts
(2001), showed that polycentricity can refer to intra-urban clustering patterns for
population and economic activity. Dieleman et al. (2002) investigated the urban
form and travel behavior from micro-level household attributes and residential
context. Meijers and Romein (2003) argued that potential planning for polycentric
urban regions requires active development of regional organizing capacity, which
should be influenced by spatial, functional, political, institutional, and cultural
factors. Meijers (2005) found that polycentric urban forms can perform better than
the sum of their parts via cooperative and complementary relationships. Yue et al.
(2010) investigated polycentric urban development through analyzing the directions
of urban expansion, urban-rural gradients, and growth types. Modarres (2011)
investigated the commuting patterns of polycentric cities in Southern California,
and suggested that “advocacy for any particular urban form may be premature and
less than efficient if we do not take into account the reality of commuting patterns as
they relate to our fragmented and decentered metropolitan areas” (p. 1193).
Grunfelder and Nielsen (2012) investigated the relationship between urban form
and commuting behavior in a polycentric urban region, and found that “the distance
to the closest urban center is an important factor affecting commuting. In the aspect
of employment, polycentric urban employment patterns may provide a better
explanation of commuting patterns”. McDonald and McMillen (1990) investigated
employment subcenters and land values in a polycentric urban area. Redfearn
(2007) introduced a nonparametric method of identifying subcenters of employ-
ment in polycentric urban areas. Han (2005) explored the spatial clustering of
property values in polycentric urban development by global and local spatial
auto-correlation. Wen and Tao (2015) found that urban planning policy and
housing market forces drove polycentric urban development in Hangzhou city.
These studies also demonstrated the advantages of the polycentric urban form.
However, the usefulness and sustainability of the polycentric urban form must be
tested and validated (Meijers, 2008), which has been addressed by a number of
researchers. Vasanen (2013) showed that the degree of functional polycentricity
varies considerably across different spatial scales. Brezzi and Veneri (2015) pro-
vided measures of polycentricity and explored the economic implications of
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different spatial structures. Roth et al. (2011) used a large scale, real time ‘Oyster’
card database of individual movements in the London subway to examine the
structure and organization of the city. However, difference patterns between human
mobility flow communities and urban cluster structure need to be further examined
to improve planned polycentric urban structures.

Community is an important concept in geography, sociology, biology, and
computer science. Identifying community boundaries assists with understanding the
divisions of human mobility and class, culture, racial or ethnic status, etc. Several
methods have been proposed to detect communities in graphs or networks.
Lancichinetti and Fortunato (2009) compared community detection algorithms.
Fortunato (2010) reviewed the community detection methods from graphs, including
traditional methods (i.e., graph partitioning and clustering), modularity based divi-
sive algorithms, spectral and dynamic algorithms, etc. Newman-Girvan modularity
has become an essential element in many community detection (Li et al. 2008) or
cluster methods, which is an often used greedy approach for clustering complex
networks, such as social or human flow networks, etc. Duch and Arenas (2005) used
external optimization to detect communities in complex networks. Barber (2007)
defined a bipartite modularity for community detection, which was used to identify
the modular structure of bipartite networks. Gog et al. (2007) proposed an evolu-
tionary technique for community detection in complex networks on the basis of
information sharing between population individuals. Gong et al. (2012) used a
multi-objective optimization algorithm to detect community by simultaneously
maximizing the density of internal degrees and minimizing the density of external
degrees. Yang et al. (2013) proposed the communities from edge structure and node
attributes (CENA) algorithm to detect overlapping communities in networks with
node attributes, which improved the accuracy and robustness for the case of network
structures. Zhou et al. (2013) proposed a partition method for community structure in
complex networks based on edge density. Niu et al. (2013) proposed a complex
network community detection algorithm based on core nodes. In application, Nan
(2014) introduced a prediction for hot regions based on complex networks and
community detection. Leung et al. (2009) investigated a real time community
detection problem for large scale online social networks by incorporating different
heuristics. Padopoulos et al. (2012) framed the problem of community detection in
social media networks by acknowledging the unprecedented scale, complexity, and
dynamic nature of the network, and provided a compact classification of existing
algorithms. Shi et al. (2012) formulated a multi-objective framework for community
detection in social network and proposed a multi-objective evolutionary algorithm
for finding efficient solutions under the framework. Yin (2014) investigated local
interested community detection in large scale social networks using the relationships
of users’ friends and microblogging users’ interest information. Wang and Cheng
(2015) investigated the dynamic community in online social networks for detecting
abnormal swarm events. Few studies have addressed community detection algo-
rithms with fixed sources. This chapter proposes an extended community detection
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algorithm of human mobility flow with the constraint that fixed sources are equal to
the number of urban clusters. Thus, the planned urban structure can be compared
with corresponding communities.

According to the above literature reviews, few studies have examined the dif-
ferences between human mobility flow communities and planned urban cluster
areas or centers. This paper addresses at this issue. Section “Proposed Human Flow
Based Community Detection Algorithm” introduces a human flow based commu-
nity detection algorithm with the constraint of fixed sources. Section “Case Study
Area and Data” introduces the case study area and data, with results, analysis and
discussion presented in Section “Results and Discussion”. Section “Conclusion”
presents the conclusions of the study.

Proposed Human Flow Based Community Detection
Algorithm

To compare the difference of human flows on urban cluster centers, we need an
algorithm capable of generating communities guided by the planned urban cluster
centers. Due to the difficulty of State of the art community detection algorithms
struggle to control community detection process with constraints of initializing
source nodes. Therefore, we introduce a human flow based community detection
(HFCD) algorithm with already partitioned source nodes, based on human mobility
flow derived from mobile phone data, that can generate communities integrating the
initialized source partitions. This algorithm is based on the hierarchical agglom-
eration algorithm of CNM (Clauset et al. 2004) designed for detecting community
structure, which is faster than many state of the art competing algorithms.

Let G=(V,E) represents a mobile communication base station network, where
V is a set of base stations, and E is a set of links between them. Mobile phone
location data records user trajectories as a series of mobile communication base
stations with time stamps, where Trj(i) = {v1,v2,v3,…,vn-2,vn−1,vn} is the ith user’s
trajectory, v1 = (x1,y1,t1), x1 and y1 are the longitude and latitude of the mobile
communication base station, and t1 is the time the user presents to the base station.

Step 1 Build G using all trajectories in the mobile phone location dataset. For
each trajectory, Trj(i), link each neighboring base station pair within this
trajectory and update the total frequencies between these stations, i.e., pairs
{v1,v2 },{v2, v3}, …, {vn-2,vn-1 },{vn−1, vn}. Thus, each base station pair
has a movement frequency, which represents the human flow between
them.

Step 2 Select mobile communication base stations in G as source nodes in the
community. Divide the base stations in G into subsets using the official
urban center boundaries, and then find the base station with the highest
frequency for each divided subset. This initializes source nodes for further
community detection, which differs from previous community detection
approaches (Clauset et al. 2004; Lancichinetti and Fortunato 2009;
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Fortunato 2010; Padopoulos et al. 2012; Zhou et al. 2013). Each source
node is assigned to an initialized community, and the other nodes are
assigned to a non-source community. Thus, each base station is assigned to
a source or non-source community, C for the set of source communities,
S. Figure 1 shows the source nodes in the community detection algorithm.

Step 3 Build a sparse matrix, DQ, for all mobile communication base stations, that
represents the increment of modularity after two base stations are merged.
Let

ai ¼ ki
2m

; m ¼
X

i2G
ai; ð1Þ

then

DQij ¼
1
2m � ki�kj

ð2mÞ2 aij 6¼ 0
0 aij ¼ 0

(
; ð2Þ

where vi and vj are nodes i and j, ai is the weight of community i, ki and kj are the
node degrees of nodes i and j, and m is the total weights of all edges in G. aij = 1
when community i links with j, and aij = 0 otherwise

Step 4 Find the maximal DQij, while the i and j couldn’t be both source com-
munities. Merge community i and j, then update DQ and ai. We need to
update the column j and row j of DQ, then remove the column i and row
i of DQ .There are three cases in this updating process:

Case 1: DQ′jk = DQik + DQjk when community k links communities i and
j simultaneously.

Case 2: DQ′jk = DQik − 2ajak when community k links community i, but not j.

Fig. 1 Source nodes in the
community detection
algorithm
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Case 3: DQ′jk = DQjk − 2aiak when found k links community j, but not i.

After this merging, the weight of node j is updated as a′j = aj + ai, ai = 0, then
the new community named i.

Step 5 Repeat step 4 until there is no DQij � 0, i.e., all nodes are assigned to
detected communities. The source communities enlarge after merging
some non-source nodes.

The proposed algorithm extends the CNM algorithm by including the source
partitions to guide the community detection algorithm; introducing a separate node
merging strategy between source and non-source nodes, but forbidding merging of
communities containing source partitions; and using a sparse matrix data structure
to maintain the community modularity attributes, which support the modularity
update for each step. Therefore, the proposed algorithm can generate communities
according to maximal modularity, which can be different from the source partitions.
The maximal modularity criteria means the algorithm will still find communities
that don’t include source partitions.

The computational complexity of the proposed algorithm is Oðmðlog2 nÞ2Þ,
which is same as the CNM algorithm.

Case Study Area and Data

This study used Shenzhen city as the study area. Shenzhen is a major city and
financial center in southern China, located immediately north of the Hong Kong
Special Administrative Region, and was the first special economic zone (SEZ). In
2015, the GDP of Shenzhen was approximately $USD 270 billion. The SEZ
included Luohu, Futain, Nanshan, and Yantian districts (Fig. 1) until 1 July 2010,
then all Shenzhen city districts were included. Shenzhen has many high-tech
companies and two main industrial parks, Shenzhen Hi-Tech Industrial Park and
Shenzhen Software Park. Fig. 2 shows the administrative divisions of Shenzhen
City, and Table 1 lists some of their demographic details, including area, popula-
tion, subdistricts, and residential communities.

Shenzhen city government released its comprehensive plan (2010–2020) in
September, 2010. The spatial development strategy included two development
axes, three development belts, and polycenters and clusters or groups, as shown in
Fig. 3. The orange arrows in the eastern and western areas are the development
belts, and the blue arrows in the northern and southern areas are development axes.
Futian-Luohu and Qianhai centers are important main centers with five subcenters
and eight cluster centers planned to provide aggregated urban functions for
residents.
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A mobile phone location dataset was used to derive human flow, containing
1,627,265 anonymous users, and 43,414,969 records from 2841 mobile commu-
nication base stations. Each record includes user ID, date, time, and x and y location
coordinates. Table 2 shows the seven land use types, and mobile communication
base station totals for each land use. Residential (28.72%), transportation (24.29%),
and industrial (22.74%) were the three major land uses including high percentages
of mobile communication base stations for this dataset, as shown in Fig. 4.
Approximately 38% of users called only once in the data set, and so could not be
used to recover trajectories.

Fig. 2 Administrative divisions of Shenzhen City. Source https://en.wikipedia.org/wiki/
Shenzhen/

Table 1 Administrative divisions of Shenzhen City

District Area (km2) Population (2010) Subdistricts Residential communities

Luohu 78.75 923,421 10 115

Futian 78.65 1,317,511 10 114

Nanshan 185.49 1,088,345 8 105

Bao’an 398.38 2,638,917 6 266

Longgang 387.82 1,672,720 8 170

Yantian 74.63 209,360 4 22

Guangming 155.44 480,907 2 28

Pingshan 167.00 300,800 2 30

Longhua 175.58 1,379,460 6 100

Dapeng 295.05 126,560 3 25

Source https://en.wikipedia.org/wiki/Shenzhen/
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Results and Discussion

Figure 5 shows the selected source node set used for the proposed HFCD algo-
rithm, shown as red areas. The number of initialized groups of source nodes was the
same as the number of planned cluster centers from the Comprehensive plan.
Twenty-three communities were by the proposed HFCD algorithm, for the highest
modularity = 0.7198. These included seven new communities, which did not
include any initialized source nodes. The new communities were identified by their

Fig. 3 Comprehensive plan for Shenzhen City (2010–2020). Source http://www.szfdc.gov.cn/
szupb/

Table 2 Land use and mobile communication base station distribution in Shenzhen

Land use Area
(km2)

Percentage
(%)

Communication base
number

Percentage
(%)

Residency 19,406 9.82 816 28.72

Commerce 3024 1.63 173 6.09

Public service 9175 4.64 225 7.92

Transportation 22,084 11.18 690 24.29

Industry 29,862 15.12 646 22.74

Agriculture 92,714 46.93 155 5.46

Unused land 11,939 6.04 54 1.90
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relatively high modularity from their surrounding areas, i.e., their nearby planned
cluster centers do not act as key centers for residents.

Figure 6 shows the communities detected by the CNM algorithm; and Fig. 7
shows the planned center boundaries from Fig. 2. Table 3 compares the proposed
and CNM algorithms. The minimal number of nodes was 21 and 25, and the
maximal number was 338 and 277, respectively. The algorithms’ modularities are
similar. The proposed algorithm produces less difference of mumble of detected
communities than the CNM algorithm. Thus, the proposed algorithm has better
cluster balancing performance for these centers.

Fig. 4 Usage and mobile communication base station distributions

Fig. 5 Communities detected by the proposed HFCD algorithm
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Table 4 compares the planned centers and detected communities. Some detected
communities were merged to provide a valid comparison with the planned centers.

(1) Almost half of the detected communities have similar areas to their corre-
sponding planned centers (difference <10 km2) i.e., areas 3, 5, 6, 15, 16, 18–20,
and 23 in Fig. 4. The similar size implies that human mobility flows in these
areas follow the planned center boundaries. For example, area 3 is a new
special economy center (Qianhai) within the Shenzhen urban area, areas 5 and 6
are new communities found by the proposed algorithm in the same general
regions as area 3 (see Fig. 6), which implies that human mobility flows in the

Fig. 6 Communities detected by the CNM algorithm

Fig. 7 Planned centers and boundaries
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planned area do not follow the planned single center boundaries, but they are
divided into three close parts under the construction periods. Areas 15, 16, 18–
20, and 23 have very small area difference (<10 km2). These are rural areas of
Shenzhen city, and they show very little variance between the serviced and
planned area, which implies the planned centers in these areas are successfully
attracting human motilities.

(2) Several detected communities have large area difference from their corre-
sponding planned centers (difference >35 km2), i.e., areas 11–14, and 21 in
Fig. 4. These areas are the most rural areas in the region, and are also the newly
developing zones, e.g. area 13 is a new industrial area that includes three of the
nine economic pillars in Shenzhen city, area 14 is a new high-tech development

Table 3 Nodes and communities detected using the proposed and CNM algorithms

Item CNM algorithm Proposed algorithm

Total nodes 2841 2841

Source nodes —– 426

Non-source nodes 2841 2415

Source community —– 16

Divided community 18 23

Minimal node number in community 21 25

Maximal node number in community 338 277

Modularity 0.7198 0.7155

Table 4 Area differences between planned centers and detected communities

Community Planned area
(km2)

Detected community area
(km2)

Area difference
(km2)

1 78.5 54.9 23.6

2,7 78.5 88.9 −10.4

3,5,6 178.6 172.0 6.6

4 74.4 102.3 −27.9

8,9,10 161.5 177.9 −16.4

11 97.6 52.5 45.1

12 63.9 18.9 45

13,14 220.3 281.1 −60.8

15,16 114.5 122.8 −8.3

17 89 102.7 −13.7

18 55.4 53.2 2.2

19 40.9 44.6 −3.7

20 82.9 80.5 2.4

21 178.5 139.4 39.1

22 166.5 185.3 −18.8

23 294.5 298.4 −3.9
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zone including leisure areas near to a forest park, area 21 also includes a large
forest, which attracts tourists and leisure activities. Human mobility flows in
these areas are quite different from the planned centers, which implies that these
rural centers have not become powerful service centers yet. The functions and
facilities in these areas need to be carefully planned and efficiently implemented
to support human motilities.

(3) Areas 3, 4, 9, 10, 17, and 22 have intermediate differences from their corre-
sponding planned centers. They present three distinct patterns.

Areas 4 and 17 showed expanded area into the adjacent regions. This indicates
that the planned center has less attraction than other centers, and suggests the
planned center needs to strengthen its service functions.

Area 22 shows both reduced area and covering another center’s area. This
indicates that the planned centers do not have sufficient service ability to achieve
their planned objectives, and these areas need to consider adjusting or improving
their planned scheme to better service their own regions.

Areas 3, 9, 10 boundaries show little correspondence with the planned bound-
aries. These areas cover two planned centers, but three communities were detected,
which implies the planned centers are mismatched with their mobility communities,
and planning for these areas should be adjusted in future revisions.

(4) Areas 5–7, 10 and 14 do not correspond with planned centers. They are within
the service areas of planned centers, but have relatively high modularity of
human mobility flows. This implies that these areas have become a subcenter,
and the relationship between these areas and their adjacent areas are needed to
be reconsidered. Alternative strategies could be considered, such as subdividing
these areas into centers, or strengthening the connections between these areas to
better correspond to the planned center.

Conclusion

Urban human mobility has been intensively researched, but few studies have
investigated communities of human mobility flows to estimate the implementation
of planned polycentric urban structures, which is a challenge for urban planning.
This paper proposes an extended community detection approach to compare
detected community boundaries with planned polycentric cluster areas, which could
be easily-implemented by urban planning agencies to support human mobility
estimates. The case study in Shenzhen city showed that the proposed algorithm was
effective at estimating the clustering of human mobility under the polycentric urban
structure. Comparing detected human mobility community boundaries and planned
polycentric cluster areas would help urban planning agencies to find areas that need
to be improved in future planning stages.
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Part III
Visualization of Big Geographical Data



Improving GIScience Visualization:
Ideas for a New Methodology

Francis Harvey

Introduction

The aim of this paper is to present the foundations for a framework that supports
scientific communication and discovery in today’s research institutions. Their
diversity leads to requirements that GIScience visualization speak without the limits
of traditional cartography nor domain-optimized approaches, that provide clear
functionality for visualization, but cannot be applied without great effort and
reinvention to other domains. This foundation and framework focus on the broadest
possible realms: scientific communication and discovery (Goodchild 2011).

Faced with complexity and the limitations of communications models from the
1960s and 1970s, visualization in GIScience and analytical visualization
(MacEachren 1995) developed a strong analytical direction, as support for
researchers relying on spatial visualization to understand complex processes and
situations. The traditional uses of maps in other phases of research received less
attention. The potential here remains constrained by the prevalence of conventional
approaches that developed in an era dominated by paper maps. These maps, general
topographic maps, specialized topographic maps and broad range of thematic maps,
were integrated into the research process during studies or training, and changed
slowly and slightly in the decades that followed. Many times, with computer-based
processing of GI, while we are amply capable of dealing with large data amounts,
we end up relying on traditional types of representations. These representations
generally developed for maps. They are static and two-dimensional with symbol-
ization allowing for only the constrained representation of a model or data. We must
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acknowledge that conventionalism today can still make sense for organizational and
economic reasons, yet it is a coin with two sides. The positive side is that it can help
facilitate the creation of representations that are more easily understood. The
negative side is the limits in understanding and representation that arises in relying
on conventions.

This paper lays out a tentative approach as the groundwork to move beyond
these limits. The successful connection of geographic representation with carto-
graphic representation comes through applying the transformational approach of
GIScience to visualization. This undertaking has to account for known limits in the
perception and cognition of symbolization as well. Functional approaches face
constraints in accounting for these limits through constraints to the specific data,
activities and even institutions used explicitly and implicitly. Many innovative
approaches to GI visualization have been published—they are very significant
contributions (Andrienko et al. 2003; Roth 2013; Ferster 2012). This paper
describes a framework that can adequately harness them to evolving approaches of
scientific research.

Theoretical limits precede the practical limits in science and this framework is
broad in scope, based clearly on the concept of transformations. Transformations
can only account for what we know. This epistemological problem is connecting
how we can use GI for discovery to the transformational capacities. David Sinton’s
framework (1978) provides a constructive way to define the potential geographic
representations. Work by Alan MacEachren that extends Jacques Bertin’s frame-
work for graphical variables delineates as well as assesses the suitability of these
variables for cartographic representation. The visualization framework from
(Börner 2012; Börner and Polley 2014; Börner 2015) and MacEachren’s graphic
variables (MacEachren 1994) can be linked to the abstraction David Sinton pro-
vides to develop a linkage between geographic representation and cartographic
representation, culminating in a geovisual framework and a process for applying
this framework. This framework addresses the multiple dimensions of complexity
and implicit limits of conventions to support scientific communication and dis-
covery in a broad range of research institutions.

The next section starts out with a review of the constraints arising in the pre-
dominance of static 2D representation and turns to the issues involved in repre-
sentation of complex patterns and processes. Known solutions are analyzed in terms
of their theoretical application of the transformational approach and addressing
methodological possibilities of GI-representation that Sinton described. The fol-
lowing section builds on this framework and draws on Börner’s framework to
structure and systematize the process of connecting geographic representations to
visualizations. Coming back to transformational issues, the process is described as
series of steps. In the concluding section, I point to key contributions, describe
limitations of this conceptual work, and suggest paths for its development.
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Challenges and Transformations

This section starts out considering the challenges of using cartographic represen-
tations for the complex patterns and processes of GIScience. The potential of
visualization approaches using arrows and animation is connected to method-
ological issues. Transformational approaches (Tobler 1968, 1979) offer a frame-
work for reframing the process. David Sinton’s framework (Sinton 1978) for
geographical information representation provides a very significant way to recon-
sider representation and abstractly approach it.

The transformational approach underpins GIScience (Goodchild et al. 1992;
Goodchild 1992; Chrisman 1987, 1999, 1998) and fundamentally and principally
reconceptualizes the process of making representations for scientific communica-
tion to account for the centrality of information in now representing our observa-
tions and measurements from the world. These transformations can be modeled
algebraically (Kuhn 2012) allowing us to understand how we can convert and
manipulate this information to develop better and new understandings of the world.
What we are transforming are data that have information because of our knowledge
of its informational value (Gleick 2011; Bateson 2000). In terms of visualizations,
here we are often constrained by the complexity of visualizations and predominance
of conventions. These conventions can help us by guiding us to representations
known to scientists and others that they understand more readily due to their
familiarity. They can also hinder the presentation of the scientific findings and
discoveries by constraining us to old representations.

We should start from the informational approach to geospatial phenomena and
remember their data representations can be algebraically processed and trans-
formed. As Fig. 1 shows, the process, in general, is a matter of beginning with
observations and measurements in context, creation of data to digitally store the
results and transformations of the measurement frameworks and the information
content. This distinction reflects the extremely developed state of cartography, due
to the centrality of maps for hundreds of years and corresponding role of the
profession, but it remains constrained to transformations of information content
through classifications and symbolization. Geographic representation as only
around a 50–60 year history and thus is much less established, developed, and
integrated into diverse practices and institutions of society. The rapid growth of new
methods and theories led to a growing gap with established cartographic visual-
ization techniques. They remain dominant for many researchers, even with grave
limits for science (Goodchild 2011). As a result, most processing of geographic
information generally follows the sequence that Fig. 1 shows, with a visualization,
often a map, the final output of the processing.
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Transformations Implement Operations

Another way to examine the process of transformation is to emphasize the scientific
use of operations that implement the transformations. Transformations, following
Tobler and others, are that we can algebraically process information representa-
tions. Bertins’ matrix information processing approach is perhaps the most
advanced systematic approach (Bertin 1981). It relies on a system of organizing
attributes by geographical entities and then manipulating the matrix for the area of a
map with a focus on distinctions in terms of six graphical variables. These graphical
variables are translated to retinal variables, which are drawn on the map to ensure
the information from the matrix is lucidly communicated. More generically,
transformations are understood as way of explaining and understanding how
measurements, stored as data with associated geographical entities, are algebraically
manipulated to produce new information or new modes of representation, e.g.,
factoring soil type by slope suitability to determine potential erosion risk or
assigning ranges of values to new indicators, which indicate a broader range of
phenomena.

Figure 2 illustrates the range of issues and factors that the process of GI
transformation takes into account—both implicitly and explicitly. Chrisman’s
framework explicitly acknowledges the key importance of accuracy in this pro-
cessing to ensure that results correspond to phenomena in the real world. Adding
data visualization aspects and situating the relevant contributions of several authors
that this chapter considers graphically shows how visualization transformations
actually are connected in multiple ways to geographic representation transforma-
tions. Solely those representational transformations of information for a visualiza-
tion production, resting on cartographic representational concepts, can be separated,
although their context is defined by other transformations. The following section
will come back to visualization transformations and working from Bertin (1983)

Fig. 1 General scheme for
the processing of geographic
information
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and MacEachren’s (1994, 1995) contributions place them in a framework that
facilitates approaches to GIScience visualization that offers an adequate method-
ology for the challenges.

The central challenges for GIScience visualization go back to how we can
represent phenomena taking place in the world through patterns and processes
(Harvey 2016). Understood in the transformational approach presented here, the
work with geographical information representations in widely used GIS-software
allows us to choose between measurements of attributes organized into a regular
tessellation of space, usually a grid, also known as raster, or pre-determining
attributes and measuring their spatial extent. Figure 3 provides an example for the
distinction. This portion of the world is characterized by different physical features,
related to ecological processes, geology, and other influences, e.g., here the orga-
nized grazing of animals. Some processes lack a representation here. This is
because of choices made in prioritizing data collection for specific purposes arising
from the institutional and social and cultural contexts. In any case, the observations
and measurements can be represented following either a vector coverage model or a
raster data set. The vector coverage model, following Sinton, measures space based
on fixed attribute characteristics, e.g., the type of vegetation or land cover. The
raster data set fixes space into a grid with a specified resolution and based on an
analysis of measurements and observations in each cell assigns an attribute. In both
approaches that Sinton (1978) describes, time is controlled. The observations and
measurements were collected in a controlled time frame, e.g., the first two weeks
following on the spring equinox or the date and time when the satellite sensor
recorded the data. This means in this example that processes have already been

Fig. 2 Chrisman’s ring model of GIS activities (redrawn from Chrisman 1987, extended)
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accounted for in data collection. For example, a field biologist could sample veg-
etation in distinct areas and assign that area a type of land cover classification. This
can be quite detailed and take into account flooding, succession processes,
anthropogenic influences. The resulting information is of patterns that only bio-
logical and ecological knowledge in this example could interpret to develop an
understanding of processes. Through systematic description of processes it becomes
possible in this approach to address fundamental questions about phenomena,
semantics, motivations and transformations. Information about these aspects can be
related to questions about data, accuracy, geographical representation, semiotics,
and map elements.

With this knowledge, which can also be partial and incomplete, it becomes
possible to reliably transform data and conduct spatial analysis. Depending on the
level of knowledge and other contingencies, an analyst may use various
GIS-operations (overlay or buffer, for example) to transform the data and assess
influences and processes through visualization of the results. This processing is the
heart of GI analysis and representation, but with many unknown contingencies
cannot be algebraically represented it is a process of communication with many
complexities. The next section goes on to consider these limits and describe a
heuristic approach to better account and more reliably transform and represent GI.
This also supports the iterative development and testing of symbolization.

Fig. 3 Sinton’s framework and vector coverage and raster models in comparison (from Harvey
2016, used with permission)
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A Conceptual Approach and Tentative Framework

This section builds on the concepts presented in the previous section and describes
a heuristic approach based on transformations and involving a systematic sequence
of steps and questions to guide the transformations phenomena, semantics, and
motivations. Issues related to data, accuracy, geographical representation, semi-
otics, and map elements also guide the process which culminates in an iterative
selection of symbolization. Katy Börner’s framework structures the process of
connecting geographic representations to visualizations as a systematic process of
transformations.

Beforehand though, given the increasing importance of visualizations in scien-
tific research, its changing nature leads to evolving potential for integrating visu-
alization in various stages of research and implement it iteratively to support a
broad range of potential activities. This change also reflects increased interaction
possibilities with visualization and the greatly improved ease for creating visual-
izations. Finally, data-centered research (Bell and Gray 1997; Wing 2006) opens up
potential for these types of visualization to be integrated throughout the research
process. The ideas the Edward Hutchins in Cognition in the Wild bear consideration
here, as scientific research becomes less and less hierarchical. From this book, and
his analysis of complex decision making activities that constantly require engage-
ment with situations as they change, we can describe a cycle of measurement,
computations and interpretation that is repeated in the scientific research process.
For visualization, this means a more tightly, yet in ways that depend on research
organization, more flexible approach to connecting transformations and
visualizations.

In Hutchin’s analysis when computation through coordination becomes more
central to the process, successful communication means successful interaction. In
his study, he focuses on the situational development of specific languages to enable
interactions as required, considering how the coordination of individual actions
involves resolving relationships with resources and constraints in an organization.
People are always unraveling this complexity. Communication in this sense is
interaction. It is an interaction that strongly relies on visualizations. Visualization
integrated in this way as communication also offers a heuristic approach for
knowledge discovery.

Specifically, considerations of scientific visualization have to connect the
transformations that take place with the interactions they are connected to. Together
they make up the scientific visualization process. These aspects should start, fol-
lowing Hutchins, with seeing—thinking—acting as the three analytical phases
always involved in visualization. In these phases, people connect semiotics with
semantics and either create the representations or understand the representations in
context. Hutchins work focuses on how people use artifacts as cognitive extensions,
not whether they are producers or users. In this sense, Hutchins returns to the
original breadth of the communication model. Accounting for the processes through
which people reduce complexity and deploy or follow conventions also considers
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the role of Gestalt psychological rules. Finally, assessing the efficiency of the
interactions should also account for understanding of representational accuracy. It
may be readily possible to quickly grasp a scientific visualization, but under-
standing its accuracy may be far more challenging and far more fundamental to the
research.

Katy Börner’s scientific visualization framework offers a robust structure for
integrating visualization-related activities into these changing research workflows
and scientific communication (Börner and Polley 2014). As Fig. 4 shows, the
workflow consists of several steps in an iterative loop. Starting with context,
explicitly for Börner defined as stakeholders, and important parameters for the
scientific visualization, begins with reading, then analyzing and afterwards visu-
alizing the data through selections, combinations using overlay and selection of the
visual encoding, or symbolization. Börner’s framework is much broader and
designed for all types of visualization. With the focus here on GI representation her
framework offers a set of steps that can be developed iteratively, to more closely
link visualization with scientific communication.

A heuristic approach this chapter suggests involves extending Börner’s frame-
work to explicitly integrate GI transformations at all stages. The graphic can only
suggest the range of possibilities. Turning back to the example of land cover from
before, a more exhaustive list of possible transformations can be drawn up. A full
list can be derived from Chrisman’s publications on this topic (Table 1).

Since Börner’s framework creates an iterative loop, processes of quality
assessment, refinement can be implemented and guide the transformations.
Theoretically, whether it is possible to return to the original data, either to assess
previous transformations, add additional insights and variables, or to even start
anew, depends on the level of validation, interpretation or clarification desired.
Transformations can alter the semantics of data and without this recursion,

Fig. 4 Needs driven workflow design (based on Börner and Polley 2014, used with permission)
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it is conceivable and possible that some users will lack understanding of the data
and potentially make erroneous interpretations. The iterative cycle thus offers the
potential to ensure accuracy and reflect also on motivations. In regards to visual-
ization, the documentation and understanding of the processing is key to connecting
semiotics and semantics. For validation and interpretation, but also during analysis,
the understanding of what symbols show and how they correspond to phenomena.
This is the basis for reviewing and assessing the accuracy of transformations. This
knowledge encourages a reflective and possibly iterative exploration of possible
visualization symbology. The processing can be described in a flow-chart or model
to assure reliable communication to others. This, of course, is essential for creating
visualizations with adequate spatial and temporal depth to adequately show the
geographic complexity and how the patterns and processes of the visualization aid
our understanding.

Conclusion: A Tentative Foundation

This paper presents the tentative foundation for a framework that supports scientific
communication and discovery in today’s research institutions. It provides an initial
framework for geographical information visualization. It focuses here on the con-
ceptual level. Clearly further work refining the framework and assessing it are
called for. The key contributions of the framework is that it addresses the challenges
and complexity of geographic information visualization in diverse settings and the
possibilities of moving on from conventional static 2D representations to visual-
izations with adequate spatial and temporal depth to show this complexity. In
contrast to constraints of paper-based media, contemporary and future visualiza-
tions can use any conceivable digital or analogy means of representation. More
important for the sciences, constrained by the economic constraints of established
forms and institutions for publication and dissemination, the variety of scientific

Table 1 Possible
Transformations in exemplary
GI-processing

Step Possible transformation

Read Recode

Simplify/reclass

Combine

Analyze Modify

Reclass

Composite

Integrate

Buffer

Visualize Recode

Simplify

Encode
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research approaches means the diversity of visualization approaches calls for
diversity in breadth and depth. The discursive approach based on Hutchins’ work
outlined here offers both. The clear need to move beyond static and 2D represen-
tations to adequately visualize patterns and processes of geographic phenomena
requires a different approach to visualization than traditional modes of cartography.
Yet, this framework, as suggested, can also be used to create traditional carto-
graphic representations—which have the advantage of being close to wide-spread
conventional approaches and thus be easier for people to visually comprehend.
Scientific research benefits from the new possibilities that a broader approach to
visualization offers.

The limits of this preliminary work lie predominantly in the conceptual orien-
tation of this work. While it uses examples to provide illustrative descriptions, a
proof of concept, refinements and application are clearly called for. It is also
constrained by only considering possibilities to implement this approach in current
GIS software architectures and their raster and vector data structures, both static and
two-dimensional.

Future work on this approach should also focus on enhancing our understanding
of the connections between semiology and semantics that are central to scientific
visualization. In this sense, consideration of the changing roles of people and
institutions involved in scientific research takes on great significance for both
understanding its changing roles and improving it in GIScience.

References

Andrienko, N., Andrienko, G., & Gatalsky, P. (2003). Exploratory spatio-temporal visualization:
An analytical review. Journal of Visual Languages & Computing, 14, 503–541.

Bateson, G. (2000). Steps to an ecology of mind. Chicago: University of Chicago Press.
Bell, G., & Gray, J. (1997). The revolution yet to happen. In P. J. Denning & R. H. Metcalfe

(Eds.), Beyond calculation: The next fifty years of computing. New York: Springer Verlag.
Bertin, J. (1981). Graphics and graphic information processing. Berlin New York: de Gruyter.
Bertin, J. (1983). Semiology of graphics: Diagrams, networks, maps. Madison, WI: University of

Wisconsin Press.
Börner, K. (2012). Places and spaces: Mapping science. Cambridge, MA: MIT Press.
Börner, K. (2015). Atlas of knowledge: Anyone can map. Cambridge, Massachusetts: The MIT

Press.
Börner, K., & Polley, D. E. (2014). Visual insights: A practical guide to making sense of data.

Cambridge, MA: The MIT Press.
Chrisman, N. R. (1987). Fundamental principles of geographic information systems.

In N. R. Chrisman (Eds), Auto-Carto 8, ASPRS (pp. 32–41).
Chrisman, N. R. (1999). A transformational approach to GIS operations. International Journal of

Geographical Information Science, 13(7), 617–637.
Chrisman, N. R. (1998). Rethinking levels of measurement for cartography. Cartography and

Geographic Information Systems, 25, 231–242.
Ferster, B. (2012). Interactive visualization: Insight through Inquiry. Cambridge: The MIT Press.
Gleick, J. (2011). The information: A history, a theory, a flood. New York: Vintage Books.

136 F. Harvey



Goodchild, M. (2011). Challenges in geographical information science. Proceedings of the Royal
Society A, 467, 2431–2443.

Goodchild, M. F., Haining, R., & Wise, S. (1992). Integrating GIS and spatial data analysis:
Problems and possibilities. International Journal of Geographical Information Systems, 6(5),
407–423.

Goodchild, M. F. (1992). Geographical information science. International Journal of Geographic
Systems, 6(1), 35–42.

Harvey, F. (2016). A primer of GIS: Fundamental geographic and cartographic concepts, 2nd ed.
New York: Guilford.

Kuhn, W. (2012). Core concepts of spatial information for transdisciplinary research. International
Journal of Geographical Information Science, 26(12), 2267–2276.

MacEachren, A. M. (1994). Some truth with maps: A primer on symbolization and design.
Washington D. C.: American Association of Geographers.

MacEachren, A. M. (1995). How maps work: Representation, visualization, design. New York:
The Guildford Press.

Roth, R. E. (2013). Interactive maps: What we know and what we need to know. Journal of
Spatial Information Science, 6, 59–115.

Sinton, D. F. (1978). The inherent structure of information as a constraint to analysis: Mapped
thematic data as a case study. Harvard Papers on Geographic Information Systems, 7, 1–17.

Tobler, W. (1968). Transformations. In J. D. Nystuen (Ed.), The philosophy of maps. Ann Arbor:
University of Michigan.

Tobler, W. (1979). A transformational view of cartography. The American Cartographer, 6, 101–106.
Wing, J. M. (2006). Computational thinking. Communications of the ACM, 49, 33–35.

Improving GIScience Visualization: Ideas for a New Methodology 137



Leveraging Big (Geo) Data with (Geo)
Visual Analytics: Place as the Next
Frontier

Alan M. MacEachren

Introduction

Place matters. It is a fundamental component of everyday life and has been a core
topic of Geography since Aristotle (Morison 2002). GIScience, however, has
directed much more attention to “space” than to “place” in its approaches to
information collection, organization, analysis, and decision-support. This focus on
formal approaches to space and precise location specification has served GIScience
and related geographical information technology developments well, in leveraging
the dramatic increases in geo-referenced data for a wide range of applications, But,
the lack of attention to place has created a gap between the methods and tools now
available and the needs of science and society for multifaceted understanding of the
world. Plus, lack of attention to non-traditional geospatial data has left a vast
resource of untapped place-relevant data that is unstructured and thus not accessible
by current spatial database, analytical, and other tools.

Big Data matter—they have the potential to enable GIScience to move beyond
the current spatial focus to address scientifically and societally important questions
of place. It has been nearly a decade since the term “Big Data” gained prominence
as a popular label for the challenge | opportunity that our instrumented world is
prompting | providing. Big Data is a somewhat misleading term, since the concept
is typically characterized as being about more than just data size (Volume). It is also
about Velocity (the speed at which new data arrives) and Variety (the heterogeneity
in type, quality, and other characteristics); and as outlined below, some argue for
even more components.
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Government agencies, businesses, and other organizations are gearing up to
meet the Big Data challenge | opportunity with strategies to both generate and
leverage Big Data; and science funding organizations have initiated a range of calls
for Big Data research. For Geographical/Spatial Information Science, the big data
challenges and opportunities require a fundamentally new perspective on geospatial
data, one that treats geospatial data as an integral component of an information
ecosystem in which (geo)spatial may still be special, but in which geospatial data
cannot be considered independently from other kinds of data,… or from the context
of use, … or from the knowledge and needs of users.

The argument presented in this paper is that the advent of big geospatial data
(and development of data science methods to leverage those data through con-
nections to other data, context of use, and knowledge/needs of users) offers an
opportunity to address questions of place in fundamentally new ways. The view
presented focuses not on formalizing place in ways that support application of
existing modeling and analysis methods from GIScience, but on embracing the
complexity inherent in conceptions of place as socially constructed and imprecisely
delineated entities and leveraging advances in data availability and methods to
explore that complexity.

Many industry estimates suggest that 80% (or more) of big data are unstructured
(Andriole 2015). Much of these data are likely to contain some form of geo-
graphical reference through place names, descriptions of geographic-scale events
and behavior in places, and other relative indications of location. But, that geo-
graphically relevant data is often ignored because our existing methods and tools
take a ‘space’ focus while much unstructured data reference ‘place’ through natural
language. Thus, understanding place, as it is reflected in language (as both an entity
talked about and as a context within which described events and behavior happen),
is a fundamental question in Geography and essential to developing geographical
information retrieval (GIR) methods that leverage the wealth of geographical data
embedded in text and related unstructured sources. In complementary fashion,
developing geographical methods and tools for retrieving place-based information
from unstructured text data sources and enabling users to leverage that information
together with more traditional data sources offers new opportunities to connect
place and space.

This paper presents an argument for a “human-in-the-loop” (geo)Visual
Analytics approach to leveraging big (geo)data as a means to understand and enable
experience of place as a dynamic construct. A focus is put on leveraging
unstructured geographical data found in text sources. The approach contrasts with
those that rely exclusively on computational methods to produce information and
generate answers. (geo)Visual Analytics (gVA) is presented as both a science and
set of methods/tools that are focused specifically on support of human analytical
reasoning with big, heterogeneous, dynamically changing, and often ‘messy’ data
that include geographical components. And, an argument is presented that gVA
applied to these rich and dynamic data offers new windows to understanding place
in ways that are not provided through traditional Geographical Information System
(GISystem) methods applied to structured geospatial data.

140 A.M. MacEachren



Place: A Snapshot

Place is a complex concept that it is impractical to discuss in depth here. For those
interested in in understanding the concept more fully, a comprehensive introduction
is provided by Cresswell (2014). Some additional book length treatments of place
from a social science and humanities perspective include: Agnew and Duncan
2014; Carmona 2003; De Blij 2008; Duncan and Ley 1993; Ellard 2015; Hubbard
and Kitchin 2010; Massey 2013; Nairn et al. 2016; Relph 1976; Tuan 1977. Here, I
will sketch just an outline of some of the complex issues about place for which big
data have a potential to enable insight.

An important starting point to understand place as distinct from space, is
Agnew’s (2011) direct analysis of the distinctions and interrelationships of these
two fundamental geographical concepts. Agnew presents space as the more abstract
concept, grounded in conceptions of location (both absolute and relative) and
reflected in twentieth century perspectives of “spatial science”. Place, in contrast
underlies conceptualizations of geography as a “science of places”, with a holistic
approach to places as dynamic, thus defined by activities and processes.
Prototypical of this view is Pred’s (1984) argument for place as a complex
time-space activity, replete with power relations, culture forms, biographics, and
relationships to nature.

With this context, Agnew (2011) makes important distinctions about how
“place” is conceptualized, either as location (thus “assimilated to space”) or as
occupation of location. He elaborates on this distinction by characterizing the
location view “as nodes in space simply reflective of the spatial imprint of universal
physical, social or economic processes” (thus a “mere part of space”) and the
occupation view “as milieux that exercise a mediating role on physical, social and
economic processes and thus affect how such processes operate” (thus “a phe-
nomenological understanding of a place as a distinctive coming together in space”).

Even with the place as location conceptualization, however, Agnew (2011)
points to the dynamic and interconnected nature of places. Specifically, he extends
from his initial location-occupation distinction to define three ‘dimensions’ along
which the meaning of place is defined within the various theoretical positions from
which place is considered. The first corresponds to the place as location view,
specifically the meaning of place along this dimension is characterized as a “…
location or a site in space where an activity or object is located and which relates to
other sites or locations because of interaction, movement and diffusion between
them.” Then, the occupation view is further parsed into two additional meaning
dimensions.

The second dimension characterizes “…place as a series of locales or settings
were everyday-life activities take place. Here the location is not just the mere
address but where of social life and environmental transformation” (Agnew 2011).
These locales provide the social setting of everyday life that can include work-
places, churches, schools, etc., but also non-fixed settings of activity, such as
vehicles or chat rooms. As noted by Cresswell, one mechanism through which
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spaces can become places in this sense is through naming. Places of importance,
due to activities that they support, are given names while ‘spaces’ that do not meet a
need or support recurrent behavior are not (and thus do not become) places.

The meanings associated with the activity-based places vary with geographical
scale. Small places have meanings related to self while big places have meanings
associated with others or with the environment (Gustafson 2001). Massey’s (1994)
perspectives on place seem relevant to this dimension of place meaning. In par-
ticular, she critiques a common view of place as “bounded entities” (with inside
clearly distinguished from outside) and with single, essential entities. Places,
according to Massey should always be regarded in relation to the outside world.
Places can be special due to linkages to the outside world (rather than their own
intrinsic qualities). Massey (1994, p. 154) argues that places “…can be imagined as
articulated moments in networks of social relations and understandings, but where a
large proportion of those relations, experiences and understandings are constructed
on a far larger scale than what we happen to define for that moment as the place
itself, whether that be a street, or a region or even a continent.”

The third dimension of place meaning focuses on “… place as sense of place or
identification with a place as a unique community, landscape, and moral order”
(Agnew 2011). This latter view might be thought of as the humanistic conceptu-
alization of place in contrast to the more social science perspectives of the first two
dimensions. Representation of place along this sense of place dimension is typically
verbal or visual. Coordinates are not place, but a description or photos of what is
near them can invoke a sense of place. But, from this sense of place perspective, the
actions of individuals in ‘creating’ the place through various activities, particularly
those that may be ‘unofficial’ is part of what generates a rich sense of place. One
intersection between GIScience and sense of place is, perhaps, the many volun-
teered geographic information (VGI) activities that citizens are engaging in (Hardy
et al. 2012). One example is a recent project by Quinn and Yapa (2015) to help
communities in Philadelphia create greater food security by mapping the informal
food resources in their communities (e.g., urban gardens, sources of compost or
organic matter to support those gardens, farmer’s markets, food banks and soup
kitchens).

Vasardani and Winter (2016), considering place from a GIScience perspective,
argue that place “…is a location (in an environment, not in an empty space) with
properties that give it ‘shape and character’ and which enable conversations about
place.” Their perspective draws upon the “theory of centers” from architecture.
Grounded in this theory are 15 structural properties proposed by Alexander (2002).
An argument is made that having a ‘center’ and a gradient away from center is
fundamental to places and that places are seldom considered independently of other
places and relationships; thus there is an emphasis on interconnectedness that
reflects the social science arguments outlined above.
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Big Data

Place has been a core concept of Geography for centuries, but one that has been
difficult to formalize sufficiently in order to leverage digital data to support
understanding of place as a dynamic construct. The structured digital data so well
suited to supporting spatial analysis have been an impediment to analysis of place
since they separate location from meaning. But, the advent of Big Data is creating a
context within which new data-driven approaches to under-standing place may
become possible. We now have: (a) an abundance of geo-located (or geo-locatable)
data that serve as an input to geo-analytical reasoning and (b) many new map-based
and other visual methods and technologies that purport to help people reason with
and make decisions based upon these big data. To take advantage of these devel-
opments to address questions of place, we need to consider both the challenges and
the opportunities that big data provide. In particular, I draw upon a characterization
of the “5 Vs” of big data by Monroe (2013). They are:

• Volume: massive data scale due to sensors, electronic transactions and records,
ubiquitous data generation via smarts phones & social media;

• Velocity: rapid data update due to continuously operating sensors and data
generators + streaming technology;

• Variety: heterogeneity in types of data, many of them never before seen;
• Validity: varied and uncertain reliability of the data, its processing, its inter-

pretation, and resulting decisions; a key is construct validity: the degree to
which the technique measures what it claims to be measuring;

• Vinculation: to “vinculate” is to bind together, to attach in a relationship; it is
about what might be described as the fundamental interconnectedness of all
things (Richardson et al. 2012).

All of these components of big data are relevant to understanding place and to
leveraging place-relevant data to support scientific and societal challenges. The
fifth, vinculation is particularly relevant to the potential for leveraging big data to
understand place and to conceptualizing place in an era of big data.

Place (from a theoretical, geographical perspective as outlined above) is an
“experience-based dynamic construct” (Agnew 2011). Connectedness of places is
also inherently dynamic, thus, big, streaming place-linked data, for the first time,
make it possible to develop methods allowing insight into the geo-social dynamics
of places and their massively interconnected, changing nature. But, if we are to
leverage information about place from these largely unstructured and
semi-structured data, we need to develop a better conceptual model of how place is
signified in language (particularly in text) in order to recognize, retrieve, and
analyze the wealth of references to place that have gone mostly untapped thus far.
While more than a decade of research in GIR has made important progress, most of
that work has focused only on the problem of recognizing and geolocating place
names, thus turning place into space and/or on linking documents to a geo-graphic
“footprint” for which they are determined to be relevant (again turning place into
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space to support integration of data derived from text into traditional spatial anal-
ysis). This space-centric work needs to be complemented by developing a rich
characterization of what it means for a document to be “about” a place and how to
recognize and interpret statements about place that lack formal place names. Here
gVA is proposed as a method and suite of tools that can help achieve this objective.

(Geo)Visual Analytics

“Visual analytics is the science of analytical reasoning facilitated by interactive
visual interfaces” (Thomas and Cook 2005). The initial focus of efforts in the field
was on visual-computational support for assembling evidence, generating infer-
ences and explanations from evidence, comparing /assessing those inferences and
explanations, and reporting results (e.g., Andrienko et al. 2011; Keim et al. 2010;
Kohlhammer et al. 2009; Malik et al. 2012; Robinson 2011; Tomaszewski and
MacEachren 2012; Wang et al. 2008). As the field has developed, increased
attention has been directed to big data (e.g., Andrienko et al. 2013; Keim et al.
2013). A 2010 Visual Analytics research agenda report from Europe proposed that
“Visual analytics combines automated analysis techniques with interactive visual-
izations for effective understanding, reasoning and decision making on the basis of
very large and complex datasets” (Keim et al. 2010). Building on these ideas, and
focusing on geographical big data, I offer the following definition of gVA:
Geovisual Analytics is a domain of research and practice focused on visual
interfaces to analytical methods that support reasoning with and about big,
dynamic, heterogeneous, unconfirmed, hyper-connected geo-information—to
enable insights and decisions about something for which place matters.

The five “V”s of big data are reflected in the qualifiers on geo-information in the
definition above as is the focus here on going beyond traditional spatial analysis to
consider place. Since visual analytics was identified as a specific domain of research
and practice, more than a decade ago, substantial progress has been made on
developing new computational methods to deal with the challenges of big data and
on visual interface methods to couple human knowledge, reasoning, and insight
with these computational methods. But, although geolocated data is often a focus of
these efforts (by GIScientists and others), place (in contrast to space) has been given
only limited direct attention. The remainder of this essay presents an argument for,
and selected early steps toward, taking advantage of advances in visual analytics,
coupled with big data (in all its guises) to address place as a subject of specific
attention.
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Leveraging Unstructured Big Data to Understand Place:
Taking a gVA Approach

There is a long history of spatial science and technology, both within geography
and more broadly across the disciplines that coordinate research under the umbrella
of GIScience. That history includes fundamental advances in how we collect spatial
data and assess its fitness for use (e.g., Bharti et al. 2011; Martin 1998; Woodcock
and Strahler 1987); in how we represent, store, and retrieve those data (e.g.,
Langran 1992; Mennis et al. 2000; Peuquet 1988); in spatial analytical methods
(e.g., Anselin 1995; Charlton et al. 2006; Hubert et al. 1981); and in qualitative
spatial reasoning (e.g., Egenhofer and Herring 1990; Klippel et al. 2012). In con-
trast to the focus on space, there is a very short history in GIScience (or gVA) of
research directed to place (for a few examples, see: Agarwal 2005; Bennett and
Agarwal 2007; Edwardes and Purves 2007). The relatively recent argument by
Goodchild (2011) that attention is needed to formalize concepts of place for inte-
gration into work with GISystems has prompted some recent attention (nearly 50
citations as of October, 2016, e.g., Roche and Rajabifard 2012; Scheider and
Janowicz 2014; Winter and Freksa 2012; Yang et al. 2016). But, only a very small
proportion of that work addresses place in the rich sense that it is generally con-
sidered by human geographers, other social scientists and planners, or humanists.

An opportunity exists through the advent of big data, to address the nearly
infinite complexity of place and its multifaceted connectedness. The challenge that
must be met in order to take advantage of this opportunity is to develop strategies
and methods to capture and reason about human concerns with place that are
potentially represented within the complexity of big data.

My contention here is that three of the five “V”s are particularly central to
moving attention in GIScience from ‘space’ to ‘place’. Place is a dynamic construct,
thus data velocity increases that are associated with big data advances can enhance
the granularity with which place can be understood and streaming data on its own
(whether high velocity or not) provides a direct window on the dynamic nature of
place. Place is also multifacected with multiple layers of embedded meaning. Data
variety, therefore is an essential input to understanding the multifaceted structure of
place. Place is also embedded in the context of the world and its diverse connec-
tions and complex relationships among entities; place is probably best understood
as being hyper-connected. Thus, vinculation, with its focus on connection and
relationships, complements data velocity and variety as a core component of the
data needed to understand and enable behavior in place. Below, I sketch a few
initial ideas about each of these aspects of big data, from the perspective of the role
that gVA can play in leveraging big data to construct meaningful information about
and enable activity in place.
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Velocity: Dynamic Data to Represent a Dynamic World

Streaming data are changing the landscape of information technology and
decision-making, with impacts across business, government, and science (Madia
2015). The new and rapidly increasing sources of streaming data, much with some
kind of geolocation (or potential for geolocation through mechanisms such as
geoparsing of place references in text), generates many possibilities for GIScience
to consider place in new ways. The human-in-the-loop approach of gVA is well
suited to leveraging large, complex streaming data to achieve insights about place,
which is itself dynamic as outline above. The computational methods of gVA are
needed to cope with the data flow and the visual interface to those methods is
needed to both interpret output from the computational methods and steer the
methods to cope with changes in data content and form over time, as well as
changes in kinds of insights about place needed in a changing world.

More specifically, streaming data provide a key opportunity specific to under-
standing place because place (from a theoretical, geographical perspective) can only
be understood through attention to the dynamic process of activities and events
from which places are constituted. Integration of multiple sources and forms of
streaming, place-linked data offers the opportunity to observe and analyze the
dynamic processes and activities associated with a place. Connectedness of places
is also inherently dynamic; across 4 theoretical perspectives on place, Agnew
(2011) cites a “… stress on the fluidity and dynamic character of places as they
respond to interconnections with other places.” Thus, big, streaming place-linked
data, for the first time, make it possible to develop methods allowing insight into the
geo-social dynamics of places and their hyper-connected, changing nature.

Initial examples of the ways in which these new sources of streaming data can be
used to develop a deeper understanding of places include research to leverage cell
phone data (e.g., Ratti et al. 2010; Xu et al. 2016), Twitter (e.g., Jenkins et al. 2016;
Wojcik et al. 2015), and photo sharing sites (e.g., Andrienko et al. 2015; Liu et al.
2015). As discussed above, places are created, exist, and change continuously as a
result of human activity. Research by Kraft et al. (2013), as one example,
demonstrates the potential of leveraging unstructured streaming text (from Twitter)
within a gVA application to identify the dynamic creation and evolution of an
informal place. They provide a use case example of their application in which an
analyst is able to recognize a situation where political tensions led to a riot, thus an
informal place was generated, and then through social media this informal place
was connected across the globe to other places in which related events happened.

Data Variety

As outlined above, place is dynamic and multifaceted, a concept conceptualized as
having multiple dimensions. Thus, while data variety is a technological big data
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challenge, it is also essential to a rich characterization and understanding of places
and to support for activities in those places. The variety of data needed to address
questions of place goes well beyond traditional spatial data that existing GIScience
methods and tools have been designed to collect, store, and process. As outlined in
the introduction, unstructured data (in the forms of text, images, and video), are
being generated at rapidly increasing rates and much of those data contain at least
indirect reference to places. The unstructured data offer an important complement to
traditional quantitative geospatial data that is critical to questions about meaning of
place.

Here, I highlight two exemplar data variety foci that are central to developing
new GIScience/gVA methods that can identify, characterize, and support under-
standing of place: (a) text analytics—extracting place references and meaningful
information about place from unstructured, often fragmentary data from a wide
variety of sources; and (b) “extreme” information fusion—constructing place
characterizations through integration of structured and unstructured data.

Text Analytics

There is probably much more place-relevant data locked up in text data sources than
in all forms of traditional geospatial databases. For example, we have found that
more than half of all Twitter tweets have some form of place reference (which
includes a location that the tweet is from, places mentioned in the tweet text, and/or
places that the Twitter user specifies in their profile) (Pezanowski et al., submitted).
Similarly, virtually all news stories have a location where the story was posted and
also often mention places in the text of the story, particularly in any story about
events.

An example of (partially) understanding the dynamic complexity of a place
through gVA text analytics methods is provided in SensePlace, one of the first gVA
tools developed in our research group specifically to leverage text data sources
(Tomaszewski et al. 2011). SensePlace was built specifically to support document
foraging and sensemaking designed to understand the seasonally dynamic nature of
regional and national population patterns in Niger (as input to infectious disease
modeling). Specifically, SensePlace enabled analysts to ‘mine’ a news archive in
order to achieve multiple linked objectives: (1) see where events are and how they
relate; (2) know when events happened; (3) visualize links between
map/article/timeline/concepts; (4) explore multiple search strings together; (5) save
searches and share; (6) focus on relevant documents by eliminating less relevant
articles. A core capability of SensePlace was a set of computational methods that
recognize and geolocate place names. As noted above, one thing that distinguishes
‘places’ from ‘spaces’ is that the former are given names due to their importance.
Thus, recognizing and geolocating place names in text is a key step in the process
of turning unstructured text into place-relevant data. But, it is a step that is both
challenging to do (see Table 1) and that only partially captures the place references
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in text; recognizing and locating place description that does not include proper
place names is an open problem.

Beyond determining the “where” of entities or statements in text, substantial
progress has been made in natural language processing that is relevant to the “what”
and “why” aspects of places. For example, Nelson et al. (2015) use computational
methods integrated into a web-based gVA application to explore differences of
opinion about political situations in the U.S. by Congressional district. While this
research used existing Congressional boundaries as ‘bins’ into which twitter data
were aggregated and opinions rated computationally, the methods could easily be
extended to support identification of places with shared opinions. In related work,
Liu et al. (2015) demonstrate methods that extract place semantics from photo tags,
providing a means to characterize the sense of a city (using Paris as an example).
They go on to propose a comprehensive approach to “social sensing” that com-
plements ideas below on information fusion.

In addition to assessing the “sense” of statements (e.g., opinion, sentiment), a
range of methods for topic modeling have been develop that computationally
identify sets of discourse having semantic/thematic similarity. One recent example
that applies these methods directly to deriving a “sense of place” from text sources
is reported by Jenkins et al. (2016). These authors focus in particular on investi-
gating the scale of places and find that (at least for Twitter and Wikipedia) par-
ticularities of places can be derived at neighborhood levels but that analysis at city
scale provides more insight about the differences between text media than it does
about the unique features of places. This finding relates to the above discussion of
scale-dependent meanings associated with activity-based places.

Extreme Information Fusion

As noted in the snapshot on place (Section “Place: A Snapshot” above), place as
conceptualized in human geography and other social sciences, is a complex concept
that is multifaceted, dynamic, and with flexible geographical bounds.
Characterizing place, thus requires both the application of multiple perspectives and
the integration of multiple kinds of data. The challenge is what I label as extreme
information fusion, a term intended to characterize the scale of data, the multiple
kinds of data, the continually changing nature of data, and the need to build con-
nections across data that are all needed to represent places. While few attempts have
been made to apply information fusion methods to understanding place, there are
advances in this domain that are relevant and that have the potential to be repur-
posed to focus more directly on place.

One exemplar is recent work by Cervone et al. (2016) focused on leveraging
heterogeneous data in support of crisis response. The authors illustrate how multiple
traditional geospatial data sources can be combined with novel unstructured data
sources to better characterize events in places in order to support crisis response.

148 A.M. MacEachren



Specifically, they fuse multiple data sources over the cities of Boulder and
Longmont, CO including: (a) Flickr ground photographs, (b) tweets, (c) Civil Air
Patrol images, (d) Falcon UAV, and the (e) satellite water classification. The fusion
of this information is shown to support accurate predictions about road closures in
specific places. The process enables dynamic update of the continually changing
nature of the places impacted by a natural disaster. In this case, the focus is on
flooding, but the methodology would support understanding of the dynamic situ-
ation in particularly places as any kind of natural hazards or other emergency events
evolve.

Table 1 Place entity recognition is challenging due to the variability and imprecision of natural
language. Below are a few representative examples of tweets containing place names with
non-locational, ambiguous, or vague senses; the kinds of references that are challenging to process
automatically

Examples of tweets with ‘place names’ used in ways other than to signify a place

• Noun adjuncts: here place names are used, not to specify the location but as a modifier of
another noun, often a person or an organization; there are several variants, as illustrated, that
need to be addressed differently by computational methods designed to decide when a
statement is “about” a place

– Qualifying/naming an event RT @miamivice_22: It is a photo at the time of the Great
Hanshin-Awaji Earthquake. Picture hell. http://t.co/rwzzhexLgn

– Qualifying a person: RT @ezralevant: Watch the riot videos. Listen to the victims of this
violence. And then help me hire Calgary’s best lawyer to sue the offen

– Qualifying a more precise generic place: Iran: protest rally in front of Gilan governor
office against the shutdown of Looshan Cemnet Factory http://t.co/8wkH2239CH

– Metonymy: RT @Watcherone: South Sudan rebels have killed several Uganda soldiers in
the Upper Nile in renewed fighting in the country

– Regular polesymy: RT @we_support_PTI: All Pakistani’s In USA - COME OUT to
Protest #GoNawazGo, as the #FakePrimeMinister visits United Nations. #ImranKhan
ht…

• Ambiguous: places are often contained within other places with the same name (as with Gaza,
the city, that is within Gaza, the territory)

– RT @saidshouib: #Gaza_Under_Attack | This is not the effect of an #earthquake, also it’s
not a #meteor. It’s an Israeli Missile. http://t.c…

• Vague spatially: informal places are often described relative to formal places
– Breaking M6.0 earthquake jolted the sea area near S. Sumatra Wed., the quake hit at a
depth of 10 km.(CENC) http://t.co/E0NkG1mbkV

• Vague meaning of place: the meaning of a “place” depends on ones experience with that place;
the two individuals posting the tweets below are likely to have extremely different conceptions
of Beijing as a place

– Getting ready to see @ladygaga!!!!!! I am BEYOND excited!… Back in HK but still high
from the thrill of visiting Beijing. Here is me and the Great Wall. Yes

– The latest Tweets from Amy Mathieson (@AmyWMathieson). Western trained architect
living in Beijing and following building restoration, eco-tourism, and…
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Vinculation: Extreme Connectedness

Perhaps the most important qualitative change that big data brings over traditional
geospatial data is that related to vinculation, the inter-connectedness of all things.
Prior data sources tended to put data into ‘silos’ by type, making it difficult to
identify and leverage connections among disparate kinds of entity. But, as noted
above, place is fundamentally interconnected at multiple scales. To investigate and
understand place at a substantive level requires data and methods that can cope with
and leverage the connections. As data about connections becomes increasingly
available, geographers and others have begun to explore those connections. In one
representative study, about the Geography of talk in Great Britain, Ratti et al.
(2010) constructed data-derived delineations of places using cell phone call data.
Specifically, they mapped the strongest 80% of links among areas within Britain,
based on cell phone total talk time. The result is a data-derived division of Britain
into social-geographic ‘places’ at a regional scale.

Advances in heterogeneous network mining have the potential to move beyond
simple mapping or network statistics applied to interconnections among places
derived from single data sets such as the cell phone data discussed above.
Heterogeneous network mining represents multi-typed data as heterogeneous
information networks and applies methods that can mine useful knowledge from
these networks (Sun and Han 2012).

As one example of the potential for developing rich place-relevant information
using this approach, Savelyev and MacEachren (2014, in preparation) have
implemented a linked data structure and query mechanism in SensePlace3 (a
follow-on to the system discussed above). The implementation supports complex
queries across feature types extracted from Twitter data. In Fig. 1, the query for
tweets containing the term ‘refugee’ has been filtered on the basis of a linked query
for tweets by individuals who have a profile location of London and that mention
Syria in the text of the tweet. The results provide a mix of perspectives from
individuals who live in or associate with London. The links on the maps signify all
connections among locations mentioned in any of the tweets by individuals from
London or any of the tweets mentioning Syria. The results show Ukraine and Iran
as other locations of concern across this collective of tweets. While this example
focuses only on the data and metadata contained in tweets, the general method of
heterogeneous network mining can be applied to explore any forms of connection
across data of multiple forms (Janowicz et al. 2012).

Conclusions

Big data, while a potential resource that might enable new understanding of place
and interconnections among places has the potential to be used for a wide variety of
applications, not all of which will be viewed positively by everyone. Cresswell
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(2014), for example, quotes Sui and Goodchild (2011) on the start of attempts in
GIScience to formalize place in ways that can support application of GIScience
methods and tools. He takes a rather critical view, highlighting the ways in which
this formalization may be used “in sometimes sinister ways” that include politicians
targeting swing voters, supermarkets interrogating shopping habits, and
police/security forces sifting personal information in the hope of finding links
between crime and place.

It is, of course, important for those of us who develop big data analytical
methods to consider the cons as well as the pros of the tools we create. That puts
privacy-preserving analytics at the top of the list for important research initiatives as
we work to shift the attention of GIScience away from a space-only perspective to
one that includes attention to place and the context within which human (and other)
activity occurs.

If we can develop methods that minimize the dangers of big data while lever-
aging the potential, there is an opportunity to address a wide array of place-based
challenges for science and society that were impractical to consider prior to the
advent of place-aware big data.

I end with two suggested research challenges at the interface of big data, gVA,
and place. Research is needed: (1) to integrate advances in methods and tech-
nologies that address dynamic, heterogeneous (unstructured + structured), and
massively interconnected data to understand place and connections among places at

Fig. 1 SensePlace 3 results for tweets that mention “refugee”, with a heterogeneous network
constraint that identifies the subset of these tweets by individuals with London as their profile
location and “Syria” as a term in the tweet text
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multiple scales; and (2) to create a science of “placial analytics”1 that addresses
place as deeply as GIScience has addressed space thus far.
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A Comparative Study of Various
Properties to Measure the Road Hierarchy
in Road Networks

Xun Wu, Hong Zhang, Yunhui Xu and Jie Yang

Introduction

Spatial data can be represented at different scales, which may facilitate map navigation
and spatial analysis. Fully automated transformation of a map from one scale to a
smaller scale is still a research topic of interest in the field of mapping and
cartography (Li 2006). This study is concerned with selective omission in road
network data, because road is one of the most important geographical features on a
map, and selective omission (meaning the retention of more important roads) is an
operation necessary for automated road network generalization.

Selective omission in a road network has been the subject of extensive studies.
Some researchers analyzed road segments (Mackaness and Beard 1993; Mackaness
1995; Thomson and Richardson 1995) or road intersections (Mackaness and
Machechnie 1999) for selection, because a road network is always stored in a
database as intersections and segments. Some workers built strokes, which are
defined as ‘a set of one or more arcs in a non-branching and connected chain’
(Thomson and Richardson 1999), and the selections were based on those strokes.
The use of strokes makes possible the analysis of road networks based on the
importance of individual roads, even in the absence of all other thematic infor-
mation (Thomson and Brooks 2007). The importance of each stroke may be
determined by various properties, such as road length, stroke connectivity (Zhang
2004a), degree, closeness, and betweenness centralities (Jiang and Harrie 2004).
Now most researchers propose integrated indicators with various road properties.
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A method based on complex network analysis was proposed to estimate the
hierarchies of urban road networks, in which the degree, closeness, betweenness
and length are considered (Luan et al. 2012; Liu et al. 2014; He et al. 2015). An
integrated approach was proposed in which different structures or patterns in a road
network are considered (Li and Zhou 2012; Yang et al. 2013). Considering the
connectivity and the geometric structure of the road network, the functionality of
the stroke was the basis of road selection (Xu et al. 2012).

However, it is short of evaluations on the situation (aspects of network func-
tionality and cartography) in which the new composite indexes fit. To our
knowledge, no literature has focused on a comparative analysis on the composite
indexes and finding a new composite index to define the importance of a road in
view of network structure functionality, which is the main concern of this study.

The study is organized as follows. In Section “Linear Correlation Model of Road
Ranking”, a brief description of the road ranking approaches, evaluations and study
area is provided. Section “Experiment Result and Analysis” shows the experiment
results. Finally, conclusions are drawn and some future work is given.

Methodology and Experiment Design

In order to achieve the comprehensive evaluation on the measurement of the road
importance of a real road network, one typical road ranking approach and a new
measure are used for the evaluation. In this section, the approach, measure and
study area are briefly introduced.

The stroke-based approach was first proposed by Thomson and Richardson
(1999). This approach has two steps, building the strokes and ordering the strokes.
Building the strokes means concatenating continuous and smooth road segments
into a whole. Ordering the strokes means ranking the strokes in a descending order
from high to low importance. It is crucial to evaluate the importance of the stroke.

Dual Graph of the Road Network

In recent years, complex networks have been gradually applied to transportation
and GIS, contributing to a deep analysis on the complexity and functionality of the
structure of road network. Figure 1 shows different network topology structures of
the same road network. Compared to the generated topology of the network
(Fig. 1b), the dual graph (Fig. 1c) could be used to analyze the network structure
and functionality further (Boccaletti et al. 2015). And the dual graph has an
advantage of analyzing the connectivity and reliability of a road network and the
importance of the road in the real road network.
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Structural and Geometric Characteristics
of the Road Network

Usually the network centrality is used as the index to analyze the structure char-
acteristics of complex network. There are three basic indexes of centrality: degree,
betweenness and closeness, as shown in Fig. 2. The clustering coefficient is an
important index, which is also considered in this paper. So, four structure indexes
and one geometric index are used to evaluate the importance of the stroke.

(1) Centrality of degree is expressed as follows:

Degree ¼ Di ¼
Xn

j¼1

dij ð1Þ

where, dij shows whether stroke i intersects with stroke j. If they intersect, dij is 1,
otherwise 0. In the structure analysis on the road network, the greater the value of
degree is, the more the road connections are. The degree plays a significant role in
the entire road network.

Fig. 1 Transportation network topology structure. a is the real road network; b is the generated
topology of the network and; c is the dual graph of the network

Fig. 2 Example of centrality
maximums
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(2) Centrality of closeness is expressed as follows:

Closeness ¼ Ci ¼ 1=
Xn

j¼1;j6¼i

nij ð2Þ

where, nij is the number of the strokes included in the shortest path from i to j. The
closeness is a global measurement that indicates the center of a city. High-rank
roads should exhibit good accessibility to other roads. Compared with the centrality
of degree, the closeness could further describe the accessibility of a stroke to its
indirectly connected strokes. The greater the index value is, the more extensive
range of services and the impacts of the stroke are, and the rank of the stroke is
higher.

(3) Centrality of betweenness is expressed as follows:

Betweenness ¼ Bi ¼ 1=
Xn

j6¼k 6¼i

njkðiÞ=njk ð3Þ

where, njk is the number of the strokes included in the shortest path from j to k, and
njk(i) is the number strokes in the shortest path (i to j) passing the i. In the road
network, the stronger the betweenness of the stroke is, representing more passing
times on the shortest path, the more obvious influences like bridges and hubs are.

(4) Clustering coefficient is expressed as follows:

CCi ¼ 2ei=kiðki � 1Þ ð4Þ

where, ki is the degree of the stroke, and ei is the number of triangles formed
between any two neighbors. Different from the centrality of degree, the smaller the
clustering coefficient is, the greater the functional role the node plays is in the
network.

Length of the stroke is constructed by length of the continuous and smooth road
segments, which is the geometric property. The longer length of the stroke, the
higher the rank in the road networks.
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Linear Correlation Model of Road Ranking

The five properties can only reflect some aspects of ranking of road networks in
terms of structural and geometric characteristics. A series of correlation models of
road ranking with structural and geometric characteristics have been built and could
be used to comprehensively assess the ranking of road networks. This paper only
utilizes a simple and basic linear correlation model of road ranking, which is
expressed as:

Rank ¼
Xn

i¼1

aiXi ð5Þ

where, Xi is the properties of the stroke, and ai is the weight factor of each property.
Five properties of the stroke are used to rank the stroke. One is the basic geometric
property, and the others are structural properties. The thematic property, which is
unavailable, is not considered in the stroke-based approach. In order to keep a
principle that the amount of information of the model could be maximized (Luan
2012), ai is defined as follows:

ai ¼ Ei=
Xm

j¼1

Ei ð6Þ

The information of the property can be obtained from Ei, which is expressed as
follows:

Ei ¼ ri
Xm

j¼1

ð1� rijÞ ð7Þ

The standard deviation of the property is defined as ri. The rij is the correlation
coefficient between the properties.

Another way can explain ai is shown in Eq. 8. In the expression, li is the mean
of each property, but the coefficient of variation is not considered.

ai ¼ ri=li ð8Þ

Measurement

Using the linear correlation model of road ranking, geometric and structure prop-
erties could be chosen to integrate a new index of road ranking based on the stroke.
However, it is not the best solution to choose all properties. Therefore, we should
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select some properties and combine them into a new index. Also, a method is
needed to evaluate the index.

In complex networks, there are several ways of measuring the functionality of
the networks. One key quantity is the average inverse geodesic length (Holme et al.
2004), which is a finite value even for a disconnected graph:

l�1 ¼ 1
NðN � 1Þ

X

v 6�V

X

w 6¼v2V

1

dðv;wÞ0 ð9Þ

The road network can be expressed as a graph: g = (v,e), where v is the set of the
vertices that stands the roads. Each edge connects exactly one pair of vertices and
represents the connection relation of each road. The d(v,w) is the length of the
geodesic between v and w. When we remove the high-rank roads, the functionality
of the network could go downhill in a quick manner and then in a slower pace. So,
the l−1 can be used to measure the indexes by removing the high-rank roads orderly.

Study Area

Three real road networks of varying patterns are tested (Fig. 3). After building the
strokes, the road network of Chengdu (Fig. 3a) has 253 strokes, Hong Kong 484,
and New York 933.

Evaluations on Road Ranking Using Road Removing

Steps of Road Removing

The detailed description of the evaluations on road ranking using the road removing
is as follows:

Fig. 3 a Chengdu road network; b Hong Kong road network; c New York road network
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(1) Building the strokes: Set the threshold of angle as 45 degrees and build the
strokes for the road network. These are the basic operations of studying the
road network.

(2) Building the dual graph: Adopt the dual method to build the dual graph of the
road network based on the strokes.

(3) Calculating the values of properties: Obtain the values of degree, betweenness,
closeness, clustering coefficient and the length of the stroke (the node on the
dual graph).

(4) Generating the integrated indexes of road ranking: Apply the properties to the
linear correlation model to generate eight integrated indexes that may be used to
rank the roads and calculate the indexes respectively. Here, the length and the
degree of the stroke as the basic elements of road ranking should be considered.
Table 1 lists the eight integrated indexes that adopt different properties.

(5) Removing the strokes in order: Sort the strokes by values of the integrated
indexes respectively in descending order and calculate the l−1 by removing the
stroke in descending order respectively. Plot the change curve of the l−1.

Experiment Result and Analysis

Eight indexes are utilized and three real road networks of different patterns are
tested as shown in Fig. 4. Figure 4 shows the change curve of l−1 when the roads
are removed in descending order. That is, the functionality of the real road network
could be reflected by the curve. In order to give a clear observation, the result of
each road network are represented by two graphs, where all index tests are included.

The results of the Chengdu road network (Fig. 4a, b) show that if clustering
coefficient is added into the composite index, the l−1 does not go downhill when the
roads of Ranks 20–30 are removed; while the DL and DLB perform very well. In

Table 1 Eight different indexes using five properties of the road

Index Length Degree Betweenness Closeness Clustering coefficient

DL + +

DLB + + +

DLCC + + +

DLBCC + + + +

DLC + + +

DLCB + + + +

DLCCC + + + +

DLCBCC + + + + +
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addition, if the closeness is considered, the l−1 exhibits a jump after low-rank roads
are removed. As shown in Fig. 4c and d, the similar phenomena occur in the Hong
Kong road network. Since there are more roads in New York, an illusion may be
given to us that New York behaves dissimilarly with Chengdu. However, if you
zoom out Fig. 4e and f, you can find the same phenomenon.

To further test the validity of this indicator (DLB), a road selection test is carried
out for the Chengdu road network in different selection proportions. Figure 5 gives
five results of road selection. We can see that: (1) In each proportion, even a very
small proportion, the selected network could maintain the topology connectivity
of the original network and cover the whole range of the original road network;

Fig. 4 Eight indexes are tested by the l−1 for three different road patterns. a and b are for Chen
Du; c and d for Hong Kong; e and f for New York
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(2) In each proportion, the selected road network could keep the overall structure of
the original road network. (3) As the selected proportion increases, the added roads
are more reasonable with the density and the overall structure of the original road
network being considered. And the hierarchy of the road network may be reflected.
The Hong Kong and New York road networks involve the same phenomenon.

Conclusions

Evaluating the road rank is not simply aggregating many properties of roads. We
should also consider whether some properties need to be added into composite
indexes. The result shows that the length and degree are the basis for evaluating the
importance of roads. If the clustering coefficient is considered, composite indexes
have adverse effects on the sorting of high-rank roads. While the closeness is added,
the sorting of low-rank road is unreasonable. If the length, degree and betweenness
are considered all together, the composite indexes perform best in the sorting of
roads.

Furthermore, in order to enhance the performance of the road ranking method, it
is of great value to take more road ranking approaches (not only the linear corre-
lation model) and more characteristics of the road networks into account.

(a) 0.05 (b) 0.10 (c) 0.15

(d) 0.20 (e) 0.30 (f) 0.40

Fig. 5 Road selection results at various selection ratios
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Detail Resolution: A New Model
to Describe Level of Detail Information
of Vector Line Data

Xiaoqiang Cheng, Huayi Wu, Tinghua Ai and Min Yang

Introduction

Scale is an important factor in almost all kinds of scientific research questions. In
respect of geospatial information, map scale is the most common word representing
scale. Map scale which is expressed by numerator divided by denominator and
commonly used in traditional cartography and vector-based GIS applications,
denotes the ratio of map distance to real world distance. Meanwhile, this scale
representation is used to describe the level of detail (LoD) information of vector
dataset, on the condition that a dataset’s source and processing flow are explicitly
known. However, scale in this form is incompetent as the proliferation of volun-
teered geographic information (VGI) and web-based services.

GIS data created by volunteers is criticized by low quality issues, such as
incompleteness (Hecht et al. 2013), inconsistency, heterogeneity (Touya and
Brando-Escobar 2013) and missing of metadata, etc. What’s the map scale of a road
curve uploaded by user? Do the roads within one road network share a same map
scale? Is the river feature’s map scale same with the road feature? These questions

X. Cheng (&)
Hubei University, Wuhan 430062, People’s Republic of China
e-mail: carto@whu.edu.cn

H. Wu � T. Ai � M. Yang
Wuhan University, Wuhan 430079, People’s Republic of China
e-mail: wuhuayi@whu.edu.cn

T. Ai
e-mail: tinghua_ai@163.net

M. Yang
e-mail: 250268582@qq.com

© Springer Nature Singapore Pte Ltd. 2017
C. Zhou et al. (eds.), Spatial Data Handling in Big Data Era,
Advances in Geographic Information Science,
DOI 10.1007/978-981-10-4424-3_12

167



are still unknown. So that, it is impossible to describe a VGI dataset’s LoD using
map scale as traditional GIS does. As a consequence, VGI data’ handling in map
generalization and visualization is held back due to the missing of accurate LoD
information.

Aiming at dealing with the visualization of VGI data, this study proposes a new
model supporting LoD information detection and representation of vector GIS data,
in case of line features. Current digital devices including personal computer, cell
phone and tablet are all raster display devices which consist of a matrix of pixels.
Visualizing vector data on these devices needs mapping geometric coordinates in
real numbers to pixel coordinate in integer. This mapping process called rasteri-
zation causes loss of information, which is called “aliasing” in computer graphics.
In geospatial visualization, aliasing falls into two categories: jaggy boundaries that
can be solved by regular antialiasing techniques (MEI et al. 2008) and coalescence
which is usually considered in map generalization (Shea and McMaster 1989).
Visual coalescence usually manifests that geographic features or feature’s parts are
too dense to discern. Coalescences are scale-dependent, that is, when changing the
scale by zooming in, the number of coalescences decreases, until all coalescences
fade away. So we make an assumption that the resolution at which a feature’s
coalescence just disappears should be used to represent the LoD information of this
feature. There were studies using devices’ resolution to operate map generalization
(Li and Openshaw 1993), however, they were still constrained by map scale.

Methodology

Modern computer graphics systems are based on raster display which consists of
matrix of pixels. The size of matrix is called resolution of raster display. Resolution
is an important indicator of raster display and is represented by the width and height
of pixel matrix, e.g. 1024 � 768. Drawing vector GIS data on raster display needs a
classic algorithm called rasterization, which is the task of taking an image described
in a vector graphics format (shapes) and converting it into a raster image (pixels or
dots) for output on a video display or printer, or for storage in a bitmap file format.1

For geographic data, rasterization actually converts geographic coordinates in
real numbers to pixel coordinates in integers, so a pixel always corresponds to a
certain amount of geographic distances. In digital map visualization, we call the
distances represented by one pixelMap Resolution (Rmap). This distance is decided
by one important parameter of rasterization algorithm, called cellsize, which means
how much geographic distance is mapped to one pixel. The smaller the cellsize, the
raster line approximates the vector line better and the bigger the cellsize, the raster
line discards more detail and distorts more seriously. Vector line in Fig. 1-I is

1https://en.wikipedia.org/wiki/Rasterisation.
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rasterizated to II and III with different cellsize respectively. Obviously, raster line in
II is more legible than raster line in III.

Loss of detail and distortion in Fig. 1-III were essentially caused by mapping
continuous variable to discrete variable during rasterization. In computer graphics,
distortions arising from “continuous to discrete” mapping are called aliasing and
techniques improving or eliminating these distortions are called anti-aliasing. There
are two common aliasing problems in geospatial visualization, one is jagged curve
and another is visual congestion or coalescence. This study mainly concerns the
latter. As mentioned by Shea (Shea and McMaster 1989), coalescence is a condition
where features will touch as a result of either of two factors: the separating distance
is smaller than the resolution of the output device or the features will touch as a
result of the symbolization process. Coalescence is scale-dependent and that is to
say, coalescences only exist across a fixed scale range and disappear after zooming
in adequately. So for a geographic feature with coalescent visualization, there must
be a scale point at which the coalescence disappears and this scale point can be used
to denote the LoD information of the geographic feature. To validate the assump-
tion, this paper introduces a new measure called degree of coalescence (DoC) to
quantify the coalescence and to detect the scale point automatically.

Degree of Coalescence

This degree of coalescence measure is designed on the basis of rasterization
algorithm. The basic idea is as follows: a vector curve doesn’t have width, however,
a raster line converted from vector curve has width (1 pixel at least), area (the
number of all pixels) and boundary. Pixels in a raster line are classified into cat-
egories: interior pixels and exterior pixels. If a pixel has 4 adjacent pixels in its
4-neighborhood, it is an interior pixel, otherwise, it is an exterior pixel. For a vector
curve conforming to OGC simple feature specification (OGC 2011), when it is
converted to a raster line with cellsize small enough, the raster line is not coalescent

(I) (II) (III)

Fig. 1 Cellsize’s influence on visualization of vector data
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and all pixels should locate on the boundary of the raster line, in brief, all pixels are
“exterior pixel”. On the contrary, if the cellsize is not small enough, coalescence
will appear and some pixels will be surrounded by other pixels and become “in-
terior pixel”. The ratio between the number of exterior pixels and the number of all
pixels can be used to measure the degree of display clarity. A DoC calculation
formula is defined as formula (1). Nboundary is the number of exterior pixels and
Nsum denotes the sum of all pixels. Nboundary is calculated by tracing the one side
boundary along the direction and tracing another side backward, so all pixels in a
raster line without coalescence will be counted twice, that is, Nboundary = 2�Nsum.
There are pixels counted once or ignored when a raster line is coalescent, so
Nboundary < 2�Nsum. We use the bwboundaries function in Matlab to calculate the
Nboundary. As shown by formula (1), the higher the DoC, the raster line is more
coalescent; the smaller the DoC, the raster line is clearer.

DoC ¼ 1jNboundary

2 � Nsum
ð1Þ

Different cellsizes lead to different DoCs. Four curves with different complexity
are selected to demonstrate the influence of cellsize. Curve I, II, III and VI in Fig. 2
are all rasterizated in four cellsizes (initial cellsize, double, quadruple and octuple).
As can be seen from Fig. 2, curve I with low complexity is still legible when
cellsize is quadruple, while curve VI with high complexity is coalescent at initial
cellsize. Moreover, curve VI’s readability gets lower and DoC gets higher as the
cellsize increases. In sum, the DoC reflects people’s perception of coalescence
correctly and DoC is suitable for LoD detection and representation.

Detail Resolution

As mentioned above, small cellsize creates clear raster line and big cellsize creates
coalescent raster line. There should be a critical cellsize at which the raster line
becomes coalescent from clear as the cellsize increases. So we first set a threshold
of DoC to define whether a raster line is clear or not and then adjust the cellsize to
approach DoC to the threshold. The cellsize at which the DoC equals or approxi-
mates the threshold can be used to express the LoD information of a vector line.
This LoD representation method concerns the reservation of detail in visualization
and cellsize means map resolution, so we define it as Detail Resolution (DR). This
paper sets 0.1 as the DoC threshold. The calculation algorithm of DR is as follows.

(1) Rasteratize vector geographic feature and get feature’s raster from.
Rasterization’s initial cellsize is the lager value of width and height of mini-
mum bounding rectangle dividing feature’s vertex number.

(2) Using bwboundaries function in Matlab to get the Nboundary and to calculate
the DoC.
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(3) If the DoC is smaller than the threshold, magnify the cellsize 10%; otherwise,
minify the cellsize 10%. Repeat step (1) and (2). 10% is step size which can be
adjusted on demand.

(4) Repeat step (3) until the DoC approaches to the threshold. use the cellsize at
which DoC is closest to and smaller than the threshold as the DR of geo-
graphic feature.

At this point, three resolution concepts are given. Device Resolution’s object is
raster display, means the physical size of a single pixel. Map Resolution’s object is
digital map, denotes the geographic distance of a single pixel. Detail Resolution’s

I

II

III

IV

0.006 0.016 0.042 0.200

0.021 0.092 0.177 0.403

0.085 0.289 0.336 0.469

0.155 0.412 0.468 0.465

1× 2× 4× 8×

Fig. 2 Cellsize’ influence on DoC and corresponding visual effects
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object is vector geographic feature, is the largest cellsize of rasterization algorithm
with legible visualization.

The calculation of DR is independent of specific output raster display or device,
however, its application must take parameters of device into consideration. Size and
device resolution are two main indices of raster display. Size determines user’s
visual distance and the minimum discernible unit, device resolution signifies the
capability of depicting detail. High device resolution means low probability of
visual coalescence. The higher the device resolution, the smaller the physical size of
a single pixel and it is too small to identify a pixel at the normal visual distance. For
devices with high resolution, drawing a vector feature at its DR can get raster line
not coalescent at pixel level, while clarity cannot be guaranteed from user’s per-
ception. It is necessary to introduce device’s influence on DR. assuming map
resolution is Rmap, the target device’ minimum discernible distance is d pixels, only
features whose DR are bigger than d�Rmap are legible. Map symbolization’s
influence on DR can be quantified similarly. If line width is w pixels, features
whose DR are bigger than d�w�Rmap can be visualized clearly. When vector features
are drawn on raster display, it is easy to judge the quality of visualization through
comparing DR and Rmap.

Experiments

DR’s computation and application are separated in paradigm of DR (Fig. 3). DR’s
calculation is rasterization algorithm essentially, although it is compute-intensive
due to multiple iteration of different cellizes, DR’s calculation is
device-independent. Data collection and update on server-side should trigger the
calculation of DR which is stored as an attribute of geographic features to guarantee
the timeliness of LoD information. DR’s application is device-dependent. DR’s
application is simple comparison of numeric values and suitable for client-side
claiming high efficiency. The following sections will give two case studies of DR’s
calculation and application in detail.

Data capture
Data update

Uploaded & edited by users 

Geovisualziation
Spatial data handling

Data ApplicationData Collection

Sharing on the web

Data copying

Vector data 
attached with DR

Calculation of DR Comparison of DR and Rmap

Fig. 3 The paradigm for computation and application of DR
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Detecting LoD of OSM Based on Degree of Coalescence

OpenStreetMap(OSM) is the most famous VGI application. It is impossible to
describe the LoD information of an OSM dataset by map scale because of the
variety of data capture and imbalance of user expertise. This experiment tries to
detect the LoD of OSM water dataset based on DR. we get OSM water dataset of
Sichuan, china from OSM extraction API. This dataset’s spatial reference is Web
Mercator Projection based on WGS84 with about 3° spatial span over latitude and
longitude. There are 198 features, 19,043 vertices in this dataset whose size is
738 KB in GeoJSON format.

Calculate the DR with the threshold of DoC 0.1and cellsize’s step size 1/10. As
shown from the histogram of DR in Fig. 4, there are more than 80% features with
DR ranging from 50 to 600 and is not a dominant DR with absolute superiority,
therefore, it is unreasonable to use map scale to represent the LoD information of
entire dataset anymore. Several features’ DR are labeled in Fig. 5 with map reso-
lution is 330. The number of features whose DR is bigger than 330 is 54,
accounting for 27.2% of all features.

Detecting LoD of vector data based on DR has two advantages: (1) DR’s cal-
culation is device-independent and can be pre-computed using cloud computing
offline. DR is a simple numeric value and can be stored as an attribute of geographic
features. Meanwhile, high performance computing is preferable to improve the
efficiency of DR algorithm. (2) DR can be calculated correctly even though the
spatial reference, units and precision information are all missing. DR is robust and
reliable enough for low quality geographic data sharing on the web.

Displaying OSM Data on Mobile Phone and Personal
Computer (PC)

When drawing features on client-side (phone, computer, tablet, etc.), a feature’s DR
is compared with Rmap of visualization to judge whether this feature needs

Fig. 4 Histogram of DR in OpenStreetMap water dataset
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generalization or not. This process is efficient enough to operate real time. This
section includes two experiments, one compares the difference between mobile
phone and PC when displaying vector geographic data and another analyzes the
influence of different symbol size on visualization.

Two devices’ parameters are listed in Table 1. Visual distance of PC is about
500 mm, the minimum discernible size at this visual distance is 0.33 mm (SSC
2005), almost 1.2 pixels on PC monitor. Visual distance of mobile phone is
250 mm, the minimum discernible size at this visual distance is about 0.16 mm,
nearly 2.5 pixels on mobile phone.

Experiment 1 compares the visualization of vector data between phone and PC.
The data is OSM dataset used in experiment “Detecting LoD of OSM Based on
Degree of Coalescence”. Visualization on these devices are implemented based on
HTML and JavaScript (Openlayers) which are supported by browsers on both
devices. The initial Rmap is 305.7. Without considering the output device, the
number of features whose DR are bigger than 305.7 is 61, accounting for 30.8%.
However, after taking device’s size, resolution and visual distance into

Fig. 5 Visual representation of DR in OpenStreetMap water dataset (Map resolution is 330. Blue
means feature’s DR < 330 and red means feature’s DR >= 330)
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consideration, there are fewer features meeting the constraint both on phone and
PC. On mobile phone, legible feature’s DR should be bigger than
305.7 � 2.5 = 764.25 and only 3 features are qualified (1.5%). On PC, legible
feature’s DR should be bigger than 305.7 � 1.2 = 366.84 and there are 41 features
qualified (20.7%). Snapshots of two visualization results are listed in Fig. 6. In
summary, constraint on visualization is more rigorous after taking device’s
parameters into consideration. Moreover, it is effective to distinguish features that
are visual legible based on DR.

Experiment 2 compares symbolization’s constraints on map visualization. As
shown in Fig. 7, a few of features with 1 pixel line width in plot I become coa-
lescent when line width is 2 pixels in plot II. These features (pointed at by gray
arrows) are identified by filtering DR smaller than 305.7 � 1.2 � 2 but bigger than
305.7 � 1.2. Apparently, the results identified automatically are consistent with
human perception.

Table 1 Parameters for devices with different size and same resolution

Device Device
resolution

Size
(inch)

Pixel size
(mm)

Visual distance
(mm)

Discernible
pixel number

Mobile Phone 1920 � 1080 5.7 0.065 250 2.5

PC 1920 � 1080 23.6 0.27 500 1.2

MP: Clear features account for 1.5%. PC: Clear features account for 20.7%.

Fig. 6 Visualization of OSM data on mobile phone and personal computer (Red denotes clear
features and blue denotes unclear features)
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I. Rmap is 305.7 and line width is 1 pixel.

II. Rmap is 305.7 and line width is 2 pixel.

Fig. 7 Different symbolization of OSM data on personal computer (Red denotes clear features
and blue denotes unclear features)
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Conclusion

In this paper, we proposed a new model called Detail Resolution to Describe Level
of Detail Information of Vector GIS Data. The proposed DR model is specific for
digital display and has several advantages listed below:

(1) The DoC measure can be used to detect the LoD information of vector data
without metadata, no matter what the data’s unit, spatial reference, precision,
etc. is.

(2) Detail Resolution can provide fine-grained LoD information at the feature
level. Each feature has a unique number to indicate its LoD, which can deal
with the heterogeneity of VGI effectively.

(3) Detail Resolution is expressed by a simple numeric value which is easily
stored as one attribute of a geographic feature. This numeric value should be
calculated beforehand and updated with the change of geometry information.

(4) This model supports adaptive scale transformation of vector data for geospatial
visualization. The DR number is transferred to the client together with the data
and it is easy to identify which feature is coalescent through simple com-
parison between DR and actual size of MBR in pixels. This paradigm supports
the new form of map visualization integrating offline preprocessing and online
scale transformation effectively and efficiently.

The future work will try to extend this model to area features and point features.
Furthermore, the DR index proposed only represent one dimension of LoD infor-
mation and incorporating other indicators to build a complete LoD model is another
future challenge.
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Urban Growth Evaluation: A New
Approach Using Neighborhood
Characteristics of Remotely
Sensed Land Use Data

Shyamantha Subasinghe and Yuji Murayama

Introduction

The physical and functional transformation of rural landscapes into urban forms is
recognized as urban growth (Thapa and Murayama 2010). According to Clark
(1982), urban growth is a spatial and demographic process that is characterized by a
change in population distribution from a village to a town or city. Currently, rapid
urban growth is a major worldwide trend, involving a variety of resources and
environmental problems, such as habitat loss, species extinction, land-cover
change, and alteration of hydrological systems (Hahs et al. 2009; Jain 2011). Driven
by this trend, the understanding of urbanization has pushed to the forefront of
environmental and development agendas (Mertes et al. 2015).

The typical spatial organization of individual urban areas is explained in von
Thünen’s (1826) bid-rent theory, Burgess’s (1925) concentric zone model,
Christaller’s (1933) central place theory, and Hoyt’s (1939) sector model. Although
these studies have formed foundations for subsequent work, they are predominantly
descriptive models that assume cities grow in a uniform or linear manner, and most
do not contribute to the understanding of the spatiotemporal patterns of urban forms
or growth (Dietzel et al. 2005). In addressing this limitation, various new and
sophisticated methods have been developed and successfully applied for charac-
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terizing urban growth. Batty and Longley (1994) considered urban growth a cellular
fractal stochastic process and modeled urban growth through the cellular automata
method. Dietzel et al. (2005) suggested that the process of urban growth could be
characterized through diffusion and coalescence. To connect the theory of diffusion
and coalescence, three indicators of urban growth patterns—infill, extension, and
leapfrog development—have also been identified (Estoque and Murayama 2015).
In addition, in urban planning initiatives, the importance of the low, moderate, and
high sublevels of each indicator has been highlighted.

By addressing the lack of more detailed urban growth identification, the remote
sensing of urban landscapes has recently led to a number of new approaches to
characterize urban growth on various spatial scales (Antrop 2004; Kantakumar et al.
2016; Xian and Crane 2005). Among them, ULU change analysis with a spatial
metric has been widely applied (Aguilera et al. 2011; Estoque and Murayama
2011). Two major methods of land change analysis developed are spectrally based
(image-to-image) and classification-based (map-to-map) change detections (Xian
and Crane 2005). Furthermore, a large volume of successful research studies has
employed both of these methods when characterizing ULU change in general and
urban growth in particular (Dorning et al. 2015; Guindon et al. 2004; Mertes et al.
2015).

However, remote sensing applications for the urban growth evaluation still pose
several limitations. Fundamentally, inconsistency in ULU definitions has created
challenges in urban growth detection and evaluation (Taubenböck et al. 2012). Due
to this inconsistency, remote sensing studies typically describe built environments
as ULU, and the non-built environments as non-urban land use (Estoque and
Murayama 2015; Liu et al. 2016; Su et al. 2011). However, some non-built land use
dominates urban areas (e.g., parks and runways) in reality, and function as ULU.
Thus, characterizing the urban area using only the built environments confound our
understanding of urban growth (Mertes et al. 2015). In such a context, character-
izing ULU classification based on their locational contexts or neighborhood
interaction is vital and helps us to detect urban growth in a more realistic manner.
Moreover, the neighborhood interaction of a surrounding area can be employed to
elucidate low, moderate, and high levels of urban growth by determining major
patterns.

In general, morphological spatial pattern analysis (MSPA) allows the integration
of neighborhood interaction in defining ULU categories and helps to determine the
levels of urban growth in a contextual manner (Ostapowicz et al. 2008; Vogt et al.
2007). Using MSPA, Vogt et al. (2007) developed a forestland classification (e.g.,
core, patch, perforated, and edge) based on forest and non-forest land categories.
Angel et al. (2010) developed an urban land classification (urban, suburban, rural,
fringe open space, exterior open space, and rural open space) based on built and
non-built land categories. They have employed only binary land classification to
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classify the forest- related or urban- related land use categories. However, devel-
oping ULU classifications using binary land use or cover categories may be
insufficient due to existence of a higher complexity of ULU (Jiao 2015; Zhou et al.
2015). In such a context, incorporation of ancillary data and multiple land cate-
gories with MSPA will provide more advancement in ULU classification and a
clearer understanding of growth patterns.

In this study we present a new approach to recognize the spatial pattern of urban
growth by integrating the neighborhood interactions of ULU categories. We called
our approach the Urban Growth Evaluation Approach (UGEA); it was tested using
a case study of the Colombo metropolitan area, Sri Lanka.

Concept of Neighborhood Interaction

Neighborhood interactions are an important component of many land use models
connecting to the Tobler’s (1970) first law of Geography (“Everything is related to
everything else but near things are more related than distance things”). Cellular
automata (CA) is commonly used to implement neighborhood interactions in land
use models through Vin Neumann’s adjacent four cells rule (Fig. 1a) or Moor’s
adjacent eight cells rule (Fig. 1b). In reality, a cell does not only influence the state
of adjacent cells but also those located at a certain distance, although with less effect
(Barreira-González et al. 2015). In this respect, distance decay function can be used
to integrate neighborhood interaction to the cells (Fig. 1c) (Zhao and Murayama
2011).

Fig. 1 a Van Neumann’s concept (4 cells), b Moore’s concept (8 cells), and c distance decay
concept (i = processing cell)
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Methods

Data

To test our UGEA, we acquired Landsat TM/ETM + images from the United State
Geological Survey (USGS) website during the study area’s wet seasons in 2001 and
2014. One Landsat scene (path 141 and row 55) covering the entire study area was
collected for these two time points. The two images collected were Landsat-7
ETM + of 2001 and Landsat-8 OLI/TIRS of 2014. The Landsat-7 ETM + of 2001
and Landsat-8 OLI/TIRS images were Standard Terrain Correction (L1T)
(Taubenböck et al. 2012) and cloud free. Therefore, geometric correction and
atmospheric corrections were not preformed. In addition to Landsat images, Google
Earth™ images and topographical maps (Department of Survey, Sri Lanka) were
used for accuracy assessment and to delineate boundaries of some land use (i.e.,
protected areas, runways, etc.).

Determining Spatial Patterns of Urban Growth

Basically, UGEA turns the ULU change maps into an urban growth map through
the several processes. All the processes can be summarized into three major steps
(Fig. 2): (1) ULU mapping, (2) identification major spatial patterns of urban
growth, and (3) development of sublevels of urban growth.

ULU Mapping

As the first step of UGEA, we developed a method to map ULU rationally.
The ULU categories in the maps were mainly defined based on neighborhood
interactions of the study area’s land use categories.

We employed the hybrid classification (pixel-based and segment-based) to
develop the initial study area’s land use classification. With a method, first, we
classified Landsat images using pixel-based (PB) classification techniques
employing the maximum likelihood supervised classification approach available in
the ENVI 5.2™ software package. This PB classification produced three land use
categories: built (meaning built-up lands), non-built (meaning non-built up lands),
and water (meaning bodies of water). Second, we classified the study area’s land
uses using segment-based (SB) classification. In SB classification, Landsat images
were segmented using the ENVI 5.2 software package and produced two land uses:
protected areas, and urban open space (runways, playgrounds, and parks),
employing region merging techniques of SB classification technique. The SB
classification method is the most appropriate classification method to classify land
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use categories having specific boundaries or edges such as parks, protected areas
etc. (Blaschke 2010). Third, the results of PB classification and the SB classification
were integrated using the raster algebra tool in the ArcGIS™ software package. The
final output of this hybrid classification contained five land use categories: built,
non-built, protected areas, urban open spaces (parks, playgrounds, and runways),
and water. It is agreed that a higher level of accuracy can be maintained with the
hybrid land use classification method than individual PB or SB classification
methods (Li et al. 2013). The accuracy of land use classification was checked using
300 samples at each time points (2001 and 2014) through careful and rigorous
visual inspection. Google Earth images were used as reference data for accuracy
assessment and the overall accuracy was (Congalton 1991) 90.33, and 92.66% for
2001, and 2014 respectively in this hybrid classification method.

Neighborhood interaction rules were processed using MSPA to convert the study
area’s land use into ULU mapping. To process the neighborhood rules, we first
defined the active land use categories and inactive land use categories in the study
area. The active land use category means the land use categories that influence ULU

Fig. 2 Flowchart showing all the steps in UGEA
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classification as a neighborhood. Inactive land use means the land use categories
that do not influence ULU classification as a neighborhood. Here, we considered
built and non-built land categories as active land use categories and protected areas,
urban open space (parks, playgrounds), and water as inactive land use categories.
Second, the neighborhood interaction rules (Table 1) were processed and defined
ULU categories. The neighborhood rules were performed for each pixel of land use
using the urban growth analysis (UGA) tool, developed by the Center for Landuse
Education and Research Institute (CLER), and the ArcGIS focal analysis tool. As a
result of this process, seven ULU categories (urban dense, urban sparse, urban open
space, captured urban open space, urban fringe and non-urban area) were classified.

Figure 3 illustrates how the neighborhood interaction rules are processed on a
cell space.

Later, these seven ULU were integrated with protected areas, urban open spaces,
and water, which are classified in hybrid classification. The protected area was
converted into non-urban open space and the final ULU map was contained eight
categories: urban dense, urban sparse, urban open space, captured urban open
space, urban fringe, non-urban built, non-urban open space, and water. In the
present study, we produced two ULU maps with eight categories for 2001 and 2014
to detect the spatial patterns of urban growth.

Table 1 Neighborhood interaction rules of ULU categories

ULU categories Description of neighborhood interaction rule

Urban dense 50–100% built-up pixels in a 1-km2 area of neighborhood: Buffer with
564 m map unit (18 pixels) distance from built pixel was employed to
determine a 1-km2 area

Urban sparse 10–50% built-up pixels in a 1-km2 area of neighborhood: Buffer with
564 meters map unit (18 pixels) distance from built pixel was employed
to determine a 1-km2 area

Urban open space Non-built land within a 100-m distance from urban area: Buffer with
100 meters map units (3 pixels) distance from urban built was
employed to determine a 1-km2 area

Captured urban
open space

Patches of non-built, less than 2 km2, completely surrounded by
urbanized area (included urban dense, urban sparse, and urban open
space)

Urban fringe 100-m (3 pixels) distance edge in between urbanized (included urban
dense, urban sparse, and urban open space) and non-urban area
(included non-urban built and non-urban open space)

Non-urban built 0–10% built up pixels in a 1-km2 area: buffer with 564 m map unit (18
pixels) distance from built pixel was employed to determine a 1-km2

area

Non-urban open
space

All other land use

Note All the measures are computed based on raster data 30 m � 30 m pixels
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Identification of Major Spatial Pattern of Urban Growth

To spatially characterize urban growth, we distinguished the three major spatial
patterns of urban growth—infill, extension, and leapfrog development. The ULU
transition from the initial time point and the final time point were used to detect
these growth patterns (Table 2).

Briefly, each urban growth pattern contains the following characteristics:
(1) infill, characterized by new urban development that occurs in an already

Table 2 ULU changes used to characterize the three major urban growth patterns

Urban growth pattern Change from Change to

Infill Urban open space Urban dense

Urban open space Urban sparse

Captured urban open space Urban dense

Captured urban open space Urban sparse

Leapfrog Non-urban built Urban dense

Non-urban built Urban sparse

Non-urban open space Urban dense

Non-urban open space Urban sparse

Extension Any above transition occurs in the urban fringe area
and connected new development to the extension

Fig. 3 The neighborhood interaction area: a and b the percentage of built pixels is calculated
within a 1 km2 area, and c distance from non-urban areas is determined
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urbanized area (Fig. 4a); (2) extension, characterized by new urban development
which occurs in the urban fringe area and connects it to new development,
(Fig. 4b); (3) leapfrog development, characterized by new development that occurs
in a non-urban area (Fig. 4c).

Concept of Urban Growth Sublevels

We further separated the major patterns of urban growth into three sublevels: low
level, moderate level, and high level. These sublevels were determined based on the
nature of the development in the surrounding area or neighborhood interaction. In
doing so, the nature of urban dense land category and urban sparse land category
was considered within a 1-km2 area (same as ULU classification). A buffer with
564 m of distance was employed to delineate the area of neighborhood interaction
(a 1-km2 area). Figure 4 illustrates examples for locational characteristics of each
sublevel separation.

Figure 5a illustrates the urban growth occurring in an area where the sur-
rounding area is characterized by a low level of development. Figure 5b illustrates
urban growth occurring in an area where the surrounding area is characterized by a
moderate level of development. Figure 5c illustrates urban growth occurring in an
area where the surrounding area is characterized by a high level of development.

Sublevel Separation Process

We employed the Map algebra tool in ArcGIS to calculate the proportion of urban
dense area and urban sparse area as a percent of the total land area (except water)
within a 1-km2 area. In this processing, two main raster layers were used. Figure 6

Fig. 4 Locational characteristics of each development pattern: a infill, b extension, and c leapfrog
development
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illustrates a simplified example the calibration process used for sublevel separation.
The first layer containing only urban dense and urban sparse calibrated was cali-
brated (urban dense value = 1, and urban sparse = 0.5). The second layers contain
ULU categories, which were calibrated with ULU value = 1, except water (wa-
ter = no data). The percentage of the first layer was calculated according to the
presence of the second layer. This calculation is simply explained in Eq. 1.

Sl ¼
P ðDpþ SpÞ

UL
� 100 ð1Þ

where Sl is the percentage of the development level of the surrounding area, Dp is
the total value of urban dense pixels in the first layer, Sp is the total value of urban
sparse pixels in the first layer, and UL is the total value of ULU categories in the
second layer.

Fig. 6 Calibrated values of land use: a first layer containing only urban dense and urban sparse
areas, b second layer containing all land uses (except water), and c resulting layer with percentage
values

Fig. 5 The sublevels of urban growth patterns
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Depending on the produced percentage of development for each pixel, the main
patterns of urban growth (infill, extension, and leapfrog development) were sub-
divided into low level (0–20%), moderate level (20–70%), and high level (70–
100%).

Results

Figure 7 presents the results of ULU mapping for 2001 and 2014.
The major spatial patterns of urban growth, derived from the ULU change, are

presented in Fig. 8a, and the sublevels of each pattern are presented in Fig. 8b.

Fig. 7 ULU maps for 2001 and 2014
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Discussion

UGEA as a Geographic Approach

Fundamentally, an approach contains a set of methods and techniques with clear
starting points, transition points, and end points. Geographic approaches allow us to
understand the world by organizing, analyzing, and modeling various geographic
data (Dangermond 2007).

McHarg (1969) articulated the philosophical context of the geographic approach
for managing human activities within natural and cultural landscapes. His approach
created a fundamental factor for geographers to analyze our world. The geographic
approach consists of five steps (Fig. 9).

Fig. 8 The urban growth patterns: a major patterns, and b sublevels
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The first step formulates the question from a location-based perspective. In
present study, as the research question, we ask, “What are the spatial patterns of
urban growth?” This question establishes the urban environment as the geographic
context as we attempt to understand the spatial patterns of urban growth. Analyses
integrating spatial aspects lead to a greater fundamental understanding of the
dynamic process involved and thereby aid in the development of actual solutions
(Ding and Elmore 2015).

The second step determines the necessary data that should be acquired by the
analysis. We deal with remotely sensed big data in a data-poor environment.
Satellite images are the main data and are to produce ULU maps by image pro-
cessing. Satellite image processing comprises four basic operations: (1) image
restoration, (2) image enhancement, (3) image classification, and (4) image trans-
formation (Thompson et al. 2002). In the present study, we mainly conducted
geometric corrections and visual enhancement for Landsat images, and image
processing with MSPA in relation to this step.

The third step examines the acquired data to understand whether the prepared
data is appropriate for achieving the objectives and answering the research ques-
tions. It is necessary to visually inspect it and understand how the data is organized.
Here, we visually inspected and assessed the accuracy of our outputs.

The fourth step performs the data analysis. After examining the data, here we
analyzed the spatiotemporal pattern of urban growth and separated it into sublevel
based on its neighborhood interaction. Furthermore, the difference in urban growth
was analyzed based on time intervals.

The fifth step presents the results visually. Visual presentation through maps,
tables, and charts is a common method with the geographic approach. The
International Cartographic Association’s research agenda identified four

Fig. 9 Five steps of the
geographic approach
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visualization goals: exploration, analysis, synthesis, and presentation (MacEachren
1994). In this study, we present our ULU classification results and urban growth
pattern visually using geospatial techniques.

Contributions of the UGEA

The problem of identifying a more realistic means of urban space representation and
urban growth identification appears to have been almost solved by high resolution
remote sensing imagers in the big data era (Barreira-González et al. 2015).
However, the practical applications of high resolution satellite images to charac-
terize the urban growth of large urban areas such as metropolitan areas (particularly
in developing countries) have been limited by the cost and availability of high
resolution satellite imagery. Similarly, the lack of socioeconomic data in developing
countries has also limited the urban growth evaluation.

There has been rapid and vital growth of urban areas in developing countries
over the last two decades, and drastic urban growth is predicted for these regions in
the future (Cohen 2006; Seto and Fragkias 2005). Thus, the main purpose of the
present study was to develop a new approach to characterize the spatiotemporal
patterns of urban growth with minimal data input and complexity for widespread
use and applications. The introduced UGEA can be performed with Landsat ima-
gery and widely available ancillary data (i.e., Google Earth images, and topo-
graphical maps). Because of this advantage, the application of this approach in
developing countries can be assured.

As previously mentioned, earlier approaches, which employed limited sources,
mostly used the built-up areas as urban areas, and urban growth was characterized
using the land use change from non-built to built. Our proposed UGEA uses the
advantages of the neighborhood interaction concept to overcome the narrow view
of previous studies, and introduced a wide range of urban land use categories and
urban growth patterns. In this sense, the UGEA enables a conceptual and practical
solution to characterize urban areas in a data-poor context.

Although the neighborhood interaction concept with remotely sensed land use
may be a good option, it also presents some limitations. An urban area not only
depends on the neighborhood land use types, but also on socioeconomic and
political factors, which are highly influential in the urban areas (Kantakumar et al.
2016). Thus, it is necessary to integrate these factors with remotely sensed data to
define an urban area. Furthermore, this study remained “blind to pattern” (Longley
2002) and it requires a knowledge of processes and driving forces to characterize
urban areas in a more comprehensive manner.

Technically, we analyzed urban growth patterns in the study area using ArcGIS
focal analysis and the UGA tool. The processing of this big data with neighborhood
interaction rules in the ArcGIS environment is very time consuming and costly;
therefore the use of Python code, a one of the widespread programming languages
in geospatial analysis and data management may be, an appropriate solution.
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Conclusions

The new approach introduced in this study—UGEA—addresses two key urban
application needs. As a key to urban growth evaluation, the UGEA initially
develops land use classification using the neighborhood interaction rules of land
use. In general, ULU classification is associated with several difficulties related to
medium resolution satellite imagery like Landsat due to the higher level of com-
plexity and heterogeneity of urban areas. Thus, the classification of ULU categories
from Landsat requires knowledge of the larger scale of the spatial context. The
concept of the neighborhood that is available in geospatial analysis enabled a
solution to incorporate a large-scale spatial context to our ULU mapping.

Subsequently, urban growth was detected using three patterns (infill, extension,
and leapfrog development) and separated into different levels depending on the
locational context. The incorporation of location context to the sublevel classifi-
cation of urban growth is a new idea introduced in this study; it can be further
developed in the future. Here, we used only the distribution of urban dense and
urban sparse land categories to separate the sublevels, but the incorporation of
additional urban features (i.e., industries, administrative, and services) can lead to
more sophisticated sublevel classification.

This approach is more applicable to comparative urban studies than to individual
case studies. Comparative analysis would help to elucidate the urbanization process
of each city separately and compare the difference in urbanization processes. In
such a context, the development of a GIS-based tool to conveniently run all the
steps of UGEA would be useful in future research activities.

Acknowledgements This study was supported by the Japan Society for the Promotion of Science
(Doctoral Fellowship Grant: ID No. 15J00611, 2015–16; and Grant-in-Aid for Scientific Research
B: No. 26284129, 2016-16, Representative: Shyamantha Subasinghe). The first author gratefully
acknowledges Prof. Jason Parent, University of Connecticut for providing UGA tools and the
Python code.

References

Aguilera, F., Valenzuela, L. M., & Botequilha-Leitão, A. (2011). Landscape metrics in the analysis
of urban land use patterns: A case study in a Spanish metropolitan area. Landscape and Urban
Planning, 99(3–4), 226–238.

Angel, S., Parent, J., & Civco, D. L. (2010). The fragmentation of urban footprints: Global
evidence of sprawl, 1990–2000. Lincoln Institute of Land Policy Working Paper: 1–100.

Antrop, M. (2004). Landscape change and the urbanization process in Europe. Landscape and
Urban Planning, 67(1–4), 9–26.

Barreira-González, P., Gómez-Delgado, M., & Aguilera-Benavente, F. (2015). From raster to
vector cellular automata models: A new approach to simulate urban growth with the help of
graph theory. Computers, Environment and Urban Systems, 54, 119–131.

Batty, M., & Longley, P. A. (1994). Fractal cities: A geometry of form and function (1st ed.). San
Diego, CA: Academic press.

194 S. Subasinghe and Y. Murayama



Blaschke, T. (2010). Object based image analysis for remote sensing. ISPRS Journal of
Photogrammetry and Remote Sensing, 65(1), 2–16.

Burgess, E.W. (1925). The growth of the city: An introduction to a research project. In R. E. Park,
E. W. Burgess & R. D. McKenzie (Eds.), The city (pp. 47–62). Chicago: Chicago University
Press.

Christaller, W. (1933). Central places in Southern Germany (C.W. Bakin, Trans, 1966). New
Jersey, USA: Prince Hall.

Clark, D. (1982). Urban geography: An introductory guide (1st ed.). London: Croom Helm.
Cohen, B. (2006). Urbanization in developing countries: Current trends, future projections, and

key challenges for sustainability. Technology in Society, 28(1–2), 63–80.
Congalton, R. G. (1991). A review of assessing the accuracy of classifications of remotely sensed

data. Remote Sensing of Environment, 37(1), 35–46.
Dangermond, J. (2007). GIS: The geographic approach. Retrieved May 25, 2016, from http://

www.esri.com/news/arcnews/fall07articles/gis-the-geographic-approach.html
Dietzel, C., Oguz, H., Hemphill, J. J., Clarke, K. C., & Gazulis, N. (2005). Diffusion and

coalescence of the Houston Metropolitan Area: Evidence supporting a new urban theory.
Environment and Planning B: Planning and Design, 32(2), 231–246.

Ding, H., & Elmore, A. J. (2015). Spatio-temporal patterns in water surface temperature from
Landsat time series data in the Chesapeake Bay, U.S.A. Remote Sensing of Environment, 168,
335–348.

Dorning, M. A., Koch, J., Shoemaker, D. A., & Meentemeyer, R. K. (2015). Simulating
urbanization scenarios reveals tradeoffs between conservation planning strategies. Landscape
and Urban Planning, 136, 28–39.

Estoque, R. C., & Murayama, Y. (2011). Spatio-temporal urban land use/cover change analysis in
a hill station: The case of Baguio city, Philippines. Procedia Social and Behavioral Sciences,
21, 326–335.

Estoque, R. C., & Murayama, Y. (2015). Intensity and spatial pattern of urban land changes in the
megacities of Southeast Asia. Land Use Policy, 48, 213–222.

Guindon, B., Zhang, Y., & Dillabaugh, C. (2004). Landsat urban mapping based on a combined
spectral-spatial methodology. Remote Sensing of Environment, 92(2), 218–232.

Hahs, A. K., McDonnell, M. J., McCarthy, M. A., Vesk, P. A., Corlett, R. T., Norton, B. A., &
Williams, N. S. G. (2009). A global synthesis of plant extinction rates in urban areas. Ecology
Letters, 12(11), 1165–1173.

Hoyt, H. (1939). The structure and growth of residential neighborhoods in American cities.
Washington: Federal Housing Administration.

Jain, M. (2011). A next-generation approach to the characterization of a non-model plant
transcriptome. Current Science, 101(11), 1435–1439.

Jiao, L. (2015). Urban land density function: A new method to characterize urban expansion.
Landscape and Urban Planning, 139, 26–39.

Kantakumar, L. N., Kumar, S., & Schneider, K. (2016). Spatiotemporal urban expansion in Pune
metropolis, India using remote sensing. Habitat International, 51, 11–22.

Li, X., Meng, Q., Xingfa, G., Jancso, T., Yu, T., Wang, K., et al. (2013). A hybrid method
combining pixel-based and object-oriented methods and its application in Hungary using
Chinese HJ-1 satellite images. International Journal of Remote Sensing, 34(13), 4655–4668.

Liu, Y., He, Q., Tan, R., Liu, Y., & Yin, C. (2016). Modeling different urban growth patterns
based on the evolution of urban form: A case study from Huangpi, Central China. Applied
Geography, 66, 109–118.

Longley, P.A. (2002). Geographical information systems:Will development in urban remote sensing
and GIS lead to ‘better’ urban geography? Progress in Human Geography, 26, 231–239.

McEachren, A. M. (1994). Visualization in modern cartography: Setting the agenda. In A.
M. Maceachren & D. R. F. Taylor (Eds.), Visualization in modern cartography (pp. 1–13).
Oxford: Pergamon.

Mcharg, I. L. (1969). Design with nature. Design with Nature, 1–16.

Urban Growth Evaluation: A New Approach … 195

http://www.esri.com/news/arcnews/fall07articles/gis-the-geographic-approach.html
http://www.esri.com/news/arcnews/fall07articles/gis-the-geographic-approach.html


Mertes, C., Schneider, A., Sulla-Menashe, D., Tatem, A., & Tan, B. (2015). Detecting change in
urban areas at continental scales with MODIS data. Remote Sensing of Environment, 158(158),
331–347.

Ostapowicz, K., Vogt, P., Riitters, K. H., Kozak, J., & Estreguil, C. (2008). Impact of scale on
morphological spatial pattern of forest. Landscape Ecology, 23(9), 1107–1117.

Seto, K. C., & Fragkias, M. (2005). Quantifying spatiotemporal patterns of urban land-use change
in four cities of China with time series landscape metrics. Landscape Ecology, 20(7), 871–888.

Su, S., Jiang, Z., Zhang, Q., & Zhang, Y. (2011). Transformation of agricultural landscapes under
rapid urbanization: A threat to sustainability in Hang-Jia-Hu region, China. Applied
Geography, 31(2), 439–449.

Taubenböck, H., Esch, T., Felbier, A., Wiesner, M., Roth, A., & Dech, S. (2012). Monitoring
urbanization in mega cities from space. Remote Sensing of Environment, 117, 162–176.

Thapa, R. B., & Murayama, Y. (2010). Drivers of urban growth in the Kathmandu valley, Nepal:
Examining the efficacy of the analytic hierarchy process. Applied Geography, 30(1), 70–83.

Thompson, M., Gonzalez, R. C. R., Wintz, P., Woods, R. E. R., & Masters, B. R. (2002). Digital
image processing. Leonardo (Vol. 14).

Vogt, P., Riitters, K. H., Estreguil, C., Kozak, J., Wade, T. G., & Wickham, J. D. (2007). Mapping
spatial patterns with morphological image processing. Landscape Ecology, 22(2), 171–177.

Von Thünen, J. (1826). The isolated state (English version). London: Pergamon.
Xian, G., & Crane, M. (2005). Assessments of urban growth in the Tampa Bay watershed using

remote sensing data. Remote Sensing of Environment, 97(2), 203–215.
Zhao, Y., & Murayama, Y. (2011). Modelling neighborhood interaction in cellular automata-based

urban geosimulation. In Y. Murayama & R. P. Thapa (Eds.), Spatial analysis and modeling
geographical transformation process (pp. 75–87). New York: Springer.

Zhou, N., Hubacek, K., & Roberts, M. (2015). Analysis of spatial patterns of urban growth across
South Asia using DMSP-OLS nighttime lights data. Applied Geography, 63, 292–303.

196 S. Subasinghe and Y. Murayama



Influential Factors of Building Footprint
Location and Prediction of Office Shape
in City Blocks in Tokyo’s Commercial
Zones

Masahiro Taima, Yasushi Asami and Kimihiro Hino

Introduction

Recently there has been a policy shift in Japan from the development of new cities
to the renovation of existing cities. Particularly, in central commercial zones in
Tokyo, the importance of city block restructuring has been strongly emphasized.
Three reasons can be identified. First, in a small city block, large buildings cannot
be constructed because of urban planning regulations, which may fail to motivate
developers to renovate. Second, large offices cannot be located in a small city block.
Therefore, the city may lose the opportunity to attract investment from global
industries. Third, the existence of roads that are too narrow is an obstacle to disaster
preparedness. For all these reasons, city block restructuring has become necessary.

In Japan certain areas have been classified as “urgent urban renewal areas” based
on the Urban Renewal Act. Urgent renovation is required in this context. Local
governments can relax urban planning regulations such as the floor area ratio
(FAR) and motivate developers to renovate. The Ministry of Land, Infrastructure,
Transport and Tourism (MLIT) has prepared guidelines for city block restructuring.
These show effective examples of city block restructuring and prompt local gov-
ernments to renovate city blocks. Developers are motivated to renovate city blocks,
which can create an attractive city in terms of business, tourism and lifestyle.
However, the building shape and location after restructuring are not evident. Spatial
images of the city cannot be estimated before renovation.

Our previous study (Taima et al. 2016) classified city blocks by the difference in
influential factors of building footprint location (building location of the first floor)
and examined whether the city blocks in each class showed predictability of
building footprint location. “Predictability” means that the building locations of
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each city block are estimated accurately. As a result, a city block comprised entirely
of office buildings was shown to be one such class.

Office development is one of the major reasons for restructuring city blocks in
Tokyo’s commercial zones. Policies and legal systems support the initiative. In the
future many offices will be developed in Tokyo’s commercial zones.

However, the office shape and location after restructuring are not evident. If the
building shape and location could be predicted, and reflected in the restructuring
plans, the process would be considerably improved. In addition, environmental
influences, such as energy consumption and wind direction, can be estimated.
Therefore, the predictability of building development in city blocks is crucial for
planning city centers.

In this study, a city block with office buildings only is the focus, and the
probability of building coverage for each point on every floor level is visualized to
produce a spatial image.

City Planning Regulations in Japan

In this section the major city planning regulations are explained (Ministry of Land,
Infrastructure and Transport 2003).

Land Use Zones

In Japan land use zones can generally be categorized into residential, commercial
and industrial uses. Twelve categories of land use zones are defined and provide a
pattern for land use zoning in each type of urban area. Each land use zone is
governed by specifications concerning the use of buildings that can be constructed
in the zone.

This study focuses on the category of the commercial zone. Banks, cinemas,
restaurants and department stores are constructed in this zone. Residential buildings
and small factory buildings are also permitted.

FAR and Building Coverage Ratio

In each land use zone category, maximum floor area ratios (%) and maximum
building coverage ratios (%) are defined, and they are shown in Fig. 1. In the
commercial zone, the maximum floor area ratio (%) is between 200 and 1300%.
The maximum building coverage ratio (%) is 80% in all the areas of the commercial
zone (see Table 1).
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Fig. 1 Floor area ratio and building coverage ratio (Ministry of Land, Infrastructure and Transport
2003)

Table 1 Floor area ratio and building coverage ratio regulations in land use zones (Ministry of
Land, Infrastructure and Transport 2003)

Category of land use zone Maximum floor-area ratios (%) Maximum building
coverage ratios (%}

Category 1 exclusively
low-rise residential zone

50 60 80 100 150 200 30 40 50 60

Category II exclusively
low-rise residential zone

50 60 80 100 150 200 30 40 50 60

Category 1 mid/high-rise
oriented residential zone

100 150 200 300 400 500 30 40 50 60

Calegory II mid/high-rise
oriented residential zone

100 150 200 300 400 500 30 40 50 60

Category 1 residential zone 100 150 200 300 400 500 50 60 80

Category II residential zone 100 150 200 300 400 500 50 60 80

Quasi-residential zone 100 150 200 300 400 500 50 60 80

Neighborhood commercial
zone

100 150 200 300 400 500 60 80

Commercial zone 200 300 400 500 600 700 600 900
1000 1100 1200 1300

80

Quasi-industrial zone 100 150 200 300 400 500 50 60 80

Industrial zone 100 150 200 300 400 50 60

Exclusively industrial zone 100 150 200 300 400 30 40 50 60
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Restrictions on Building Shape in the Commercial Zone

The restrictions on building shape are different in each zone. In the commercial
zone, slant plane restrictions are the major restriction on building shape (Fig. 2).
The restrictions limit the building heights based on the distance from the other side
of the boundaries of the roads that they face or from the adjacent site boundaries.
This ensures adequate space for light and ventilation between buildings or on roads.

Literature Review

Office Shape

Several factors are related to office shape. In office design terms, offices require a
high rentable ratio (the rentable area divided by the area available for use in a
building) and an efficient working environment. According to Kooijman (2000),
office design has changed because of globalization and the needs of the local
environment. The office layout is said to be associated with work practices.

Various studies have focused on the analysis of office shape. Chau et al. (2007)
analyzed the optimal office shape under building height regulatory restrictions.
Shpuza and Peponis (2008) measured the floorplate shape in two different ways and
analyzed its influence on office layout. Some studies have proposed models to

Fig. 2 Slant plane
restrictions in commercial
zone (Ministry of Land,
Infrastructure and Transport
2003)
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simulate the optimal office building shape using a genetic algorithm (Grierson and
Khajehpour 2002; Ouarghi 2006; Wang et al. 2006).

These studies focused on the office building shape but did not consider the city
block shape. The office building shape is influenced by the city block shape,
because the city block shape determines almost all the city planning regulations in
the block. In this study the office building shape is analyzed from the perspective of
the city block shape.

Urban Renewal

Changes in building shape through urban renewal have been analyzed. Some
studies have concluded that the initial city block shape affects the building form or
city block form after urban renewal. Siksna (1998) examined the influence of the
initial city block shape on the building form after development. Ryan (2006, 2008)
suggested that new residential patterns are established after the transformation of
city blocks.

Processes of urban renewal have also been studied. Lin and Lin (2014) adopted
game theory to analyze urban renewal processes based on the characteristics of
landowners. In addition, some studies have focused on the process of change in city
blocks in the center of Tokyo (Matsukura and Miyawaki 2006), the development
process of traditional rectangular city blocks in Kyoto (Hayami 2009) and the
development process of city blocks used for office buildings in Marunouchi
(Nomura 2014).

These researchers studied the changing building shape and process of urban
renewal, but the building shapes of the future could not be estimated. To estimate
these, we must develop a model.

Building Location

Malcata-Rebelo and Pinho (2010) found that land use and office location were the
relevant variables to the mechanisms of office supply, office demand and market
equilibrium. They concluded that these results support municipal decisions con-
cerning office location and management. However, it is not obvious where build-
ings are located in the new shape of a city block after city block restructuring.

There are many studies about the land use of city blocks. Makio et al. (2006)
analyzed apartment house location on the city block scale after a change of building
use to apartments. Targeting a provincial city, Saito and Kato (2013) researched
changing land use and the current status of each city block. Nam et al. (2007, 2008)
analyzed parking based on the relation between green space conservation and
business balance. Nagatomi et al. (2007) examined land use in city blocks adjacent
to a highway. Nakao and Ito (2012) analyzed urban conditions in terms of building
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density and building coverage ratio in a city block. Kawaguchi et al. (2015) con-
ducted a quantitative study about the relation between scale and fluctuation of open
space and scale and fluctuation of green space. Matsumiya et al. (2014) calculated
the distribution of the open space ratio among buildings in a city. These studies
analyzed the use of space in city blocks, but further analysis is required to estimate
future uses.

Estimation

In this study building location and floor area are estimated. Some estimation
methods for urban physical status have been developed in previous research.

Asami amd Ohtaki (2000) developed a model to estimate detached house
location. Orford (2010) developed a methodology for estimating the floor area of
individual properties from digital infrastructure data, which were, however, defi-
cient in detail. Shiravi et al. (2015) assessed the utility of some models for esti-
mating floor area using three data sources: a geographic vector building footprint
layer, a LiDAR data set and field survey data for the south side of the city of
Fredericton, Canada. They discussed the reliability and accuracy of each model. In
other research Brunner et al. (2009) extended a methodology for building height
estimation and tried to improve its accuracy. Schmidt et al. (2010) presented an
approach to the estimation of building density on the city block scale.

Many researchers have focused on the estimation of land use: for example,
building block use (Spyratos et al. 2016), urban land change (Güneralp et al. 2012)
and future urbanization (Debnath and Amin 2016).

Energy and Urban Physical Condition

Estimations of building shape can be applied in many fields. Energy is one such
field. Some researchers have analyzed the relation between energy and urban
physical condition. Ourghi et al. (2007) developed a method for predicting the
impact of the shape of an office building on its annual cooling and total energy. The
analysis indicated the strong correlation between the shape of a commercial
building and its energy consumption. The result also showed a direct correlation
between relative compactness and total building energy use as well as the cooling
energy requirement. Rode et al. (2014) examined the theoretical heat energy
demand of different types of urban form. They concluded that compact and tall
building types had the greatest heat energy efficiency on the neighborhood scale
and detached housing had the lowest. Mortimer et al. (2000) studied various aspects
of the patterns of energy use in non-domestic buildings derived from the statistical
analysis of data.
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On the urban scale, Ko and Radke (2014) provided an empirical evaluation of
the association between urban form and residential energy use, particularly resi-
dential electricity use, for space cooling. The study revealed that urban forms have a
statistically significant impact in terms of saving energy for cooling. O’Brien et al.
(2010) examined the relation between net energy use and three housing forms:
low-density detached homes, medium-density townhouses and high-density
high-rise apartments in Toronto. The results show that high-density development
uses one-third less energy than low-density development. Only when the personal
vehicle fleet or solar collectors are made to be extremely efficient does the trend
reverse; low-density development results in lower net energy. These results showed
a paradoxical relationship between the density of solar housing and net household
energy use.

The other benefit of building shape estimation is that planners can understand the
building shapes and locations of the future and use the result for planning. In
addition, citizens can easily understand the future image in the city block. They can
judge whether the urban renewal plan is better.

Study Area and Data Source

In this study an urban planning GIS data set of Tokyo (March 2013) is used. This
data set contains building types, the number of floors, land use zones, the FAR and
the building coverage ratio.

City blocks in urgent urban renewal areas are chosen for analysis, because the
areas are designated for urgent city block restructuring. The urgent urban renewal
area is shown in Fig. 3. The Government finances and promotes the development.

Regarding building location analysis, the difference in the FAR may influence
the building location. Therefore, the FAR of blocks is set to be equal to 600%, as
this is found to be the mode value of all the blocks in the urgent urban renewal area.
As a result, 205 city blocks are chosen, which are used as reference blocks.

Method

Model

A building location estimation (BLE) model was developed to estimate building
locations from a city block shape. A similar model has been used to estimate a
detached house location (Asami and Ohtaki 2000).

If two city blocks are similar in shape and other spatial features, we can expect
that the building locations in the city blocks will tend to be similar. This naive but
simple assumption enables us to estimate the building location. Accordingly, a
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model was developed to estimate the probability of each point on every floor level
covered by a building.

More specifically, the locations of buildings on reference blocks were overlaid
so that the gravity center of the reference blocks matched that of a given block.
A probability was assigned to each overlaid layer depending on the similarity of the
block shape. The Lee-Sallee measure (Lee and Sallee 1970) judges the similarity
between two city blocks by the quotient value, the intersection area divided by the
union area of the two blocks.

An index expressing the similarity between two city blocks, the similarity index,
s, is defined below.

Generally, a city block can be treated as a compact set on a two-dimensional
plane. Let x. a point on the plane. Let xð2 XÞ be a point in the city block X and let
g Xð Þ be a vector of the gravity center of the city block X. A Xð Þ is the area of the city
block X. The similarity index, s, is calculated as the value, that is, the intersection
area divided by the union area of the two blocks, by matching the gravity center of
the two blocks. Let G Xð Þ be the set that is given by moving in parallel the city
block X, so that the gravity center of the block coincides with the origin. Set G Xð Þ
is defined as follows:

Fig. 3 Urgent urban renewal area in Tokyo (black area)
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G Xð Þ ¼ z : z ¼ x� gðXÞ; x 2 Xf g ð1Þ

Based on the Lee–Sallee measure, the temporal similarity index, s�, between city
block X and city block Y is defined as follows:

s� X; Yð Þ ¼ A G Xð Þ \G Yð Þð Þ
A G Xð Þ [G Yð Þð Þ ð2Þ

Building location greatly depends on the direction of any adjacent road. The
direction of the road is different in each city block. The influence of the adjacent
road on the building location in city blocks is not particularly different when a city
block revolves around a gravity center within angle �p=4. Allowing for such
revolving, the final similarity index, s, is defined as follows. Let R X; hð Þ be the
revolving city block h around the gravity center of the city block X. The similarity
index, s, is defined as follows:

s X; Yð Þ ¼ max
�p=4� h� p=4

A G Xð Þ \R G Yð Þ; hð Þð Þ
A G Xð Þ [R G Yð Þ; hð Þð Þ ð3Þ

Reference blocks are used to calculate the probability of building location. Let I
be a set of reference blocks. If two city blocks are similar in shape and other spatial
features, we can expect that the building locations in the city blocks will tend to be
similar. Therefore, if the building location in city block X is estimated, it is
appropriate to use the city block that has a high similarity index, s. It is possible to
use the similarity index, s, as a weight that determines the priority of the reference
city block. However, if this is the case, then all the reference blocks must be used
for the BLE model. A better model can be developed by rejecting city blocks with
an apparently different shape. To exclude differently shaped city blocks, it is nec-
essary to designate the weight as zero. To do so, we define the weight function,
f sð Þ, based on the similarity index, s, as follows:

f sð Þ ¼
s�t
1�t s[ t
0 s� t

�
ð4Þ

where t is a parameter and its range is zero to one ðt 2 0; 1½ �Þ. When the similarity
index, s, is less than parameter t, the weight function, f sð Þ, is zero (Fig. 4). The
similarity index, s, and weight function, f sð Þ, between city block X and city block Y
are expressed as sðX; YÞ and f sðX; YÞð Þ.

The way to estimate building location can be described as follows. Let G ið Þ be
the reference city block by moving city block i 2 Ið Þ in parallel so that its gravity
center coincides with the origin, and let Bi be a building location set on the ref-
erence city block G ið Þ. In the case in which a point z. G ið Þ is z 2 Bi, the building
covers point z..hus, the more building location set Bi covers point z.,he more likely
point xð2 XÞ is to be covered. The building existing probability p x;X; Ið Þ (the
probability that point x. covered by buildings) is defined by the weight function,
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f sð Þ. First, the indicator function expressing that point x. covered by building
location set Bi is defined as follows:

v x;Bið Þ ¼ 1 x 2 Bi

0 x 62 Bi

�
ð5Þ

Then, the building existing probability p x;X; Ið Þ at point xð2 XÞ in city block X
is defined as follows:

p x;X; Ið Þ ¼
P

i2I f s X; ið Þð Þv z;Bið ÞP
i2I f s X; ið Þð Þ ; xð2 XÞ ð6Þ

Parameter t is decided so that the accuracy of the building location estimation is
maximal. To this end, an arbitrary city block, i, is chosen from the reference city
block set, I, and the building location on the city block, i, by using reference city
blocks except for city block i (let I�i be the reference city block set except for city
block i). We calculate the highest q, which is the estimation accuracy index, by
trying all of the reference blocks, i 2 Ið Þ, where the estimation accuracy index, q, is
defined as follows:

q ¼
X
i2I

Z
x2Bi

p x; i; I�ið Þv x;Bið Þ � p x; i; I�ið Þð1� v x;Bið ÞÞ½ �dx ð7Þ

Fig. 4 Weight function, f sð Þ
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The estimation accuracy index, q, expresses the summation of both the integral
value of the building existing probability at the points covered by buildings and the
integral value of the building existing probability at the points not covered by
buildings. The value of parameter t is used for the BLE model in the highest
estimation accuracy index, q.

Influential Factor of Building Location in a City Block

In the future many office buildings will be built in Tokyo, but their location and
shape are not evident. One hypothesis is that the locations of each floor of buildings
will be estimated accurately (predictable) after the city blocks comprised entirely of
office buildings are chosen from all the city blocks. “Predictability” means that the
building location of each city block can be estimated accurately by the BLE model.

To determine whether an office building is predictable, the BLE model error is
used. The error of the model is calculated as follows. The building existing prob-
ability at point xð2 iÞ in reference city block i 2 Ið Þ is expressed as p x; i; I�ið Þ.
v x;Bið Þ is an indicator function equal to one when point x. included in Bi and zero
otherwise. The error ratio is calculated as the integral value of the absolute value of
the difference between p x; i; I�ið Þ and v x;Bið Þ divided by area A ið Þ of the reference
city block, i. The error ratio is calculated by all the reference city blocks and
summed. The error ratio of the estimation of the reference city block set, I, is
calculated as the sum divided by the number of reference city blocks, NI . The error
ratio, E, is defined as follows:

E ¼
P

i2I
R
x2i p x;i;I�ið Þ�v x;Bið Þj jdx

A ið Þ
NI

ð8Þ

The error ratio, E, is used as an index of the model’s accuracy. It is used to judge
whether the building location of a city block comprised entirely of office buildings
can be estimated accurately. If the error ratio, E, of the classified blocks is smaller
than that of the unclassified ones, it means that the extracted city blocks have better
predictability of the building locations. In the classified city blocks, the building
locations can be estimated accurately by the BLE model and the building locations
have predictability. Therefore, the class is a factor that influences building locations
(influential factor). On the other hand, if the error ratio, E, of the classified blocks is
larger than that of the unclassified ones, the building locations in the city blocks are
scattered in the classification. The method described above can ascertain whether
the building locations of a city block comprised entirely of office buildings can be
estimated accurately.
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Visualization

The probability of building coverage for each point on every floor level can be used
to predict the potential urban environment before the development. In particular, it
is important to know office building shapes, because many offices will be in
Tokyo’s central zones. Therefore, the estimation of the probability of building
coverage for each point on each floor level needs to be visualized to obtain the
spatial image.

The building existing probability p x;X; Ið Þ is visualized as follows. First,
hypothetical blocks are set, and the building existing probability of the points on the
block is visualized. Points are set every 1 m in a north-south direction and an east–
west direction. Then, reference blocks are overlaid on a hypothetical block. Second,
the building existing probability of each point is calculated by summing the
building existing probability of the point overlaid by reference city blocks, which is
calculated based on the similarity between the reference city blocks and the
hypothetical block. The probability is expressed by brightness. In the black area, the
probability is high. Conversely, in the white area, the probability is low.

Hypothetical blocks are set by changing their size, and the probability of
building coverage for each point on every floor level is calculated. Hypothetical
blocks are rectangular and set based on the size 35 m*35 m block. The reasons for
the size are based on the mean area and mean perimeter of the reference city blocks.
The mean area of all the city blocks is 1285.54 m2, and the mean perimeter of all
the city blocks is 147.41 m. If the city blocks are rectangles, the average shape is
calculated as 35 m*35 m from the average area and the perimeter. In all the rect-
angular blocks, each edge of hypothetical rectangular blocks varies from 20 m to
60 m every 5 m. Almost all the reference city blocks are included in this range. The
size of each city block is shown in Tables 2 and 3. In Table 2 the east–west side of
the city block varies from 20 m to 60 m, while the north–south side is fixed as
35 m. On the other hand, in Table 3, the north–south side of the city block varies
from 20 m to 60 m, while the east–west side is fixed as 35 m. The building existing
probability of each hypothetical block is also visualized.

In addition to the visualization of building existing probability, the “estimated
area” (the building area considering the probability) and the estimated building area
ratio (the ratio of the estimated area in the city block area) are calculated. The
estimated area is calculated as the block area multiplied by the average building
existing probability of the block, and the estimated building area ratio is calculated
as the estimated area divided by the block area.

The index known as the volume sufficiency ratio can measure how far the
buildings occupy the maximum volume of the city block. The volume sufficiency
ratio is defined as the whole building floor area divided by the maximum volume of
the city block. The maximum volume of the city block is calculated as the city
block area multiplied by the FAR (600%).
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Results

Error Ratio, E

According to the result of Table 4, the error ratio, E, of the class with city blocks
composed of office buildings is smaller than that of unclassified ones (class: all city
blocks). In this case the classification of city blocks comprised entirely of office
buildings means that the extracted city blocks have better predictability of the
building location. In this classification the building locations can be estimated
accurately by the BLE model. Therefore, all the office buildings in a city block can
be seen as the influential factor of the building footprint location.

Visualization of Building Existing Probability

The building existing probability is visualized in Figs. 5 and 6. The similarity
between the reference city block and the hypothetical block is not over the simi-
larity index, t, and the building location cannot be estimated by the BLE model. In
this case the symbol “�” is marked.

Estimated Area and Estimated Building Area Ratio

The estimated area and the estimated building area ratio of each city block are
calculated in Tables 5 and 6. Figures 7 and 8 show the estimated building area
ratio.

Table 4 Error ratio, E

Class Sample number Error ratio E Difference

All city blocks 205 0.330 –

City blocks comprised entirely
of office buildings

34 0.319 −0.011
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Volume Sufficiency Ratio

The volume sufficiency ratio is calculated as shown in Tables 7 and 8. The results
are also shown in Figs. 9 and 10.

Fig. 5 Visualization of the building existing probability (city block ns35*es20–ns35*ew60)
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Fig. 6 Visualization of the building existing probability (city block ns20*es35–ns60*ew35)
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Fig. 7 Estimated building area ratio (city block ns35*es20–ns35*ew60)

Fig. 8 Estimated building area ratio (city block ns20*es35–ns60*ew35)
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Discussion

According to Table 4, the error ratio, E, of the city blocks comprised entirely of
office buildings is smaller than that of unclassified ones (class: all city blocks).
Therefore, blocks comprised entirely of office buildings can be seen as an influential
factor and provide a steady building location of a city block. Offices require a high
rentable ratio (the rentable area divided by the area available for use in a building)
and an efficient working environment. These requirements are reflected in the
design and may result in predictability of building location in a city block.

According to Figs. 5 and 6, high buildings tend to be developed in large city
blocks. In Fig. 5 buildings with more than 8 floors exist in all the city blocks larger
than city block ns35*ew35 (including city block ns35*ew35). On the other hand,
buildings with more than 8 floors exist in only 1 city block smaller than city block
ns35*ew35 (not including city block ns35*ew35). In Fig. 6 buildings with more
than 10 floors exist in all the city blocks larger than city block ns35*ew35 (in-
cluding city block ns35*ew35). On the other hand, buildings with more than 10
floors do not exist in city blocks smaller than city block ns35*ew35 (not including
city block ns35*ew35). These results suggest that higher buildings tend to be built
in larger city blocks. City planning regulations on the set back and FAR in small
blocks cause the buildings to be small. City block ns35*ew35 is the threshold of
high buildings.

In addition, buildings with an underground basement tend to be built in
large-scale city blocks. In Fig. 5 buildings with a second basement exist in city
blocks larger than city block ns35*ew50. In Fig. 6 buildings with a second base-
ment exist in city blocks larger than city block ns55*ew35. The basement is
developed to strengthen the foundations of a large city block. Therefore, larger city
blocks may promote underground development.

According to Figs. 7 and 8, on the upper floors, the estimated building area ratio
is higher in large city blocks. On the other hand, on the lower floors, the estimated
building area ratio is higher in small city blocks. In Fig. 7 the estimated building
area ratio is high for the third floor (lower floor) in small city blocks like city block
ns35*ew25 and city block ns35*ew30, but for the eighth floor (higher floor), city
block ns35*ew40, city block ns35*ew35 and city block ns35*ew50 have a high
estimated building area ratio. The estimated building area ratio of small city blocks
decreases rapidly on higher floors. In Fig. 8 the estimated building area ratio is high
for the third floor in small city blocks like city block ns20*ew35 and city block
ns25*ew35, but for the eighth floor, larger city blocks like city block ns50*ew35
and city block ns45*ew35 have a high estimated building area ratio. Similar to
Fig. 7, the estimated building area ratio of small city blocks decreases rapidly on
higher floors. The slant plane restriction is one reason for the results. To promote
sufficient space use on higher floors, the city block size should be larger.

According to Fig. 6, the building location may be centered on too small a block.
In city block ns35*ew20, the buildings are located at the center of the city block,
compared with other city blocks. This is possibly because the regulation of slant
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plane restrictions is strict with regard to small city blocks. Therefore, buildings,
particularly high-rise buildings, tend to be located at the center of the city block. In
Fig. 5, however, the trends of the building locations cannot be found because of the
few reference city blocks of city block ns20*ew35.

Figures 9 and 10 did not show significant results regarding the volume suffi-
ciency ratio. However, this will be discussed below. The volume sufficiency ratio is
high around city block ns35*ew40 and city block ns45*ew35, and the volume
sufficiency ratio decreases in blocks larger or smaller than city block ns35*ew40
and city block ns45*ew35, except for city block ns20*ew35. It is possible that the
buildings do not need to occupy the maximum limited volume in city blocks larger
than city block ns35*ew40 and city block ns45*ew35. However, in city block
ns20*ew35, the volume sufficiency ratio is high. The buildings occupy much of the
volume of the city block. However, city block ns20*ew35 is a small city block. It
cannot constitute efficient land use because high buildings cannot be built in a block

Fig. 9 Volume sufficiency ratio (city block ns35*es20–ns35*ew60)

Fig. 10 Volume sufficiency ratio (city block ns20*es35–ns60*ew35)
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of this size. Therefore, the city block size should be larger than the size of city block
ns35*ew40 or ns45*ew35 to satisfy the needs of the development.

In the future office buildings will be developed and city blocks renovated
steadily. The building locations in Figs. 5 and 6 show a visual image of the future
of the city blocks. If city blocks of a similar size are developed in the future, the
building locations will be similar to the city blocks in Figs. 5 and 6. These results
can be used for renovation planning. Previous studies have examined whether
energy use is related to building density and floor area and found that energy use
can be estimated from the estimation of building locations and the floor area. In
addition, the townscape and wind direction can be predicted from the estimation of
building locations. In conclusion, the estimation of building locations in city blocks
can be applied in various fields.
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Modelling Urban Growth Evolution
Using SLEUTH Model: A Case Study
in Wuhan City, China

Wenyou Fan, Yueju Shen, Jianfang Li and Lina Li

Introduction

Urban city is the product of the development of civilization. As a large settlement, it
includes the non-agricultural industries and non-agricultural population. Its main
elements are population, resources, environment, and it is a complex with great
vitality. The history of its development also determines that the urban city will
continuously spread around (Dietzel and Clarke 2006). In addition, as a relative
open system architecture, ecology and the environment will have some limitations
and impact on the urban city in the development process. However, the expansion
and changes in the urban city will change the environment nearby, and destroy the
ecological structure of the urban city. At different stages of urban development, the
overall size of the urban city will continue to change, which may occur at expansion
or contraction period. Changes in urban space also show the changes in the func-
tional structure of the city (Clarke et al. 1997; Almeida et al. 2008; Batty and Xie
1994).
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These are extremely urgent topics for both researchers and government: how to
explore the changes in urban space and present the changes visually, how to
understand the external and internal regularity of urban expansion better, and how
to predict the expansion process and trend of the city in a certain period of time.
Therefore, accurately and effectively describing the dynamic development and
evolution of urban space, simulating and forecasting different types of urban evo-
lution under different scenarios are conducive to rational and effective planning and
adjustment of urban spatial structure and functional composition.

As an analysis and simulation tool of temporal evolution, cellular automata
model is based on an individual microscopic derived model system which focused
on describing the relationship among the microeconomic factors. It comprises
discrete space and time from microscopic to macroscopic. And these characteristics
also are proper for describing the urban city’s spatial extension. CA Model is a
“bottom-up” modeling mechanism model using local changes to show the overall
change in a certain extent, and it is quite consistent with the dynamic growth of
space research and also is an effective complement to traditional models (Wu and
Silva 2010; Xie 2006). In addition, CA model is designed to fit with GIS, and its
implementation may well reflect GIS’s spatial expression and analytical abilities,
such as more visually oriented, more perfect results showed. Further binding with
the analysis of GIS, it can more effectively quantify the qualitative results.
Consequently, combining GIS with CA model has become an important and sci-
entific support for simulation of the urban growth.

SLEUTH model is a tightly coupled and improved cellular automaton model,
which mainly applies to simulating and forecasting the evolution of urban and land
use, and it is the core module is the UGM (Clarke Urban Growth Model). This
model is designed and developed by Professor Keith Clarke (University of
California, Santa Barbara Acronym, UCSB) and his team, which can be used to
simulate and analyze the urban growth that is in changeable scale and in global
scale (NCGIA 2003). This model is composed of a series of nested cycle of growth
rules set in advance and calculates based on the geospatial grid to calculate. It
adopts computer simulation to ensure the independent calculation results with the
actual results of goodness-of-fit, and then gets the best fitting degree of evolution
coefficients group to obtain the closest match so that it could simulate the inertia of
the historical evolution coefficient with the subsequent simulation run. The crucial
characteristic in SLEUTH model is that it uses self-modifying rules to deduce the
state of the urban city of the research areas at different historical stages, and then it
does some relative simulations and predictions. Another characteristic of the model
that is worth mentioning is that the model regards grid space as an analog unit. It is
presented with the pattern of four grid cellular models. As each unit grid is inde-
pendent, it not only can represent urbanization or non-city values respectively, but
also can be limited by the unique cell transformation rules of the model. Finally, the
data of the space-time series can be dynamically simulated and analyzed.
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Methods

Urban Growth with SLEUTH

Wuhan, as the capital city of Hubei Province, is in the central part of China (Fig. 1).
The area of Wuhan is over 8000 km2, and the population is more than eight million.
The city is one of the important cities in China with a long history. This paper
selects the major urban areas of Wuhan as study area. We use the SLEUTH model
to simulate urban dynamics of Wuhan city. The specification of the SLEUTH
model, which is an urban growth based on CA model, has originally been described
by Keith Clarke.

SLEUTH Model

The English short name of SLEUTH model comes from the first letter of the name
of each input layer: Slope, Land use, Exclusion, Urban Extent, Transportation and
Hill shade. It does not require Land use layer only if to simulate urban expansion

Fig. 1 Location of study area

Modelling Urban Growth Evolution Using SLEUTH Model … 227



(Yang and Lo 2003). The required input data of the model must be image format of
gray Graphics Interchange Format. Format uniformity is important for geographic
data, and it is required for the model to have a consistent projection coordinates,
map range, resolution and so on. Moreover, the input name of model data also
requires a certain format specification. In the model of SLEUTH, the dynamic
urban growth is expressed according to four growth rules: spontaneous growth, new
spreading center (diffusive) growth, edge (organic) growth and road influenced
growth. Spontaneous growth simulates the occurrence of urban settlement in a new
area without pre-existing urban areas and infrastructures, and new spreading center
controls the likelihood that a spontaneous growth will affect a center of continued
urban growth (Ding and Zhang 2007). Edge growth includes urban growth that
occurs outward from city as well as urban infilling. Road influenced growth sim-
ulates the tendency of new settlements to appear along transportation lines and
encourages urbanized cells to develop along the transportation network. These
growth rules are controlled by five growth parameters, such as diffusion, repro-
duction, extension, road gravity and slope resistance. Each of the parameter has a
range of 0–100, which is dimensionless and shows the importance of the corre-
sponding parameter. The diffusion factor determines the overall outward dispersive
nature of the distribution; a breed parameter specifies how likely a newly generated
detached settlement is to begin its own growth cycle; how much a spread parameter
controls diffusion expansion occurring from existing settlements; a slope resistance
factor demonstrates the likelihood of settlement extending up steeper slopes and the
road gravity factor attracts new settlements toward and along the roads, for example
(Silva and Clarke 2002; Clarke 2008).

Procedures

Study Area

Wuhan, known as one of the most important cities in central China, is the capital
city of Hubei Province and is also a testing ground for the development of national
strategies (Fig. 1). As the largest city of central region, it is known as the “Chicago
of the East”. Since the Yangtze River runs through the city, Wuhan also known as
the “River City”. Wuhan city, in the form of radiation, with its many waterways and
convenient transportation, enjoys advantageous position making it an important hub
in China. The area of Wuhan is over 8000 km2, and the resident population in
Wuhan is more than eight million. This study selects the major urban areas of
Wuhan as the study region.

Locating at 29° 58′–31° 22′ N and 113° 41′–115° 05′ E, Wuhan is in the central
region of China. It covers about one hundred and thirty-four kilometers from the
east to the west, and covers about one hundred and fifty-fifteen kilometers from the
north to the south.
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In the aspects of economy, at the end of 2014, the total economic output of
Wuhan has exceeded one trillion. The local GDP had been rising rapidly from 2010
to 2014. The scale was rapidly rising, and the central strategic fulcrum was
increasingly becoming significant. Financial strength continued to be strong. With
the continuous growth of tax-revenues, non-tax revenue, and the total public budget
revenues, current situation is excellent.

In the aspects of population, the population of Wuhan was over ten million in the
end of 2014. Household population was more than eight million, of which agri-
cultural population was two hundred and fifty million and non-agricultural popu-
lation was five hundred and fifty million. The birth rate was higher than the
mortality rate. The net migration rate of population was low, natural population
growth rate is relatively stable.

Data and Methodology

SLEUTH model requires five input layer: Slope, Exclusion, Urban Extent,
Transportation and Hill shade, respectively. Using RS and GIS, ENVI5.0,
ArcGIS10.2, this experiment selected suitable remote sensing image data and
digital elevation data(DEM) of Wuhan in 1991, 2000, 2007, 2014 traffic vector data
(shape format) in 2015 to simulate. Besides, the experiment takes the administrative
division into consideration. The Landsat TM remote sensing image data was used to
extract the data of Urban Extent layers, Exclusion layers, and Transportation layer.
DEM (digital elevation data) is processed by using ArcGIS. Table 1 shows the data
resource of the experiment.

According to the operation requirements of the model, the above data had done
some relative treatments to obtain the desired layer. With the support of ENVI5.0,
the images of 1991, 2000 and 2007 were geometrically calibrated according to the
images of 2014. The image was cut with the vector data to obtain the study area
image. Firstly, with the support of ENVI5.0, the images of 1991, 2000 and 2007
were geometrically calibrated according to the images of 2014. The image was cut
with the vector data to obtain the study area image. Secondly, each year’s traffic
layer was made respectively on the basis of remote sensing image and road traffic
data of Wuhan. Finally, the slope map and hill shade layer of study area can be
made with ArcGIS according to DEM data of Wuhan. All of the image data and

Table 1 Data resource for experiment

Data type Years Resource name Accuracy

Raster 1991, 2000, 2007, 2014 Landsat TM 30*30

Vector 2015 Wuhan administrative divisions ——

2015 Wuhan transportation data ——

DEM —— GDEMV2 30 M 30*30
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vector data are unified to set Transverse Mercator (UTM WGS 1984 49 N).
Figure 2 shows the extent of Wuhan City and the associated road networks from
1991 to 2014.

Model Calibration

SLEUTH model adopted the Monte Carlo method to do iterative calculation, and
the optimal parameters of the model can be determined by the simulation results of
different parameters and the fitting degree of the real data (Xi et al. 2009). The
model processes and generates thirteen evaluation indicators of the model, which
was used to evaluate the experimental results of the model. If the evaluation
indicators were used excessively, the behavior of model evaluation will become
more complex and the results of the behavior of the model cannot be well reviewed.
Collecting and studying the relative literature data in the early period, we can
conclude that Lee-Salle shape index is the criteria which is widely adopted in many
applications in SLEUTH model. The Lee-Salle shape index of the model is the
fitting index in shape between the extended range of the city and the actual range of
the city every year. The experiment has also been repeatedly verified. The results
using Lee-Salle shape index evaluation are relatively stable. Accordingly, this study
chooses Lee- Salle shape index to check the results.

According to the multiple simulation test and literature review, the parameters of
the model are set as following the value ranges from 0 to 100, the step increment is
set as 25, and Monte-Carlo iterations is set as 4 (MONTE_CARLs
O_ITERATIONS = 4) in the coarse calibration of SLEUTH model. The parameter
range of Precision calibration and step size are obtained by the previous coarse

1991 2000 2007 2014

Fig. 2 The extent of Wuhan City and the associated road networks from 1991 to 2014
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calibration, and this step will set the different value 8 times to simulate the outcome
of the experiment.

Therefore, the experiment selects the final result as the optimal combination of
input parameters. Meanwhile, the Monte-Carlo iteration number is set as 100. The
optimal parameters for the historical evolution of urban expansion in Wuhan
include that the diffusion coefficient is 9, the breed coefficient is 100, the spread
coefficient is 75, the slope coefficient is 6, and the road gravity coefficient is 90.

Model Prediction

This paper obtains the optimal parameters which were originated from simulating
the historical evolution by extracting the parameters of calibration module. The
prediction module model simulates the urban growth trend of Wuhan from 2015 to
2034 which is based on the simulated historical evolution in Wuhan from 1991 to
2014. The SLEUTH provides a simulation environment to explore the conse-
quences of policies taken by decision makers. In this research, we simulated Wuhan
City under three scenarios: historical urban growth (scenarios A) which allowed
urban expansion without any limitation and a continuation of the historical trend,
the environmental protection (scenarios B) and the urban growth limited according
to the environmental considerations with slope (scenarios C).

Result and Discussion

Historical Urban Growth

The correction of the model is the simulation result of the historical evolution of
urban expansion. To a certain extent, the determination of the coefficient shows the
expansion of the situation of Wuhan from 1991 to 2014. The analyses based on
behavioral factors are as follows:

1. The diffusion coefficient of model is applied to the spontaneous growth of the
rules, and it indicates the probability of the expansion of non-urban area com-
pared to urban areas. That is to say the diffusion coefficient is greater. Besides, it
also shows that the city is constantly extended to some extent. In contrast, the
diffusion coefficient is smaller, which reflects the development of the city will
relatively focus on urban areas to some extent. The diffusion coefficient is 9
which is what we get from model correction. It is relatively small. The urban
fringe did not show too much extended trend in the process of city expansion
from 1991 to 2014. However, it was relatively stable, and there was no obvious
new extension center generated in 1991 and 2014, which may be related to the
selected area. The main city of Wuhan is already well-developed, there will not
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be no much room for expansion. According to the urban extent layer of study
area, Wuhan City has experienced a period of rapid development of urbanization
from 1991 to 2014. Since the founding of the People’s Republic of China, the
level of urbanization of Wuhan has gradually improved. Meanwhile, its
development also presented an unbalancing situation. For example, Urban
Land-Use increased much faster, and the advantages of its location and con-
venient transportation made the city bear less resistance in the process of
expansion. However, Wuhan, as a city owning so much water, made its urban
expansion focusing on three towns into a situation of tripartite confrontation.
Consequently, the space is much more fragmentary.

2. Propagation coefficient reached the maximum value of 100, and the spreading
coefficient and the road gravity coefficient respectively reached the value 75 and
90. This indicated that the spread rate of urban areas was at a relatively high
level from 1991 to 2014. Under the circumstances of less extensible land, urban
areas, together with the road, continue to spread to non-proliferation in urban
areas together with the road. However, with the influence of road gravity, the
government continued to develop construction of the city around the road which
had not been urbanized.

3. Slope coefficient is 6, which shows less terrain constraints of Wuhan to a certain
extent. The slope maintained low but in constant stability in the range of the
study area. The territory is flat in Wuhan. On the other hand, with the driving
force of social development, scientific development and technological devel-
opment, the limitation of terrain has been erased to a certain extent.

Figures 3, 4 and 5 show simulation results between 2015 and 2034, and the
growth of urban fringe is increased simultaneously with the urban area. However, it
has slowly paced down after 2020, and the growth rate has slowed down.
Consequently, we can conclude that the degree of urbanization will become sus-
tainable in the next 20 years, and the urbanization will tend to become saturated in
the near future. According to this figure, we can see the growth rate of urbanization
will constantly declines in 2018, and finally tend to slow down in 2030. With less

Fig. 3 The increased urban
area of Wuhan City by 2034
under scenarios A
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land area that can be exploited, the land away from the road is far more difficult to
develop. The slowdown of overall urban construction is inevitable.

In addition, Fig. 4 shows the line charts of edges growth and cluster growth. The
effect of margin growth and clustering reflect an ability that a city radiates and
absorbs from its surrounding areas. According to line chart of edges growth in
urban, the edge growth of urban initially developed rapidly. As time passes by,
however, it begins to decline around 2018 and remains flat until around 2028. With
the possible reasons of the gradual saturation of urban development, the central
urban land of Wuhan around 2018 is already saturated. Furthermore, the rate of
development is declining year by year, indicating that the rapid expansion of the
city before the study has resulted in the growth of space within the critical state. The
result of the transformation of a large number of other types of land into cities in
2018 is that the rate of urban expansion in the decade from 2024 to 2034 is much

Fig. 4 The increased urban edges and clusters of Wuhan by 2034 under scenarios A

Fig. 5 The urban extent of Wuhan City from 2015 to 2034 under scenarios A
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less than in the previous decade. In addition, according to clustering index line
graph in Fig. 4, we can know that the aggregation effect in Wuhan has been a
downward trend, and ultimately is going to reach a low clustering value in 2027. It
will be maintained a low clustering value ever since. In these images, the higher the
value, the more likely the urbanization is. In order to interpret these continuous
values more easily, they may be classified by range with different color. What the
possible color is a color value in hexadecimal indicates a probability range.

That the three towns of Wuhan are developing independently possibly causes
this unique situation led to the development of the lack of a sense of centrality. The
three towns in Wuhan have their own center, but none of them can eventually grow
into a center which could be common recognized by the whole city. Especially in
recent years, competition in the commerce and services is rapidly increasing, and
the commercial core in Wuhan is gradually moving from the old center to the
outside. The result is that the hollow phenomenon within the inner region is severe,
and the city lacks basic service function. In addition, the urban development in
Wuhan is inevitably restricted by the natural geographical factors. Being called “the
city of hundreds of lakes”, with sufficient lake recourse, the GDP of lakes tour in
Wuhan is lower than other cities’ lakes. Rivers, lakes, low-lying wetlands will cut
other complete land into broken blocks, and the city’s development space relative to
other inland cities is more fragmented. Natural geography forms Wuhan’s unique
urban development pattern, which provides abundant substantive cases for Chinese
urbanization research. On the other hand, it is very regrettable that we have seen
these natural geographic features limited the expansion of urban space. The relative
dispersion of fragmented land resources is difficult to provide sufficient space for
the long-term optimization of cluster type development, which causes that the
boundaries of Wuhan has difficultly in extending outwardly.

Based on this, from the perspective of sustainable development, the government
must formulate relevant policies to avoid excessive land-occupation, such as pro-
tecting the natural ecological environment in the region, earnestly implementing the
scientific concept of development. At the same time, we need to improve envi-
ronmental awareness and raise the coverage of the plants on the earth, protect water
bodies and control disordered expansion of the city. Secondly, the balanced
development of three towns has always been the basic idea of spatial development
of Wuhan and previous overall urban planning. The construction around the
Yangtze River Bridge and the ring roads further tighten the relationship of three
towns, but there are still large differences in the development foundation, devel-
opment environment and development stages between three towns. It is inappro-
priate to bind the three towns together to achieve the true development. The
government should attach great importance to the natural barrier dividing of
Yangtze River to ensure smooth docking of three town in all levels based on their
respective functions. It breaks the status of the three towns that is evenly distributed
on the function in spatial layout. Meanwhile, the government should allocate the
overall layout of residential, commercial, ecological and other functions.
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Scenario Comparison

The scenarios compared to the historical evolution shows there is no doubt that the
expansion rate of Wuhan is greatly reduced when intensity of the extension is
limited. Compared to the same period of the left image, the scene of
Limited-expansion factor will reflect that there are more lands being left, which
could leave more space for ecological construction and contributing to protecting
the environment. The second scenario keeps the same effect with the scenario of
historical evolution, and the expanded form of Wuhan has not changed much.
According to this, it is not difficult to see that the terrain that limits its development
is not the determining factors for the part of whole city. Consequently, it is nec-
essary to do some corresponding rational planning that contributes to the devel-
opment and construction of Wuhan. Figures 6 and 7 show the comparison among
three Scenarios.

Fig. 6 The urban extent of Wuhan City from 2015 to 2034 under three scenarios
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Conclusions

SLEUTH model, as a CA based scientific method, combined with GIS and its own
advantages, has a unique advantage for the urban growth research. In order to
achieve scientific macro control of the city in the future pattern of development
trend, we can design some relative scenes to carry out urban planning. In this
regard, the model is a good scientific supplement for policy-makers to reach the
auxiliary support purposes.

In this paper, we select Wuhan as the study area, and select remote sensing data
of many years, road vector data in the urban area, etc. To explore the urban
expansion and predict the extended evolution of main urban areas in Wuhan over
the next two decades, we raise the corresponding recommendations.

In this research, we successfully calibrated the SLEUTH model which is based
on historical data covering the time of 1991–2014 and predict the urban growth in
Wuhan within the next 20 years. The SLEUTH model was successfully applied to
Wuhan urban space growth study, and experiments show that the SLEUTH model
has a good feasibility for application in Wuhan city. Through model calibration
procedure, we determined the optimal combination of parameters. According to the
city’s historical evolution from 1991 to 2014, we have done quantitative analysis,
simulation and prediction the urbanization of Wuhan over the next 20 years.
According to the simulation and prediction results, we discussed recommendations
by taking into consideration the circumstances of Wuhan.

On the basis of simulation studies, by setting up two scenarios respectively, the
study area was forecasted again, and the prediction simulation results were ana-
lyzed. It is a good reference to bind model scenarios to forecast city planning
decisions. The model also shows its ability to serve as a decision support tool and
help the managers to realize the outcome of possible actions they might take.
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