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Abstract
Improving the classification accuracy in brain–computer interface (BCI) with a short data
length is important to increase the BCI system’s information transfer rate. Least absolute
shrinkage and selection operator (LASSO) has been examined to be an effective way to
detect the steady-state visual evoked potential (SSVEP) signals with a short time window.
In this paper, an improved multiple LASSO model for SSVEP detection is proposed, which
can process multichannel electroencephalogram (EEG) signals without electrode selection.
EEG data from twelve healthy volunteers were used to test the improved multiple LASSO
model. Compared with the traditional LASSO model, the improved multiple LASSO model
gives a significantly better performance with multichannel EEG data.
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1 Introduction

Brain–computer interfaces (BCIs) support direct communi-
cation and control between a human brain and external
devices [1]. This approach has shown a promising way to
re-establish basic communication and autonomy abilities for
individuals suffering from severe motor disabilities.

Electroencephalography (EEG) is a commonly used brain
activity monitoring method. Over the past decades, many
laboratories have built various paradigms using noninvasive
scalp EEG that enable users to acquire conscious control

over their brain activities [2]. Steady-state visual evoked
potential (SSVEP) is an effective noninvasive electrophysi-
ological response over the occipital region to a visual
stimulus oscillating at a constant frequency higher than 4 Hz
[3, 4]. It can be regarded as a typical sinusoidal oscillator
with the same frequency as the stimulus, and often includes
some higher harmonics. SSVEP-based BCIs have high
information transfer rate and practical applications.

EEG signals acquired in an SSVEP-based BCI include
quite much environmental noise, and many task-unrelated
activities, i.e., spontaneous activity. Least absolute shrinkage
and selection operator (LASSO) is a sparse regression model
and gives high interpretable regression coefficients. It has
shown a useful and robust way for signal detection [5, 6],
and has been used for EEG channel selection and feature
extraction [7]. A LASSO model for SSVEP feature extrac-
tion was proposed by Zhang et al. [8]. Compare with other
traditional methods, power spectral density analysis, and
canonical correlation analysis, LASSO achieves better per-
formance within a short time window (TW) in a few-channel
BCI system [8, 9].
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Because LASSO can only compute the regression of a
single one-dimension dependent variable on multidimen-
sional independent variables. For a multichannel BCI sys-
tem, each channel has to be processed separately. The
classification results will be affected if some channels’ data
are interfered by noise [9]. Our earlier research also con-
firmed that, for a multichannel BCI, LASSO achieved best
results under a channel selection process; and its perfor-
mance dropped badly without channel selection [10].

In this study, we propose an improved multiple LASSO
model for SSVEP detection, which can extract useful
SSVEP features from multichannel EEG data directly
without channel selection.

2 Methods

2.1 LASSO Estimate

As for an independent variable matrix X ¼
x1; x2; � � � ; xMð Þ 2 RN�M and a corresponding dependent
variable vector y 2 RN�1, the linear regression of y on X is
general defined as

y ¼ Xbþ e ¼ b1x1 þ b2x2 þ � � � þ bMxM þ e; ð1Þ
where b is the regression coefficients and e is the noise
vector.

The LASSO estimate can be found by solving the fol-
lowing optimization problem [8]:

b̂ ¼ argminb y� Xbk k22 þ k bk k1
� �

; ð2Þ

where �k k2 and �k k1 denote the l2-norm and l1-norm,
respectively. k is a penalty parameter which encourages a

sparse solution b̂:

2.2 Traditional LASSO for SSVEP Frequency
Detection

Sine-cosine waves, which are oscillating at frequencies or
harmonics of visual stimuli, are commonly used as reference
signals for SSVEP detection [8, 11]. The constructed refer-
ence signals Si i¼1;2;���;Kð Þ can be expressed as follows:

Si ¼

sin 2pfitð Þ
cos 2pfitð Þ

..

.

sin 2pHfitð Þ
cos 2pHfitð Þ
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; t ¼ 1
fs
;
2
fs
; � � � ;N

fs
; ð3Þ

where K is the number of candidate stimulus frequencies, fi
is the stimulus frequency, fs is the sampling frequency, N is
the number of sampling points, and H is the number of
harmonics. The superscript T denotes a matrix transpose
operation.

For the traditional LASSO model, a single channel EEG
data y 2 RN�1 is assumed to be a standard linear combina-
tion of the constructed reference signals S ¼ S1; S2; � � � ; SK½ �:

y ¼ Sbþ e; ð4Þ

where b ¼ b1;1; b1;2; � � � ; b1;2H ; � � � ; bK;1; bK;2; � � � ; bK;2H
� �

is the regression coefficients estimated by LASSO, and e is
the noise vector [8].

The entries ½bi;1; bi;2; � � � ; bi;2H �i¼1;2;���;K imply the contri-
bution degrees (CDs) of the ith stimulus frequency fi and its
harmonics to the one-channel EEG data y:

CDi ¼
X2H
j¼1

bi;j
�� ��: ð5Þ

For an M-channel BCI system, each channel’s data
y1; y2; � � � ; yM is processed respectively and equally, the CD
values are computed as follows:

CDi ¼
XM
m¼1

X2H
j¼1

bmi;j

���
���: ð6Þ

Target frequency contributes the most to EEG data. So,
the frequency that corresponds to the maximum CD value is
recognized as the target frequency.

2.3 Improved Multiple LASSO for SSVEP
Detection

Instead of computing the LASSO regression of a single
channel EEG data on sine-cosine waves (see (4)), in this
study, we propose an improved multiple LASSO model that
computes the LASSO regressions of sine-cosine waves on
multichannel EEG data.

For a set of sine-cosine waves (Si i¼1;2;���;Kð Þ, see (3)) and
M-channel EEG data Y ¼ y1; y2; � � � ; yM½ �, the LASSO
regression of each sine or cosine wave on Y is computed
respectively:

sinð2pfitÞT ¼ Ybi1 þ ei1
cosð2pfitÞT ¼ Ybi2 þ ei2

..

.

sinð2pHfitÞT ¼ Ybi2H�1 þ ei2H�1

cosð2pHfitÞT ¼ Ybi2H þ ei2H

; ð7Þ
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where bij j¼1;2;���;2Hð Þ ¼ ½bij;1; bij;2; � � � ; bij;M �T 2 RM�1 indicate

the linear relationships between multichannel EEG data and
sine-cosine waves.

Sine-cosine waves having different frequencies are
uncorrelated and have no noise. Thus, the regressions
coefficients computed in (7) can be treated equally. The
related degrees (RDs) between the multichannel EEG data
Y and the reference signals Si i¼1;2;���;Kð Þ can be calculated
using

RDi ¼
X2H
j¼1

XM
m¼1

bij;m

���
���: ð8Þ

The frequency corresponding to the maximum RD value
is recognized as the target frequency.

3 Experiment

Twelve healthy volunteers (seven female, five male; aged
18–28 years) participated in the study. Four white arrows
flicking at 7.5, 8.57, 10, and 12 Hz on a black screen were
used as visual stimuli. In each trial, after 1-s target cue
presented in the middle of the screen, four white arrows
flickered simultaneously for 5 s. In the experiment, three
runs (40 trials for each run) separated by a 2-min break were
recorded per participant.

EEG signals were recorded using a SynAmps2
(NeuroScan Inc., El Paso, TX, USA) from six commonly
used parieto-occipital EEG channels P3, Pz, P4, O1, Oz, and
O2 at 1000 Hz sampling rate, and were bandpass filtered
between 0.1 and 100 Hz. Linked-mastoids were used as a
reference, and a ground electrode was placed between FPz
and Fz. A bandpass filter was used to filter the EEG between
6 and 28 Hz to improve the signal-to-noise ratio of SSVEP
signals before further analysis.

A more detailed description of the experiment design can
be found in [10].

4 Results

The effectiveness of LASSO for SSVEP detection has been
validated in [8, 9], and [10]. In this study, to validate the
performance of our proposed improved multiple LASSO
model, we compared it with the traditional LASSO model
using different EEG channel combinations and TW lengths.
The results are shown in Table 1.

For 1-channel (Oz) EEG data, the performances of the
improved multiple LASSO model and the traditional
LASSO model were almost the same. When 3-channel (O1,
Oz, and O2) and 6-channel (P3, Pz, P4, O1, Oz, and O2)
EEG data were used, the improved multiple LASSO model
achieved significantly higher classification accuracies than
the traditional LASSO model (paired t-test, p\0:05), and
more EEG channels yielded higher performance. However,
the average classification accuracies of the 6-channel EEG
obtained by the traditional LASSO were lower than that of
fewer channels, which was consistent with the research by
Zhang et al. [9].

From the experiment results, we can conclude that our
proposed improved multiple LASSO model is effective
against dealing with multichannel EEG data.

5 Discussion

LASSO can only compute the regression of a single
dependent vector on an independent matrix. For the tradi-
tional LASSO model, the linear regression of each EEG
channel data on reference signals (sine-cosine waves) is
calculated separately and treated without distinction.

Table 1 Averaged classification accuracies (%) for the 12 participants derived by the traditional and the improved multiple LASSO model

TW (s) Traditional LASSO Improved multiple LASSO

1-chl 3-chl 6-chl 1-chl 3-chl 6-chl

1.0 47.6 48.9 41.7 47.9 53.3 53.0

1.5 56.3 56.7 48.1 56.3 63.6 64.9

2.0 61.8 63.5 52.9 62.0 70.1 73.5

2.5 67.8 69.6 60.4 67.4 75.6 79.9

3.0 72.7 74.9 66.2 73.1 79.0 84.4

3.5 76.3 77.4 67.4 75.8 82.3 87.2

4.0 77.4 79.4 70.4 77.2 85.5 88.1

4.5 80.3 81.6 73.3 79.6 87.3 90.2

5.0 81.9 83.6 75.6 81.9 88.1 90.8

Note 1-chl: Oz; 3-chl: O1, Oz, O2; 6-chl: P3, Pz, P4, O1, Oz, and O2
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However, multichannel EEG data are correlated and include
different noise. So, for a multichannel BCI system, a channel
selection process is indispensable to obtain high perfor-
mance using the traditional LASSO model [10].

Instead of computing the regressions of EEG data on
reference signals, the regressions of reference signals on
EEG data are computed in the improved multiple LASSO
model. In this way, all the EEG channels’ data are combined
effectively to model a sine or cosine wave, and the combined
coefficients reflect their linear relationship to the sine or
cosine wave. Unlike multichannel EEG data, the constructed
sine-cosine waves are uncorrelated and have no noise, so
they can be treated separately and equally.

From Table 1, we can see that the classification accura-
cies computed by the traditional and the improved multiple
LASSO model were most the same for the 1-channel EEG.
Both of the regression coefficients estimated by computing
the LASSO regressions of EEG on reference signals (tradi-
tional LASSO) or by computing the LASSO regressions of
reference signals on EEG (improved multiple LASSO) are
effective features for SSVEP detection. However, the
improved multiple LASSO model can extract useful infor-
mation from multichannel data through combining them
linearly, it has achieved significantly higher classification
accuracies than the traditional model for a multichannel BCI
system. In this sense, our proposed improved LASSO model
can also be used for channel selection. Thus, no additional
channel selection is needed for the improved multiple
LASSO model.

As a shrinkage regression method, a penalty parameter
needs to be set for LASSO [12]. In this study, to improve the
system’s robustness, the penalty parameter was set to 6
candidate values (0, 0.02, 0.04, 0.06, 0.08, 0.1), and the
averaged results were used for analysis.

6 Conclusions
In this study, we proposed an improved multiple LASSO
model for SSVEP detection without channel selection,
which can achieve a significantly higher classification
accuracy than the traditional LASSO model in a multi-
channel BCI system. This model does not need training,

and its penalty parameter is set in a simple way. Thus, it
is an effective approach to improve the SSVEP-based
BCI systems’ performance.
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