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Preface

Advances in Smart Grid and Renewable Energy is a compilation of papers pre-
sented in the two-day International Conference on ‘Emerging Trends and Advances
in Electrical Engineering and Renewable Energy–ETAEERE 2016,’ organized by
the Department of Electrical and Electronics Engineering (EEE) of Sikkim Manipal
Institute of Technology (SMIT), Majhitar, Sikkim, India, during December 17–18,
2016. This was a very unique conference which combined renewable energy,
electronics, computing, communication, systems, controls, and automations under
one roof. Moreover, it is a matter of honor for SMIT to learn that Springer was
associated with ETAEERE-2016 as a major publication sponsor for the event. The
proceedings of this conference come out with four different book volumes titled
under Lecture Notes in Electrical Engineering (LNEE). This volume offers
state-of-the-art chapters on energy management systems (EMS), renewable energy
resources, micro-generation, green communications architectures and frameworks,
green computing and education as well as energy-aware process optimization.

Eminent speakers like former Jadavpur University vice-chancellor
Prof. A Chakrabarti; Prof. A Rajaraman of IIT Chennai; Prof. Gyoo-Shee Chae of
Baekseok University, South Korea; Prof. Avinash Konkani of University of Virginia,
USA; Prof. Kamani KK (the global economic advisor of Karnataka); Prof. Manjesh
of Bangalore University; and Dr. Amitanshu Patnaik of DRDO Delhi shared their
knowledge and experience. The conference attended and presented by participants
from institutes such as IISc, IITs, NITs, NEHU, BIT, VIT, MIT Manipal, IIEST
Kolkata, and abroad deliberated on their research works. In addition, the paper pre-
sentations were accompanied by 6 keynote addresses from leading academic and
industry researchers around the globe. The paper presentations were taken place in 3
different tracks with 18 parallel sessions. Through the platform of ETAEERE-2016,
we got the opportunity to promote the national campaign ‘Make In India’.

The review committee has done an excellent job in reviewing the articles and
approving the high-quality research articles to be published in the conference
proceedings in the Lecture Notes in Electrical Engineering (LNEE), Springer. The
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editors are thankful to all of the faculty and students of these various committes for
their dedication in making this a very successful conference and also to the editors
and support staff at Springer for making the compilation possible. We sincerely
hope that this volume will inspire researchers.

Majhitar Karma Sonam Sherpa
Sikkim, India Akash Kumar Bhoi

Mohammed Nasir Ansari
Amit Kumar Singh
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Clustered Prosumer Penalty Framework
on Smart Grid

Sreenithya Sumesh, Vidyasagar Potdar and Aneesh Krishna

Abstract The smart grid regulators and retailers generally have a legally binding
contract on purchasing energy from prosumers (energy producers). A hefty portion
of them incorporate incentives strategies for energy effectiveness in their legal
contract. In the event that the prosumers that supply energy meet or go past its
objective, they will get a financial motivation, regularly an extent of the investment
funds in energy rate that customers get. On the off chance that it misses the mark
regarding the objective, it might be liable to a punishment. Thus, smart grid reg-
ulators reward well-performed prosumers or prosumer community groups using
money earned from penalized poorly performed prosumers or prosumer community
groups. Dissemination of punishments (penalties) assumes an essential part in
prosumers. This can prompt fortifying existing non-dynamic energy sharing pro-
sumers to end up dynamic prosumers. This paper proposes a performance-based
penalty function technique that decidedly influences the way of the prosumers’ state
of mind, along these lines bringing about a predictable energy sharing conduct.

Keywords Smart grid � Prosumer � Incentive � Penalty � Regulator

1 Introduction

Smart grid is a bidirectional energy information infrastructure. To enable this
energy exchange, the idea of goal-oriented prosumer community groups [1] has
been introduced in the literature. Different prosumer community groups have
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different minimum energy thresholds to join the group. Also, the groups have
different energy targets to achieve. Goal-oriented prosumer groups have several
advantages over other techniques of forming energy sharing communities such as
VPPs or microgrids. VPPs and microgrids are not flexible as they are fixed in its
architecture. It is very complex to add new prosumers or remove any prosumer from
the grid. Whereas, goal-oriented prosumer community groups are very flexible as
new members could be easily added into the group. The prosumers in each group
share energy to achieve some goal.

There are different frameworks introduced in [1–5] intending to fulfilling the
purpose of these groups. Defining and characterization framework aims at forming
the different prosumer community groups based on the minimum and maximum
energy threshold that individuals can share. To add the new prosumers to the
existing groups, another framework was designed for the recruitment of the pro-
sumers. The new prosumers are added into the groups based on their energy sharing
pattern. As different prosumers have different goals, a mutual goal definition
framework aims at solving the problem of managing multiple goals. With an aim to
identify the outstanding prosumers regarding energy sharing, member assessment
and ranking framework was introduced in the literature. All the frameworks
mentioned above work in an integrated manner to achieve the goal of prosumer
community groups. However, for the continuous and positive growth of these
groups, there exists no penalty framework. The prosumers in the group who do not
actively participate and their energy sharing remains negative should be penalized.
This penalty would act as a driving force to motivate them to produce enough
energy.

Dissemination of rewards and penalties shows a crucial part in retaining pro-
sumers. It is one of the vital main thrusts for motivating prosumers. Motivating
prosumers can occur in various forms; first of all, it is a key to bring issues to light
of the energy sharing procedure among prosumers by publicizing about the
guidelines and rules and the feed-in tariff methods. Moreover, it promotes monetary
welfares to green energy distribution. This can lead to invigorating existing
non-dynamic energy sharing prosumers to end up dynamic prosumers. Besides, to
build the size of dynamic prosumers, one conceivable technique is to publicize for
added rewards, for example, exceptional offers for greater energy providers. The
prosumer inspiration emphatically influences the way of the prosumers’ state of
mind, subsequently bringing about a steady energy sharing conduct. So in order to
initiate the energy sharing process and to enhance their performance in the energy
sharing procedure, it is necessary to motivate the prosumers.

2 Requirements

This section represents the conceptual process where requirements are elicited and
prioritized. The following conditions are laid down for the proposed solution:

2 S. Sumesh et al.



1. Determine the energy behavior profile:

The solution should prepare the prosumers’ daily energy generation profiles. In fact,
prosumers’ daily energy profiles show that the hourly energy variations are the most
useful choice to capture the prosumers’ features for generating significant PCGs and
empowering significant exchange of energy between them.

2. Based on the similarity of the prosumer’s behavior, we grouped prosumers to
create prosumer community group (PCG):

The framework should guarantee that the prosumers having the energy profiles with
related energy conducts are grouped in the same PCG. Making PCGs with
homogeneous energy profiles will make it easy for the prosumer community
coordinator to manage such groups rather than managing the groups having
extremely diverse prosumers.

3 Design Rationale

This section provides a design rationale to fulfill the requirements that are outlined
(Fig. 1).

4 Overview of the Prosumer Penalty Framework
in Energy Sharing Network

In many past study on prosumer involvement [1–5], each prosumer was straight-
forwardly associated with the smart grid. This structure encourages direct exchange
of energy among prosumers and the utility grid. Because of their unreliable and
inefficient behavior, these individual prosumers are regularly rejected from the
wholesale energy market. This is one of the detriments of the older structure. Not
just the prosumers’ individual frameworks are very smaller, however, all the more
critically, their supplying is capricious as it relies upon fluctuating atmosphere
situations [5, 6]. To overcome this situation, these individual prosumers that have
similar behavior are joined in the form of a prosumer community group (PCG).
Here, a PCG is defined as a collection of distributed energy resources with a
combined capability. PCGs can communicate with the energy market furthermore
negotiate with the other prosumer community groups. Thus, a PCG is motivated to
satisfy the demand of energy of its individuals while detaching from the main grid
[6]. In the PCG architecture [3, 6], prosumer community coordinator manages the
power flow information, analyzes it, and makes appropriate decisions for control-
ling each prosumer in different PCGs.

The constant motivation of prosumers is important to urge them to stay dynamic
and to enhance their part. The basic power for this inspiration is the award (reward)
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or other nonmonetary motivating forces. A portion of the nonmonetary prizes
incorporates social appreciation, status and ubiquity in production, and efficient
sharing of green energy [7].

Due to the unexpected change, involved in climate and uncertain prosumer
behaviors, prosumers could not meet the required target. In that case, prosumer
community group coordinator imposes some penalty and then requests the required
energy from other prosumers within their group, or it has to reduce their power
consumption to achieve a minimum energy target required by the utility companies.

Fig. 1 Design of penalty calculation for prosumers
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In some cases, those simple groups may not able to meet the minimum energy
threshold. If the group of prosumers in a group cannot attain the least amount of
energy [7] demanded by the utility companies, then they are allowed to request the
required energy from other prosumer community groups. The prosumer groups that
supply lower amount of energy than agreed should pay a higher penalty to the
utility grid. These behaviors can affect unfavorably all the members of the prosumer
groups.

In a prosumer classification [6], the prosumers who supply energy between 1 and
5 kWh over the domestic solar panels added to one community group, and those
who provide energy between 6 and 10 kWh added to another community and so on.
All the communities and prosumer should satisfy a minimum energy supply target
value. The number of prosumers of the communities can change according to their
minimum energy supply objective. If one of the communities fails to meet the goal,
then either it can request to other communities that have the surplus energy supply
or it has to reduce their power consumption. In either way, the community has to
pay a penalty.

If the other community who has surplus energy has accepted their request, then
they can do energy sharing. This energy sharing is called inter-PCG energy sharing
[3], where the PCGs having excess energy than the threshold energy limit can share
their energy with the other PCGs who could not meet the threshold energy limit
after paying the penalty imposed by the PCG coordinator as analogous to intra-PCG
energy sharing. In intra-PCG local energy distribution [3], those prosumers that
have excess energy than threshold energy limit can share their energy with those
local prosumers within the community who could not achieve the threshold energy
limit after paying the penalty imposed by the PCG coordinator. For assessing this
energy sharing [3], we should think through several components: How much sur-
plus energy the prosumer or PCG will share, how much more energy the prosumer
PCG need to meet the threshold energy limit. In this case, in spite of the fact that the
energy sharing not only rises the aggregate energy of the buying prosumer or PCG
but it also makes social support inside the group by helping those prosumers or
PCGs, who can get punishments because of the break of agreement. In this way, the
selling prosumer or PCG who sells their energy to the companion buying prosumer
or PCG, who required energy to meet their requirement, ought to be dealt fairly.

Key objectives of the energy sharing process:

• Aims to maintain energy offered by individual prosumers
• Aims to keep energy provided by the prosumer community groups
• Aims to satisfy the shortage of energy of its members
• Aims to fulfills the demands of energy buyers
• Aims to achieve higher incentives
• Aims to decrease the cost related with penalty.
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5 Performance Metrics and Performance Mechanisms
for Prosumer Motivation

A performance metric [8] is that which determines prosumer’s behavior and per-
formance. It can measure prosumer’s activities and performance based on how
much energy they are generating and supplying. Here, we concentrate on the
performance-based mechanisms for prosumer motivation that utilize financial
penalties for those prosumer or PCGs who are not supplying enough energy to the
utility grid.

The following requirements are set down for the proposed solution

1. Analyze the performance (amount of energy supplied) report.
2. Establish threshold energy limit (performance target) that provides PCGs or

prosumers about the threshold energy level (minimum level of energy supply)
anticipated by utility grid.

3. Determine those PCGs or prosumers who fail to accomplish the threshold
energy level.

4. Compute penalties for keeping up or enhancing their performance.

Firstly, amount of energy supplied is analyzed in order to observe PCG’s or
prosumer’s performance. Secondly, targets are established for providing informa-
tion about the amount of energy supply anticipated by the utility grid. The target
characterizes the exact level of performance that a prosumer or a PCG should
accomplish in a specific period. It is used directly to lead a prosumer without a
penalty and offers PCGs or prosumer to achieve the desired outcomes. Once per-
formance targets have been defined retailers or utility grid can review the perfor-
mance report to monitor PCGs or prosumers who fail to meet the performance goal.
Finally, financial penalties are applied to improve the PCG’s or prosumer’s inspi-
ration in order to accomplish the specific targets.

6 Specific Objectives of the Research

(a) Describe the penalty formulas
(b) Ensure a reasonable magnitude for the penalty
(c) Presentation of penalties in several different equivalent units
(d) Develop an algorithm and MATLAB code for the penalty formula
(e) Observation, results, and discussion.
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6.1 Penalty Formulas

6.1.1 Linear Penalty Formula

It calculates penalties for those PCGs or prosumers who are not supplying the
requested amount of energy that means their performance is lower than the spec-
ified target. It is easy to comprehend and oversee. This penalty function varies
linearly according to the supply of energy.
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6.1.2 Quadratic Penalty Formula

It also calculates penalties for PCGs or prosumers who are not satisfying the
performance (supplying the minimum amount of energy demanded by the utility
company). As compared to the linear formula, this penalty function [8] increases
more slowly as performance goes astray from target, thus brings about an increased
slope. So there will be little incentive around the target. Thus it is more favorable to
prosumers and PCGs than utility grid regulators.
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6.2 Ensure a Reasonable Magnitude for the Penalty

While setting up the proper formulas for penalty calculations, utility company or
regulator should follow certain points. The calculated penalty value should catch
PCG’s or prosumer’s attention. It should offer an adequate inspiration to achieve the
sought result. Then again, calculated penalty value ought not to be unbalanced to the
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expenses. In order to guarantee that the penalty value will stay inside a sensible
bound, most such methods incorporated a cap on the maximum penalty [9–11].

6.3 Presentation of Penalties

Depending on the circumstances, penalty values are specified in a few diverse
proportional units [7]. For instance, it can be represented as dollars, pennies per
share, and percent of aggregate income. In any case, penalty calculations are least
difficult when calculated as dollars, as different proportional units are officially
mind boggling.

6.4 Algorithm: Prosumer Penalty Framework

Input: 500 prosumers with their energy supply performance to grid on an average
winter day and an average summer day
Output: Display the penalty of each prosumer in each cluster.

1. Load the 500 prosumer’s energy behavior profiles in the form of time series
data.

2. Cluster these prosumers into four clusters using k-means clustering
algorithm.

3. Set the target of each prosumer in each cluster.
4. Set the maximum penalty to each prosumer (max_penalty hourly).
5. Calculate the standard deviation of each prosumer energy supply in each

cluster during the given 48 hour time series
6. Calculate the penalty rate for each prosumer on average daily basis

whose energy supply is less than the target.
7. For each prosumer, i, compute the average daily energy they have to

supply.
8. For each prosumer daily average energy supplied < target, calculate their

penalty
9. Display the daily penalty of each prosumer during the 24-hour duration.

6.5 Verification and Results

Research studies on PCGs [1, 7–9] are deficient in addressing the key aspects of
developing penalty framework in managing prosumers. This opening motivated us
to address the key challenges of developing penalty frameworks for prosumers and
prosumer community groups to manage them in the smart grid. None of the existing
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works [1–5] address any motivational schemes to grow or sustain PCGs that should
be incentive driven. In this section, by applying different values for each parameter,
we verify the proposed prosumer penalty framework for prosumers and PCG. For
this, we extensively used MATLAB to verify the concepts we used in developing
penalty frameworks for prosumers and prosumer community groups.

In this section, we discussed the experimental setting used to test the proposed
framework and illustrated the simulation parameters used for the verification.

As shown in Table 1, the key simulation parameters of the verification are the
prosumer energy data set. Obtaining a prosumer energy data set is challenging as
actual energy data are publicly inaccessible. Therefore, to produce the prosumer
energy data set, we model the average prosumers’ energy generation data during the
48-h time series (winter periods) in Australia. Here, our concern is only with the solar
energy generation profiles which are prominent in the Australian domestic environ-
ments compared to the other renewable energy sources. In this section, wefirst discuss
the generation of prosumer energy data set. In this section, the theoretical aspects used
by the proposed framework are evaluated. Firstly, we verify the time series clustering
[1] and the penalty calculation of the hourly energy sharing behaviors of 500 pro-
sumers. The time series data set that we used results in four clusters. Figures 2, 3, 4,
and 5 illustrate the penalty profiles owed to each prosumer in each cluster on an
average winter day.

Table 1 Simulation parameters used to test the penalty frameworks for prosumers and prosumer
community groups

Simulation parameter Value

Number of prosumers’ energy profiles 500

Minimum number of prosumers anticipated in each PCG 70

Target energy expected from each prosumer community 100
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7 Conclusion and Future Work

In this research, a clustered prosumer penalty framework on the smart grid was
proposed to determine the penalty owed to each prosumer in each cluster on an
average winter day. A performance-based target is defined for each prosumer and
PCG, i.e., they should maintain the minimum performance target in order to avoid
paying penalties. Moreover, MATLAB simulations are present to verify the penalty
framework. Future work depending on some external factors such as climate
change, change in the number of family members, and the prosumer’s energy
profile can vary. So such factors should be considered while developing the penalty
framework. At times when the prosumer does not obey as stated on contract,
perhaps purposefully supplying very low quantity of energy than concurred during
a period. It is important to consider those undesirable practices and investigates the
related issues.
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Critical Evaluation of Offline MPPT
Techniques of Solar PV for Stand-Alone
Applications

Mohammad Asim, Mohd Tariq, M.A. Mallick, Imtiaz Ashraf,
Supriya Kumari and Akash Kumar Bhoi

Abstract This paper critically presents the analysis of the performance of offline
maximum power point tracking techniques such as voltage- and current-based MPP
technique, look-up table method, and curve fitting-based MPP technique. Based on
the analysis presented in the paper, authors have selected offline voltage-based
MPPT technique for using in their modeling and simulation study for stand-alone
applications. An offline voltage-based MPPT technique which is capable of tracking
MPP has been selected because of numerous advantages it offers such as simple and
low cost of implementation. The modeling has been done in MATLAB®/
SIMULINK simulation environment, and MPPT technique is developed and
implemented by taking a variable resistance as a load. To remove the limitation of
the momentarily interruption in power delivery to the load due to measurement of
the open circuit voltage (Voc), a pilot PV panel of same rating to that of main PV
panel is used in the paper to calculate Voc. It resulted in an increase in efficiency as
more energy can be delivered to the load as the main panel is never disconnected to
calculate Voc. The simulation results are presented and discussed in the paper, and
the results shows that the MPP is tracked under changing atmospheric conditions
such as variation in temperature and insolation. The study presented in the paper
will help the researchers/engineers/professionals in the industry to implement the
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MPP technology at large scale thus making India a self-reliant country on tapping
solar energy resources.

Keywords MPPT � Offline technique � Constant voltage � Photovoltaic
Look-up table � Curve fitting

1 Introduction

The world relies on coal, oil, and gas for most of the current energy needs. The
energy demand is continuously on the rise [1, 2]. The conventional energy sources
are depleting, which may cause devastating consequence on the global quality of
life.

The security of global energy is an issue as most of the gas and oil reservoirs are
with few nations. The security concerns have led leaders all over the world to look
for alternative energy sources. Moreover, an issue such as global temperature rise
due to greenhouse gas emissions, which is primarily caused by burning of fossil
fuels, has aggravated the issue to for renewable energy resources. The increase use
of renewable energy resources and improving overall conversion efficiency is one
of the best possible conditions to energy crisis [3, 4].

Renewable energy is energy that is generated from natural process that are
continuously republished which includes wind, sunlight, tides, water, geothermal
heat, and various form of biomass. These energies have low environmental impact
and are being seen as an answer to the global warming issue [5, 6]. Most renewable
energy ultimately comes from sun. The solar power is a complete renewable energy
source. It produces no noise pollution as compared to other, and very little main-
tenance is required, as there is no moving part. The solar-powered panels are easy to
install.

The drawbacks of solar are being high initial cost, weather dependent, and
occupy a lot of space. To maximize the efficiency of a solar PV array, the PV array
is made to operate at MPP, irrespective of changing atmospheric conditions [7, 8].
Maximising the efficiency is required especially when the electrical drives are
operated from PV [8]. Maximum power generation can be achieved by matching
PV source with load for any given atmospheric condition. The MPP can be tracked
in two ways i.e., mechanical tracking and electrical tracking. In mechanical
tracking, the PV panel orientation is changed physically according to the movement
of sun. The positions of PV panels are precalculated according to the length of the
day and seasons. The electrical tracking is done by tracking P–V or I–V curve of
PV panel, and the panel is made to operate around MPP with the help of power
electronic devices [7].

This paper aims to assess the various offline MPPT techniques such as voltage-
and current-based MPPT techniques, look-up table method, and curve fitting
method. These methods are discussed in terms of tracking speed, applications,
number of sensors required, complexity, and cost. The effect due to various weather
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conditions, variation in isolation, and variation in temperature is discussed. Finally,
the MATLAB®/Simulink for voltage-based MPPT for resistive load is discussed.

2 Offline MPPT Techniques

MPPT techniques are broadly classified as offline method, online method, and
hybrid method on the basis of technique used to track MPP. Offline control tech-
nique calculates MPP using technical data of PV panels such as open circuit
voltage, short circuit current, and P–V and I–V curves. Offline methods have low
cost compared with online method, but performance wise online methods are better.

Online method used real-time data such as voltage and current to track
MPP. This method does not require the measurement of solar insolation and tem-
perature. Online methods do not rely on model of solar cell and are also called
model-free method.

Offline method uses reference signal such as open circuit voltage (Voc), short
circuit current (Isc), solar insolation, and temperature which is used to generate the
control signal to track MPP. The instantaneous value of voltage and current of PV
panel is used to generate control signal to track MPP in case of offline method
(Fig. 1).

Hybrid method is a combination of offline and online method. The MPP is
tracked in two steps. The first step which is offline method places the operating
point close to MPP and in second step which is online method fine-tunes the
operating point to MPP.

2.1 Curve Fitting-Based MPPT

It is an offline method where in addition to technical data, panel characteristics other
details such as output equation of PV panel in terms of the voltage corresponding to
the MPP is calculated based on the mathematical model and equation used. The
operating point is made to move to MPP. This method though simple has the
disadvantage that prior knowledge of PV model and mathematical equation are
required. It requires large number of calculation; hence, speed is less, and large
memory is required.

2.2 Constant Voltage Method

The maximum power point voltage Vmpp and open circuit voltage Voc have linear
relationship for different values of solar insolation and temperature. Equation (1) is
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the basis of constant voltage method where K is called voltage factor whose value
varies from 0.7 to 0.95.

Vmpp ¼ K � Voc ð1Þ

There are basically two types of constant voltage technique available in the
literature [9–11]. In one method, we isolate the solar panel to calculate Voc, then by
using Eq. (1), correct operating point is calculated for a particular value of K whose
value is depend upon the material of solar cell. Then, the array voltage is adjusted
till Vmpp is reached.

The drawback of this method is it is difficult to choose optimal value of K which
varies in the range of (73–80)%. Its efficiency is relatively low.

Fig. 1 Constant voltage algorithm
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The other constant voltage method is the use of pilot panel to calculate open
circuit voltage. A pilot solar panel of same characteristic as that of main solar panel
is used to calculate Voc, which eliminates the loss of PV power during Voc mea-
surement as in previous method of constant voltage. The drawback of this method is
that it is costlier as an extra pilot panel is being used.

IMPP ¼ KIIsc ð2Þ

The current-based MPPT method is based on Eq. (2) where KI is called current
factor whose value varies from 0.7 to 0.9 which depends upon characteristics of
panel and cell material.

The voltage-based MPPT works on the principal that MPP generally lies from
0.7 to 0.95 of Voc [12]. The pilot panel of same rating of main panel is used to
calculate Voc. This value is used as reference voltage. The error signal obtained is
based through a PI block and then compared with a high-frequency triangular wave.
The output obtained due to pulse width modulation (PWM) is fed to a DC–DC
step-down converter. The duty cycle of the converter keeps charging till the PV
panel voltage becomes equal to MPP voltage. The complete MATLAB model is
shown in Fig. 2. The model in Fig. 3 shows that a pilot panel is being used to
calculate Voc.

The simulation was carried out up to 20 s for constant temperature 26 °C,
Ns = 4, Np = 4, and various insolation conditions of PV modules. The different
outputs for different insolations from 100 to 30 mW/cm2 for PV array are shown in
Table 1.

Here, Ns is the number of series connected modules, and Np is the number of
parallel connected modules. The motor efficiency or load matching factor is tabu-
lated in Table 1. The array efficiency is calculated as (Pmax/PArray) � 100 where
Pmax is the output power of the array and Parray is output power of the PV array.
The motor efficiency tabulated in Table 1 is given by (Pmotor/PArray) � 100, where
Pmotor is the motor power that PV array can generate at the given ambient

Fig. 2 Simulink model of constant voltage MPPT
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conditions. The array efficiency indicates the extent of utilization of PV array and
has been plotted in Fig. 4.

At low insolation, a very low array voltage is observed whereas the array current
is observed to be very near (proximate/closed) to the array short circuit current.
With the above observation, it is stated that the PV array is not operating at the MPP
(maximum power point) condition which results in a very poor array efficiency. It is
further observed that the highest array efficiency is at the solar insolation of
100 mW/cm2. At low insolation, the efficiency of the motor is also observed to be
lower. Hence, the poor utilization of the motor and array will take place at less

Fig. 3 Details of PVA block

Table 1 Variation of output parameters (WMPPT) at 26 °C

Sx (W/m2) Pa Pmax (WMPPT) Pm (WMPPT) EffA (WMPPT) EffM (WMPPT)

100 1646 1579 1088 95.92 68.9

95 1562 1494.8 1028.44 95.7 68.83

90 1526 1459 1004 95.6 68.81

85 1361 1253.4 862.39 92.1 68.8

80 1275 1148.39 790.78 90.07 68.86

75 1240 1088.72 747.9 87.8 68.71

70 1065 935.07 641.7 87.8 68.63

65 998.1 863.9 592.2 86.6 68.54

60 963.8 834.3 571.7 86.6 68.52

55 821.7 676.4 461.9 82.1 68.28

50 797.3 655.3 447 82.2 68.21

45 648.5 615.8 419.9 82.33 68.18

40 565.7 424.6 281.9 75.07 66.39

35 483.7 329.4 211 68.1 64.05

30 403.9 176.2 98.67 43.62 55.98
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insolation. Poor utilization implies that the motor will be running at low speed at
low insolation. The motor speed will increase on increasing the solar insolation.
The motor will start to run at the rated speed for the insolation of 100 mW/cm2

(Tables 2 and 3).

2.3 Look-up Table Methods

In this method, previous knowledge of PV panel material, panel characteristics, and
technical data are stored. The output of PV panel is compared with the previously
stored data in the look-up table to track the VPV or IPV to the VMPP or IMPP with the

Fig. 4 Array efficiency
versus solar efficiency at 26 °
C

Table 2 Variation of output parameters (WMPPT) at 26 °C

Sx (W/m2) Pa Pmax (MPPT) Pm (MPPT) EffA (MPPT) EffM (MPPT)

100 1646 1608.47 1157.45 97.72 71.96

95 1562 1553 1106 99.42 71.21

90 1526 1513.02 1087.71 99.15 71.89

85 1361 1347 944.5 98.97 70.11

80 1275 1256.51 877.54 98.55 69.84

75 1240 1220.9 852.43 98.46 69.82

70 1065 1007.49 694.16 94.6 68.9

65 998.1 922.1 626.2 92.38 67.91

60 963.8 890.2 604.3 92.36 67.88

55 821.7 758.75 514.74 92.34 67.84

50 797.3 734.31 497.64 92.1 67.77

45 648.5 527.1 346.3 81.27 65.69

40 565.7 464.7 297.9 82.14 64.1

35 483.7 384 245.2 79.38 63.85

30 403.9 218.6 126.9 54.12 58.05

WMPPT Without maximum power point tracking
MPPT Maximum power point tracking
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help of some converter [13, 14]. A large amount of data need to be stored. For
varying atmospheric conditions, the system becomes complex, making the system
slow. The block diagram for a look-up table for PV module is shown in Fig. 5.

At solar insolation of 100 mW/cm2, the array power is 1646 W, whereas at
30 mW/cm2, the array power is 403.9 W only. The efficiency is in the range 95–
82% for solar insolation 100–45 W/m2, and in the range of 75–43% for solar
insolation 40–30 W/m2 for a directly connected system. The efficiency is seen to
increase after MPPT is implemented and is in the range 99–82% for solar insolation
100–45 W/m2 and in the range of 81–54% for solar insolation 40–30 W/m2 for a
MPPT connected system.

3 Conclusion

The use of energy from PV panels is slowly becoming a reality, and its use is
becoming a solution to environmental and energy problems very soon. Various
offline techniques have been reviewed with their advantages and disadvantages. An

Table 3 Summary of the major characteristics

MPPT
technique

PV
AD

Sensor Complex TA Econ. ETF ECSR TTS

Curve
fitting

Yes V C Low NE Low Two Slow

Look-up
table

Yes V, I S High NE Low One Faster

VMPPT Yes V S Low NE High Two Slow

CMPPT Yes I S Low NE High Two Slow

PV Panel Volt
meter

Look 
up

Table

k Controller PWM

PW
M

DC-DC 
Converter

Load

Microprocessor

2

1

3 4

5

7

6

8 9
10

Insolation 
Sensor

Temperature 
Sensor

11

12

Fig. 5 Look-up table method
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open circuit voltage-based MPPT has been designed and simulated for PMDC load.
The efficiency is seen to increase at various solar insolation and temperature. The
advantage of this MPPT algorithm is that the loss of energy which takes place when
Voc is calculated by disconnecting the load has been avoided by implementing the
pilot panel. The pilot panel calculates Voc and sends it as reference signal. The error
in calculating MPP between sampling periods is also removed. The setup though bit
costly due to addition of pilot panel gives higher efficiency.
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Design of Permanent Magnet Synchronous
Generator for Wind Energy Conversion
System

Abhishek Sahu, Sanjeev Gupta, Vinod Kumar Singh,
Akash Kumar Bhoi, Amik Garg and Karma Sonam Sherpa

Abstract It describes about the power and potential of wind energy that can be
used to meet energy demand in future. The detailed illustration of generator and
wind turbine has focused on interconnection of the generators and the troubles
allied with it. For the generation of power from the wind, wind turbine, and PM
synchronous generator are designed using MATLAB/Simulink. The results of this
simulation authenticate the validity of developed WECS.
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1 Introduction

Recently, the injurious effect of global warming and emission of carbon is con-
siderably augmented. Due to which clean and extensive renewable sources such as
wind, sun, ocean, and biomass energy come in more demand. Among all sources,
wind energy has the maximum growth in the last decade. The reason that wind
energy is free from toxic waste and continuously available natural source of energy,
which is endless source and having great potential [1–4].

There are two factors which stimulate interest for the research in PMSG tech-
nology for wind turbine. First one is the significant growth trend of wind generation
demonstrates its importance in meeting global requirements for electrical power in
future and second, as wind generation technology progresses, the PM synchronous
generator has potential to supplant this technology as primary means to the gen-
eration of electricity for large scale wind turbines [5–8].

This paper aims to simulate the controller of three-phase PMSG system, which
will be built-in in a small wind turbine of fixed pitch variable speed. The wind
turbine will be used to provide electricity for farm, business industries with the
main electric supply in the India. The whole system consists PMSG, AC/DC
convertor, DC link, PWM inverter and LC filter, and 3-phase load, and objective of
the system is to develop the simulation model (Table 1).

2 Proposed Methodology

Figure 1 explains the main components of wind energy conversion system (WECS)
such as Wind turbine system, generation system, DC/AC converter, and the load.
Figure 2 shows PMSG system.

1. Wind turbine system: it converts the potential of wind energy into the rotation of
the turbine, which is responsible for generating mechanical energy.

2. Generation system: the generation system converts the mechanical energy
output into electric energy.

Table 1 All renewable
energies installed capacity in
India (till 31 Dec 2014)

S. No. Source power Total install capacity (MW)

1 Wind 22465.03

2 Solar (SPV) 3062.68

3 Small hydro power 3990.8

4 Biomass 1365.2

5 Biogases cogeneration 2800.35

6 Waste to power 107.58

Total 33791.74
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3. AC/DC converter: this AC/DC converter, i.e., rectifier is a full-bridge converter
circuit.

4. DC/AC inverter: the PWM is selected to implement DC/AC converter. The
controller takes voltage signal and current signal, in order to generate a signal to
control the IGBT to attain a closed loop full-bridge voltage source inverter.

5. The load: a three-phase load is connected to the output end to measure the
output results.

Fig. 1 Main components of a WECS

Fig. 2 Proposed system of a variable speed PMSG-based WECS
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3 Modeling of the System

The turbine blades of wind extract kinetic energy and convert it into mechanical
energy. Hence, the kinetic energy associated with an object having mass m rotating
with velocity m is equal to the following:

E ¼ 1
2
mv2 ð1Þ

Pm ¼ dE
dt

¼ 1
2
qAv3 ð2Þ

where

Pm mechanical power
Tw mechanical torque
A rotor area; A ¼ pr2

v wind speed in m
CP coefficient of power
a speed ratio of tip
b pitch angle of rotor blade in radian

Air density q ¼ q0 � 1:194 � 10�14 (where q0 ¼ 1:225 kg/m3 known as the air
density at T = 298 K).

4 Extraction of the Power from Wind

The power that contained by the wind can be calculated as

Pwind ¼ 1
2
qairpR2V3

wind ð3Þ

where qair ¼ 1:225 kg=m3 is the density of air.
The extracted power from the wind is

Pblade ¼ CPða; bÞPm ð4Þ

Pblade ¼ 1
2
CPða; bÞqAv3 ð5Þ

The rated speed is the point on power curve, wherever the power output begins
to level out. Typical height of turbine is around 50 m, now increased up to
80–100 m. The manufacturers are also trying to increase the length of blades of
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rotor. The motive for this is the indirect relationship between the output mechanical
power and tip-speed ratio (k) of the rotor which is shown in Fig. 3.

k ¼ xturbR
mwind

ð6Þ

Pmech ¼ C1=2
p qairpR2ðxturbR=kÞ3 ð7Þ

where xturb is the turbine rotational speed, as the turbine’s rotor radius increases,
the tip-speed ratio decreases, allowing for better output. After this stage, the output
has given to the power convertor. AC voltage at fundamental frequency is related
with DC voltage by Eq. (8)

VB ¼ 1

2
ffiffiffi

2
p mBVB\dB ð8Þ

mg modulation index.
\d Phase angle.

The primary stage is rectification, also known as AC to DC conversion. The
essential form of a rectifier is three-phase diode bridge, in which upper group diode
will pass the positive cycle of a sine wave, and the lower group diode will pass
negative cycle of a sine wave. A one-phase DC output can be calculated as given in
Eq. (9). In the stage of inversion the output of DC link converted back into

Fig. 3 Typical power curve between turbine output power versus turbine speed
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alternating current output, which is achieved by three-phases switching circuits,
(MOSFET or IGBTs).

Vdc ¼ 2Vpeak

p
ð9Þ

For a three-phase bridge converter, this will have to be multiply by three.

5 Results and Discussion

The WECS is built via MATLAB/Simulink with base wind speed is supposed as
8–12 m/s. The simulation results for the proposed system are given in Figs. 4 and
5. The output voltage wave forms of wind turbine are shown in Figs. 6 and 7. The
output voltage waveforms of the wind turbine are shown in Fig. 8. The output
waveforms of the AC-DC-AC convertor subsystem are shown in Fig. 9, which

Fig. 4 AC-DC-AC converter model subsystem

Fig. 5 Mechanical torque at wind speed 12 m/s

28 A. Sahu et al.



shows the RMS output voltage at wind speed 10 m/s. Also Figs. 10 and 11 show
output line current at wind speed 12 m/s and three-phase output voltage on load
(Fig. 12), respectively. Figure 13 describes the output RMS current on load at wind
speed 12 m/s, and Fig. 14 shows the modulation index.

Fig. 6 Electrical torque of the generator at 12 m/s

Fig. 7 Output current Ia of the generator at wind speed 8 m/s

Fig. 8 RMS line current at 12 m/s
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Fig. 9 Inverter output voltage Vab at wind speed 10 m/s

Fig. 10 RMS output voltage at wind speed 10 m/s

Fig. 11 Output line current at wind speed 12 m/s
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6 Conclusions

This paper tries to maximize the yield of wind turbine by means of PMSG. The
variable speed has been selected because of higher energy gain to reduce stress.
A variable speed WECS has been developed using the MATLAB/SIMULINK.
PMSG generator along with its controls has been discussed. The wind turbine

Fig. 12 Three-phase output voltage on load

Fig. 13 Output RMS current at load at wind speed 12 m/s

Fig. 14 Modulation index
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model is changed to a stall wind turbine model by adding a controller for strike
angle. All results prove that the model is developed, and controllers demonstrate the
effectiveness to obtain the maximum power output.
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Design and Development of Buck-Boost
Regulator for DC Motor Used in Electric
Vehicle for the Application of Renewable
Energy

Manjesh, K.C. Manjunatha, Akash Kumar Bhoi
and Karma Sonam Sherpa

Abstract This paper presents design and development of buck-boost regulator
for DC motor used in electric vehicle for the application of renewable energy.
The proposed work is used to study electric vehicle with DC motor energized
from buck-boost regulator Hybrid and Electric Vehicle Solutions by
TEXAS INSTRUMENTS [1], with energy generated by renewable source. Present
work depicts six-phase generator to generate the power from wind fans, and
six-phase converter (rectifier) is used to convert AC to DC. The DC is again
amplified or regulated by using buck-boost regulator.

Keywords Six-phase generator � Six-phase converter � Buck-boost regulator

1 Introduction

Transportation system contributes to more than 25% of worldwide greenhouse gas
(GHG) generation, it is the highest contributor of GHG generation. GHG emissions
from transportation system have grown up 30% from 2005 and show no sign of
declination. Hence, reducing GHG generation from transportation gas system is the
right step to eradicate global warming. To cut GHG emissions drastically and to
maximize renewable energy adoption, it is essential to replace the internal
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combustion engine (ICE) with hybrid system and hybrid-powered vehicles
(PVs) [2,3]. By flipping the transportation system to electrified transportation,
hence power can be derive from renewable energy. An electric vehicle is cleaner
than petroleum-fuelled vehicles and seems to be a promising solution to global
warming. In the twentieth century, the powered vehicles promise of minimizing
global warming by the implementation of renewable energy technology. The
renewable energy system offers energy free of cost and reliable operation towards
the growth of electrical energy system wind turbines convert mechanical force into
electrical energy. Therefore, source of mechanical force can be widely used in
internal combustion engines.

A six-phase generator system is used to generate the power; the system has
six electrical conductors workingwith alternating currents for a definite time offset in
each conductor. Six-phase converters and inverters are used to provide power
to linear and nonlinear loads [4]. Power generation using wind turbine is economical
and highly efficient than other renewable energies such as solar cells and fuel. The
power generated from all sources is very effectively utilized for the applications; in
power electronics system,most of the 60% energy iswasted; in various conversions of
energies for different applications, the use of converters and inverters in transforming
energies to the load will generate additional harmonics with fundamental harmonics.
This does not contribute extra energy for the load instead it is simply dissipated as heat
in the devices and therefore the efficiency deteriorates. Since six-phase generator
generates more power to weight ratio, these systems offer better voltage, frequency
and improved reliability. Six-phase rectifier circuit is used to convert the generated
AC into DC. In this work, a traditional rectifier circuit is used for converting AC into
DC. The buck-boost converter is a type of DC-to-DC converter [5,6] that has an
output voltage magnitude which can be either greater than or less than the input
voltage magnitude. It is equivalent to a flyback converter using a single inductor
instead of a transformer. The buck-boost converter circuit is constructed for the
purpose of supplying stabilized/constant voltage to the DC motor applications.

2 Circuit Diagram

A six-phase converter is constructed with power diodes with 6 legs. In each leg,
two diodes are employed to convert the AC voltage generated by wind turbine to a
DC output voltage. The practical use of wind turbine is complex for the power
electronics system in generation of power, since the power generated by the wind
turbine depends on the capacity of the wind. If the generated wind is less, the speed
of rotation of wind turbine is less; hence, the power generated by the wind turbine is
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minimum. Also, in power electronics, it is most challenging work to operate
instantaneously with loads. This situation can be overcome by designing
buck-boost converters and inverters. In this work, the model has been created and
simulated with Simulink/MATLAB software. The rectified output from rectifier is
fed into buck-boost regulator. This buck-boost regulator is designed to work for the
voltage between DC 150 and DC 250 V. This means the subsystem which is
designed to work within the input voltage, but always greater than DC 150 V and
less than DC 250 V, gives the proper constant DC voltage (Fig. 1).

If the applied DC voltage is less than 150 V, it is required to boost the applied
voltage, and if the voltage is greater than 250 V, it is required to buck (regulate) the
out voltage for constant DC output to drive DC motor.

Parameters used for simulation of circuit:

1. Input voltage = AC 120 V (from wind turbines to rectifier).
2. Frequency = 50 Hz.
3. DC input for buck-boost = 249.2 and 154 V (from rectifier to buck-boost).
4. DC output from buck-boost = 199.7 and 207.7 (from buck-boost regulator).

3 Results

For the buck-boost regulator, the output voltage vs time has been measured using
Simulink and shown in Figs. 2 and 3. Simulation carried out by initializing 50 Hz
as frequency. Output voltage is measured and plotted for both input of DC
249.2 and 154 V.

Fig. 1 Six-phase generator with buck-boost regulator for DC motor
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DC199.7V

Fig. 2 Output voltage of buck-boost converter for the DC input of 249.2 V

DC 207.7V

Fig. 3 Output voltage of buck-boost converter for the DC input of 154 V
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4 Conclusion

The output response of a buck-boost regulator for DC motor has been simulated by
creating a power source of six-phase generator. The simulated result is studied and
this work is proposed to generate renewable energy for electric vehicles under low
wind energy and high wind energy generation system.
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The Particle Swarm Optimization
Algorithm for Maximum Power
Extraction of Solar PV Array

B. Dhanalakshmi and N. Rajasekar

Abstract The utilization of renewable energy nowadays has a tremendous growth
over the past few years. The important factor which reduces the power output of solar
PV array is partial shading. Further the mismatch losses in solar PV array are created
by uneven shading. This affects the characteristics of PV array by creating multiple
peaks which further reduces the output power. To reduce the effect of partial shading,
the shading pattern has to be distributed uniformly which can reduce the mismatch
losses as well as to increase the output power. In this article, the PSO algorithm has
been proposed tomitigate the problems by partial shading to increase the output yield.

Keywords Array reconfiguration � Partial shading � Mismatch losses
Particle swarm optimization � Global maximum power point
Power enhancement

1 Introduction

From the last few decades, the renewable energy has turned out to be more com-
petitive and widespread. In order to meet out the rising power crisis, renewable
energy is extensively used. The non-conventional energy resources like solar, wind
and biomass are abundant in nature, pollution-free and restorable [1, 2]. Due to the
growth of power semiconductor technology, cost of solar PV panels has drastically
reduced in recent years. This scenario attracted the interest of researchers and
practitioners by large extent.

The installed capacity of solar power in India till March 2016 is 6763 MW. The
government of India has raised subsidies and introduced new schemes to reach the
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target of 1,00,000 MW by the year 2020. The efficiency of solar PV system
depends upon climatic conditions [3]. Further single solar PV module alone cannot
meet out the energy demand; hence, interconnection of solar PV modules is
mandatory.

The solar photovoltaic modules are connected either in series or parallel fashion
[4]. In series connection, the panels are linked such that the array output voltage is
sum of panel voltages connected in series. Accordingly, amperage is limited to the
every single module current, whereas incase of parallel connection, the voltage of
each panel is same and the amperage of each panel is added. Thus, the generated
power is greater than the power from single module and applicable only to medium
loads.

In order to serve high power loads in an efficient way, a number of intercon-
nection schemes like series–parallel (SP), bridge linked (BL), total cross tied
(TCT) and honey comb (HC) were introduced [4]. Generally TCT connection
scheme is the most preferred configuration. It is been illustrated in [5] that incor-
poration of cross ties increases the life of PV array, even though losses will be
more. A common phenomenon that occurs in PV array is partial shading (PS). The
occurrence of partial shading may be due to building shade, birds, tress, etc. [5]. If
any one panel is subjected to shading, then the array power reduces. Thus, the
shadow is concentrated on the solar PV array and it affects the P–V and I–V
characteristics. The consequences of PS are steps and multiple peaks in I–V and P–
V characteristics [5]. Further this creates mismatch losses and reliability issues.

In order to mitigate this problem, array reconfiguration method was introduced.
The concept behind array reconfiguration technique is to disperse the shade uni-
formly with minimum row current difference. In this article, the problem of array
reconfiguration is framed as a optimization task and solved using particle swarm
optimization algorithm. This method is a population-based search method. It is
simple in structure and easy to implement with good convergence characteristics.
The main focus of this article is to arrive global solution through iterative procedure
by minimizing the row current difference and to maximize the energy yield of PV
array [5, 6]. In this technique, the physical location remains unchanged; however,
the circuit connections are varied. The proposed technique is analyzed with
different shading pattern, and also obtained results are compared with TCT
method [6].

2 PV Array Reconfiguration Technique

In practical, one of the recent methods to maximize power is array reconfiguration.
In this article, aforementioned task is carried out using PSO technique. To appre-
ciate the modeling simplicity, the single diode PV model is used.
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2.1 TCT Array Interconnection Scheme

A 9 � 9 TCT configuration of solar photovoltaic array is depicted in Fig. 1. In TCT
configuration, every row is connected in a series–parallel (SP) configuration. Due to
large interconnection in TCT arrangement, a number of loops formed are more.
Thus, the dissimilar values of current flows through the strings of the solar PV
module connected in the PV array. The generated module current in any row at an
irradiance of G is given by

I ¼ SIm ð1Þ

where Im is the maximum current by the module at STC of Go (1000 W/m2),
T = 25 °C and S ¼ G=Go. Applying Kirchhoff’s Voltage Law, the array voltage
for nine rows is given by

Varray ¼
X9
i¼1

Vmi ð2Þ

where Varray is the PV array voltage and Vmi is the array voltage of the PV panels at
the ith row. Kirchhoff’s current law is applied for calculating current at every node
in the array. Therefore, the total current of a PV array is given by
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Fig. 1 PV array connected in TCT configuration
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Ia ¼
X9
j¼1

Iij � I iþ 1ð Þj
� � ¼ 0; i ¼ 1; 2; 3; . . .; 8 ð3Þ

Instead of aiming better performance with conventional method like series,
parallel, series–parallel and TCT, a new reconfiguration method based on swarm
intelligence (PSO) is utilized for meeting the challenges like effective shade dis-
persion, row current minimization and maximum power extraction. The movement
of particle in search space in case of the PSO method is represented in Fig. 2.

3 PSO-Based Technique

PSO technique was proposed by Kennedy [7], and it was extended by many authors
to solve various optimization problems [8, 9]. Further, due to its higher adaptability
and simple in structure, it is one of the most common optimization techniques used
for solving MPP problem [9]. It is achieved by natural selection based on social
behavior of swarm, fishes, birds, etc. In this technique, particles are initialized
randomly in the search space at different position and are updated from Pbest and
gbest. The particle movements are governed by their own best position Pbest, and the
best position over the entire swarm is gbest. The process of search is continued till
we attain the best values.

3.1 Process of Search

Initialize input parameters: irradiation parameters, population size, maximum
number of iterations, swarm size, velocity weight w, and position weight, c1, c2.

pbesti

vi
t

xi
t+1

xi
t-1

vi
t+1

xi
t

gbest

Fig. 2 PSO particle
movement in the search space
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Start: Generate initial swarm size
For iter= 1:N,

For each particle=1:pop
Initialize velocity vector, Vel (i) = 1 + round(rand()*8)
Initialize position vector, Pos(i) = 1 + round(rand()*8)
end

For each particle = 1:pop, swap the modules in each column according to the
velocity initiated. Calculate the individual row currents, panel output power and
individual position of each particle Position (q) = sum(P) + (10/Ee) + (10*Pa)
end
For each particle = 1:pop
Find Pbest and gbest
End
Update the position and velocity of other particles as follows
For each particle = 1:pop
Vel(i + 1) = w*Vel(i) + c1*rand()*[Pbest(i)Present(i)] + c2*rand()*[Gbest(i)-
Present(i)]
Present (i + 1) = present (i) + v (i)
end
Repeat for N iterations until convergence is reached
End

4 Problem Formulation

The problem of array reconfiguration is a maximization problem since the objective
is to enhance the power output of a solar PV array for a given pattern by minimizing
the row current difference. Therefore, the objective of output power maximization
through row current difference minimization can be defined as

Maximize Fitness ðiÞ ¼ SumðPÞþ We

Ee

� �
þ Wp � Pa
� � ð4Þ

where Fitness (i) = ith element in the current position fitness.

(i) sumðPÞ ¼ P9
k¼1 Ik � Vkwhere Vk and Ik are kth row voltage and current,

respectively.
(ii) Ee ¼

P9
k¼1 Im � Ikj j

where Im is the maximum possible current without bypassing.
Pa = output power of the panel when not bypassed.
We and Wp are the weights considered for Ee and Pa.
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5 Results and Discussion

Optimization of PV array reconfiguration is the most important for effective shade
dispersion. Therefore, applying suitable optimization technique is the best solution
for reconfiguration pattern. At the same time, the proposed technique takes shorter
time to find the best reconfiguration pattern for solving main issues like maximum
power output of PV array and also for minimizing row current difference.
Since TCT is a conventional method for solving array reconfiguration problem,
PSO plays a vital role due to its simple in structure, system independency, very less
number of tuning parameters, high adaptability which all leads the system to
converge at a faster rate. The proposed method is tested on 9 � 9 matrix in
MATLAB/SIMULINK, and the corresponding P–V and I–V characteristics are
plotted and compared with conventional TCT interconnection scheme.

5.1 Case Study

Case 1

Short and Wide Shadow

Figure 3 shows the shading pattern considered for short and wide shadow condi-
tion. In this, the below half of the solar PV panel alone receives different irradiation
level like 200, 400, 600 and 800 W/m2, respectively. The remaining half of the
panel remains unshaded. The considered shading pattern is tested with TCT and
PSO technique. In TCT arrangement, the calculation of row current is important for
tracking global peak power. Hence, for a given row, the output current is addition of
panel current. The current limit calculation for any row, for instance, is:

IRn ¼
X9
n¼1

I1n � g1n ð5Þ

where g1n ¼ Gin=Gonð Þ, n represents column index. G1n is the insolation level and
I1n is the current limit at full irradiance ðG1n ¼ G0Þ of the panel labeled 1n. Let the
current limit of the solar PV panel experiencing full insolation grn ¼ 1 at normal
temperature be Im; then, the individual row current limits for first row with the
shade pattern shown in Fig. 3 can be calculated as follows:

44 B. Dhanalakshmi and N. Rajasekar



1. Row 1 to row 5 of the panel experience an equal insolation of 900 W/m2.
Therefore, the current limit of the respective rows is:

IR1 ¼ 9� 0:9 Im ¼ 8:1 Im ð6Þ

and

IR1 ¼ IR2 ¼ IR3 ¼ IR4 ¼ IR5 ð7Þ

where

g1n ¼ 900=1000 ¼ 0:9

2. The complete row 6 experiences an insolation of 800 W/m2 and the rows 7, 8, 9
experience shade of three different insolation, i.e., 600, 400 and 200 W/m2.
Thus, the calculation of the row currents for R6–R9 can be carried out in a
similar fashion by the following Eqs. (8) and (9). Thus, the current contribution
of rows 6, 7, 8 and 9 is calculated as follows:

IR6 ¼ 9� 0:8 Im ¼ 7:2 Im ð8Þ

2 2 600W/m2900W/m
400W/m2

800 W/m
200 W/m2

11 12 13 14 15 16 17 18 19 

21 22 23 24 25 26 27 28 29 

31 32 33 34 35 36 37 38 39 

41 42 43 44 45 46 47 48 49 

51 52 53 54 55 56 57 58 59 

61 62 63 64 65 66 67 68 69 

71 72 73 74 75 76 77 78 79 

81 82 83 84 85 86 87 88 89 

91 92 93 94 95 96 97 98 99 
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21 22 23 24 25 26 27 28 29 

31 32 33 34 35 36 37 38 39 

41 42 43 44 45 46 47 48 49 

51 52 53 54 55 56 57 58 59 
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71 72 73 74 75 76 77 78 79 

81 82 83 84 85 86 87 88 89 
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Fig. 3 Shading pattern for TCT and PSO
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IR7 ¼ IR8 ¼ IR9 ¼ 3� 0:6 Im þ 3� 0:4 Im þ 3� 0:2 Im ¼ 3:6 Im ð9Þ

Individual rows limit is a function of the insolation received by them. When no
panels are bypassed, then the array terminal voltage is 9Vm. When unshaded, the
maximum solar PV array power output is given by

Pt ¼ VtIm ¼ ð9VmÞIm ð10Þ

Equation (9) is suited only for the case when no panels in the row are bypassed.
On the other hand, when the power drawn by the load increases, the load current

also increases, simultaneously the row which has lowest current limit will be
bypassed. The terminal voltage of the array drops when any of the row is bypassed,
therefore the array voltage is Vt ¼ 8Vm þVd . Since diode drop is less than that of
row voltage the array voltage reduces to Vt ¼ 8Vm. The above characteristics curve
is shown for TCT and PSO for short and wide case. It is observed from graph that in
TCT, occurrence of global peak is far away from nominal array voltage. It is clear
from Table 1 that only when rows 6, 5, 4, 3, 2 and 1 are bypassed in TCT case, then
we are able to receive maximum voltage, i.e., 9Vm. The maximum power voltage
can be achieved at va (array voltage) of 112.56 V which is away from array voltage.
For further power enhancement, PSO method is applied for the same case by
executing the PSO code to evaluate the optimal reconfiguration pattern in order to
achieve uniform distribution of shade all over the array. For dispersed PSO shading
pattern, the PV array row currents are calculated using the following.

Table 1 Position of GP IN TCT and PSO arrangement

TCT arrangement PSO arrangement

R. No. Current Voltage Power R. No. Current Voltage Power

IR9 3.6 Im 9 Vm 32.4 W IR4 6.4 Im 9 Vm 57.6 W

IR8 – – – IR5 – – –

IR7 – – – IR7 – – –

IR6 7.2 Im 6 Vm 43.2 W IR9 – – –

IR5 8.1 Im 5 Vm 40.5 W IR2 6.5 Im 5 Vm 32.5 W

IR4 – – – IR3 – – –

IR3 – – – IR6 6.6 Im 3 Vm 19.8 W

IR2 – – – IR8 – – –

IR1 – – – IR1 6.7 Im 1 m 6.7 W
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IR1 ¼ 0:9� 5þ 0:4� 2þ 0:2þ 0:8 ¼ 6:3 Im
IR2 ¼ IR4 ¼ IR9 ¼ 0:9� 5þ 0:4þ 0:6� 2þ 0:2 ¼ 6:3 Im
IR5 ¼ IR6 ¼ 0:9� 5þ 0:8þ 0:6þ 0:4þ 0:2 ¼ 6:5 Im
IR7 ¼ 0:9� 3þ 0:8� 4þ 0:4þ 0:2 ¼ 6:5 Im

IR3 ¼ 0:9� 7þ 0:4þ 0:2 ¼ 6:9 Im
IR8 ¼ 0:9� 5þ 0:8� 2þ 0:6þ 0:2 ¼ 6:9 Im
IR7 ¼ IR9 ¼ 0:9� 6þ 0:6þ 0:2� 2 ¼ 6:4 Im

9>>>>>>>>>>=
>>>>>>>>>>;

ð11Þ

IR4 ¼ 0:9� 6þ 0:4� 2þ 0:2 ¼ 6:4 Im
IR5 ¼ 0:9� 4þ 0:8� 2þ 0:6þ 0:4þ 0:2 ¼ 6:4 Im
IR2 ¼ IR3 ¼ 0:9� 5þ 0:8þ 0:6þ 0:4þ 0:2 ¼ 6:5 Im
IR6 ¼ IR8 ¼ 0:9� 4þ 0:8� 2þ 0:6þ 0:4� 2 ¼ 6:6 Im
IR1 ¼ 0:9� 5þ 0:8þ 0:6� 2þ 0:2 ¼ 6:7 Im

9>>>>=
>>>>;

ð12Þ

It is noted that the global point for the PSO arrangement occurs at a voltage
around 188 V which is closer to the nominal array voltage. The maximum power
extracted using PSO technique is 4879 W and for TCT 3847 W as shown in Fig. 4
which ensures that there is increase in power of 21.1% when compared to TCT
technique shown in Table 2. It is noticed from the table that the maximum power co
efficient for PSO scheme is almost closer. The maximum power coefficient not only
depends on maximum power extraction from solar PV array, and it also depends on
P–V and I–V characteristics, locality of vmpp in the I–V curve.

The values of row 4 in Table 1 are maximum for PSO case, and hence, it is not
bypassed. However, there is increase in load current due to increase in power
demand. The rows with lower current are being bypassed from protecting them
from excessive current which in turn reduces the array output voltage. Hence, when
the load current demand increases, then the solar PV array should provide the
excessive current with minimal bypass diode and it is also possible to find out the
maximum power extraction only after plotting I–V and P–V characteristics as
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Fig. 4 P–V characteristics and I–V characteristics
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depicted in Fig. 4. From the above results, we can conclude that under PSO
technique, current extraction from the array at fixed voltage is comparatively higher
than TCT. The evidence indicates that there is decrease in mismatch by equalizing
the row current as closer as can.

6 Conclusion

A PSO-based array reconfiguration technique for maximum power extraction under
partial shaded condition is presented. The proposed method has been tested with
short and wide shade pattern. From the obtained results, by comparing with TCT
methods, PSO method generates higher power with minimum bypass. In addition,
this proposed method reduces the multiple peaks and minimized the difference in
row current.
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Analysis of Voltage Stability in Radial
Distribution System for Hybrid Microgrid

Kuldip Singh, Swetalina Bhuyan, M. Narendra Kumar
and Satyasis Mishra

Abstract The hybrid microgrid is growing in India for rural electrification due to
potential benefits in providing shape, reliable and sustainable electricity from
renewable energy resources. As we know, the renewable energy resources are
depending on nature and on the other hand, the loads on microgrid are variable. Due
to instability in generation and load, voltage instability problem occurs. In this
paper, we are discussing voltage stability by radial distribution network in micro-
grid with computational recursive method and implementing load flow analysis on
10-node system with simulation approach for voltage stability index (VSI). The
critical node in microgrid is identifying with help of VSI.

Keywords Microgrids � Radial distribution � Voltage stability
Renewable energy � VSI � Load flow

1 Introduction

The microgrid has been growing rapidly in India for rural electrification due to
several potential and economic advantages. The main advantage in microgrid is
required less capital cost due to no transmission required only distribution is
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existing. The most commonly used power generation in microgrid from PV system
along with wind generation to fulfill the power demand in isolated and non-isolated
mode. The microgrid will operate in either grid synchronize mode or Islanded
mode. In grid synchronize mode, the power is import/export from main grid. As we
know in microgrid, the amount of generated energy is not fixed the different times
of a day due to natural resources and the loads on microgrid does not remain same
in specific time. The voltage stability problem is occurring in microgrid due to
instability in generation and loads.

In this paper, we are discussing the active and reactive power flows from dif-
ferent sources in microgrid, which are connected to load in different branches, buses
and networks. The flow of reactive power and active power in microgrid is called
power flow or load flow in microgrid. In this paper, the main focus on improvement
of voltage stability in microgrid with radial distribution system.

The paper is as follow. We briefly described the load flow study in Sect. 2.
Section 3 described the radial distribution system, Sect. 4 redial distribution for
voltage stability, and Sect. 5 will provide the simulation results. Finally, we con-
clude this paper in Sect. 6.

2 Power or Load Flow in Microgrid

The active and reactive power flows from different sources in hybrid microgrid with
help of power electronics devices connected between load and sources. The flow of
reactive and active power in microgrid is called power flow or load flow. The
analysis of power flow study help to identify the bus voltages, phase angle, active
power and reactive power in microgrid with mathematical approach, when load in
steady state condition. Power flow analysis is helpful for planning and operations of
hybrid microgrid. The load flow study is analyze with different methods like
Newton Rapshon, Gauss–Seidel and fast decoupled method etc. [1]

The hybrid microgrid have major challenge with ever growing load demand, due
to sudden changes in load, the hybrid microgrid experience voltage collapse.
Therefore, the distribution utilities are keeping close vigil on the load pattern to take
appropriate decision regarding system monitoring and future planning of load on
microgrid. In this paper we are considering the stability index to determine critical
loads, which may push the network. The microgrid has significantly impact on the
distribution system for power flow and voltage condition at customers and utility
equipment. The microgrid defines as a small-scale generation units, which is near to
load centers at distribution side. In this paper hybrid microgrid and shunt capacitor
are connected at selected nodes to analyze the voltage stability with radial distri-
bution network.
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3 Radial Distribution for Hybrid Microgrid

A 23 kV radial distribution with 10 nodes is shown in Fig. 1. Based on availability
of resources, microgrid sources (DG) are connected at node-6. The radial distri-
bution system is most frequently used in microgrid because it is the simplest and
least expensive system.

Here PL(1) = 0 and QL(1) = 0 (As slack bus)
Here N = Number of nodes
jj = Branch Number.
jj = 1, 2, 3, 4, 5 … (N − 1)
k = Node no.
PL(k) = active power load at kth node
QL(k) = reactive power load at kth node
V(k) = voltage kth node
R(jj) = resistance at jjth branch
X(jj) = reactance at jjth branch
Z(jj) = impedance at jjth branch
I(jj) = current flows at ‘jj’ branch

Fig. 1 Microgrid with radial system

Table 1 10-node system: base voltage = 23 kV; base MVA = 100.0

Branch
number

Sending
end
node

Receiving
end node

Resistance
(R) (X)

Reactance
(X) (X)

Active
load PL

(kW)

Reactive
load QL

(KVAr)

1 1 2 0.1233 0.4127 1840.0 460.0

2 2 3 0.0140 0.6051 980.0 340.0

3 3 4 0.7463 1.2050 1790.0 446.0

4 4 5 0.6984 0.6084 1598.0 1840.0

5 5 6 1.9831 1.7276 1610.0 600.0

6 6 7 0.9053 0.7886 780.0 110.0

7 7 8 2.0552 1.1640 1150.0 60.0

8 8 9 4.7953 2.7160 980.0 130.0

9 9 10 5.3434 3.0264 1640.0 200.0
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IL(k) = load current at ‘kth’ node
P(k + 1) = total active power at load fed through (k + 1) node
Q(k + 1) = total reactive power at load fed through (k + 1) node

As shown in Fig. 1, the radial distribution system under microgrid with fol-
lowing data shown in Table 1.

4 Analysis of Voltage Stability in Radial Distribution
System for Hybrid Microgrid

The analysis of voltage stability of hybrid microgrid with radial distribution net-
work for analyzed 10 node system to identify more sensitive node in critical load
conditions, when microgrid is in isolated mode. Under normal condition the voltage
at different buses is equal to the nominal value i.e. 1 pu at all time and in case of
unbalance voltage level means instability in voltage. If voltage change more than
nominal value, the phenomena known as voltage collapse. The system instability is
occurring due to sudden changes in generation and load in microgrid. Consider
Fig. 2 to analyze the voltage stability and more sensitive node in hybrid microgrid.

From Fig. 2, we derive the active and reactive power for particular node.

Ijj ¼ VM1 � VM2

Rjj þ jXjj
ð1Þ

PM2 � jQM2 ¼ V�
M2Ijj ð2Þ

Fig. 2 Equivalent circuit for microgrid
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From Eqs. (1) and (2), we get

PM2 � jQM2 ¼ V�
M2

Rjj þ jXjj
: VM1 � VM2½ � ð3Þ

) PM2 � jQM2 ¼ V�
M2VM1 � V2

M2

Rjj þ jXjj

) ½PM2 � jQM2�: Rjj þ jXjj
� � ¼ V�

M2VM1 � V2
M2

) V4
M2 þ 2PM2:Rjj þ 2QM2 � V2

M1

� �þ R2
jj þX2

jj

h i
: P2

M2 þQ2
M2

� � ¼ 0

ð4Þ

Roots of the Eq. (4) will be real and positive if

) ½ 2PM2:Rjj þ 2QM2 � V2
M1

� ��2 � 4½R2
jj þX2

jj :P
2
M2 þQ2

M2� � 0

) 4:½PM2:Xjj � Rjj:QM2�2 þ 4: PM2:Rjj þQM2:Xjj
� �

:V2
M1 � V4

M1 � 0

) SIM2 ¼
4:½½PM2:Xjj � Rjj:QM2�24: PM2:Rjj þQM2:Xjj

� �
:V2

M1

V4
M1

Hence, in general, stability index (SI) for microgrid having any number of node
can be expressed as

SIkþ 1 ¼ 4:½Pkþ 1:Xk � Rk:Qkþ 1�24: Pkþ 1:Rk þQkþ 1:Xk½ �:V2
M1

V4
M1

ð5Þ

and

VSI ¼ MAX ðSIkþ 1Þ for k ¼ 1; 2; 3; . . .N ð6Þ

or

VSI ¼ MAX SI2; SI3; SI4; . . .SINBf g

The stability operation of the microgrid with radial distribution network
SI(M2) � 1 for M2 ¼ 2; 3; 4. . . N. With help of voltage stability index, we are
analyzing the stability of microgrid and implement the proper action for poor
stability. After load flow study in microgrid, all node voltages are known in radial
distribution system with branch currents. With help of voltage and currents of
different branch or node, we are calculating the VSI (voltage stability index) by
using Eqs. (5) and (6). From VSI index, we are sensitive node with minimum VSI
value for voltage collapse.
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5 Simulation Results

By analyzing the load flow study in microgrid with 10 nodes, we calculate the
voltage index and find the sensitive node with sources (DG). The simulations
results for VSI are shown in Fig. 3 for 10-node radial system, when source are not
connected at sensitive node. Figure 4 shows VSI and load factor, when the source is
connected to sensitive node. In this system, we observed the sensitive node-9. It
was seen that by increasing the critical loading limit, voltage drops as well as the
stability index is most sensitive node become instable. The placement of shunt
capacitor (QC = 2000 KVAr) at node-9 increases the critical loading limit from 2.4
to 2.7 as shown in Fig. 5.

Fig. 3 VSI and loading
factor for 10-node system

Fig. 4 VSI and factor of
acceleration

Fig. 5 VSI and load
factor for sensitive node-9
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6 Conclusion

The analysis of load flow in radial distribution network for hybrid microgrid is
implemented to improve the voltage stability for the 10th node networks. In
microgrid, sources are natural, so the generation is not constant all the time; on the
other hand, load also not constant on microgrid. Due to sensitive loads, the voltage
instability or voltage collapse occurs in microgrid. In this paper, we analyze, with
help of Voltage stability index, the sensitive load or node can be identified in
microgrid. After identifying the sensitive node, the shunt capacitor is helping to
improve the stability of particular node.
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PV-Fed Eleven-Level Capacitor Switching
Multi-Level Inverter for Grid Integration

K. Mohana Sundaram, P. Anandhraj and V. Vimalraj Ambeth

Abstract This paper presents new photo-voltaic electrical power generation sys-
tem, and this system consists of a DC (direct current)-to-DC power converter and
multi-level inverters. This DC-to-DC converter combines a boost (step-up) con-
verter and isolated converter (forward) with a coupled inductor to convert the
output voltage of the solar panel fed PV array into different voltage sources. This
eleven-level multi-level inverter is constructed using a full-bridge power converter
and a capacitor selection circuit. These circuits are connected one by one, i.e.
cascade. The capacitor selection circuit (CSC) is the combination of capacitor and
transistor switches which helps to produce five levels of DC voltage from
DC-to-DC converter output voltage. Then, H-bridge inverter converts this stepped
level of DC power into AC power. By this way, the proposed solar power-fed
eleven-level inverter produces a nearly sinusoidal output power and it produces
very low THD which is less than twelve percentage. The important feature of this
inverter is that only eight power electronics are used. The power produced from this
multi-level inverter is same phase with the utility power.

Keywords Photo-voltaic (PV) array � Capacitor selection circuit
Multi-level inverter (MLI) � Maximum power point tracker (MPPT)
Total harmonic distortion (THD) � Amplitude (Amp)
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1 Introduction

The application of renewable energy system is amplifying worldwide due to low
cost, higher reliability, gas emission also very low compared with non-renewable
energy system. The solar panel cost is reducing yearly, so this usage is increasing
yearly. The integration of renewable energy sources with utility grid requires some
consideration, i.e. voltage profile, frequency matching, voltage stability, and eco-
nomical aspects network investment postponement. These are all the big challenges
while integrating renewable energy sources with power grid [1]. The consolidation
of power is very important in utility grid integrated solar energy system because this
converts the DC power produced from solar panel using photovoltaic effect into AC
power, and then, this power is connected to the utility grid. An H-bridge voltage
source inverter is needed to convert DC power into AC power. This proposed
multi-level inverter is designed using active and passive devices. The active devices
are power semiconductor switches, and passive devices are inductors and capacitors
[2, 3]. There are two losses in this circuit switching loss and conduction loss. The
main reason for switching loss is owing to changes in voltage and current for each
switching frequency and conduction loss due to power transistor switches. The
normal inverter produces square wave AC waveform which has higher harmonic
distortion. This normal inverter output power does not synchronize with utility
power. The primary aim of this paper is to reduce the total harmonic distortion
(THD) by producing multi-level AC power [4, 5]. This capacitor switching
multi-level inverter uses less number of transistor switches compared with con-
ventional multi-level inverters, i.e. diode-clamped multi-level inverter, flying
capacitor multi-level inverter, and cascaded multi-level inverter. So this multi-level
inverter is important research area for past some decades [6, 7].

2 Materials and Methodology

Figure 1 represents circuit diagram of eleven-level inverter. It consists of two stages
of power conversion, DC–DC power conversion (boost) and DC–AC power con-
version (inverter). Boost operation is done with the help of boost converter and
current-fed forward converter with a transformer to convert PV array voltage into
four different voltage sources with multiple relationships. The combination of
capacitor selection circuit and full-bridge voltage source inverter produces
eleven-level AC powers from four different capacitors. There are four modes of
operation in positive half cycle of voltage source inverter and another four modes in
the negative cycle of voltage source inverter.

Voltage source inverter switches S7 and S8 are ON in the first half of the cycle,
and S9 and S10 switches are ON in the next half of the cycle.

Table 1 illustrates switching states in eleven-level inverter.
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2.1 Modes of Operation

In mode 1, switch S1 in the DC-to-DC converter is turned ON and inductor L1 and
capacitor C5 also charge. Capacitor switching circuit switches S3, S4, S5, and S6
are turned off. The capacitor C2 delivers its stored energy to the load. Voltage
source inverter is operated in positive half cycle. The maximum value of stepped
voltage available in this mode is V0 = Vdc/5.

In mode 2, the operation of DC converter is same as mode 1 and switch S6 alone
from capacitor switching circuit turned ON. The capacitor C5 discharges via switch
S6. The maximum value of stepped voltage available in this mode is V0 = 2Vdc/5.

In mode 3, switch S5 alone from capacitor switching circuit turned ON. The
capacitors C5 and C4 discharge its energy to the load via switch S5. The maximum
value of stepped voltage available in this mode is V0 = 3Vdc/5.

In mode 4, switch S2 in the DC-to-DC converter is turned ON and inductor L1
discharges its energy to the capacitors C2 and C5. Switch S4 alone from capacitor

Fig. 1 Circuit diagram of eleven-level inverter

Table 1 Switching states of positive cycle operation

Voltage levels S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

V0 = Vdc/5 ON OFF OFF OFF OFF OFF ON ON OFF OFF

V0 = 2Vdc/5 ON OFF OFF OFF OFF ON ON ON OFF OFF

V0 = 3Vdc/5 ON OFF OFF OFF ON OFF ON ON OFF OFF

V0 = 4Vdc/5 OFF ON OFF ON OFF OFF ON ON OFF OFF

V0 = Vdc OFF ON ON OFF OFF OFF ON ON OFF OFF
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switching circuit turned ON. The capacitors C5, C4, and C3 discharge its energy to
the load via switch S4. The maximum value of stepped voltage available in this
mode is V0 = 4Vdc/5.

In mode 5, the operation of DC converter is same as mode 4, and switch S3 alone
from capacitor switching circuit turned ON. The capacitors C5, C4, C3, and C2
discharge via switch S3. The maximum value of stepped voltage available in this
mode is V0 = Vdc.

Where V0 represents output voltage ad Vdc represents output of DC-to-DC converter
voltage. The operation of negative cycle is same as positive cycle, except alternate
switches in the voltage source inverter turned ON. The five-level stepped DC is
given as input to the voltage source inverter, and this inverter converts five-level
DC into eleven-level AC output.

3 Simulation Results and Discussion

Figure 2 is the Simulink diagram which is designed using MATLAB/Simulink.
Simulink and Simpower system components are used to design this circuit.
Transistor (MOSFET) switches are used here, and the different switching fre-
quencies are used in DC-to-DC converter, capacitor switching circuit, and voltage
source inverter, i.e. 10 kHz, 100 Hz, and 20 kHz, respectively. Single-diode
model-based solar panel is designed. Powergui block is used to run Simpower
system elements. Scope is used to show the output in graphical view. Pulse gen-
erator and PWM generator block are used to provide gate pulses to the transistor
switches.

Figure 3 represents five-level DC voltage obtained from four different voltage
sources of DC–DC boost converter using four capacitors and four transistor
switches.

Figure 4 represents four different gate pulses which are given to power semi-
conductor switches in the capacitor switching circuit. Pulse width of switch S3 is
low, and this switch turn ON time is 20% per cycle. Switch S4 turned ON 50% per
cycle. Switch S5 turned ON 70% per cycle. Switch S8 turned ON 80% per cycle.

The output voltage of the eleven-level inverter has eleven level of voltage in
peak to peak which is shown in Fig. 5. X-axis and Y-axis represent time period and
amplitude of voltage, respectively. The output voltage is 440 V.

The full-bridge voltage source inverter converts five-level DC current into
eleven-level AC current which is shown in Fig. 6. The magnitude of this AC
current is 0.45 A.

Figure 7 represents the THD of eleven-level inverter which is only 11.41%. By
comparing this in three multi-level inverters, eleven-level inverter has low harmonic
distortion. Table 2 illustrates total harmonic distortion in different multi-level
inverters
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Fig. 2 Simulink circuit of eleven-level inverter

Fig. 3 Output voltage of capacitor switching circuit
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Fig. 5 Eleven-level AC output voltage

Fig. 4 Pulse signal given to switches in the capacitor selection circuit
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Fig. 7 THD of eleven-level inverter

Fig. 6 Eleven-level AC output current
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4 Conclusion

This paper proposed a photo-voltaic (PV)-fed eleven-level capacitor switching
multi-level inverter. Total harmonic distortion (THD) present in this inverter is only
11%, it produced a nearly sinusoidal waveform, and power produced from this
inverter is in-phase with the utility power, and thus, grid integration was not critical.
By comparing this in three multi-level inverters, eleven-level inverter has low
harmonic distortion. This multi-level inverter (MLI) produces two extra levels
while adding a switch and a capacitor in the existing circuit, so number of power
electronic switches required for higher levels are very low. Only eight transistor
switches are required to generate eleven-level output voltage and current, compared
with conventional multi-level inverters which require more than double the times
switches required in this MLI. Thus, efficiency of the system is improved, and
circuit complexity and switching losses also reduced.

Acknowledgements Authors remit their graduate to DST-TSDP (No. DST/TSG/WM/2015/
557/G) Government of India for financial assistance.
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Daylight Harvesting Concepts and Its
Application: A Review

Amiya Ranjan Behera, Siddhartha and Jyoti Devi

Abstract Daylight has been an integral part of building design throughout archi-
tectural history. In fact, only during the past forty to fifty years daylight has been
considered the primary interior illuminant during daytime hours in almost all
buildings. Starting from dawn till dusk, daylight constantly changes its intensity and
color, from day to day and season to season. The design and analysis of daylighting
systems present unique problems that span both architecture and engineering;
daylighting decisions affect the design of the building and the design and use of
various environmental control systems that are to go in it. Daylight effects different
factors like, the functional arrangement of spaces, building structure, energy use by
the building, visual and thermal comfort of occupant, type and use of electric light
as well as associated control systems. Therefore, it can be concluded that daylight is
both art and science. In other words, daylight can be considered as both design
element and environmental system. The purpose of this paper is to explain the
science and technology of daylighting in a manner that is useful to architects,
engineers, interior designers and lighting designers.

Keywords Daylight harvesting � Illumination � Visual comfort � Energy saving
Artificial lighting

1 Introduction

Daylight is being considered as the primary source of light for building with the
current movement toward the more sustainable and green buildings. Daylight is
being configured/integrated with the article electric lighting where and when the
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daylight fails to provide sufficient interior lighting [1]. Electric lighting energy can
be saved by reducing or turning off some or all the electric lighting within the
daylight space or area. Two major lines of actions in daylighting control principles
are passive measure and active measure [2]. Passive measure is referred as by
directing the diffuse daylight into the interior of the building by improving the depth
of the daylight area. Active measure is referred as the control of artificial lighting
output with respect to the available daylight.

2 Importance of Daylight

Daylight is a variable source. It changes constantly with respect to color and
intensity. Sometimes daylight is considered exclusively as a design esthetics.
However, most of the time it is considered as a design alternative because of energy
conservation and energy use in the proposed building. Each building has its own
requirements, needs and constraints. They are different from building to building
and are as follows [3];

• Energy conservation resulting from the use of daylight as a primary or sec-
ondary illuminant.

• Daylighting apertures can be used as fire exits in case of emergencies.
• In some cases, daylight apertures can be used as visual communication channel

to the outside.
• Peak demand cost can be reduced by use of daylight.
• The quality of daylight is very good. A study by Ehrenkrantz group in 1979 has

been done and observed that same task can be performed with less amount of
daylight then electric light. For example, reading with daylight from a side-
lighting system requires about 35% as much light as is required of a fluorescent
light system.

• Daylight provides a good visual environment. A good visual environment
affects a person’s ability to see objects in a room properly and to perform visual
tasks.

• Daylight provides an esthetic quality to space as a design element.
• Daylight adds lesser amount of heat to a building as compared to electric light.

Study says, an incandescent bulb emits only 10% of the input energy as light
and the rest in terms of heat. But, a fluorescent bulb emits about 20–35% of the
input energy as light. Coming to daylight, it also adds heat to a building, but
55% of the thermal energy in solar radiation lies in visible spectrum.
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3 Concept of Daylight

Like any other lighting system, the main concept behind the daylighting is to
provide required amount of light in different places inside a building by ensuring
good visual performance, constant and visual comfort. According to requirement
and orientation of daylighting apertures, the daylighting concept can be grouped
into different categories as follows [4].

To improve and analyze the daylighting concept, some key proportional rela-
tionships are usually taken into account. Proportional relationships between the
daylighting concept and the room or space being daylighted can be grouped into
three areas;

• Spatial Proportions
• Aperture Proportions
• Spatial/Aperture Proportions

Size, volume and area relationships in the room and building being daylighted
are illustrated by spatial proportions. Aperture proportions illustrate lighting per-
formance characteristics either of an entire group of daylighting concept (for
example, sidelighting concept) or of a specific daylighting concept (for example
sidelighting using clerestories). The relationships between the aperture and the
major surface areas of the room, such as the floor, ceiling and walls are being
illustrated by spatial/aperture proportions. The impact of daylight upon a building
size, volume and area can be described by using two basic spatial proportions [5];

• A ratio of envelope area to floor area, a ¼ e
f

• A ratio of volume to floor area, b ¼ v
f

where e = total envelope area of the building

f Total floor area of the building
v Volume of the building

As the surface area of the envelope can be increased by the daylight apertures,
the envelope/floor ratio ‘a’ is often somewhat larger for daylighted buildings than
for non-daylighted buildings. Similarly, the volume/floor area ratio ‘b’ is sometimes
larger in daylighted buildings.

3.1 Sidelighting Concept

In case of sidelighting concept, the walls of the buildings are being used as the
location for daylighting apertures. These are designed to provide light that sweeps
across horizontal work planes. Sidelighting concept includes view and non-view
apertures; one is known as windows and another is known as clerestory apertures,
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respectively [6]. The rough opening of a window without framing is known as an
aperture.

The positive aspects of sidelighting concept include the strong directionality of
the light and their capacity to provide primary lighting on two-dimensional hori-
zontal surfaces. Certain sidelighting can also provide excellent lighting quality and
quantity on vertical two-dimensional surfaces [7]. The main negative aspects of
sidelighting are it causes glare and high contrast in the space sometimes.

The distribution pattern of a sidelighting concept mainly depends on the pene-
tration and the latitudinal spread of daylight into the room from the aperture.
Penetration is defined as the distance into the room that daylight reaches along the
task plane at a predetermined level of illuminance [8]. This distance is usually
measured perpendicularly to the plane of the aperture. Latitudinal spread is the
distance along which a predetermined level of illuminance extends parallel to the
plane of the aperture along the work plane. The term vertical spread also comes into
picture in case of sidelighting. It generally describes the extension of light from the
top to the bottom of a vertical surface.

The characteristics of lighting patterns are specific but different for clear and
overcast sky conditions. Therefore, the above two conditions should be considered
separately when analyzing the performance of sidelighting concept [9]. Overcast
sky generally provides a deeper penetration of skylight into the room along with
softer set of shadow pattern and sometimes additional glare than the clear sky.
Alternatively, clear sky condition delivers a source of light into the room that
creates a high-pitched shadow pattern; in which the smallest details can be easily
highlighted. In sidelighting concept, the daylight entering a building can be divided
into different components which represent light from different specific source such
as the ground, the sky, exterior reflecting surface and interior reflections around the
room (Fig. 1).

In sidelighting concept, the proportional relationships which describe the pen-
etration of daylight into the space are the aperture height to sill height ratio, i.e., H
and the ceiling height to aperture height ratio, i.e., V . The proportional relationship
which is used to describe the spread of daylight in a sidelighting concept is the
aperture length to aperture height ratio, i.e., M. Mathematically (Fig. 2);

H ¼ f
h
¼ Total aperture height above the floor

Height of aperture from the sill to top plane
ð1Þ

V ¼ H
h
¼ Floor to ceiling height

Height of the aperture from sill to top plate
ð2Þ

M ¼ l
h
¼ Aperure length

Height of the aperture from sill to top plate
ð3Þ
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Fig. 1 Daylight spread from a vertical aperture: a latitudinal spread; b vertical spread

Fig. 2 Section and plan view, labeled for determining different aperture proportions
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In Fig. 3, it has been considered as V ¼ 1:1 and M ¼ 1:1 [(a) H ¼ 1:5:1;
(b) H ¼ 1:6:1; (c) H ¼ 1:9:1; (d) H ¼ 2:4:1]. From Fig. 3 we can observe that the
point of maximum illuminance move away from the aperture as H ratio increases.
The point of maximum illuminance is marked by the open circle O in the figure.
Therefore, the designer can move the point of maximum illuminance toward or
away from the aperture in response to the lighting and design requirements of the
room by increasing or decreasing the H ratio. From the figure we can observe that
lowest H ratio provides about three times the illuminance of the case with the height
H ratio at the same observation point of in the room.

In Fig. 4, it has been considered as H ¼ 1:5:1 and V ¼ 1:1 [(a) M ¼ 1:1;
(b) M ¼ 4:1; (c) M ¼ 2:1; (d) M ¼ 1:1 (e) 0.5:1].

From Fig. 4 we can see that by varying M, the point of maximum illuminance
remains the same in each case and the penetration decreases gradually. Also e can
observe S changes asM is varied. Where, S is the change in slope of the illuminance
curve.

In Fig. 4, it has been considered as H ¼ 2:4:1 and M ¼ 1:1 [(a) V ¼ 1:5:1;
(b) 1.6:1; (c) V ¼ 2:1; (d) V ¼ 3:5:1]. By varying the V ratio, we can observe the
changes in the level of illuminance that is penetrating into the room from Fig. 5.

Fig. 3 Rate of change in slope for the base case room with window under overcast sky
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Fig. 4 Impact on penetration in the base case room with window at mentioned conditions

Fig. 5 Impact of illuminance in a room at mentioned conditions
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3.2 Toplighting Concept

In case of toplighting concept, the daylight penetrates through the aperture that is
positioned overhead to the ceiling line and generally includes portion of the roof of
a building. As a total, there are five toplighting concepts, out of which four tradi-
tional toplighting concepts which use the clear or overcast sky to illuminate the
interior and one newer concept that uses sunlight either directly or indirectly to
illuminate the interiors of buildings. These concepts are [10];

(a) Horizontal lights and light wells
(b) Angled roof lights
(c) Sawtooth lights
(d) Monitor lights
(e) Direct and Indirect beam lighting

A moderately even level of illuminance through a space is provided by hori-
zontal lights, such as skylights. It allows for the practice of both skylight and
sunlight as interior illuminants. Skylights are most frequently used to illuminate
horizontal work planes, such as desk tops, drafting boards or work benches, and
they are more efficient when accustomed to deliver wide-ranging illuminance or to
illuminate three-dimensional display. Light wells are opening in the ceiling or floor
of a room that allow daylight to penetrate to the floor below [11]. Sawtooth lights
have vertical or angled apertures that work in conjunction with a sloped ceiling
surface to help direct daylight into a room. A series of sawtooth apertures look like
the teeth of a handsaw. An even illuminance throughout a space with less variation
in brightness pattern can be generated with help of a regular sawtooth light aperture
[12].

Monitor lights have conventionally been used in industrial applications where a
central high bay area and part of the neighboring low bay areas. Both sawtooth and
monitor apertures are typically used to illuminate horizontal and vertical task sur-
faces, to provide general lighting, and to illuminate three-dimensional objects [13].
Daylighting concepts that allow the direct component of daylight into a building are
called direct or indirect beam concepts. Direct beam concepts use sunlight as an
interior illuminant without attempting to control or distribute it. Indirect daylighting
is the use of daylight to illuminate a room that does not have a direct view of the
sky. Indirect daylighting is often used in areas where maintaining a specific level of
illuminance is not critical [14]. The three types of indirect daylighting concepts are
[15];

• Ceiling Washers
• Wall Washers
• Floor Washers

Toplighting concept is the easiest daylighting technique that can be integrated
with electric lights as the light enters the space from the ceiling of the room in both
cases. The main positive characteristics of toplighting are the evenness of light
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dispersed throughout the space and the span of the area light able to the same
illuminance level. The main negative characteristics of to-lighting are that many of
the perceptions are limited to small or low-rise buildings [16].

In toplighting, penetration is often considerably less important than it is in
sidelighting as in most of the cases; the space between the floor and ceiling is well
in the ideal penetration range of 8–20 ft. In addition to this, toplighting apertures
generally have a view of a larger portion of the sky dome, and thus the available
exterior illuminance is often much greater than in sidelighting concepts [17]. In
toplighting concepts, longitudinal spread is used to describe the distribution of
daylight along the length of the aperture (same as sidelighting), while latitudinal
spread describes the distribution of daylight normal to the primary apertures.
Vertical spread is used to describe light distribution on vertical surfaces. Refer
Fig. 6.

4 Horizontal Aperture Concept

Two of the aperture proportions used to describe sidelighting concepts are also used
to describe toplighting concepts: the ceiling height to aperture height ratio (H) and
the aperture length to aperture height ratio (M). In addition to M ratio, horizontal

Fig. 6 Spread from toplighting concepts: a latitudinal spread; b longitudinal spread
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aperture can be described in terms of the aperture height above the floor (H) to the
width of the aperture (w). Mathematically;

N ¼ H
W

ð4Þ

The height of the well (light-well) through which the daylight must penetrate can
have a significant impact upon the distribution and quantity of natural light in the
room [18]. The proportional relationship between the top-to-bottom height of the
well (O) and the height of the bottom of aperture above the floor (H), called
the O ratio, is described as (Fig. 7):

O ¼ H
O

ð5Þ

The first parametric analysis is of the impact of varying N, including determining
the resulting change in the interior distribution pattern. If the floor-to-ceiling height
is found and the width of the aperture is varied such that N ¼ 2 : 1, 1:1, 0.5:1 and
0.25:1, the effect of interior distribution is to reduce the maximum illuminance in
comparison with the case and to flatten the slope of the curve significantly. Refer
Fig. 8.

From the above figure and analysis we can conclude that several small apertures
spaced at fairly short intervals provide better, more even light distribution than large
aperture spaced for apart. One of the advantages concepts is that the former can
provide more even illuminance throughout a room or building.

Fig. 7 Variables used to describe a horizontal aperture
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One of the most significant factors affecting daylight distribution from horizontal
lights is the depth and slope of the light-well. The reduction in daylight because of
the light-well is shown in Fig. 9. The O ratio is varied from 16:1 to 4:1. We can
observe from the figure that as the height of the well increases, the view of the sky
is progressively reduced, especially for station points not directly under the aper-
ture, and so is the daylight entering the room.

By varying the slope of the well distributes the daylight more evenly on an
overcast day and flattens out the slope of the distribution curve [19]. On a clear day
with sun, the change in slope has an even greater impact on the distribution of light

Fig. 8 Impact on illuminance in a room with horizontal aperture

Fig. 9 Impact of illuminance in a room with horizontal aperture at different O ratio
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in the space. The distribution of lights for different slopes of well [(a) 30° slope;
(b) 45° slope; (c) 60° slope; (d) 90° slope] is illustrated in Fig. 10.

5 Angled Aperture Concept

Sometimes we need different illuminance level on either side of the point of
maximum illuminance [20]. In this type of situation we need to use angled aperture.
For angled aperture along with M ratio, one more ratio, i.e., G, is used to describe
the ratio of the distance from the floor to the mid-height of the aperture (G) to the
width of the aperture (w). Mathematically,

G ¼ G
w

ð6Þ

Angled aperture can also be used to illuminate vertical surface. The Q ratio is
described as (Fig. 11);

Q ¼ Q
G

ð7Þ

Fig. 10 Impact of illuminance in a room with horizontal aperture at different slope
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In this type of aperture, if the light-well height (top to bottom) is increased then
the maximum illuminance and penetration will decrease. But increasing light-well
slope increased the spread along the same axis and decreases the maximum
illuminance.

6 Sawtooth Aperture Concept

Following are the some important characteristics to recognize the distribution
pattern of a series sawtooth aperture [21].

• The distribution pattern of a single aperture is different than for a series of
aperture.

• The end conditions are different, i.e., the daylight below the first aperture in
series is significantly different from that under the last aperture in the series.

Fig. 11 Nomenclature used to describe an angled aperture
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• The pattern of illuminance is different in shape depending upon sky type.
• The characteristics pattern of light from a sawtooth cannot be established with

fewer than three apertures in series.
• The location of the point of maximum illuminance for a series of sawtooth

aperture under a clear sky is about two-thirds the distance from the plane of the
aperture to the end of the sloped roof portion of the aperture.

• The point of minimum illuminance from the previous aperture is about one-third
the distance from the aperture to the end of the sloped roof.

• The location of the maximum and minimum illuminance points varies with the
orientation of the aperture to the sun (Fig. 12).

7 Monitor Aperture Concepts

Light distribution under a series of monitors is almost similar to that under one
monitor. The point of peak distribution varies with sky types. Under an overcast
sky, the point of peak illumination becomes a plane of peak illumination and
similarly the point of minimum illuminance extends over a plane [22]. Under an
overcast sky, the illuminance from each light is very similar to the distribution
pattern from a sawtooth light, except that the light spreads an equal distance in both
directions. Refer Fig. 13.

Fig. 12 Nomenclature used to describe a sawtooth aperture
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8 Beam Lighting Concepts

Heliostats used for daylighting building interiors by reflecting the direct component
of the visible spectrum into the building. Heliostats use the beam or direct com-
ponent of sunlight instead of the diffuse sky as an interior illuminant [23]. This
system uses a two-mirror combination to reflect sunlight into the building. The
primary mirror tracks the sun and reflects the image of the solar desk to the sec-
ondary mirror. The secondary mirror is fixed in position, and it reflects the sunlight
from the primary mirror into the building. In case of clear sky, the amount of
illuminance in a room is directly proportional to the size of the primary and sec-
ondary reflectors [24]. Refer Fig. 14.

Fig. 13 Nomenclature used for a room with a monitor aperture

Fig. 14 One type of beam lighting concept (Heliostat)
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9 Conclusion

Daylight in interior offers a consideration contribution in building level energy
saving. This paper gives review on the fundamental design approach to use a
natural daylight strategy. Efficient utilization of daylighting can save artificial
lighting energy. By following the discussed concepts during the building design
process, the design team can begin to establish a method that includes daylighting
design and analysis as part of the process. The method presented herein is simply an
overview of some out of the many steps necessary to include daylighting in a
building. Each designer and each member of the design team will have to develop
an individualized, workable design process that allows for consideration of day-
lighting in each building project.
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Smart Switching Algorithm Between IC
and PO Algorithms for Grid-Connected
PV System
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Abstract As we know that n number of methods are available to increase the
output power to the level of maximum power from the PV cells, but among all of
those methods there are two methods which are majority in use which are P and O
method and IC methods, in this paper we have analysed each method under less
step size and more step size vice versa. As the result says that the IC method tracks
the maximum power point efficiently within short span of time with reduced ripples
when its step size is less, in the same way the P and O method is able track the
maximum level of power more efficiently within short span of time with reduced
ripples when its step size is more. Hence, in this paper we have developed a new
algorithm which can smartly switch over the technology between P and O and IC
methods according to the step size which is demanded by the system so as to
improve the efficiency, cut the ripples and improve the power quality when the
output power generated from PV is connected to the utility grid. The output from
this technique is utilized to change the width of the pulse of Zeta (DC–DC) con-
verter which converts the variable DC to fixed DC to make the output compatible to
inverter circuit which is compatible to connect it directly to the commercial grid.
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1 Introduction

The unavailability of nonrenewable sources in long run and its side effects which
produce the global warming encourage the humans to use renewable sources to
adopt green energy and clean environment. Not only the unavailability issues are
there but also the different types of losses which are occured in the power system
network which makes the system with very less efficiency. Hence, the generation
should be twice as the demand so as to satisfy the losses. Therefore, the renewable
energy generation has become more popular because it has numerous advantages as
it does not require fuel and it does not require maintenance and it has many
environmental benefits. But it has some disadvantages as when it is processed, the
conversion efficiency is very less. The solar energy is the major source of renewable
energy source among all the renewable energy sources, which can generate elec-
tricity throughout the day. But storing the energy is the biggest problem. Hence, the
best solution will be connecting the output of PV to the utility grid. As the grid
needs the constant voltage and frequency, the output of PV has to be maintained
constant before it is inverted using inverter [1–6]. As we know that the irradiance of
the sun is not stable throughout the day, therefore there is always fluctuation at the
end of PV system and it becomes very tedious to connect it to the utility grid. To
achieve the greatest efficiency and to avoid fluctuation of output of PV arrays, the
tracking of largest power is important; hence, there is a necessity for maximum
power point (MPP) technique. This MPPT system helps and ensures the greatest
output point is taken or generated from PV. So the purpose of maximum power
point tracking is to control the output of PV with automatic technology algorithms
which are adjusted and ensure the maximum output according to suitability of the
utility grid system [7–10]. Several techniques, algorithms and methods are available
to achieve maximum power, and among all only two methods yield the best result
and they are incremental conductance method (IC) and perturb and observe method
(P and O) [11–14]. Therefore, this paper is first going to analyse the performance of
P and O method and IC method in different situation such as less step size and
broad step size. After finding the method gives best output with less step size and
which method is giving best result with more step size the new prediction algorithm
is created switch between P and O method and IC method according to the
requirement needed by the step size of PWM circuit.

2 Introduction to MPPT Technique

The magnitude of the output of PV module in terms of power is proportional to the
operating voltage of the PV cell and its maximum power point (MPP). Not only it
had the above said quantities, it also depends on solar irradiance. Generally the
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characteristics of PV array are nonlinear, and in right side of the curve it has a
maximum point at which the photovoltaic operates at its maximum possible high
efficiency. As we know that the product of current and voltage is power, MPP is
obtained by multiplying the voltage corresponding to maximum power (VMPP) and
current corresponding to maximum power (IMPP) which can be written in general
equation and which is given in Eq. (1) [15].

I ¼ Ish� Io eq
V þ IRs
KnTð Þ � 1

� �
� V þ IRs

Rsh
ð1Þ

The point where the maximum power, voltage and current are obtained is rep-
resented in Fig. 1 which is obtained by observing the operational characteristics of
PV array. The working of these algorithms is exactly same as the theorem called
maximum power transfer, i.e. the load may receive maximum power only when the
impedances of internal source and load are equal. This matching of impedances
achieved by different methods of MPPT algorithm techniques as we discussed in
the introduction there are different methods are used to achieve this task such as
incremental conductance method (IC) and perturb and observe method [16].

ZSource ¼ ZLoad ð2Þ

The algorithm of MPPT is same as maximum power transfer theorem, i.e.
impedance matching network which interfaces the impedances of PV and DC–DC
converter. Hence match the impedances of source and load. The representation of
this technique is clearly explained in Fig. 2.

Fig. 1 Characteristics of PV
panel under operating
condition with MPP
mentioned
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2.1 Perturb and Observe Method

The P&O algorithm technique is very unique the output always does not depend on
different environmental conditions. It calculates the output values of voltage, cur-
rent and power of PV array automatically and corrects the value of width of the
pulse (duty cycle) according to the requirement of maximum power point. This
process is repeated even after the perturb action, and the output is further calculated
and result is being compared to ensure whether the duty cycle width has been
adjusted according to the efficiency and reliability. Once it is being observed that
duty cycle was increased, then the same action is carried out; otherwise, the action
can be reversed to get the desired output [17].

The perturbation is kept in the same direction if it found that there is a slight
increment in the power. In opposite to the first case, if the power start decreases,
then immediately perturb action is changed to other direction. These are the two
basic requirement facts in which the algorithm is implemented [18]. This variation
of process is continued to repeat until the attempt is success to reach the point of

PV 
Panel
Zpv

Solar 
system

Impedance 
matching circuit 

(MPPT)
Zpv = Zdc-dc

DC-DC
converter
Zdc-dc

DC-AC 
inverter

Commercial 
Grid

Fig. 2 Block diagram
showing the concept of MPPT
algorithm

Fig. 3 SIMULINK model of MPPT algorithm using P and O method
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MPP. The most important drawback of this method is that the output is not steady
as the perturbations are fixed, and hence, the operating point keep oscillates around
the greatest power point region instead of settling at one point which makes the
system to move towards the unstable region. It is also having one more drawback
that the tracking is slow and less efficient when the irradiance get changed within
short span (fast changing condition of irradiance) of solar irradiance. From Fig. 3, it
is understood that the maximum point is fixed, and till the point is being shifted to
the desired point, the process will be repeated to achieve the desired (maximum)
point by changing width of the duty cycle of the DC–DC Zeta converter [19].

3 Incremental and Conductance Method

As the first method is having some disadvantages, this method has been adopted to
resolve the problem created by the previous model and this method is capable of
identifying whether the maximum power point has been reached or not and also it
decides when the action of shifting has to be done within the maximum operating
point. This method operates by the principal of dI/dV and −I/V characteristics.
The MPPT has to be in right side of the MPP if the value of dP/dV is negative, and
it should be in left of the MPP when the value is positive; when it is then these
values are fed to the algorithm for the correct decision. This method can track even
when the irradiance is keep on oscillating between increasing and decreasing nature
rapidly with better accuracy than P&O method. The incremental conductance value
for every environmental condition is obtained by comparing the value of conduc-
tance at any instant with the standard conductance (predefined), and hence, the duty
cycle is adjusted according to the requirement [20]. Equations (3)–(5) show the
relation and fundamental working of incremental conductance method how does it
work, etc.

The value of I=V is negative atMPPwhich is equal toDI=DV ð3Þ

The value of I=V is negative at left which is less thanDI=DV ð4Þ

The value of I=V is negative at right which is greater thanDI=DV ð5Þ

The output of duty cycle of MPPT is adjusted and improved according to the
width of the pulse. As the duty cycle has been changed according to the require-
ments, now the output of the converter may directly converted into AC using
inverter so that the output may have suitability to connect it to the utility grid [21].
The simulation realization of INC method is given in Fig. 4.
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4 Result Comparison with Smaller and Larger Step Sizes

When we compare the output power curve of P&O and INC methods at smaller step
size (duty cycle), we can see from Fig. 5 the P&O method tracks the greatest power
point quickly as compared to the INC method, and the ripple content in both the
cases is same as shown in Fig. 5.

At larger step size (duty cycle), it is shown in Fig. 6 that the P&O method is
failed to track maximum power at all, whereas IC method is easily able to track the
required point. However, the ripple increases in case of INC method. From the
result of simulation graph of both the methods, it is clear that INC method

Fig. 4 SIMULINK model of MPPT algorithm using IC method

Fig. 5 Simulation result with small step of INC and P&O methods
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performance is better when the duty cycle step size is large and P&O method
performance is not better when the duty cycle step size is large, but it is better for
smaller size of step size. Hence, we introduce a new technology called prediction
control technique which can smartly switch the different MPPT algorithm according
to the step size which is being decided by the atmospheric conditions of the solar
irradiance. Let we see the simulation result of both the methods of P&O and INC
individually.

5 Proposed Prediction Control to Switch Between P&O

5.1 Proposed Prediction Control Method to Switch Between
P&O Method and IC Method

As we know that the both the methods of algorithms are tracking efficiently in
different situations, we need to design a new algorithm which can switch between
two different algorithms as per the efficient level of the particular situation. For
implementing this technique, we need to follow the following steps

• Design identifier to predict all possible switching actions performed by power
electronics devices using its duty cycle.

• Model the identifier using discrete time and state space analysis.
• Calculate the step size for which MPPT is going to work.
• Design new algorithm to provide control scheme.

Figure 7 shows the technique that how it switches between the two different
algorithms according to the step size of the pattern of the solar irradiance is
demanding according to the climatic conditions (Fig. 8).

Fig. 6 Simulation result with large step of INC and P&O methods
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6 Simulation Execution and Its Results of Proposed
Method

6.1 Comparative Result

As we can see from Figs. 5, 6 and 9, it is clear that the maximum point line (red
line) is being tracked by both INC and P&O method in different step size scenarios.

Y  N

Start 

Read the value of n (step size)

n=˃3

P & OINC

DC-DC converter

Fig. 7 Flowchart algorithm of smart switching between INC and P&O methods

Fig. 8 Simulation realization of MPPT with new proposed technology
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The new algorithm which is proposed can smartly switch to different algorithm
(either INC or P&O) which is demanded by the desired output.

7 Conclusion

Here one of the critical requirements of photovoltaic system is presented, i.e.
ensuring the efficiency and reliability of commercial grid-connected PV system
under both smaller step size of the duty cycle and larger size of the duty cycle as the
environmental conditions change the step size of the duty cycle of the converter of
MPPT. The basic traditional principle of greatest (maximum) power point tracking
system is compared with individual algorithm and smart switching algorithm
(hybrid), and in addition to it the soft switching technique also has been added to
make the system more reliable and to reduce the switching losses. The results are
discussed with help of simulation results. The new method which is being proposed
in this paper gives the better efficiency with reduced switching losses. Boost con-
verter topology is implemented for this proposed algorithm.
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A Novel Educational Proposal
and Strategies Toward Promoting Cloud
Computing, Big Data, and Human–
Computer Interaction in Engineering
Colleges and Universities

Prantosh K. Paul and Mrinal Kanti Ghose

Abstract Cloud computing is an important name in current Information
Technology domain and responsible for the development in many perspectives. The
advancement of information processing, management, delivery to software-related
matter may be solved with cloud platforms. The virtualization of hardware, soft-
ware, applications, etc., is in many ways dedicated for solid information infras-
tructure building and side by side solid information technology management. The
related field of cloud computing is Big Data, which is responsible for managing
large amount of data only rather software, hardware, etc. The application of Big
Data is also called as Big Data Management. The complex and huge data generation
results this domain and helps in data and information solutions in most of the
organizations, institutions, associations, etc. Apart from these two, another
important technology is human–computer interaction and partially related with the
earlier mentioned technologies. It is worthy to note that these tools and technologies
become common name in today’s world, but the educational opportunities are very
much limited in India. The university and college level education as a full-fledged
domain or specialization is more or less absent. This paper talks about cloud
computing, Big Data, HCI as an overview including its current educational scenario
with special focus on possible degrees, etc., in Indian context.

Keywords Cloud computing � Big Data � Human–computer interaction
Usability Engineering � Universities � Emerging Educational Programs
India �MSc

P.K. Paul (&)
Raiganj University, PG Building, Raiganj 733134, West Bengal, India
e-mail: prantoshkpaul@gmail.com

M.K. Ghose
SMIT, Sikkim Manipal University, Gangtok, Sikkim, India

© Springer Nature Singapore Pte Ltd. 2018
S. SenGupta et al. (eds.), Advances in Smart Grid and Renewable Energy,
Lecture Notes in Electrical Engineering 435, https://doi.org/10.1007/978-981-10-4286-7_10

93



1 Introduction

The virtualization of software, hardware, applications, systems and other
Information Technology services is called as cloud computing. It is a kind of
remote-based computing and higher than the grid computing fundamentals.
Moreover, the cloud computing is responsible for the remote information tech-
nology and computing infrastructure availability anytime and anywhere with ade-
quate network and Internet backup [1, 2]. Companies and institutes are no longer
using separate hardware, software, applications. They are using the common inte-
grated systems either as public cloud, private cloud or hybrid cloud computing. The
collaborations among the companies are very much common in this context.
Information transfer cycle becomes easy with the adoption of cloud computing etc.
The large amount of data creation was responsible for the creation of data man-
agement as a tool and later on as a field of study and research [3, 4]. The contin-
uation of this promotion brings ‘Big Data Management.’ The modern education and
research has created a domain called Data Science. Managing with large amount of
data, data complexity, etc., many ways are possible to solve by the cloud computing
applications and thus today both the domains also termed as cloud-big data or
cloud-analytics. The easiness and beautification of IT and Computing products are
also very much important and valuable for healthy IT products and service cre-
ations. The HCI or human–computer interaction is a kind of model and concept for
the creation of an interactive and sophisticated information systems and computing
products. The HCI is also known as Human-Centered Computing and closely
related with the Usability Engineering. The HCI is dedicated for designing,
development of tools, technologies and systems which are much more interactive,
reliable and sophisticated. However, the applications of HCI are most common in
interface creations of the computer, laptop, mobile, tablet, etc. The user-friendliness
is the main agenda for the HCI in many contexts. Though cloud computing, Big
Data Management, human–computer interaction have important role and continu-
ous applications these days, but it is fact that in India, educational opportunities and
programs on these domain are more or less nil. Most the universities, Institute of
National Importance, etc., do not have any full-fledged program on these fields.
Though there are huge potentialities to offer the program including as a special-
izations, degrees, major, etc., in several disciplines.

2 Objectives and Agendas

This is a conceptual study and deals with many aim, agenda and objectives. The
following are the major among these:

• To learn about the cloud computing, Big Data and human–computer interaction
and their basic features along with characteristics.
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• To know about the Indian education systems in brief manner with few infor-
mation on universities, colleges, engineering colleges, etc.

• To find out the potentialities of introducing the cloud computing, Big Data
Management and human–computer interaction and allied programs in Indian
Universities, Colleges, etc.

• To draw a possible degrees and educational programs on cloud computing, Big
Data Management and human–computer interaction and allied fields.

3 Methodologies Undertaken

The present study is conceptual in nature, and thus various tools as well as tech-
niques have been used for this study. Though, the review of literature played an
important role, but the web review, etc., to find out latest is also used to learn about
the cloud computing, Big Data Management and human–computer interaction, etc.
Moreover, the web review is conducted to know about the running courses in the
field of Information Science and Technology and specifically cloud computing, Big
Data Management and human–computer interaction, etc. UGC (Government of
India), AICTE (Government of India) and their official web played a great role.
MHRD (Ministry of Human Resource Development) and its sub-link also played an
important role to know more about education systems in India. Related Journals of
cloud computing, Big Data Management and human–computer interaction (of
national and international level) have been handled to learn more on these areas
and to design programs in this design.

4 Emerging Fields and IT

The Domain of Information Science and Technology is changing rapidly, today
many universities, research centers, industrial units have designed and developed
several information systems and technology products, and thus many new areas
have been emerged. Among the new concepts and tools, few important are in
Networking and Telecommunications (such as Wi-Fi, Li-Fi, 5G) in Computing—
cloud computing, Green Computing, in Information Science—human–computer
interaction, Usability Engineering, Data Science, etc., have played imperative role
[5, 6].

4.1 Cloud Computing: An Overview

Cloud computing is kind of virtualization technology which permits hardware,
software, application and packages anytime and anywhere available with
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remote-based services. The cloud computing uses the Internet. Ultimately, cloud
computing is helpful for the low-cost infrastructure for higher business units. Public
cloud computing is provides to the user from common and general Internet services.
Private cloud computing is run by the organization’s own server infrastructure.
Hybrid cloud computing is the Combination of Public cloud computing and Private
cloud computing users depending upon need and mainly for confidential data. In
many areas such as Defense, Bank and others commercial firms, hybrid services are
useful. cloud computing is a kind of Architecture and model for virtualization than
that of Technology and run without comprising the privacy [7, 8]. cloud computing
promotes Green Computing and promotes centralization accordingly; client does
not need own infrastructure. Hassle-free deployment of hardware, software, IT
Infrastructure is possible with cloud computing.

4.2 Big Data Management: An Overview

‘Big’ means something very large in nature. On the other hand, Data means the raw
information. In the recent past, the technology is changing emerging continuously.
The social media has become very popular geographical boundaries. Every foun-
dation of information is only a few second away from the user. Big Data is a word
for the data sets which are so large (or complex) that of traditional data processing,
and ultimately applications are inadequate. In traditional settings, the issues include
analysis, capture, sharing, storage, visualization, querying, information, etc. It is the
data sets with huge sizes beyond the common traditional data systems ability. One
of the related fields is Business Intelligence and responsible for the descriptive
statistics with high information density to measure things, detect trends and so on.
The Big Data is also called as Data Sciences. Big data uses inductive statistics along
with concepts from nonlinear scheme identification toward infer from large sets of
data with low information compactness to divulge relationships moreover depen-
dencies, even or to perform predictions and guess of the outcomes and behaviors
[9, 10].

4.3 HCI and UE: An Overview

Human–computer interaction is the computing system which is responsible for the
users particularly for the computers rather including other kind of machines and
deals with the planning, designing and development of Human Computer Devices
and systems for the computer systems, computer interface, webpage, interfaces of
the mobile and ATM and so on. HCI is accountable for methodologies and process
for designing and implementing interfaces and close to Usability Engineering
(UE) which is needed for creation of better, healthy usability as well as
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instructiveness. Usability Engineering is a broad field with principles of Human
Computing along with man–machine interaction. Human Interactive Design is the
most recent word. It is related with User Centered Design—User Centric Design
(also called as User Driven Design). Usability Testing is also important tool and
concept for user interest seeking. It helps in better usability practice. Interaction
Design is a field and concept responsible for the creation of healthy and interactive
digital products, services and systems.

5 Indian Education Systems

India is one of the important nations these days in the world. Regarding education
and training, India holds popularity. India holds highest number of higher educa-
tional institutes (HEIs) in the world. It holds more than 40,000 HEIs. Among these
categories important are Universities, Engineering Colleges, Management & other
technical colleges under AICTE, General colleges and so on. Table 1 depicts more
regarding this.

Many colleges are offering UG and PG programs with MA/MSc/MCom
nomenclature. Moreover, universities are also getting tie-up with the foreign uni-
versities. Thus, huge potentialities are awaiting for offering these programs and
study.

6 Engineering Education and Potentialities of Cloud, Big
Data Management and Human–Computer Interaction

As far as Engineering colleges are concerned, India is one of the largest in the world
with many colleges (6375 as on 2015) offering Engineering degrees, whereas
around 4276 institutes are offering polytechnic, i.e., Diploma in Engineering. Most
of them are offering lots of specializations and subjects and all come under the
jurisdiction of AICTE. However, apart from these India also holds 93 Institute of
National Importance (INI), which categorized as super specialty, and higher than
central university (See Table 2 for details). Among these, many are categorized as

Table 1 Depicted the Universities and HEIs at a glance with approximate numbers

Universities Numbers Remarks

Central Universities 46 Pan India with 28 States and UT

State Universities 342 Pan India with 28 States and UT

State Private Universities 239 Except some states and UT

Deemed Universities 125 Except some states and UT

Colleges (HEIs) 33,000 (including technical) Pan India with 28 States and UT
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Engineering based. Apart from these, some other Institutes also have the poten-
tiality to offer Cloud, Big Data and HCI programs and many of these fall under the
AICTE (these are Architecture Schools, Management, Designing & Applied Arts,
etc.). All of these have the potentiality to offer programs on Cloud, Big Data and
human–computer interaction with various approaches, etc.

The Information Technology and Computing is among the highest offered
subject in the Science and Technology field, as it comes with different flavors and
levels (BTech/MCA/MSc-IT/CS/CA/SE etc.). The details are depicted in Table 3.
But surprisingly it is a fact that cloud computing, Big Data and human–computer
interaction all fall under the field of computing and information technology!

Due to the total intake possibilities regarding Computing field is over 2.5 Lakh
thus there are huge potentialities on offering Cloud, Big Data and HCI related fields
and handsome amount of output annually for he industries, academia, government
sector etc.

6.1 Cloud Computing (CC) Programs: Proposed

Cloud computing programs may be offered in different flavors and levels. The
program directly may be on CC or any specific areas [4]. The CC may also offer

Table 2 Depicted the category of Universities and HEIs at a glance with approximate numbers

Universities and others Higher Educational Institutions (HEIs) The
numbers

Indian Institute of Technology (IITs) 23

Indian Institute of Information Technology (IIITs) established as INI 04

Indian Institute of Information Technology (IIITs) established by other means
with core from GoI

17

National Institute of Technology (NITs) 31

School of Planning and Architecture (SPAs) 03

Indian Institute of Management (IIMs) 19

Indian Institute of Science Education and Research (IISERs) 07

Academy of Scientific and Innovative Research 01

Indian Institute of Engineering Science and Technology (IIEST), Shibpur 01

Table 3 Depicted the nomenclature offered in computing & technologies in India

Streams Remarks

Computer Science and
Engineering/IT/ISE

It is offered in most of the institutions under the AICTE (the
approximate number is: 6375)

Computer Applications (CA) Offered in 1469 institute and with about 1 Lakh + Seats

Computer Science (CS)/
IT/CA

The CS/IT/CA/SE are also offered in Universities and not under
the Technical Fields
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jointly with other related fields. Table 4 depicts CC fully as Engineering Program,
whereas Table 5 depicts the cloud computing possibilities in different branches
such as in Science, Commerce, Social Science, Management, Architecture etc.

6.2 Big Data Programs: Proposed

Big Data Management is one of the important and valuable tool, mechanism and
procedure for healthy and sophisticated data management [11]. Today in many
countries, the Big Data become popular as a branch and also called as Data Science.
Many more proposed nomenclatures have been proposed and depicted in Table 6 in
Indian context.

Table 4 Depicted cloud computing as a full-fledged program

Engineering/technology: cloud computing

BTech/BE-Cloud Computing (CC)
BTech/BE-Cloud Computing &
Virtualization
BTech/BE-Cloud & Green Computing
BTech/BE-Cloud & Enterprise Computing
BTech/BE-Cloud Computing & Informatics

MTech/ME-Cloud Computing
MTech/ME-Cloud Computing &
Virtualization
MTech/ME-Cloud & Green Computing
MTech/ME-Cloud & Enterprise Computing
MTech/ME-Cloud Computing & Informatics

Table 5 Depicted cloud computing as a specialized program in other related branches

Science Commerce Social Science Management Architecture

BSc/MSc-Cloud
Computing
BSc/MSc-IT (CC)
BSc/MSc-CS (CC)
BSc/MSc-IS (CC)
BSc/MSc-SE (SaaS)
BSc/MSc-Networking
(IaaS)

B.Com. (Cloud
Management)
B.Com
(E-Commerce
& Cloud)
B.Com (Cloud
Business
Marketing)
B.Com (Cloud
& Green
Accounting)

BA (Digital
Humanities &
Cloud)
BA (Social
Informatics with
Cloud)
BA-Economics
(Cloud & Internet
Economy)

BBA (Cloud
Management)
MBA (Cloud
Business)
PGBDA
(Cloud & Big
Data)
PGDM (Cloud
& Digital
Marketing)

B.Arch.
(Cloud
Designing)
M. Arch.
(Cloud
Architecture

Table 6 Showing the possible programs of Big Data Management

Science Commerce Social Science Management Engineering

BSc/MSc-Data
Science
BSc/MSc-IT (Big
Data)
BSc/MSc-CS/IT/IS
(Data Analytics)

B.Com.
(Cloud
Management)
B.Com
(E-Commerce
& Big
Data/Data
Science)

BA (Social
Informatics
with Analytics)
BA-Economics
(Big Data
Management)

PGBDA
(Cloud &
Big Data)
PGDM
(Cloud &
Digital
Marketing)

BE/BTech/ME/MTech
(Big Data Analytics
Systems)
BE/BTech/ME/MTech
(Data Science &
Emerging Data)
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6.3 HCI and Related Programs: Proposed

Like cloud computing and Big Data Management another highlighted area HCI or
human–computer Iiteraction also become popular and available in aboard. Though
its availability in Indian market is nil, and surprisingly we have world largest
educational institutes. Table 7 depicts several programs in this regard. cloud
computing, Big Data and human–computer interaction—all these three are practi-
cally employed in industries, academic, government, health and other places but the
skills are basically outsourced from the IT/CSE, etc., with post-training in the
concerned field. Though, the oceans of opportunities are waiting for.

7 Findings (with Tenability of Hypothesis)

• Cloud computing is actually a virtualization technology and dedicated to the
creation of hardware, software, systems majorly in public–private hybrid model
and for all kinds of establishments. Similarly the large data management has
been also evolved. Human–computer interaction and Usability Engineering are
responsible for good usability, better interface development, image management
and good branding. Thus, cloud computing, Big Data (refer Data Science in
academia), HCI are emerging fields for study and research.

• Several areas such as Virtualization, Cloud Systems, Cloud Information
Systems, etc., are considered as most important and deemed as cloud com-
puting. Human-Centered Computing, User Experience Designing, Usability
Engineering, etc., are considered as human–computer Interaction. Big Data is
also referred as Data Science, Big Data Management, Data Analytics, Business
Analytics, etc.

• Though our the globe many universities, the cloud computing, Big Data
Management and human–computer interaction treated as an academic domain
and offers as Master’s and Doctoral programs (Bachelor is little bit limited)
either full-fledged degree or specialization in Computing & IT program.

Table 7 Showing the possible programs of HCI/Usability Engineering etc.

Science Commerce Social Science Management Architecture

BSc/MSc-HCI
BSc/MSc-IT (HCI)
BSc/MSc-CS/IT/SE
(HCI & Usability
Engineering)

B. Com. HCI & Image
Systems
Management/Content
Management &
Usability Management

BA (Digital
Interaction)
BA (Interaction
Systems
Management)
BA-Economics
(HCI Systems
&
Management)

BBA (HCI
Management)
MBA (HCI
Systems &
Content
Management)
PGBDA
(HCI &
Usability
Management)

B. Arch.
(HCI &
Interaction)
M. Arch.
(Interaction
Management)
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• In India, Computing Field is most popular and intake is over 2.5 Lakh (perhaps
the highest intake than any other fields of Applied Science & Engineering) in
BTech/MSc level. But only a few are offered cloud computing, Big Data
(around 10 institutes) out of 40,000+ potential institutes. Even HCI program is
purely absent in UG/UG either full-fledged degree or specialization. Initially if
UG/PG courses are tough, then research-based degrees may be started, but the
growth is very much limited and offers only in few institutes.

8 Suggestions

Cloud computing, Big Data Analytics, human–computer interaction—all these
three are emerging name, and thus institutes, companies as well as government need
to affiliate their products, services, etc., with these. All these technologies have
potentialities in flexibility, elasticity, cost saving, collaborative environment and
thus all whether Health, Medical, Education, Government, Business needs proper
steps towards their implementation. The HCI can also be considered as vital. All
these programs may be started as full-fledged program in Bachelors level (such as
BSc, MSc, BTech, B.Com., BBA etc.) and Masters as well. In India, Computing is
highly practiced and available degrees, but there are no specializations in the field
of cloud computing, Big Data Analytics, human–computer interaction, etc., and
thus, universities may start these programs either specialization or major.
Universities may be started program on cloud computing, Big Data Analytics,
human–computer interaction as a specialization in their Bachelors or preferably in
Masters of Computer Application, Information Technology, Information Systems.
The program may be started in Engineering level too (in BE/BTech & ME/MTech).
Moreover, in India there are total 1469 institutes offering MCA program and thus in
such department all these three program may be started either full-fledge degree or
specialization.

9 Conclusion

The society is changing rapidly, there are many tools and technologies are emerging
rapidly, and among theme cloud computing, Data Analytics and human–computer
interaction are important. The organizations and institutions are especially moving
for healthy Information Technology practice. The increasing rate of data creation
and generation needs better Big Data Principle adaptation. Moreover, the
Information Systems Management of an organization also needs proper and healthy
information transfer cycle and its better dissemination. And in this regard, HCI and
Usability Engineering technologies may be deployed. The creation of right man-
power is an urgent task for the emerging domain, particularly for its rapid
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development. Thus, universities, industries and engineering institutes need proper
step for healthy manpower creation in this field. India is moving toward its best and
thus in future creation of solid manpower and their adaptation is no doubt
beneficial.
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Why Green Computing and Green
Information Sciences Have Potentialities
in Academics and iSchools: Practice
and Educational Perspectives

Prantosh K. Paul and Mrinal Kanti Ghose

Abstract Green computing is responsible for the designing and developing the
Computing Systems and IT infrastructure which are less energy consumed and eco
friendly. The policies on environment, power management, consumption, recycling
etc. have wider prospects in building and solid practice of Green computing and
Green technology. Ultimately Green Computing is dedicated to the healthy and
sophisticated Green Systems building. The integration of Green Computing with
Informatics and Information Sciences have the potentiality to launched Green
Informatics and Green Information Science respectively. The organization, asso-
ciation, government, educational institutes etc. have the healthy potentialities of
introducing Green Computing and similar systems for healthy output and solid
benefit. In the academics computers and similar devices become very common and
thus the principles and theirs applications of Green Computing many ways would
lead the sustainability. The iSchools are the consortium of information and com-
puting related branches into one single academic wing and common in many
countries. Thus they not only practice the Green Computing but also teach and
engage the Green Computing and Green Information Sciences. The paper is
described and reported Green Computing and allied branches their practice related
issues and possibilities of the areas as academics subjects in Indian universities etc.
The paper also highlighted the potentialities of iSchools regarding offering Green
Computing and related branches including practicing Green Computing principles.
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1 Introduction

Green Computing is an emerging concept, practice field and research areas in
modern Energy Science. In the Computing and Information Sciences the concept
and its practices are increasing day by day in most of the modern countries and
advance institutes etc. Worldwide, Green Computing is growing and promoting
sustainability in many contexts [1–3]. Green Computing and its application in
Informatics and Information Systems already created two domains Green
Computing and Green Information Systems. Similarly the Green Computing into
Information Science may positively bring Green Information Science which may be
for the wider solutions of manual information management and computation
information management with sustainability practices. Energy Management, Green
Systems and Recycling are the common name in Green Computing and Allied
Sciences [4–6]. The real practices in the field are become obstacle due to less
manpower, though there are huge possibilities to offer the programs and their final
manpower production.

2 Objectives and Agendas

The present study is conceptual in nature and deals with several objectives. Among
them following are the major:

• To learn about the Green Computing, Eco Informatics and their basic features
along with characteristics.

• To learn about the Indian education systems in brief manner as well as data
regarding universities, colleges, engineering colleges etc.

• Find out pertaining to the potentialities of staring programs on Green
Information Science, Green Computing and allied subjects in Indian
Universities, Colleges.

• To draw a proposed degrees furthermore educational programs on Eco
Informatics, Green Information Science, Green Computing and allied fields.

3 Methodologies Undertaken

Various tools and techniques have been used for this conceptual study. However
literature (secondary and primary) played an imperative role including the web
review for learning latest also used to learn about the Green Information Science,
Green Computing etc. Web review conducted to know about the running courses in
the field of Information Technology and Computing specifically Eco Informatics,
Green Information Science, Green Computing etc. Websites and sub link of UGC,
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AICTE (Government of India) have also played a big role. Ministry of Human
Resource Development’s website is also played an important role to know more
about education systems in India. Related National and International Journals of
Eco Informatics, Green Information Science, Green Computing have been con-
sulted to learn about running program and to design possible programs in Indian
context.

4 Green Computing: The Foundation with Cloud
Perspectives

Green computing is a field of study and research responsible for Eco Friendly less
consuming computing and informatics system. Green Computing is dedicated to
designing furthermore developing the Computing, IT infrastructure and also based
policy on Environment, Power Management, Consumption, recycling etc.
Integration of Green computing as well as green technology bring many practices
and emerging academic fields of study and research. Green computing and Green
technology and their integration in informatics and information science make
available emerging domain Green Informatics [3, 7, 8]. Green Computing is purely
a Computing practice that engaged for design, development of Energy consumed
and Friendly Information Infrastructure designing and building. Ultimately it helps
in better IT products which are less power consumed and therefore also less carbon
emission based. Design and development of information systems and IT system in
an organization is possible with less hardware and technology with Green
Computing. Green Computing is comes with many devices and many service
providers and hence it does not needs much equipments and machines and ulti-
mately it supports Green Computing principles as it uses centralized machines with
very less carbon emission systems. The less machines and products and centralize
service are basically rendered by the Cloud Computing services and thus indirectly
Cloud Computing also helps in promotion of Green Computing.

5 Green Information Science?

Green Information Science (GISc) may be deemed as the combination of Green
Computing and Information Science and should be responsible for the overall
greening and energy management of the Information Systems, Centers, Networks
(in Information Foundations and MNCs) and whole information infrastructure
hence the scope is enormous by means of larger users. Fields such as Geo
Informatics, Energy Informatics, Green IT, Green computing may be jointly called
as Green Information Science. So that GISc is accountable for green information
system buildings (for the organizations, MNC, academic information foundations).
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GISc possible to offer in Information Science/IT or related departments (computing,
IT, Geo Informatics, MIS, information systems) or Environment related depart-
ments or (iSchools) information schools. The program may be combined with
information, computing along with green fundamentals for the designing of
sophisticated information infrastructure. Among the new concepts and tools of
Information Science and Technology few important are (in) Networking &
Telecommunications (such as Wi-Fi, Li-Fi, 5G etc.), Computing-(Cloud
Computing, Green Computing), Information Science (Human Computer
Interaction, Usability Engineering, Data Science) etc. have played imperative role.

6 Educational Opportunities in India and Aboard
in Green Computing (with Cloud Related Subjects)

In regard to education it is worthy that India is largest education system in universe
having 40,000+ Higher Educational Institutes (HEIs) with the colleges, universi-
ties, research centers, polytechnics etc. of several kinds. India also holds many
Engineering Colleges, Management Colleges, Architecture Colleges, Polytechnic
Colleges and so on [3, 9, 10]. Thus there are huge potentialities to offer the
Educational programs on Green and Eco Informatics or Computing. Many uni-
versities around the world offers many programs on the related to Green
Computing/Eco Informatics etc. (jointly may be called as Green Information
Science) [6]. These programs are depicted as follows with core structures (which
ultimately helps in the proposed programs on Green Information Science in Indian
context).

• University of Leicester, MSc-Environmental Informatics (having focus Course
on Earth Observation and Remote Sensing, Programming for Spatial Scientists,
Ecosystem and Biodiversity Conservation, Environmental Economics etc.) with
Duration: 1–2 years.

• Cranfield University, UK MSc-Environmental Data Science (having
Fundamentals of Environment, GIS Fundamentals, Spatial Data Management,
Modeling Environmental Process, Applied Environmental Informatics,
Programming with Java, Environmental Resource Survey, Spatial Data and
Internet) with Duration of 1–3 years.

• University of Northampton, UK, MSc-Environmental Informatics (having
coursework from Database, Media Technology, Java Programming, Water
Resource Management, Energy Resource Management, Sustainable Urban
Informatics, Climate Change, Geo Informatics) with Duration: 1–2 years.

• Technical University of Denmark, UK, MSc-Environmental Informatics
offered as 2 years program.

• Indian Institute of Information Technology and Management, Kerala offers a
flagship MPhil-Ecological Informatics.
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• University of Technology, Malaysia offers PhD-Information Technology
(Green Computing, 2–5 years.

• Leeds Beckett University, UK offers an MSc Sustainable Computing, 1–2 years
with Coursework.

• University of West England, UK offers MSc Sustainable Development in
Practice, 1–2 years.

• Technical University of Munich, Germany with NTU, Singapore offers
MSc-Green Electronics, a 20 Month program.

Like Green Computing and Allied Branches, Cloud Computing may also con-
sider as a parallel branch (as it helps in minimizing resources and equipments etc.).
So that an account of popular MSc program on Cloud Computing also under taken
and some popular programs in this regard are:

• University of Newcastle
• Cork Institute of Technology
• University of Essex
• University of Leicester
• National University of Ireland
• Anglia Ruskin University
• Nottingham Trent University

Most of these programs are offered with MSc-Cloud Computing nomenclature
except Nottingham Trent University which offers MSc-Cloud & Enterprise
Computing. The duration of the programs are normally 1 year or 2 years in case of
part time study.

7 iSchools and Green Information Sciences

Information Schools (iSchools) is an imperative educational advancement in recent
years in the universities. iSchools is combination of some related academic
departments which are related and deal with information and computers [11].
iSchools interested to work from a single umbrella and helps in interdisciplinary
research. Among the related departments few important are information technology,
information systems, librarianship, computer science, communication, management
information systems etc., apart from the flagship discipline information science.
Thus iSchools depends and deals with many IT and Electronics Gadgets. Hence
here Green Computing principle and strategies in may be used. The iSchools taught
the strategies of Green system building and Development. Regarding training,
education and research iSchools uses many Electronics gadgets such as Servers,
computer, Laptop, Networks Devices. Thus hence here relevance of Green
Computing is exists for building Eco-Friendly iSchools creation. Regarding
advance networking, the smart Wireless Information Infrastructure is another
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alternative for building healthy eco friendly Information Systems. Following
belongings may be helpful for creating a healthy iSchools:

• It is essential to purchase and upgrade the electronic products and computers
with Green and energy efficient systems.

• iSchools uses several devices such as servers, NIC, Router, Switch along with
other Network Devices. Therefore it is important to check that such devices are
energy related aspects.

iSchools is a combination of some schools in one umbrella and all the depart-
ments concerned with computers and similar devices for better information practice.
Thus in every sub department/section lab related to the computer is common. So, it
is essential all the computing devices should be ‘switch off’ mode if
computers/devices not active.

8 Potential Programs in Green Information Science:
Indian and International Context

Green computing and its combination with Information Science may be called as
Green Information Science that is responsible for the sustainable manual and
computation information solutions that we already reported [12]. Though, the all
related Green and Energy field in relation to Computing & Information may also
designate as Green Information Sciences instead of Green Information Science.
India is leading educational hub in the world that we already mention and with
several institutes (listed in Table 1). Thus there are healthy possibilities of offering
emerging programs.

8.1 GIS and Science, Engineering and Management
Stream: Some Possibilities

Green Information Sciences (may be deemed as combination of Green Computing,
Green Informatics, Green Information Systems, Green IT, Green Electronics,
Energy Informatics, Energy Management etc.) have the wider possibilities to offer
programs on Green Information Sciences in the Science, Engineering and
Management and few possible are depicted in Table 2.
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8.2 GIS and Humanities Stream: Some Possibilities

In few Humanities and Social Science scream also, the Green Information Sciences
may be positively possible to offer with Masters, Bachelors etc. with specialization
and full-fledged degree. More are depicted in Table 3.

Table 1 Depicted the Universities and HEIs at a glance with approximate numbers [12–15]

Universities Numbers Remarks GIS and these Institutes: a remarks

Institute of
National
Importance

93 Pan India with 28
States and UTs

Possible in most INI as they either deal
Technology, Management or Designing

Central
Universities

46 Pan India with 28
States and UTs

Possible in most Universities including
Agricultural except languages

State
Universities

342 Pan India with 28
States and UTs

Possible in most Universities including
Agricultural except languages

State Private
Universities

239 Except some
states and UTs

Possible in most Universities

Deemed
Universities

125 Except some
states and UTs

Possible in most Deemed Universities
including

Engineering
Colleges

6375 Pan India with 28
States and UTs

Possible in most Engineering Colleges

Management
Colleges

3217 Pan India with 28
States and UTs

Possible in most Management Colleges

Polytechnic
Colleges

4276 Pan India with 28
States and UTs

Possible in most Polytechnic Colleges

Architecture
Colleges

177 Except some
states and UTs

Possible in most Architecture Colleges

General
Colleges
(UG/PG)

33,000+ Pan India with 28
States and UTs

Possible in some General Colleges in
Science Faculties

Table 2 Showing some possible GIS, Green Computing related programs in Science,
Engineering and Management domain

In Science In Engineering In Management

BSc/BS/MSc/MS-Green
Computing/Green Informatics/
Energy Informatics/Eco
Informatics
BSc/BS/MSc/MS-IT or
Computer Science or
Information Science (Green
Computing/Green Informatics/
Energy Informatics/Eco
Informatics)

BE/BTech/ME/MTech-
Green Computing/Green
Informatics/Energy
Informatics/Eco Informatics
BE/BTech/ME/MTech-IT or
Computer Science or
Information Science (Green
Computing/Green
Informatics/Energy
Informatics/Eco Informatics)

BBA/MBA in
Management/Green
Informatics/Energy
Informatics/Eco Informatics
BBM/MBM in Eco
Management/Green
Informatics/Energy
Informatics/Eco Informatics
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8.3 GIS and Few Other Streams: Some Possibilities

Green computing is a research oriented domain and field and the domain has the
potentiality to offer in Research level also with several flavor as PhD, D.Sc, D.Phil.
etc. Refer Table 4 for more.

9 Tenability of Hypothesis (with Major Findings)

• Green Computing and Similar domains such as Green Informatics, Green
Information Systems, Ecological Informatics are rising as a practicing field and
popular in many context in the developed countries.

• The combination of Green Sciences in relation to Computing and Informatics
may be considered as Green Information Science with possible academic
programs.

Table 3 Showing some possible GIS, green computing related programs in Humanities,
Designing and Architecture domain

In Humanities In Designing In Architecture

BA/MA-(Green
Information
Management)
MA-Environmental
Studies (Green
Computing)

BA/MA-Green
Information Designing
B.Des/M.Des-(Green
Computing
Designing/Green)

B.Arch/M.Arch (Green Information
Designing/Eco Computing
Architecture)

Table 4 Showing some possible Green Information Science related programs with research focus

In Masters Research In Doctoral Research In Post Doctoral Level

MPhil/MS (Research) (Eco
Informatics)
MPhil/MS (Research)-Green
Computing/Green
Informatics/Energy
Informatics/Eco Informatics
MPhil/MS (Research)-
IT/CS/IS (Green Computing/
Green Informatics/Energy
Informatics/Eco Informatics)

PhD/DPhil (Eco
Informatics)
PhD/DPhil Green
Computing/Green
Informatics/Energy
Informatics/Eco Informatics
PhD/DPhil-IT/CS/IS
(Green Computing/Green
Informatics/Energy
Informatics/Eco
Informatics)

DSc (Research) (Eco
Informatics)
DSc (Research)-Green
Computing/Green
Informatics/Energy
Informatics/Eco Informatics
D.Engg (Research)-IT/CS/IS
(Green Computing/Green
Informatics/Energy
Informatics/Eco Informatics)
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• In the United Kingdom most of the Eco or Green Informatics or Computing
related programs have been offered with Masters (MSc) and beyond.

• In India only one Institute i.e. IIITD Kerala offers MPhil program on the domain
(Ecological Informatics).

10 Recommendation

• NGOs, Associations, Institutes and Government etc. should establish joint and
collaborative efforts for real practice of Green Computing and Green systems for
solid sustainable society building.

• Proper planning and implementation are very much important for a solid and
healthy Green Computing practice and these are need to take care by the
Ministries and Concerned department with research units.

• Education is the ultimate solution for every successful event and regarding
better Eco Informatics and Green Computing practice solid manpower and
trained are required. The Universities need to start the programs on the domain
with various levels as proposed.

• iSchools are the future academic innovations and thus the universities need to
establish school by combining other related department which will saves the
manpower, money and obviously energy. Moreover the established iSchools
need to obey the depicted principles as much as possible.

11 Conclusion

Green Computing and Green Information System are most valuable these days for
healthy sustainability and ecological promotions. The right implementation of
Green world many ways possible with the development of Green Information
Science by combining all related departments and its practice in the Computing
related schools and other academic units. Though creation of solid manpower very
much important and needed for its real practice. Government, Ministries,
Associations, Universities need to establish policies for the promotion of programs
and research in the Green Information Sciences. India also needs healthy steps for
solid Green and Eco Practices.
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Annual Energy, Exergy,
and Environmental Benefits of N Half
Covered Concentrated Photovoltaic
Thermal (CPVT) Air Collectors

Rohit Tripathi and G.N. Tiwari

Abstract In current study, the N identical concentrated photovoltaic thermal
(PVT) has been designed where a series connection of N collectors has been
adopted for higher outlet temperature of fluid. Here, air has been chosen as a fluid
for proposed system. The low concentrator or compound parabolic concentrator
(CPC) has been also implemented with photovoltaic thermal (PVT) to increase
higher input energy or solar radiation to get much higher temperature from PVT.
The air flow rate and no. of collector for CPVT (50% covered by PV module) air
collector have been optimized for achieving 97 °C of outlet air temperature as eight
number of collector (N = 8 at mass flow rate of 0.06 kg/s). The analysis has been
carried out for a clear day condition for New Delhi, India. The proposed system has
been useful for space heating or drying an object. Here, the net annual overall
energy and exergy have been calculated as 1309.42 and 272.75 kWh, respectively.
The electrical gain has also been found as 89.97 kWh. The enviroeconomic study
also examined CO2 emission per annum is reduced by energy production and
earned carbon credits. For present system, the earned carbon credits are as 38.73
and 8.06 $/year on the basis of overall thermal energy and overall exergy,
respectively.
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1 Introduction

A hybrid solar system produces two energy sources in order to enhance the overall
efficiency of the system. One of the typical hybrid systems is the photovoltaic
thermal (PVT). Conventional PV systems generate a voltage and current in com-
bination of series connection for increase in voltage and parallel for increase in
current and heat from solar radiation. By this heat, the temperature of PV module
increases which effects negatively on electrical efficiency of PV cells. To reduce the
temperature of PV module, a fluid having strong heat capacity is used to carry the
heat or temperature of PV module out. By this principal, thermal gain can also be
achieved from PV system. Now, the PVT systems can deliver not only the electrical
power but also the thermal energy by solar radiation, the extraction of energy via a
heat transfer fluid applies for space heating, cools the photovoltaic module, and
increases electrical yield as well as overall efficiency [1, 2]. The associations
between energy and exergy, energy and sustainable development, exergy and the
environment in detail are presented [3]. The energy performance of a PVT water
collector has been studied at range of 400–800 W/m2 solar radiation [4]. It is
observed that the maximum overall efficiency of PVT collector is 68.4%, thermal
efficiency is 52%, and PV efficiency is 13% at a solar radiation level of 800 W/m2

and mass flow rate of 0.041 kg/s. Different types of series and parallel combination
of connections can be designed to make PVT air collector that can be integrated into
building for space heating in cold climatic condition. Overall annual thermal
energy, exergy gain, and exergy efficiency of unglazed hybrid PVT tiles air col-
lector have been improved by 32, 55.9 and 53%, respectively, over conventional
PVT air collector [5, 6]. The exergetic and enviroeconomic analysis of semi-
transparent PVT array based on optimum air flow configuration and its comparative
study have been analyzed [7]. They have compared three systems: opaque PVT
array, solar cell tile-based PVT array and semitransparent PVT array with series and
parallel combination. They have concluded that semitransparent PVT array is best
sable for delivering lower solar cells temperature and higher electrical efficiency of
PV module, and the outlet air temperature has been found higher in this case. The
study has analyzed the performance of PVT with CPC and phase change materials
[8]. In this study, PV solar collector with CPC has analyzed for two different
weather conditions: One is clear day condition and second is semi cloudy day
condition. The thermal modeling, outlet fluid temperature, and electrical efficiency
of PV module at Nth collector of partially covered photovoltaic thermal
(PVT)–compound parabolic concentrator (CPC) collectors have derived. Here,
water has taken as a fluid for proposed system and comparative study for summer
and winter season performance of present system. Further, annul energy, exergy,
and enviroeconomic parameters have been calculated for considering all four
weather type for New Delhi, India. Energetic and exergetic analysis have been
taken for four different PVT collectors for New Delhi, India [9–13].
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In present paper, annual performance of N concentrated photovoltaic thermal
(PVT) air collectors has been evaluated for New Delhi, India. The analysis has been
carried for evaluation of overall energy and exergy for the proposed system. The
enviroeconomic analysis has also evaluated for reducing CO2 emission or mitiga-
tion and their respective earned credits by generating green energy.

2 System Description

A partially covered (25% covered by PV) N number of photovoltaic (PVT)–com-
pound parabolic concentrator (CPC) collector connected in series has been pre-
sented [9]. Here, the cross-section view and front view of first basic collector of N-
number half covered of CPVT collector have been shown in Figs. 1 and 2.
N number of collectors are connected in series to increase a much higher temper-
ature of fluid (air) for space heating or building heating. The configuration has been
considered as series connection of collectors where final inlet of Nth collector is the

b
Solar 
cell

Fig. 1 Cross-section view of
first concentrator photovoltaic
thermal (PVT) air collector

Inlet 
Outlet 

L Insula on

Solar 
cell 

Cut sec on of 
metallic tubes 

Absorb

Glass 

Air 

Fig. 2 Cut section view of
first concentrated photovoltaic
thermal (PVT) air collector
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outlet of previous collectors. The configuration of connections has been shown in
Fig. 3. The area of each collector is same or equal to 1 m2. In PVT, 50% of receiver
area is covered by PV module and rest area is covered by glass. Total number of
collector has been taken eight to study the proposed system. Air is considered as
fluid for N-CPVT air collector connected in series, and mass flow rate has been
optimized at 0.06 kg/s in present study. The values of parameters for proposed
system have been given in Table 1.

3 Thermal Modeling

Thermal modeling of partially covered N photovoltaic thermal (PVT)–compound
parabolic concentrator (CPC) collector connected in series has been presented. The
final outlet temperature fromNth collector of CPVT collector is derived as follows [9].

Outlet
, TfoN

Inlet
 T fi

 1st collector 2nd  3rd collector  Nth collector 

TfoN-1

Fig. 3 Diagram of series connected of N half covered concentrated photovoltaic thermal
(PVT) air collector

Table 1 Input values of parameters for proposed system

Ar ¼ 1 m2

Arm ¼ 0:5 m2

Arc ¼ 0:5 m2

Utc;p ¼ 5:58
Utp;a ¼ 4:8
Utp;a ¼ 4:8
Utc;a ¼ 9:17

Kg ¼ 0:816 W/m °C
Lg ¼ 0:003 m

Aa ¼ 2 m2

Aam ¼ 1 m2

Aac ¼ 1 m2

PF1 ¼ 0:3782
PF2 ¼ 0:9512
PFc ¼ 0:9842

Ki ¼ 0:166 W/m °C,
Li ¼ 0:100 m

UL1 ¼ 3:47
UL;m ¼ 7:87
ULc ¼ 4:7

hpf ¼ 100
F

0 ¼ 0:9680
FF ¼ 0:8

Kp ¼ 6 W/m °C,
Lp ¼ 0:002 m

hi ¼ 5:7
h

0
i ¼ 5:8

h0 ¼ 9:5

Frc ¼ 0:86 m2

Frm ¼ 0:81 m2
q ¼ 0:84
sg ¼ 0:95
ap ¼ 0:8

_mf ¼ 0:06 kg/s
cf ¼ 1000 J/kg K

go ¼ 0:15
Tube diameter = 0.0125 m

ac ¼ 0:9
bc ¼ 0:89

Note All heat transfer coefficients are in W/m2 °C
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TfoN ¼ IbðAFR asð ÞÞ1
_mfCf

1� KN
k

� �
1� Kkð Þ þ Ta AFRULð Þ1

_mfCf

1� KN
k

� �
1� Kkð Þ þ TfiK

N
k ð1Þ

Expressions for AFRULð Þ1; ðAFR asð ÞÞ1 and Kk have been given in Appendix.
Through Eq. (1), the rate of available thermal energy and useful exergy has

evaluated as followed

_Eeth;N ¼ mf
:
cf TfoN � Tfi
� � ð2Þ

_Exth;N ¼ mf
:
cf TfoN � Tfi
� �� mf

:
cf Ta þ 273ð Þln TfoN þ 273

� �
Tfi þ 273
� � ð3Þ

where

mf
:

flow rate of air,
cf specific heat of air,
Tfi inlet air temperature, and
Ta ambient air temperature.

Analytical expression of electrical efficiency of solar cell (ηcN) of half covered
N-CPVT collectors has been followed, like as [9],

gcN ¼
g0 1� b0

Utc;p þUtc;að Þ XIb þ YTa þ ZTfi
� �� T0

� �� �

1� g0b0Ib
Utc;p þUtc;að Þ aþ bcð Þ

� � ð4Þ

where X, Y, Z, a, b, and c have been given in Appendix.
When the air has been considered as fluid, then electrical efficiency of solar cell

(ηcN) of half covered N-CPVT air collector is same as Eq. (4) as above. But, the
specific heat (cf) is different for air.

Now, electrical efficiency of series connection of PV modules of half covered
N-CPVT air collectors has been obtained as

gmN ¼ sgbcgcN ð5Þ

where gmN is electrical efficiency of N—number of glass to glass (semitransparent)
PV modules.

The rate of useful electrical gain from N-identical CPVT collectors is obtained
by Eq. (5)

_Eele;N ¼ ArmIb
XN
1

gmN ð6Þ

The rate of available overall thermal energy gain and exergy has been calculated
from Eqs. (2), (3), and (5) by using the following expression
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X
_Quth;overall;N ¼

X
_Eeth;N þ

X _Eele;N

0:38
ð7Þ

and

X
_Eux;overall;N ¼

X
_Exth;N þ

X
_Eele;N ð8Þ

3.1 Enviroeconomic Analysis

The average CO2 emits in environment is 0.980 kg CO2/kWh approximately for
electrical power generation in coal-based power plant. Two losses introduced in
power supply: One is distribution losses (Ld) which are 20%, 1

1�0:2

� � ¼ 1:25 kg
� �

and second one is transmission losses (Lt) which are 40% 1:25
1�0:4

� � ¼ 2:08 kg
� �

by
the disordered transmission and electrical instruments [13]. Then, the amount CO2

per kWh comes to be 2.08 kg. Therefore, CO2 mitigation per year from half cov-
ered N-CPVT air collector is given as

£CO2
¼ wCO2

� _Qu;overall

103
ð9Þ

where £CO2
is CO2 emission per year (tCO2/year), wCO2

is 2.08 kg CO2/kWh and
( _Quth;overall;N ) is annual overall energy or exergy gain ð _Eux;overall;N ) from half covered
N-CPVT air collectors per annum.

Now, carbon credits can be evaluated by following expression

ZCO2 ¼ PCO2 �£CO2
ð10Þ

where ZCO2 is the carbon credits (CO2 mitigation price per annum in $/annum), and
PCO2 is the carbon price per tCO2e (average price has been taken as 14.5 $/tCO2e)
by [14, 15]. The numerical computation of carbon credits evaluation has given in
Table 2.

Table 2 Enviroeconomic analysis (carbon credits) for half covered N-CPVT air collectors

Annual carbon
credits: (clear day
sky)

CO2 emission
(tCO2e/annum)

Carbon
credits
($/annum)

Carbon credits
(Rs./annum)
(1$ = 67.28
INR on
01/06/2016)

Life cycle
(n, in
years)

Carbon
credits
(Rs./
annum)

By overall thermal
energy

2.67 38.73 2605.93 30 78178.15

By overall exergy 0.55 8.06 542.81 30 16284.47
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4 Result and Discussions

The inputs for the proposed system as the total, direct beam radiation, and ambient
temperature to hourly variation for a clear day have been shown in Fig. 4. Flow rate
variation of outlet air temperature for N-CPVT air collector has been shown in
Fig. 5. Here, TfoN for the N number of collector variation to respective mass flow
rate has been presented. It is seen that the outlet air temperature has not been very
much changed after eighth collector with mass flow rate 0.06 kg/s. With these
parameters, the maximum outlet air temperature has been found as 97 °C for a
typical day. Average solar cell temperature and ambient air temperature to the
variation of hour have been shown in Fig. 6. It is observed that electrical efficiency
of PV module of Nth collector decreases with increase in the average solar cell
temperature of Nth collector of CPVT collector. Hourly variation of outlet fluid
temperature of different number of collectors has been shown in Fig. 7. Here,
pattern is noted that maximum number of collector has been delivered maximum
TfoN, which is expected. Hourly variation of electrical gain, overall thermal energy,
and exergy have been presented in Fig. 8. The daily maximum gain in a typical day
for electrical gain, overall thermal energy, and exergy has been found as 2.19, 4.89,
and 33.64 kWh, respectively. Monthly variation of overall thermal energy and
exergy has been shown in Fig. 9. Overall energy and exergy have been found
maximum in month of September and minimum in month of June in a year. The
annual overall thermal energy and exergy gain for proposed system have been
found as 1309.42 and 272.75 kWh, respectively. The overall thermal energy gain is
found 4.8 times higher than overall exergy. The CO2 emission by the proposed
system on the basis of overall thermal energy and exergy has been 2.67 and
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0.55 tCO2/annum, and the environmental cost has been 38.73 and 8.06 $/annum,
respectively. For 30 years of life cycle, the environmental cost by the proposed
system on the basis of overall thermal energy and exergy has been 78178.15 and
16284.47 Rs./annum, respectively, when one dollar rate is 67.28 INR in India as
shown in Table 2.

5 Conclusions

• The maximum outlet air temperature (TfoN) for proposed system has been
obtained 97 °C with mass flow rate (0.06 kg/s) and N = 8 in January, at New
Delhi, India.

• The net electrical gain for half covered N-CPVT air collector has been obtained
89.97 kWh/year for clear day condition only.

• The net annual overall thermal energy and exergy for proposed system have
been found 1309.42 and 272.75 kWh, respectively, at New Delhi, India.
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Appendix

Utc;a ¼ 1
ho

þ Lg
Kg

� ��1

; Utc;p ¼ 1
hi

þ Lg
Kg

� ��1

;

Utp;a ¼ 1
Utc;a

þ 1
Utc;p

� ��1

þ 1
h0
i
þ 1

hpf
þ Li

Ki

� ��1

h0 ¼ 5:7þ 3:8V W=m2 K; V ¼ 1m=s; hi ¼ 5:7W=m2 K;

h
0
i ¼ 2:8þ 3V

0
W=m2 K; V

0 ¼ 1m=s; AFR asð Þð Þm1¼ PF2 asð Þm;effAmFRm;

UL1 ¼ Utc;pUtc;a

Utc;p þUtc;a
; UL2 ¼ UL1 þUtp;a;

UL;m ¼ hpf UL2

F 0hpf þUL2
; UL;c ¼ hpf Utp;a

F 0hpf þUtp;a
;

PFc ¼ hpf
F 0hpf þUtp;a

; PF1 ¼ Utc;p

Utc;p þUtc;a
;

PF2 ¼ hpf
F 0hpf þUL2

; asð Þc;eff¼ PFcapsg
Aac

Arc
;

asð Þ1;eff¼ ac � gcð Þsgbc
Aam

Arm
; asð Þ2;eff¼ aps

2
g 1� bð ÞAam

Arm
;

asð Þm;eff ¼ asð Þ1;eff þPF1 asð Þ1;eff
h i

;

AcFRc ¼ _mf cf
UL;c

1� exp
�F

0
UL;cAc

_mf cf

� 	� �
;

AmFRm ¼ _mf cf
UL;m

1� exp
�F

0
UL;mAm

_mf cf

� 	� �
;

AFRULð Þ1 ¼ AcFRcUL;c þAmFRmUL;m 1� AcFRcUL;c

_mf cf

� 	� �
;

AFR asð Þð Þ1 ¼ AcFRc asð Þc;eff þPF2 asð Þm;effAmFRm 1� AcFRcUL;c

_mf cf

� 	� �
;

Kk ¼ 1� AFRULð Þ1
_mf cf

� 	
;
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An Experimental Realization
of Grid-Connected PV System
with MPPT Using dSPACE DS 1104
Control Board

Neeraj Priyadarshi, Amarjeet Kumar Sharma
and Shrikshitish Priyam

Abstract This paper presents the experimental realization of grid-connected
photovoltaic (PV) system using dSPACE DS 1104 control board. To obtain high
tracking efficiency, an adaptive Neuro-Fuzzy inference system (ANFIS)-based
maximum power point tracking (MPPT) algorithm is proposed. The performance of
the system is improved by fuzzy logic control (FLC), which generates the switching
signal to the power switches of inverter. The proposed controller tracks optimal
power from PV array as well as injects sinusoidal inverter current to the utility grid.
Experimental results are validated using dSPACE DS 1104 control board under
abrupt weather conditions.

Keywords dSPACE DS 1104 � FLC � MPPT � PV

1 Introduction

Due to climate change and rapid depletion of conventional energy sources, the
renewable energy technology is becoming more popular day by day. The photo-
voltaic (PV) system becomes promising energy sources among all renewable
energy sources because of its eco-friendly nature. As it is intermittent in nature, the
effective control of maximum power point tracking (MPPT) is compulsory [1–3].
Various MPPT algorithms have been employed to control the MPPT such as per-
turb and observe (P and O), incremental conductance (INC), fuzzy logic control
(FLC), and artificial neural network (ANN) [4–7]. Here, an adaptive neuro-fuzzy
inference system (ANFIS) has been proposed to get maximum power point tracking
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(MPPT) as it gives fast transient response and better tracking efficiency compared to
all MPPT algorithms under variable weather conditions. There are several dc–dc
converters for MPPT as discussed to optimize the effectiveness of solar panel
[8–10]. In this work, SEPIC buck–boost converter is employed as it has high power
tracking capability and low input current ripple compared to other dc–dc converters.

There are two modes, grid-connected and standalone in which PV system is
operated. In grid-connected mode, the maximum extracted power from PV system
is fed to the electric grid. The battery cost is minimized, and stable grid operation is
performed in this mode. In my work, a fuzzy logic controller for voltage source
inverter is proposed to ensure the grid requirements and to supply stable PV power
to the grid. The simulation is performed using MATLAB/Simulink environment
and then interfaced with dSPACE DS 1104 controller kit. The novelty of this paper
is such control system using dSPACE software neither developed nor discussed
before by author’s best knowledge.

2 Control System

Figure 1 presents the proposed structure of the grid-connected PV system and its
control. The SEPIC converter performs the MPPT functions. The ANFIS-based
controller for MPPT and FLC-based inverter control have been employed to gen-
erate gating pulses to the inverter power switches. The real-time dSPACE DS 1104
control board is interfaced with MATLAB/Simulink model to control the inverter
and MPPT.

Fig. 1 Proposed grid-connected PV system structure and control
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2.1 Adaptive Neuro-Fuzzy Inference System
(ANFIS)-Based MPPT Controller

The ANFIS-based MPPT integrates the advantages of FLC and ANN in one
package. By assigning fuzzy inference rules and membership functions, the lin-
guistic variables are converted to numerical variables using fuzzy logic. To remove
the disadvantages of individual intelligent methods, an ANFIS integrates the ANN
and FLC. Therefore, ANFIS-based MPPT has better tracking efficiency with high
accuracy compared to all MPPT methods, which tracks peak power from the PV
system. By embedding the overall system knowledge, the ANFIS has optimal fuzzy
inference system. It has similar training data as ANN. Firstly, ANFIS-based MPPT
method is simulated using MATLAB/Simulink environment and after that dSPACE
DS 1104 real-time board is used to interface with hardware. Figure 2 shows the
structure of ANFIS-based MPPT controller to obtain the required duty ratio for
power switch of SEPIC converter.

2.2 Inverter Control Strategy

Figure 4 depicts the fuzzy logic-based three-phase inverter control strategy of
grid-connected PV system. Voltage and current control, system protection, detec-
tion of grid changes, and generation of PWM gating signal are the major controlling
components. The input dc voltage Vdc is compared with Vdref and then regulated
using FLC in voltage control mode. In current control loop, the reference current
Idref has been tracked. There are five trapezoidal- and triangular-shaped membership
functions which are assigned as negative big (NB), negative small (NS), zero (ZE),
positive small (PS), and positive big (PB). Figure 3 presents the basic structure of

Fig. 2 Structure of ANFIS-based MPPT controller
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FLC controller. The input and output of FLC is related using 25 generated fuzzy
inference rules which is shown in Table 1.

The output switching PWM signals for inverter are obtained using PWM gen-
erator. The real-time inverter control is implemented using dSPACE DS 1104
controller board. The system is protected by over/under voltage and frequency. The
inverter is isolated from grid using breaker under system protection.

In grid connection mode, the inverter follows the grid frequency and grid
voltage. For grid synchronization purpose, the phase-locked loop (PLL) has been
employed. When grid is synchronized, the grid connection is controlled by breaker.

Fig. 3 Structure of fuzzy logic controller

Fig. 4 Inverter control strategy

128 N. Priyadarshi et al.



3 Experimental Control Scheme and Results

To validate the effectiveness of the proposed grid-connected PV system, a hardware
model is built. The practical components inverter, dSPACE DS 1104 kit, personal
computer, programmable dc voltage source for PV simulator have been employed
to test the MPPT as well as inverter control. The switching frequency of SEPIC
converter and inverter has been maintained 20 and 15 kHz, respectively. LA25NP
and LV25P sensors are used for current and voltage measurement of the compo-
nents employed in the proposed experimental model. Using dSPACE control board,
the gating signals to IGBT switch have been generated, which is connected to the
power converter by interfacing card. The experimental results are depicted under
steady as well as dynamic conditions.

3.1 Steady-State Operation

Under standard insolation and environmental temperature, the steady-state perfor-
mance of the proposed PV power system is investigated. PV voltage and current
which realizes the effectiveness of the proposed controller has been presented by
Fig. 5.

Table 1 Inference rules for
fuzzy logic controller

ΔPpv Δd

NB NS ZE PS PB

NB NB NS NS ZE ZE

NS NS ZE ZE ZE PS

ZE ZE ZE PB PS PS

PS ZE PS PB PS PB

PB PS ZE PB PB PB

Fig. 5 Practical response of PV voltage and current during steady-state condition
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The unity power factor is achieved by purely sinusoidal grid current, which is in
phase with grid voltage. Figure 6 depicts the experimental responses of current
injected by the inverter to the grid. Figure 7 depicts the experimental THD spec-
trum of grid current. It shows that grid current has 2.8% THD under steady-state
condition which satisfy the IEEE 519 standard.

3.2 Dynamic Operation

The dynamic performance of grid-connected PV system is observed under variable
environmental conditions. The experimental waveform of grid voltage and current
has been demonstrated using Fig. 8. From practical results, it depicts the small
variations in grid current during dynamic state. It also shows that the grid current
has less harmonic distortion and high tracked power efficiency in small transient
time which makes it in phase with grid voltage.

Figure 9 depicts the practical results of PV voltage and current under changing
weather conditions. Initially, the PV system is disconnected and current through
inverter has been controlled. The proposed MPPT method is compiled at this

Fig. 6 Practical response of grid voltage and current under steady-state condition

Fig. 7 THD spectrum of grid current under steady-state condition
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moment so that the PV operating point gets shifted to peak power point zone
periodically with least oscillation around MPP.

At abrupt weather conditions, the proposed operation has been validated effec-
tively using Fig. 10. Figure 11 depicts the experimental THD spectrum of grid
current. It shows that grid current has 3.2% THD under variable weather condition
which satisfy the IEEE 519 standard.

Also, Fig. 12 shows the comparison curve of experimental tracking efficiency of
proposed and conventional grid-connected PV system control. The proposed con-
troller makes the system high tracked efficient. The experimental results confirm
that the proposed control algorithm working efficiently under steady and dynamic
conditions.

Fig. 8 Experimental response of grid voltage and current under dynamic condition

Fig. 9 Experimental result of PV voltage and current under dynamic-state condition

Fig. 10 Experimental performance of proposed controller
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4 Conclusion

In this research work, the working capability of the proposed system with MPPT
has been realized using dSPACE DS 1104 control board. The experimental
response confirms that the proposed controller works efficiently under steady state
as well as changing atmospheric conditions. The pure sinusoidal current injected to
the grid justifies the stable and satisfactory operation of PV system at MPP.
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Cascaded Voltage Control of Three-Phase
Four-Leg Inverter for OFF Grid Solar
Photovoltaic Applications

Ikkurti Sai Chaitanya and Hanumath Prasad Ikkurti

Abstract Solar photovoltaics (PV) is one of the popular renewable energy sources
in tropical countries like India which can help in supplementing the rising demand
of electrical energy. DC input from solar PV strings needs to be converted into AC
component both for ON and for OFF grid applications. Three-phase inverters are
used for the above inversion when power levels are high. In OFF grid applications,
task of maintaining stable terminal voltage across the loads lies with the inverter in
the absence of utility grid. It also has to supply variety of balanced and unbalanced
loads. In this paper, cascaded voltage control scheme, for a three-phase four-leg
inverter, is developed. Parameters of the proportional resonant controllers (PR) are
tuned using bode plot techniques. Simulations results are presented for operation
under different loading conditions.

Keywords Cascaded voltage control � Four-leg inverter � PR controller
Solar inverter

1 Introduction

The constant growth of population and sharp rise in industrialization throughout the
world is causing steep rise in energy demand, and the conventional energy sources
cannot meet this in the long run due to their rapid depletion. Non-conventional
sources are playing a key role in bridging this gap, and solar photovoltaics is one of
the popular sources of energy because of its ease of harness and simplicity [1].

The electrical energy produced by the solar PV modules is DC (through pho-
tovoltaic effect) and has to be converted into AC, a task achieved through inverters.

I.S. Chaitanya (&) � H.P. Ikkurti
CSIR-Central Mechanical Engineering Research Institute (CSIR-CMERI),
Durgapur, West Bengal, India
e-mail: isaichaitanya@gmail.com

H.P. Ikkurti
e-mail: hp_ikkurti@cmeri.res.in; hye.prasad@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S. SenGupta et al. (eds.), Advances in Smart Grid and Renewable Energy,
Lecture Notes in Electrical Engineering 435, https://doi.org/10.1007/978-981-10-4286-7_14

135



There are single-phase and three-phase inverters, and generally, the latter are used
for higher-power applications. The conventional three-phase inverters consist of
three legs with two power electronic switches in each leg and can be used for ON
grid applications or for balanced loads in OFF grid applications. But in case of
unbalanced loads, there is no path for the neutral current flow. Addition of an extra
leg and connection of its midpoint to the neutral point of the load can provide the
path for neutral current flow [2, 3].

The schematic of three-phase four-leg inverter is given in Fig. 1.
In the absence of utility grid, inverter has to maintain sinusoidal voltage at the

load terminals, within the acceptable limits of THD for which an LC filter is added
in each phase to filter out the high frequency switching harmonics, the design of
which is given in the sections below.

In the available literature, voltage control of three-phase inverters is mainly
performed in a-b-c or d-q-o coordinate systems [4]. References [5, 6] have utilized
d-q-o rotating coordinate system, also called as synchronous reference frame
control for achieving output voltage control. Independent per-phase control, also
known as natural reference frame control, is introduced in Refs. [6, 7]. The authors
in Ref. [6] have stated that incase of unbalance and nonlinearity in the system, the
best strategy is to use the actual AC voltage and current for controller design. But
the limitation of stationary reference frame comes from the fact that PI controller
cannot remove the steady-state error since the steady-state variables in a-b-c
coordinate are sinusoidal and the absence of the DC operating point makes it
difficult for the controller to track the reference signal due to the time varying
characteristics of the reference signal [6]. When it comes to d-q-o coordinate, the
positive-sequence component shows constant DC values in channels d and q [5].
Hence, design of controllers in the d-q-o coordinate system is easier. But the
drawback of d-q-o coordinate system is inability to perform in case of unbalanced
and non-linear systems, where in the negative-sequence component travels in
channels d and q at a frequency that is twice that of the fundamental. Reference [8]
use proportional resonant (PR) controllers for a four-leg voltage source inverter.
Reference [9] uses control scheme called scalar resonant-filter-bank-based
output-voltage control. PR controllers can be tuned to provide high gain at the

Fig. 1 Three-phase four-leg inverter
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required frequency and can help in reducing steady error at the grid frequency.
Reference [10] uses grid voltage feedforward control for current regulation in
three-phase four-leg inverters. Sinusoidal PWM is the simplest PWM switching
scheme and is simple to execute both in analogue or digital circuits [11–13].

Traditionally voltage control has been achieved using single feedback of the
terminal voltage. While it is simple in implementation, it suffers from drawbacks
like huge inrush currents because of absence of control on device currents. In this
paper, cascaded voltage control is developed for the three-phase four-leg inverter
wherein there will be an outer voltage loop providing reference to the inner current
loop. This is a very robust control scheme wherein we have a control over the
current that can potentially avoid damage caused by large current transients in case
of direct voltage control. PR controllers are used in both the loops to obtain ref-
erence tracking.

The rest of paper is organized in the following lines. Section 2 covers the design
of LC filter. Section 3 discusses the proposed control scheme and the design of
controllers. Section 4 explains the simulation results. Section 5 contains conclu-
sion. This is followed by references.

2 Design of LC Filter

Design specifications of the envisaged three-phase four-leg inverter are given in
Table 1.

Filter inductor has been designed to keep the maximum possible ripple in one
cycle of sinusoid to be 20% of the rated current at 37 A, as given in Eq. (1).

L ¼ V dc

4 � Fsw � Dip�p

ð1Þ

Here the Vdc is the DC bus voltage of 720 V, Fsw Switching frequency and Dip–p is
maximum current ripple taken as 20% of the rated current, i.e., 37 A. With these
parameters, the value of inductor is obtained as 1.5 mH.

Table 1 Design
specifications

Rated power 20 kW

Output voltage (per phase) 230 V

Rated current 37 A

Switching frequency 10 kHz

Output frequency 50 Hz

Voltage THD <5%

Power factor 0.8 to unity

DC bus voltage 720 V
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For the output LC filter circuit shown in the Fig. 2 where L and C are filter
inductor and capacitor, respectively, the transfer function between output and input
voltage is obtained as

Vc sð Þ
V inv sð Þ ¼

1

1þ s2LC
ð2Þ

The value of the capacitor is selected in such a way that the cut-off frequency is
decade lesser than the switching frequency (10 kHz), i.e., less than the 1000 Hz.
We have selected a capacitance of 50 lF that provides a cut-off frequency of
815 Hz as can be seen in the bode plot of Fig. 3.

L

C V
c

Vi
nv

Fig. 2 LC filter circuit
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Fig. 3 Bode plot of LC filter circuit
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3 Proposed Control Scheme

As mentioned in the above sections, cascaded control scheme has been used in this
paper, consisting of an inner current control loop and an outer voltage control
loop. Mathematical modeling of three-phase four-leg inverter is represented by the
equations governing the dynamics of different states as given in the below sections.

3.1 Mathematical Modeling of Three-Phase Four-Leg
Inverter

Figure 4 shows the circuit diagram of the plant, where rl is series resistance of the
filter inductor (0.03 X in our system), L is the filter inductance, C is the filter
capacitance, Vinv(t) is fundamental component of the inverter output voltage, iL(t) is
inductor current, Vc(t) is capacitor voltage, ic(t) is capacitor current, and io(t) is load
current. Plant transfer function can be derived from the following equations

V inv tð Þ ¼ r
l
iL tð Þþ L

diLðtÞ
dt

þVc tð Þ ð3Þ

iL tð Þ ¼ ic tð Þþ io tð Þ¼ C
dVc tð Þ
dt

þ io tð Þ ð4Þ

And applying Laplace transforms to the above Eqs. 3 and 4

V invðsÞ � VcðsÞ
rl þ sL

¼ IL sð Þ ð5Þ

ILðsÞ � IoðsÞ
Cs

¼ Vc sð Þ ð6Þ

Figure 5 shows the block diagram representation of the plant given by Eqs. 5
and 6. The block diagram parameters are represented in S domain.

rL
iL(t)L

Ic(t)
C

V
in

v(
t)

V
c(

t)

i0(t)
Fig. 4 Circuit diagram of
plant
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Figure 6 shows a cascaded voltage control scheme. Here, the actual capacitor
voltage is taken as feedback from the plant and compared to reference voltage
V�
c ðsÞ. The error is given to a controller whose output is the reference inductor

current I�LðsÞ. This is in turn compared to the feedback of actual inductor current
IL(s) and the error is given to a controller, whose output is modulation index ma(s).
This modulation index multiplied by half the DC input voltage Vdc/2 gives the
fundamental of the inverter output voltage Vinv(s). Here, the states are inductor
current IL(s) and capacitor voltage Vc(s). Inductor current IL(s) is also the control
input for outer voltage loop, whereas the output current Io(s) is the disturbance
input. Modulation index is the control input for inner current loop, and the capacitor
voltage Vc(s) is the disturbance input.

This control scheme is used in all the three phases of four-leg inverter, inde-
pendently. Modulation index obtained from the output of the controller is compared
to a common high frequency carrier signal (its frequency is same as the switching
frequency) to generate PWM signals. Fourth leg of inverter is always given a
constant modulation index of zero, to ensure its potential difference is zero with
respect to the midpoint of the DC bus. In this way, we can ensure that the fun-
damental of inverter pole voltage is same as the fundamental of inverter phase
voltage, since the loads are connected between the midpoints of first three legs and
the fourth leg.

Fig. 5 Block diagram of the plant

Fig. 6 Cascaded voltage control scheme of three-phase four-leg inverter
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3.2 Design of Controller

Bode plots of inner and outer loop plants are given in Fig. 7. Blue color plot is for
the inner loop transfer function between IL(s) and ma(s), while the red color plot is
for the outer loop transfer function between Vc(s) and IL(s). Effect of disturbance
inputs is neglected while deriving the transfer function gains. Bandwidths of inner
and outer loop plants are 38 and 3 kHz as can be seen from the bode plots.

In a cascaded control, inner loop gain bandwidth is generally taken to be less
than a decade of the switching frequency, while the outer loop gain bandwidth to be
further less than the inner loop gain bandwidth (at least by half). In our case, as the
switching frequency is 10 kHz, inner loop bandwidth is chosen to be less than
1 kHz and the outer loop bandwidth to be less than 500 Hz. Proportional resonant
(PR) controller is introduced in the system to achieve the above objectives.

PR controller provides very high gain at resonant frequency and almost no gain
at other frequencies [9]. The structure of PR controller is taken as

KP þ
2Kixcs

s2 þ 2xcsþx2
0

ð7Þ

where KP is proportional gain, Ki is integral gain, xc is the 3 dB gain frequency,
and x0 is the resonant frequency of the system. Parameters of the inner and outer
loop PR controllers are given in Table 2.
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Fig. 7 Bode plot for the inner (sysil) and outer loop (sysol) plants

Table 2 Parameters of inner
and outer loop PR controller

Parameter Inner loop Outer loop

KP 0.0245 0.155

Ki 7.5 2.222

xc 2 * p * 0.1 2 * p * 0.1

x0 2 * p * 50 2 * p * 50
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Bode plots of inner and outer loop gains are given in Fig. 8. Blue color plot is
for the inner loop gain, while the red color plot is for the outer loop gain.
Bandwidths of inner and outer loop gain plots are 947 and 468 Hz as can be seen
from the bode plots, which are according to the selected criteria. Also we can
observe a peak at the power frequency, i.e., 50 Hz.

4 Simulation Results

The simulation of three-phase four-leg inverter has been carried out using the PSIM
software. Sinusoidal pulse width modulation has been used for the switching
operation by including a dead time of 5 µs between two switches of the same leg.

Figure 9 shows the reference and actual voltage and current wave forms of ‘R’
phase. Reference voltage (VC_Rref) of 325 V is given, and AC load resistance of
12 X/phase is considered. Initially, the inverter was started at no load and a load of
12 X is applied at 0.1 s. After 0.1 s, there is a momentary dip in the actual voltage
(VC_R), but outer loop controller increases the current reference of inner loop
(IL_Rref) and allows the actual voltage (VC_R) to settle to its reference value at
around 0.4 s. At 0.6 s again the load is removed and we can see there is momentary
swell in the voltage which again settles back to its reference value at around 0.8 s.
This establishes the efficacy of the developed control algorithms in maintaining the
tracking of voltage under different load disturbances. The change in loading is
reflected in the load current I(RL_R) which turned to zero on sudden turn OFF. It
can also be observed that the inner loop is faster than outer loop as reflected in the
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fast tracking of currents in comparison with the voltages. Also there are no inrush
currents because of inherent control on the phase currents.

Figure 10 shows the output voltages and currents of the three-phase four-leg
inverter for unbalanced load under steady state. The change of the current in the
unbalanced phase can be observed, but the magnitudes of the voltages are equal in

Fig. 9 Reference and actual ‘R’ phase voltage and currents

Fig. 10 Three-phase voltages and currents of unbalanced resistive load (VRn, VYn, VBn, IR, IY, IB)
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all phases, because the controller has been designed and operated in closed loop
mode in order to maintain the voltage irrespective of the disturbances.

Table 3 shows the total harmonic distortion percentage three-phase voltages
with balanced and unbalanced loads.

5 Summary/Conclusion

A cascaded voltage control scheme has been developed for the voltage control of
three-phase four-leg inverter. Bode-plot-based techniques are used to tune the inner
and outer loop PR controllers. The outer loop bandwidth (468 Hz) is designed to be
half of the inner loop bandwidth (947 Hz). The efficacy of the developed control
scheme has been verified through numerical simulation by PSIM software. It can be
observed that the voltage at the load is being maintained at the reference value
irrespective of load disturbances due to control action of the PR controllers. The
main objective of the closed loop control has been fulfilled, and the total harmonic
distortion is also observed to be less than 5%.
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Study on the Effect of Tilt on the Variation
of Aperture Area Shading in a Linear
Fresnel Reflector Field for Two Different
Configurations

Gaurab Bhowmick and Subhasis Neogi

Abstract Linear Fresnel reflector (LFR) consists of parallel rows of reflectors that
direct the incident solar radiation on to a common focus. A linear receiver placed at
the common focus absorbs the reflected solar radiation. Due to continuous change
in Sun’s position in sky, continuous tracking of reflectors is required that leads to
variable shading losses. Portion of reflector area gets shaded due to adjacent
reflector row, and the amount of shading varies throughout the day and year. In this
work, analytical expression has been used to determine the shaded aperture areas
for two different system configurations. Monthly and yearly average values of
shading loss factor at different system tilt angles have been plotted and compared.

Keywords Linear Fresnel reflector � Shading � Tilt � MATLAB
Shading factor

1 Introduction

In a linear Fresnel reflector (LFR), parallel rows of horizontal reflectors direct the
incident solar beam radiation on to a common focal plane. A linear receiver placed at
the common focal plane intercepts the reflected solar radiation from the reflector field
[1]. Advantages of linear Fresnel reflector (LFR) over parabolic trough collectors
(PTC) include easymaintenance, fixed receiver, no requirement of high pressure fluid
joints, low structural requirement, flat reflectors, high ground utilization and many
more [2]. Annual performances of linear Fresnel reflectors (LFR) are less as compared
to parabolic trough collectors (PTC) due to enhanced optical and thermal losses [3].
Portion of reflector area gets shaded by adjacent reflector rows due to daily variation
of Sun’s position in the sky [4]. Thus, shading loss forms an important part in the
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overall optical efficiency of the system. It has been estimated that the North–
South-oriented LFR system attains the highest annual available energy than East–
West-oriented LFR system [5]. Estimation of monthly and annual average shading
loss for different system configuration and tilt angles has been carried out in this work.

2 Methodology

Linear Fresnel reflector (LFR) consisting of n number of parallel reflector rows and
an elevated linear receiver at a height H above reflector plane has been considered
for this study. The system parameters mainly pitch P (center-to-center distance
between adjacent reflector rows), width of each reflector row W and length of each
reflector L were defined for this study (Fig. 1). The system was considered to be
south facing (N–S oriented), and individual reflector tracked the Sun (E–W)
throughout the day.

Total n rows of reflectors divided into section of n/2 rows were placed on both the
sides of the receiver. Each half is denoted by East field and West field, respectively
(Fig. 2). The angle kt is the angle in transversal plane at any instant of time t between
the vertical to the plane of reflectors and the projection of incident ray on the
transversal plane as shown in Fig. 2. Its expression [5] can be defined as in Eq. (1).

kt ¼ tan�1 sin csun;t
� �

tan hzen;t
� �� � ð1Þ

Fig. 1 Shading of one reflector row due to adjacent reflector row
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The angle li is the angle in transversal plane between the vertical to the plane of
reflectors and the projection of the reflected ray of the ith reflector on transversal
plane as shown in Fig. 2. The expression [5] can be defined as in Eq. (2).

li ¼ tan�1
n
2�iþ 1

2

� �
P

H

� �
¼ tan�1

n
2�iþ 1

2

� �
P=W

H=W

� �
ð2Þ

As the individual reflectors are tracking the Sun, tracking angle (ji;t) can be
written as in Eq. (3).

ji;t ¼ kt þ li
2

����
���� ð3Þ

The surface azimuth angle csurface;i;t
� �

of the ith reflector row can be obtained
from Eq. (4).

csurface;i;t ¼ 90�; if kt þ li [ 0�

270� �90�ð Þ; if kt þ li\0�

	
ð4Þ

Let Lshade;i;t;Wshade;i;t and Ashaded;i;t be defined as the length, width and area of the
shaded portion of the ith reflector row at any instant of time t, respectively.

Following [5], the expressions in equation number (5), (6), (7) and (8) for
Ashaded;i;t; Lshade;i;t;Wshaded;i;t and shading factor have been derived, respectively.

Ashaded;i;t ¼
0; if csun;t\180� and i ¼ n
0; if 180�\csun;t\360� and i ¼ 1
Lshade;i;tWshade;i;t; otherwise

8<
: ð5Þ

Lshade;i;t ¼ Lmirror � P tanðcsun;t � 90Þ�� ��� Lend�length;i;t
� �þ ð6Þ

Fig. 2 View of LFR along the tracking axis
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where Lend�length;i;t is the end effect loss length for ith reflector at any instant of time
t. The term P tanðcsun;t � 90Þ�� �� can be obtained as seen in Fig. 3.

Wshaded;i;t ¼
W
2 � 2P cos kt�W cos jiþ 1;t sin csurface;iþ 1;tð Þ�ktf g

2 cos ji;t sin csurface;i;tð Þ�ktf g
� �þ

; if csun;t � 180�
� �

W
2 � 2P cos kt�W cos ji�1;t sin csurface;i�1;tð Þ�ktf g

2 cos ji;t sin csurface;i;tð Þ�ktf g
� �þ

; if 180�\csun;t � 360�
� �

ð7Þ

Shading Factor SFð Þ ¼
R t2
t1

Pn
i¼1 Ashaded;i

� �
dt

h i
R t2
t1

Pn
i¼1 Areflector;i

� �
dt

h i ð8Þ

Positive sign in the above equations denotes that only the positive output values
have to be considered. In this study, two different configurations (Case 1: constant
width and pitch reflectors, Case 2: variable width and pitch reflectors) as shown in
Table 1 were considered for the analysis of monthly and annual average shading
factor at different system tilt angles throughout the year at given latitude (ø). A total
of n = 22 reflectors was considered. Subsequently the value of width and pitch of
ith reflector was calculated [6]. The incidence angle of the system at different tilt
angles can be obtained by considering the system to be at a fictitious latitude
(ø� b), where b is the system tilt angle [7]. The expression for incidence angle
(tilted system) can be given as in Eqs. (9) and (10).

Fig. 3 Estimation of P tanðcsun;t � 90Þ�� �� term
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cos h ¼ cosðø� bÞ cos d cosxþ sin ø� bð Þ sin d---Northern hemisphere ð9Þ

cos h ¼ cosðøþ bÞ cos d cosxþ sin øþ bð Þ sin d---Southern hemisphere ð10Þ

In order to obtain the year round variation of shading effect loss, a MATLAB
code was written in MATLAB script and compiled using MATLAB compiler.

3 Results and Discussion

In this study, shading factor (SF) has been calculated for two system configurations
on monthly and yearly average for different system tilt angles. Kolkata (22.53°N,
88.33°E), India, has been chosen as the site location for this study. In order to
analyze the monthly variation of shading, shading factor (SF) has been plotted for

Table 1 Dimension
parameters for LFR system
configuration

Case Width (W) (m) Pitch (P) (m) Length (L) (m)

Case 1 0.05 0.075 1.8

Case 2 0.0553 0.1641 1.8

0.062 0.1732 1.8

0.0698 0.182 1.8

0.0788 0.1902 1.8

0.0894 0.1972 1.8

0.1018 0.2026 1.8

0.1165 0.2055 1.8

0.1336 0.205 1.8

0.1528 0.2009 1.8

0.1722 0.1949 1.8

0.1875 0.3941 1.8

0.1875 0.3941 1.8

0.1722 0.1949 1.8

0.1528 0.2009 1.8

0.1336 0.205 1.8

0.1165 0.2055 1.8

0.1018 0.2026 1.8

0.0894 0.1972 1.8

0.0788 0.1902 1.8

0.0698 0.182 1.8

0.062 0.1732 1.8

0.0553 0.1641 1.8
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the two different system configurations with different tilt angles as shown in Figs. 4,
5, 6, 7, 8 and 9. Figures 10 and 11 show the yearly average variation of shading
factor (SF) with time of day and different system tilt angles for fixed and variable
width, pitch reflector system. It is seen that for horizontal system with constant
width and pitch reflector, the monthly shading factor (SF) decreases from January to
June and then increases from July to December as shown in Fig. 4. Similarly, the
system with 10° tilt follows the same trend as the horizontal system as shown in
Fig. 5.

While for the system with 22.5° tilt, the change of monthly shading factor (SF) is
relatively less throughout the year as shown in Fig. 6. For both horizontal and 10°
tilt system with variable width and pitch reflectors, there is a decrease in shading

Fig. 4 Case 1 (Tilt = 0°), monthly variation of shading factor

Fig. 5 Case 1 (Tilt = 10°), monthly variation of shading factor
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factor (SF) from January to June and increase from July to December as shown in
Figs. 7 and 8. While the monthly shading factor (SF) does not change much for
22.5° tilt as shown in Fig. 9.

It is also seen that for both the system configurations, maximum shading loss
occurs around 0700 and 1700 h, while it is relatively less around 0800 and 1600 h.
Shading losses tend to zero after 0900 and up to 1500 h. For both the systems with
tilt, the shading factor (SF) decreases significantly as compared with the horizontal
system. Even the maximum values of shading factor (SF) for system with constant
width and pitch reflectors are relatively higher than variable width and pitch
reflector system. This is because the variable width and pitch reflector system
optimize the spacing in between adjacent reflector rows to reduce shading and

Fig. 6 Case 1 (tilt = 22.5°), monthly variation of shading factor

Fig. 7 Case 2 (tilt = 0°), monthly variation of shading factor
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Fig. 8 Case 2 (tilt = 10°), monthly variation of shading factor

Fig. 9 Case 2 (tilt = 22.5°), monthly variation of shading factor

Fig. 10 Case 1 (yearly average shading factor)
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blocking effects. The reason for decrease in shading factor (SF) with tilt is because
of the change in incidence angle of Sun’s rays. The angle of incidence decreases
with increase in tilt which in turn reduces shaded length of reflector and vice versa.
The change of shaded reflector length changes the shaded area which subsequently
changes the shading factor (SF).

4 Conclusion

In this present work, the variation of monthly and yearly average shading loss in
North–South-oriented linear Fresnel reflector (LFR) fields has been analyzed. It is
seen that for both the system configuration, monthly shading factor (SF) decreases
gradually from January to June and again increases from July to December. The
shading loss decreases with increase in tilt angle and vice versa for a given latitude.
For the system with constant width and pitch reflectors, shading loss is higher as
compared to the variable width and pitch reflector system. Thus, an optimum
system configuration can be selected based on given latitude with reduced shading
losses.
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Design Analysis and Implementation
of MPPT Using PSIM

R. Shivrudraswamy, Aditya Nandan Shukla and C.B. Chandrakala

Abstract Solar energy is one of the highly available non-conventional and clean
energy sources. Harnessing the power from the solar panel is costlier than other
sources. The maximum power point tracking (MPPT) helps maximum power uti-
lization and also improves the system efficiency of PV panel and therefore reduces the
overall cost of system. Normally, the voltage and current relationship is nonlinear and
maximum power point (MPP) varies according to the solar irradiance. The MPPT
consists of a DC–DC converter and a MPPT algorithm. This paper presents a sim-
ulation of perturb and observe (P&O)MPPT algorithm and SEPIC converter by using
a simulation software powersim (PSIM). The simulation shows that the DC–DC
converter extracts maximum power from the panel using MPPT algorithm.

Keywords DC–DC converter � Fossil fuel � MPPT � Photovoltaic
P&O � SEPIC

1 Introduction

The main power source in India is the thermal power plant. These power plants
need fossil fuel. If it takes thousands of years with favorable condition to create
fossil fuel, and this supply of fossil fuel is also limited. Renewable energy is one of
the alternate sources which can meet energy demands. This alternate source is
available and is a clean source of energy. The type of renewable energy available in
abundance is solar energy. Converting the solar energy into electrical energy is
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costlier; at the same time, efficiency of PV is very low to increase the efficiency of
the overall PV system and also per unit cost of energy generation the algorithm is
applied to extract maximum power available from the PV module; this algorithm is
known as maximum power point tracking (MPPT) algorithm. Power generation
from photovoltaic module totally depends upon irradiance levels, temperature and
also on load condition, so current and power characteristic of photovoltaic module
is highly nonlinear [1].

In recent years, many techniques to track maximum power have been proposed
such as hill-climbing, fractional open circuit voltage control, perturb and observe,
incremental conductance (INC), neural network control and fuzzy control based.
These algorithms are varying in terms of emerging speed, simplicity, effectiveness,
sensor required and cost. The most common algorithm used to track maximum
power point (MPP) due to its simplicity, effectiveness and merging speed based on
current and voltage sensing incremental conductance (INC) and perturb and
observe (P&O) is used to [2].

There are also many converters which can be used as DC–DC converter for
MPPT, and some of the commonly used converters are buck, boost, buck-boost,
Cuk and SEPIC converter [3]. As SEPIC converter has lot of advantages over other
converter like less ripple and input and out isolation.

From the above discussion it can be concluded that one of the most efficient and
simple algorithms to track maximum power from PV panel is perturb and observe
(P&O), and converter which can be used to implement that algorithm is SEPIC
converter for having advantages over other converters.

2 PV Module Characteristics

Rs series resistance introduced as to consider the voltage drop and internal losses
due to flow of current (Fig. 1).

Rsh shunt resistance across diode takes into account the leakage current to the
ground when diode is in reversed-biased condition.

This model neglects recombination effect of diode. So the equivalent model
output current is given by:

Fig. 1 PV cell equivalent
model [4]
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I ¼ Iph � I0 e
V þ IRs
nVT � 1

� �
� V þ IRs

Rsh
ð1Þ

where

I Output current of PV cell
Iph Incidence of light generates photocurrent
I0 Diode reverse bias saturation current
Vt Thermal Voltage of PV module = kT

q

k Boltzmann’s constant = 1.381 � 10−23

T Temperature
q Charge of electron = 1.602 � 10−19

n Ideality factor, which is a measure of how closely diode follow ideal diode
equation.

The light generated by the module depends linearly on solar irradiation and is
also influenced by temperature according to equation,

Iph ¼ Iph;n þKiDT
� � G

Gn
ð2Þ

where,

Iph,n Light generated current of module at STC
DT Ta � Tr
Ta ambient temperature (K)
Tr Room temperature (K)
Ki Short circuit temperature coefficient
G Irradiance (W/m2)
Gn Irradiance at STC (1000 W/m2).

The diode saturation current is given by,

I0 ¼ I0;n
Ta
Tr

� �3
n qEg

nk
1
Tr

� 1
Ta

� 	� 	
ð3Þ

where,

Eg Band gap energy (1.12 for poly-Si at STC)
I0;n Nominal saturation current at STC.

The nominal saturation current is given by,

I0;n ¼ Isc;n

e
Voc;n
nVT;n � 1

� 	 ð4Þ
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where,

Isc;n Short circuit current at STC
Voc;n Open circuit voltage at STC
VT;n Thermal Voltage at STC.

Typically, short circuit current, open circuit voltage, maximum power point
voltage and current are provided by the manufacturer. Using these values, the other
unknown parameter of PV panel is considered. The expected P–V and I–V curves
from the solar module is given in Fig. 2 (Table 1).

3 Single-Ended Primary Inductance Converter (SEPIC)

The output of SEPIC converter can be higher or lower than the input voltage and
also the output is not inverted as in Cuk converter. Inductors are used to transfer
energy from input to output, and both input and output are isolated by coupling
capacitor. The SEPIC converter is shown in Fig. 3. And its design parameters are

Fig. 2 Expected P–V and
I–V curves [5]

Table 1 Parameters used in
the model

Parameters Value

Maximum power of module 50 W

Open circuit voltage of module (Voc) 22.1 V

SC current of module (Isc) 2.95 A

Number of cells in series in a module 36

Standard temperature 25 °C

Temperature coefficient 0.034

Shunt resistance of the module (Rsh) 1000 Ω

Series resistance of the module (Rs) 0.0058 Ω
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given in Table 2. The analysis is performed with the assumption that all compo-
nents are ideal and Cs and COUT are large enough so that voltage is constant across
them.

4 Perturb and Observe (P&O) Algorithm

In this method, the controller perturbs voltage by small amount and then measures
corresponding power. If the power increases, further adjustments are made in the
same direction till the power no longer increases. This method is called P&O
method (Fig. 4).

The voltage to the cell is initially increased, if power output from the PV module
increases, the voltage is increased continuously until the power output starts
decreasing. As the power starts decreasing the voltage to the cell is decreased till it
reaches the maximum power [8, 9]. This power is continued till MPPT is reached,
resulting in oscillation around the maximum power point. The output power curve
of the PV module is a function of voltage, at constant temperature and irradiance. If
the operating point of PV module is away from MPP, the operating voltage is
perturbed by small amount and change in power is observed. If the change in power
is positive, then voltage is further perturbed in same direction to move operating

Fig. 3 SEPIC converter [6]

Table 2 SEPIC converter
design parameter

Parameters Values

Input voltage 5–25 V

Output voltage 15 V

Frequency 100 kHz

Series inductor 47 µH

Shunt inductor 47 µH

Series capacitor 10 µF

Output capacitor 33 µF

Input capacitor 1000 µF
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Begin p&o
algorithm

Measure voltage(Vk)
and current (Ik)

ΔPk >  0

ΔVk >  0 ΔVk <0

Increase module
voltage

Decrease
module voltage

Increase module
voltage

Decrease
module voltage

Vk-1 = Vk
Pk-1 = Pk

Pk=Vk* Ik

ΔPk=Pk- Pk-1
ΔVk - Vk-1

Fig. 5 Flowchart of perturb and observe algorithm [10]

Fig. 4 P&O power curve [7]

point toward MPP. If the change in power is negative, the voltage is perturbed in
opposite direction that is back toward MPP. The flowchart of P&O algorithm is
given by (Fig. 5).
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Figure 6 shows the overall system block diagram of PV panel output connected
to the SEPIC converter, and output of converter is connected to the load. The duty
cycle to the SEPIC converter is controlled by P&O MPPT algorithm.

5 Simulation Result

The simulation diagram of P&O MPPT algorithm with SEPIC converter using
PSIM with specified component value and load of 12 X is shown in Fig. 7. The
irradiance profile varying from 1000 to 800 W/m2 and temperature 25 °C used to
test MPPT method are given in Fig. 8.

PV 
MODULE

SEPIC 
CONVERTER LOAD

P&O MPPT

Fig. 6 Block diagram of MPPT [11]

Fig. 7 Simulation diagram of MPPT system
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Figure 9 shows the power generated by the PV module with changing irradiance
from 1000 to 800 W/m2. Power generated at 1000 W/m2 is approximately 50.5 W,
and at 800 W/m2 is approximately 40.1 W. Figure 10 shows the one of the best
method for small and medium loads, i.e., P&O method, because this method tracks
maximum power accurately and quickly. One of the disadvantages of this method is
that it oscillates around MPP and never reaches it, but this drawback can be easily
rectified by taking very small perturbations (step size). The power generated from
the PV module is transferred to the load of 12 X with some losses due to system
components as shown in Fig. 11.

Fig. 8 Irradiance profile

Fig. 9 Power output at different irradiance
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6 Conclusion

In this paper, the novel perturb and observe MPPT algorithm is implemented using
SEPIC converter. The SEPIC converter is chosen as it provides the dc isolation
between input and output, also perform buck and boost operation with less stress on
components and less ripples. It can also be seen that P&O is simplest method to
achieve MPPT. From the above simulation result, we can see that the P&O method
tracks the maximum power from the PV module with changing irradiance. Initially
the output has some lag as the passive components of dc–dc converter need some

Fig. 10 Maximum PV output at different irradiance

Fig. 11 Power output of SEPIC at 12 X load
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time to attain steady state in initial stages. As P&O never attains steady state as it
keeps on oscillating around MPP point, which can be seen in the results. The losses
at the output are due to the passive components used and the load condition.

7 Future Work

The panel is modeled by not considering the effect of shading. As shading causes
lot of power variation, modeling of PV module with shading effect may be con-
sidered to simulate real-time result. The model can be integrated with wind energy
and can be modeled for distributed system with load balancing and with secondary
power source like battery or fuel cell to store PV power, to supply power to load at
night or low irradiance condition.
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Kinematical Synthesis and Numerical
Analysis of Rail-Based Dual-Axis Solar
Tracking System

Arun A. Yadav, Chetan O. Yadav and Paladugula V. Ramana

Abstract This paper focuses on effective design of dual-axis solar tracking system
employing the rail-based azimuth axis mounting mechanism for 500 Wp power
output. The photovoltaic panels are mounted on four-wheeled rolling platform that
locates east–west direction by horizontal axis. The vertical axis is located by
leadscrew and nut mounting mechanism in north–south direction. This type of
mounting arrangement causes minimum load on driving motor shaft that helps to
decrease the consumption of power from motors. In present paper, the kinematical
synthesis of proposed mounting mechanism has been reported to determine the
optimal geometric dimensions. The synthesis and numerical analysis have been
carried out to determine the optimum geometry dimensions of the mounting
mechanism and also to find out the starting tilt angle so as to provide adequate
stability. The reported mounting mechanism for solar power system is stable,
feasible and efficient for tracking the solar energy through solar photovoltaic
modules.

Keywords Rolling platform � Solar energy � Transmission angle
Numerical simulation � Tilt angle

1 Introduction

It is estimated that considering average 10% efficient energy conversion of solar
systems would give 20 TW of power from solar energy, nearly twice the con-
sumption rate of fossil fuels [1]. As per research studies, based on movement
capability two types of sun trackers are available: single-axis tracker [2, 3] and
dual-axis tracker [4, 5]. The various methods and mechanisms have been presented
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by previous studies [6–9]. The solar tracking system which is designed nowadays,
uses rotating actuators for tilt angle of photovoltaic panels [10]. The disadvantages
of such a system are their costs and their complication. A substitute to this system is
the linear actuator solution, having negative aspect of small transmission angles,
thus small angular strokes. One accessible way out is a two-contour linkage [11] in
which four-bar mechanism of 4R type performs high angular strokes. This can be
achieved with the help of an amplification delivered by a linear actuator. The
another novel type of a triangular linkage fitted with a planetary gear pair capable to
get to high angular strokes is used as essential mechanism for azimuth tracking of
photovoltaic systems [12, 13]. The main contribution of this paper is synthesis and
numerical simulation of rail-based dual-axis solar tracking system comprised of
rolling platform and leadscrew and nut arrangement. The kinematical synthesis for
elevation movement for photovoltaic platform is carried out to determine the
optimal geometrical dimensions of mounting structures. The azimuth axis is con-
trolled by rolling platform, and elevation axis is controlled by leadscrew and nut
mechanism.

2 Mechanism Design of the Solar Tracker

The dual-axis solar tracking and mounting mechanism for installing solar PV panels
of 500 Wp output is designed, and its structural stability, tracking capabilities were
studied. Figure 1 depicts the CAD model of the proposed solar tracking mechanism
and its components installed on two-frame support (2). The entire structure is
mounted on chassis-based rolling platform consisting of two rail bars (3), crossbar
(14), solid bases (6), U-brackets (7), V-grooved guiding wheels (9), wheel forks
(8) and V-grooved circular rail (12). When DC motor M1 (15) drives the leadscrew
to move, the alternation support (2), which holds the two PV panels, will revolve
about vertical axis. The rotation of horizontal axis is implemented by attaching the
DC motor M2 (15) to one of the guiding wheels (9). When motor M2 is actuated, it
rolls on the rolling platform. The diameter of V-grooved circular rail (12) is
2575 mm.

3 Kinematical Synthesis

The novel type of dual-axis solar tracking system for 500 Wp solar photovoltaic
panels is proposed with leadscrew and nut mechanism rolling on a rail-based
platform mounting arrangements. Figure 2 shows the triangular arrangement for
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vertical axis. The components of this arrangement are (Fig. 2): a bottom (AB = b),
photovoltaic panels (BC = r) and leadscrew and nut attachment (AC = s0 + s).

Using the Sinus theorem in Fig. 2, the subsequent equations are found:

b
sin cm

¼ r
sin C2ABð Þ ¼

AC2

sin ABC2ð Þ ð1Þ

C2AB ¼ sin�1 r
b

� �
sin cm

� �
ð2Þ

b
sin cm

¼ r
sin C1ABð Þ ¼

AC1

sin ABC1ð Þ ð3Þ

Fig. 1 CAD model (1) PV modules, (2) PV support frame, (3) rail bar, (4) leadscrew, (5) nut, (6)
solid base, (7) U-bracket, (8) wheel fork, (9) guiding wheel, (10) leadscrew holder, (11) nut
support, (12) circular ring, (13) pin joint, (14) crossbar, (15) PMDC geared motor
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\C1AB ¼ sin�1 r
b

� �
sin cm

� �
¼ \C2AB ð4Þ

According to relations from (2) and (4), it is accomplished that C2, A and C1 are
collinear (Fig. 4). Therefore, the photovoltaic panels’ angular stroke C1BC2 and the
stroke length Ds of the linear actuator happen to;

DU ¼ C2BC1 ¼ 180
� � 2c ð5Þ

DS ¼ C1C2 ¼ 2r cos cm ð6Þ

The leadscrew actuator’s internal speed ratio is defined by the subsequent
equation:

i0 ¼ AC1

C1C2
ð7Þ

Fig. 2 First and last position of triangle-type arrangement for a minimum admitted value of the
transmission angle (cm)
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AC1 ¼ r � sinDa
sinDh

ð8Þ

C1C2 ¼ r � sinDU
sin cm

ð9Þ

Now putting the value of (8) and (9) into (7), the internal speed ratio is finally
given by,

) i0 ¼ AC1

C1C2
¼ sinDa

sinDh
� sin cm
sinDU

ð10Þ

The altitude angle is continuously changing when sun moves from east to west
direction. The changing of altitude angle (a*) of photovoltaic modules during the
tracking period depends on internal speed ratio which is given by:

a� ¼ ABC�
1 ¼ sin�1 AC1

r
� sinC1AB

� �
ð11Þ

¼ sin�1 i0 � Ds
r

� sinDh
� �

ð12Þ

The b/r ratio of the triangle-type geometry of linear actuator depends on the ratio
Ka = AC1/r as shown in Fig. 2. By applying the cosine law of triangle to DABC1,
the following equation is determined.

AB2 ¼ AC2
1 þBC2

1 � 2AC1BC1 cosAC1B ð13Þ

Here, AC1B = 180° − cm and divide the above Eq. (13) by BC2
1. Now the

equation becomes,

AB2

BC2
1
¼ AC2

1

BC2
1
þ 1� 2

AC1

BC1
cos 180� � cmð Þ ð14Þ

As we know that AB = b and AC1 = AC2 = r, the equation becomes,

b
r

� �2

¼ 1þK2
a þ 2Ka cos cm ð15Þ
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From Eq. (15) it can be concluded that by knowing the values of angle cm and
Ka, the ratio b/r can be determined.

4 Numerical Simulation and Results

The numerical simulations are made considering the above-described geometric
models in Fig. 3 for the condition of b > r. The various graphical outcomes,
obtained by numerical simulations using (15), are illustrated in Figs. 3 and 4. As
example, the subsequent hypothetical in-practice demands are well thought-out:

Fig. 3 Variation of angular stroke (DU) and actuator’s angle (Dh)

Fig. 4 Variation of the ratio b/r for different values of Ka
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• solar tracker’s angular stroke (Fig. 2): DU � 90°;
• admitted minimum transmission angle: cm � 45°;
• PV panels’ length: r = 1666 mm;
• actuator’s minimum angle (Fig. 2): s0 = 450 mm (Ka = AC1/r = 0.27);
• actuator’s stroke (Fig. 2): Ds = C1C2 = 2150 mm.

From above considered example, the synthesis algorithm is developed in two
steps.

Step 1: Estimating the values of sizes i0, cm and Dh versus the imposed size DU.
Based on Fig. 3 and on the imposed values of DU, the values for the i0 ratio

(with discrete variations of 0.10, 0.21, 0.35, 0.52, 0.73, 1.0) for the minimum
transmission angle cm (through values from 45° to 60°) and for the linkage stroke
DU can be estimated.

Step 2: Calculating the b/r ratio.
By means of the data in Fig. 4, the b/r ratio (that depends on the ratio Ka) can be

calculated, for each preceding estimated pair of values sets for cm. In Table 1, there
are available six probable solutions, while remaining solutions can be expected
through interpolation by considering constant transmission angle as shown in
Table 2. According to Table 1, the most satisfactory stroke (considering the
imposed value of 2150 mm) is s = 2141.77 mm; hence, the requisite arrangement
with b > r (Fig. 4) works on the following parameters: cm = 50°; i0 = 0.21;
Ka = 0.27; r = 1666 mm; b = 1985.27 mm and Da = 9.99°. The further synthesis
values can be estimated as shown in Table 2.

5 Conclusion

The paper presents a new type of proposed design for solar tracking mechanism for
holding flat photovoltaic modules for 500 Wp power output. The kinematical
synthesis of the proposed design leads to the optimal geometrical dimensions.
Based on numerical simulation and hypothetical examples, the results obtained are
validated for the b > r condition. Based on obtained dimensions, the rolling

Table 1 Calculus examples

Da
(°)

D/
(°)

cm
(°)

Dh
(°)

Ka b/r b (mm) s (mm) AC1

(mm)
AC2

(mm)
i0

5 85 47.5 42.5 0.13 1.09 1818.12 2251.1 214.9 2466.0 0.1

10 80 50 40 0.27 1.19 1985.5 2141.8 450.1 2591.8 0.21
15 75 52.5 37.5 0.43 1.30 2171.17 2028.4 708.3 2736.7 0.35

20 70 55 35 0.60 1.43 2379.29 1911.2 993.4 2904.6 0.52

25 65 57.5 32.5 0.79 1.57 2615.1 1790.3 1310.4 3100.7 0.73

30 60 60 30 1.00 1.73 2885.6 1666.0 1666.0 3332.0 1.00

Bold values indicate the optimal geometrical dimensions for designing the 500 Wp power output
photovoltaic based dual axis solar tracking system
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platform-based dual-axis solar tracking system can be developed to obtain the
minimum torque condition on motor shafts in order to maximize the output of
photovoltaic panels.

Table 2 Examples of
synthesis solutions

cm i0 Ka b/r b s a*

47.5 0.1 0.13 1.09 1819.34 2251.07 5.00

0.21 0.27 1.20 1997.62 2251.07 11.05

0.35 0.43 1.33 2213.91 2251.07 18.63

0.52 0.60 1.47 2454.57 2251.07 28.34

0.73 0.79 1.64 2733.22 2251.07 41.79

1.00 1.00 1.83 3049.82 2251.07 65.90

50 0.1 0.13 1.09 1812.82 2141.07 4.53

0.21 0.27 1.19 1985.27 2141.07 9.99
0.35 0.43 1.32 2196.15 2141.07 16.81

0.52 0.60 1.46 2432.21 2141.07 25.45

0.73 0.79 1.62 2706.78 2141.07 37.10

1.00 1.00 1.81 3019.82 2141.07 55.73

52.5 0.1 0.13 1.08 1806.80 2028.39 4.06

0.21 0.27 1.18 1972.39 2028.39 8.95

0.35 0.43 1.31 2177.58 2028.39 15.04

0.52 0.60 1.45 2408.80 2028.39 22.67

0.73 0.79 1.61 2679.07 2028.39 32.76

1.00 1.00 1.79 2988.38 2028.39 47.83

55 0.1 0.13 1.08 1798.99 1911.16 3.60

0.21 0.27 1.18 1958.21 1911.16 7.94

0.35 0.43 1.60 2158.21 1911.16 13.31

0.52 0.60 1.43 2384.35 1911.16 20.01

0.73 0.79 1.59 2650.12 1911.16 28.71

1.00 1.00 1.77 2955.52 1911.16 41.15

57.5 0.1 0.13 1.08 1791.70 1790.28 3.16

0.21 0.27 1.17 1945.04 1790.28 6.96

0.35 0.43 1.28 2138.05 1790.28 11.66

0.52 0.60 1.42 2358.88 1790.28 17.47

0.73 0.79 1.57 2619.93 1790.28 24.93

1.00 1.00 1.75 2921.25 1790.28 35.27

60 0.1 0.13 1.07 1784.18 1666.00 2.74

0.21 0.27 1.16 1930.62 1666.00 6.03

0.35 0.43 1.27 2117.13 1666.00 10.08

0.52 0.60 1.40 2332.40 1666.00 15.07

0.73 0.79 1.55 2588.53 1666.00 21.41

1.00 1.00 1.73 2885.60 1666.00 30.00

Bold values indicate the optimal geometrical dimensions for
designing the 500 Wp power output photovoltaic based dual axis
solar tracking system
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Application of Artificial Intelligence-Based
Techniques in Controlling the STATCOM
Used for Compensation for Voltage Dips
in DFIG-Based Grid-Connected Wind
Power System

Bineeta Mukhopadhyay and Rajib Kumar Mandal

Abstract Severe voltage sag in weak power systems connected to DFIG-based wind
farms may lead to voltage instability. In such cases, FACTS devices like static syn-
chronous compensator (STATCOM) can provide voltage support at the point of
common coupling (PCC) by dynamic injection of reactive power. In this research
attempt, three artificial intelligence-based techniques have been used to control the
STATCOM—fuzzy logic, particle swarm optimization (PSO) and a combination of
fuzzy logic and PSO. The STATCOM, controlled by the three proposed techniques—
fuzzy-PI, PSO-PI and fuzzy PSO-PI, provides voltage compensation in the
DFIG-based grid-connected wind power system in five test cases, namely simulta-
neous occurrence of step change (drop) in wind speed and dip in grid voltage,
single-line-to-ground (SLG) fault, line-to-line (LL) fault, double-line-to-ground
(DLG) fault and sudden increase in load by more than a thousand times.
A performance comparison regarding the amount of voltage compensation offered is
done among all the three artificial intelligence-based STATCOM control techniques
in all the five test cases.

Keywords Static synchronous compensator (STATCOM) � Fuzzy logic
Particle swarm optimization (PSO) � Grid-connected � Point of common
coupling (PCC) � Doubly fed induction generator (DFIG)
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1 Introduction

DFIG is considered to be highly suitable for grid-connected wind power plants
owing to its advantages which include independent supervision of active and
reactive power, better voltage regulation, maximum power extraction at low wind
speeds and the ability to ride-through faults [1]. Voltage instability may occur due
to severe faults in weak power systems associated with grid-connected wind farms.
Under such circumstances, FACTS devices like the STATCOM may be harnessed
to provide dynamic reactive power support at the PCC, thus enabling enhanced
transient and steady-state voltage stability [2, 3]. In this work, the STATCOM
employed for voltage compensation is controlled using three artificial
intelligence-based techniques—fuzzy logic, PSO and a combination of fuzzy logic
and PSO. In terms of voltage compensation offered at the PCC, a performance
comparison is done among the three techniques used to control the STATCOM,
namely fuzzy-PI, PSO-PI and fuzzy PSO-PI, in five test cases—simultaneous
occurrence of step change (drop) in wind speed and grid voltage dip, SLG, LL,
DLG faults and sudden load change.

2 Fuzzy-PI Controller for STATCOM

The voltage, current and frequency regulators in the STATCOM control system
shown in Fig. 1 are equipped with fuzzy logic controllers. Mamdani fuzzy infer-
ence system and Center of Area (COA) defuzzification method are used. The
membership functions used are NL (negative large), NIL (zero), PL (positive large),
NEL (negative extremely large) and PEL (positive extremely large).

The fuzzy controller adjusts the gain constants of the PI controller, KPROP and
KINT, in the fuzzy voltage regulator block and current regulator block. The inputs to
the fuzzy logic controllers in the current and voltage supervisors are the error
between the reference and measured values (voltage/reactive current) and the first
derivative of this error. The outputs are the desirable changes in proportional and
integral gains, DKPROP and DKINT, respectively. The fuzzy rules stated in Tables 1
and 2 are based on the fact that greater magnitude of error and its derivative call for
a larger DKPROP and smaller errors require a larger DKINT for steady-state error
reduction [4, 5]. The final values of KPROP and KINT are obtained as shown in
Eqs. (1) and (2), where KPROP (PI) and KINT (PI) are the proportional and integral
gains, respectively, in the conventional PI controllers, and DKPROP (fuzzy) and
DKINT (fuzzy) are the respective increments in proportional and integral gains
obtained from fuzzy controllers (all in the voltage and current regulator blocks of
the STATCOM control system).
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Fig. 1 STATCOM control system: block schematic representation

Table 1 Table for fuzzy
rules for DKPROP: voltage and
current regulators

de/dt e

NEL NL NILL PL PEL

NEL NL NL NL PL NIL

NL NL NL NIL NIL PL

NIL NL NL NIL PL PL

PL NL NL NI PL PL

PEL NIL NL PL PL PL

Table 2 Table for fuzzy
rules for DKINT: voltage and
current regulators

de/dt e

NEL NL NIL PL PEL

NEL NIL NL NL NL NIL

NL NIL NL NL NIL NIL

NIL NIL NIL NIL PL NIL

PL NIL NIL PL PL NIL

PEL NIL PL PL PL NIL
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KPROP finalð Þ ¼ KPROP PIð ÞþDKPROPðfuzzyÞ ð1Þ

KINT finalð Þ ¼ KINT PIð ÞþDKINTðfuzzyÞ ð2Þ

The inputs of the fuzzy frequency regulator are the error (f) between reference
and DFIG frequency and the first derivative of error (df/dt), and the output is the
desired change in reference reactive current of the STATCOM, DRef_IQuad,
respectively. The fuzzy rules for DRef_IQuad stated in Table 3 follow the fact that
the STATCOM must supply greater capacitive current in response to the fast rising
high frequency error [6].

3 PSO-PI Controller for STATCOM Voltage Regulator

The PI gains of the STATCOM voltage regulator are supervised using PSO. In the
PSO algorithm for STATCOM control, the PI controller gains, KPROP and KINT, are
the positions/searching points and the increments in controller gains, DKPROP and
DKINT, are the velocities, as shown in the flowchart in Fig. 2. In the PSO objective
function for STATCOM control, stated in Eq. (3), K = [KPROPKINT], and sserr, tset,
tri, g and Os stand for the error at steady-state, settling time, rise time, weighting
factor (assumed 1.2) and the peak overshoot, respectively [7].

In Kð Þ ¼ 1� e�gð Þ: Osþ sserrð Þþ e�g: tset � trið Þ ð3Þ

The controller gains and their increments are altered using Eqs. (4)–(5):

wi ¼ wmax � ðwmax � wminÞ=max iter � i ð4Þ

Kiþ 1
c ¼ Ki

c þViþ 1
c ¼ Ki

c þDKiþ 1
c ¼ Ki

c þ cog ckt� r1� Kc pbestð Þ � Ki
c

� �

þ soc ckt� r2� Kgbest � Ki
c

� �þwiDKi
c

ð5Þ

In Eqs. (4) and (5), Ki
c and Kiþ 1

c denote the positions of the particle c at iter-
ations i and i + 1, respectively, Viþ 1

c ¼ DKiþ 1
c is the velocity of cth particle at

Table 3 Table for fuzzy
rules for DRef_IQuad:
frequency regulator

de/dt e

NEL NL NIL PL PEL

NEL NEL NL NL NL NL

NL NL NL NL NL NL

NIL NL NL NIL PL PL

PL PL PL PL PL PL

PEL PL PL PL PL PEL
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iteration i + 1, r1 and r2 are sequences of random numbers within 0 and 1, and
cog_ckt, soc_ckt, max_iter, wmax and wmin denote the individual behavior constant,
social behavior constant, maximum number of iterations, maximum inertia weight
and minimum inertia weight, respectively [8]. Kc(pbest) represents the best position
(personal) of particle c, and Kgbest stands for the best global position. The values
considered for cog_ckt, soc_ckt, max_iter, wmax and wmin in the PSO program for
STATCOM control are 2, 2, 24, 1.5 and 0.5, respectively.

4 Fuzzy PSO-PI Controller for STATCOM

In fuzzy PSO-PI controller for STATCOM, both the fuzzy-PI control technique and
the PSO-PI control technique are implemented. The current regulator and frequency
regulator are the same as described in the fuzzy-PI controller section. In case of the
STATCOM voltage regulator, besides the fuzzy controller, the PSO program is
implemented for STATCOM control.

Fig. 2 Flowchart for PSO for STATCOM control
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5 Description of Test System and Test Cases

In the test system displayed in Fig. 3 (simulated using MATLAB/SIMULINK), the
voltage dip at the PCC, which is the bus labeled ‘BUS2’ (at 600 V), and its
subsequent improvement after including 48 pulse GTO-based 500 kV, 100
MVA STATCOM, has been observed in five test cases. In the first test case, the
speed of the wind falls sharply as a step from 22 to 3 m/s at time t = 0.1 s, and at
the same instant, the voltage of the grid reduces to 0.1 pu (restored to 1 pu at time
t = 0.14 s). In the second, third and fourth test cases, the effects of SLG, LL and
DLG faults at the terminals of the bus named ‘BUS1’ at time t = 0.1 s for 2 cycles
are investigated. The fifth test case examines the consequence of a sudden increase
in load at the bus named ‘BUS2’. In this test case, the load at BUS2 is initially a
500 KW resistive load. At time t = 0.1 s, an extra 500 MW resistive load is
switched on at BUS2. Hence, the total load at time t = 0.1 s at BUS2 is
500 KW + 500 MW (extra load removed after 2 cycles). The wind speed is 15 m/s
in all the cases, except the first. In all the five test cases, the positive sequence
voltage at BUS2 (PCC) is observed, first without the STATCOM, and later after
incorporating the fuzzy-PI, PSO-PI and fuzzy PSO-PI-controlled STATCOM. The
total simulation time is 0.2 s.

6 Results and Analysis

A performance comparison among the three STATCOM control techniques
described earlier can be derived from Table 4 and the simulation results obtained
for the different test cases shown in Figs. 4, 5, 6, 7, 8, 9, 10, 11, 12.

Fig. 3 Schematic representation of test system
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Table 4 Positive sequence voltage at BUS2 (PCC) in all the test cases using STATCOM
controlled by all the three techniques

Test case BUS2 (PCC)
Voltage (pu): no
STATCOM

BUS2 (PCC)
Voltage (pu):
fuzzy-PI
STATCOM

BUS2 (PCC)
Voltage (pu):
PSO-PI
STATCOM

BUS2 (PCC)
Voltage (pu): fuzzy
PSO-PI
STATCOM

Dip in wind speed
and grid voltage

0.68 0.92 0.95 0.94

SLG fault 0.75 0.98 0.995 0.99

LL fault 0.55 0.78 0.79 0.8

DLG fault 0.4 0.575 0.586 0.591

Sudden load rise 0.69 0.89 0.86 0.897

Fig. 4 Positive sequence voltage (pu) at BUS2 (PCC) under the impact of step change (drop) in
wind speed and voltage dip on the grid when STATCOM is absent (top) and when
PSO-PI-controlled STATCOM is included in the system (bottom)
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Fig. 5 Positive sequence voltage (pu) at BUS2 (PCC) for simultaneous occurrence of step change
(drop) in wind speed and grid voltage dip: fuzzy-PI (blue), PSO-PI (green) and fuzzy PSO-PI
(red)-controlled STATCOM

Fig. 6 Positive sequence voltage (pu) at BUS2 (PCC) when an SLG fault occurs at BUS1 and
STATCOM is absent (top) and when PSO-PI-controlled STATCOM is present (bottom)
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Simultaneous Occurrence of Step Change (Drop) in Wind Speed and Dip in
the Grid Voltage

See Figs. 4 and 5.

Single-Line-to-Ground Fault

See Figs. 6 and 7.

Line-to-Line Fault

See Figs. 8 and 9.

Double-Line-to-Ground Fault

See Figs. 10 and 11.

Sudden Increment in Load

See Fig. 12.
From the figures and Table 4, it is observed that the inclusion of STATCOM in

the power system certainly improves the voltage profile at the PCC in all the test
cases. From the plots and table, it is also clear that in the first two test cases, namely
simultaneous occurrence of step change (drop) in wind speed and grid voltage dip
and SLG fault, the PSO-PI-controlled STATCOM offers the highest voltage
compensation among the three techniques. In the remaining test cases, namely LL
fault, DLG fault and sudden increment in load, the fuzzy PSO-PI-controlled
STATCOM provides the maximum voltage improvement, compared to the other

Fig. 7 Positive sequence voltage (pu) at BUS2 (PCC) for SLG fault: fuzzy-PI (blue), PSO-PI
(green) and fuzzy PSO-PI (red)-controlled STATCOM
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Fig. 8 Positive sequence voltage (pu) at BUS2 (PCC) when an LL fault occurs at BUS1 and
STATCOM is absent (top) and when fuzzy PSO-PI-controlled STATCOM is present in the system
(bottom)
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Fig. 9 Positive sequence voltage (pu) at BUS2 (PCC) for LL fault: fuzzy-PI (blue), PSO-PI
(green) and fuzzy PSO-PI (red)-controlled STATCOM

Fig. 10 Positive sequence voltage (pu) at BUS2 (PCC) when a DLG fault occurs at BUS1 and
STATCOM is absent (top) and when fuzzy PSO-PI-controlled STATCOM is present in the system
(bottom)
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Fig. 11 Positive sequence voltage (pu) at BUS2 (PCC) for DLG fault: fuzzy-PI (blue), PSO-PI
(green) and fuzzy PSO-PI (red)-controlled STATCOM

Fig. 12 Positive sequence voltage (pu) at BUS2 (PCC) under the impact of a sudden increment in
load at the PCC when STATCOM is absent (top) and when fuzzy PSO-PI-controlled STATCOM
is included (bottom)
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techniques. In all the cases, it is additionally seen that whenever fuzzy
PSO-PI-controlled STATCOM is incorporated in the system, the voltage response
becomes smoother with comparatively fewer oscillations.

7 Conclusion

The STATCOM, controlled using all the three soft computing techniques—
fuzzy-PI, PSO-PI and fuzzy PSO-PI methods, is able to provide voltage compen-
sation at the PCC in all the five test cases. A performance comparison among the
three STATCOM control techniques indicates better performance by the
PSO-PI-controlled STATCOM in the first two test cases (wind speed change as
well as grid voltage dip and SLG fault) and superior voltage compensation by fuzzy
PSO-PI-controlled STATCOM in the remaining test cases (LL fault, DLG fault,
sudden load increment).
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Micro-grid for Village Empowerment
Using Solar PV-Operated Micro-hydel
Power Plant

T.K. Rana and S. Chakraborty

Abstract Day and night empowerment in remote and isolated places through
electric power and water supply has been designed in a smart and efficient way.
Solar photovoltaic power with Maximum Power Point Tracking (MPPT) controller
generates electricity during day time which is used to run domestic appliances. It
also simultaneously pumps water and stores it in an overhead tank. Along with the
normal utilization of water in daily life from the water tank, potential energy in the
form of stored water in overhead tank is used to run a micro-turbine coupled with a
generator for producing electricity at night. The centralized electric power is
distributed to different homes in the village through a micro-grid.

Keywords MPPT � Potential energy � Micro-grid � Photovoltaic
Renewable energy

1 Introduction

In remote locations, islands or in similar places, due to non-availability of com-
mercial grid power supply, people lead the lives of an ancient world. They do not
enjoy the TV, fan or light. Sometime oil or gas is used to meet their certain
demands. On the other hand, conventional energy resources used in different sectors
are insufficient to meet the future demand due to the limited availability which will
last not more than two centuries. The conventional energy sources also cause
pollution, thereby degrading the environment. Different studies have been done in
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the area of solar power-operated energy systems. It is renewable and causes no
pollution. In this paper, an efficient and useful concept is implemented to meet the
day and night demand of power for the people staying in isolated places. Referring
to Fig. 1, solar energy is extracted through solar photovoltaic (PV) panels. DC
electrical energy is processed to operate electrical utilities. Extra energy is used to
run water pump to store water in an overhead tank. Electrical energy is thus con-
verted to potential energy in the form of stored water in the overhead tank. At night,
the stored water is released. The potential energy of the stored water in the overhead
tank is converted to kinetic energy which, in turn, rotates a turbine coupled with a
generator to produce electricity [1]. In addition to the electric power, the water is
also used for normal uses. System view is shown in Fig. 1.

The potential energy in the form of stored water in an overhead tank is thus
converted to kinetic energy, and finally, electric energy is made available. Normally,
battery is used to store energy from PV panel during the day and the stored battery
energy [2, 3] is used at the night. Life of battery is in the order of 3–5 years, and it is
also very expensive. Storing PV energy in the form of potential energy in overhead
tank serves two purposes simultaneously. In one form, it provides water required for
daily normal household needs, and in other form, it produces electricity. Periodic
replacement as is required for a battery is nil here. Thus, energy storing in an
overhead tank will work better than storing energy in conventional way in battery.

To empower the village houses, a basic scheme has been designed. Power for
lamps, fan and TV set will give the people comfort, and they will see the world
through various TV programs. The micro-grid is a DC grid which is simpler in
implementation. AC micro-grid for this type of application has been designed
[4–7]. Complexity is less in DC grid system. In a different type of application, solar
power is converted to national grid quality power [8]. Power is fed to the grid.
Energy efficient hybrid micro-grid for a building has been analyzed also [9]. Hybrid
AC/DC micro-grid design is available in the literature [10]. Hybrid micro-grid with
battery, wind, solar, fuel cell and national grid has been studied and optimized
[11–14]. We have presented a very simple and efficient system. Converter shown in
Fig. 2 regulates the DC voltage level. Here, an inverter can also be connected for
AC voltage operated loads.

Fig. 1 System view
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In remote and isolated places, national grid is absent. Local grid serving a local
area for DC operated utilities is efficient. Referring to Fig. 2, our design approach is
unique, efficient and simple. It meets the basic need of electrically powered utilities
and simultaneously water supply through water distribution.

2 Load Distribution from the Scheme

The calculation is based on the total consumption of power in the village. Loads are
mainly fans, lights and TVs.

(i) Total fan load = F W for H1 h during day and H2 h at night
(ii) Total TV load = T W for H3 at day and H4 h at night
(iii) Total LED lamp load = L W for H5 h at night

Total energy required ¼ F:H1þ F:H2þT:H3þT:H4þL:H5ð ÞWH ð1Þ

Considering overall efficiency of N1%, energy required

¼ F:H1þ F:H2þT:H3þT:H4þL:H5ð Þ=0:N1WH ¼ E

Assuming H6 h availability of proper sunlight, the required size of the solar PV
panel

¼ E=H6W

Requirement of storage energy for night is seen from the above figure

Fig. 2 Basic scheme of operation
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¼ Enight ¼ F:H2þT:H4þL:H5ð Þ=0:NWH

Peak power requirement at night ¼ Enight=H2

Referring to Fig. 3, we see that potential energy in mass of water stored in
incremental head dh above the head h is given by Eq. (2)

dw ¼ dm:g:h ð2Þ

Total potential energy of water stored is shown in Eq. (3) below,

PE ¼
ZR

0

q:A:g:h:dh ¼ 1
2
:q:A:g:R2 J ð3Þ

Replacing bottom height by ‘r’

PE ¼ 1
2
:q:A:g: R2 � r2

� �
; q ¼ 1000 kg=m3

¼ 1
2
:1000:A:ð9:8Þ:ðR2 � r2Þ

¼ F:H2þT:H4þL:H5ð Þ=0:NWH

With storing efficiency and extra water required for normal house hold uses,
another efficiency factor of N2% is considered.

Actual potential energy (PE) required

¼ F:H2þT:H4þL:H5ð Þ=ð0:N2ÞWH

Fig. 3 Overhead tank details
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3 Alternator Details

When water is released from the tank, the stored potential energy gets converted to
kinetic energy. This energy is used to rotate a water turbine. Water turbines are
basically low speed prime movers. Its operating speed depends on the water head.
Alternators coupled to this type of turbines require large number of poles as shown in
the following Eq. (6). Frequency and output voltage are shown in Eqs. (4) and (5)

Frequency of the alternator output ¼ ðP=2Þ � ðN=60Þ; ð4Þ

where

N rotational speed in RPM
P total number of magnetic poles

RMSvalue of emf generated per phase ¼ 4:44:f:£:T ð5Þ

where

Ø flux/pole in webers

The alternator will generate 3-phase AC output which when rectified by a full
wave rectifier will give Vdc.

Per phase ac voltage = Vdc/2.34
For f Hz output frequency number of poles

P ¼ ð2� f � 60Þ=N ð6Þ

4 Turbine Details

The velocity of the water at the turbine point can be expressed as shown in Eq. (7)
below

v ¼ Cvð2gHÞ1=2 ð7Þ

where

v outlet velocity (m/s)
Cv velocity coefficient (water 0.9)
g acceleration of gravity (9.81 m/s2)
H height (m)

A reasonable rotational speed of a water turbine = N rps
Now the rotational speed of the turbine blades of radius ‘R’ and the speed of

water flow are given by the following Eqs. (8) and (9)
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v ¼ 2:pR:N m=s ð8Þ

R ¼ v=ð2:p:NÞ ð9Þ

Kinetic energy of a moving object or liquid is governed by equation E = 1/2.m.v2

where m is mass and v the velocity of motion.
Now we will find the diameter of the discharging pipe.
Potential energy of water in the overhead tank will be converted to kinetic

energy at the turbine blades. This kinetic energy per second has to meet the demand
of electrical power generation. Mass of water and diameter of pipe will follow
Eqs. (10) and (11).

So, E ¼ 1=2:m:v2 ¼ ðFþ T þ LÞW

m ¼ ððFþ T þ LÞ � 2Þ=v2 kg ð10Þ

If ‘d’ be the diameter of the discharge pipe, then
i.e.,

q:A:v ¼ 1000:p:d2: ð11Þ

from above equation ‘d’ can be found out.

5 Results of a Case Study

We consider a small village of 50 houses. Load distribution is as given. We can
assume an average of load per house as

(i) 15 W solar fan for 6-h day and 6-h night use = 180 WH
(ii) 14 in. 15 W LCD TV 6-h day and 6-h night = 180 WH
(iii) 3 � 7 W LED lamps for 4 h at night = 48 WH

Total = 180 + 180 + 48 = 408 WH.
Considering overall efficiency of 80% actual energy requirement = 408/0.8 =

510 WH.
For 50 houses, energy to be extracted from solar panel = 50 � 510 = 25500 WH
And for one day extra power storage the energy requirement from the PV panel

¼ 2� 25;500 ¼ 51;000 WH

Assuming 5-h availability of proper sunlight, the average power supplied by the
PV panel
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¼ 25;500 WH=5 H ¼ 5100 W

Selected PV module: Model no-SS265P,
Make—SovaPower (or equivalent),
Watt—250 W,
Voc = 37.05 V,
V(optimum) = 30.12 V,
Short-circuit current—8.74 A,
Optimum operating current—8.31 A.

We should take into consideration the power generation capacity of a PV panel
with years of use with its aging characteristics when we design a system for
long-term use. Figure 4 shows a typical PV output capacity with years.

The most important consideration in designing PV output-based system is its
power generation capacity round the clock. A typical qualitative power generation
pattern is shown in the graph in Fig. 5.

Graph in Fig. 6 shows insolation level with time.
Monthly insolation pattern with different ambient temperature is shown in

Fig. 7.

Fig. 4 Power output versus
age of PV panel

Fig. 5 Solar energy pattern
throughout the day
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Useful energy available from the solar panel is as given in the chart with respect
to peak energy (Table 1).

With the realistic pattern of generation from PV modules based on time (Figs. 4
and 5), month (Fig. 7) and year (Fig. 4) of use, we can find out the size of PV panel

Fig. 6 Hourly insolation pattern

Fig. 7 Monthly insolation
pattern

Table 1 Percent of solar
energy with respect to time in
summer and winter seasons

Time Summer (%) Winter (%)

8 a.m.–9 a.m. 10 5

9 a.m.–10 a.m. 25 10

10 a.m.–11 a.m. 70 40

11 a.m.–12 noon 100 70

12 noon–1 p.m. 100 70

1 p.m.–2 p.m. 90 60

2 p.m.–3 p.m. 60 45

3 p.m.–4 p.m. 20 10

4 p.m.–5 p.m. 5 2
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based on an application. If Pp be the peak power available from the solar panel, the
total energy available through out the day in summer

¼ Pp:ð0:1þ 0:2þ 0:7þ 1:0þ 1:0þ 0:9þ 0:6þ 0:2þ 0:05Þ ¼ 4:8PpH

But total energy available in winter will be

¼ Pp: 0:05þ 0:1þ 0:4þ 0:7þ 0:7þ 0:6þ 0:45þ 0:1þ 0:02ð Þ ¼ 3:12PpH

Considering the winter situation 3.12PpH = energy requirement = 51000 WH.
Peak power of the solar panel = 51,000/312 = 16346 W = 16 kW (approx).
Useful power available from the solar panel is as given in the following chart

(Table 2).

5.1 PV Panel Details

Considering 250Wp panel, total number of 250 W panel will be = 16,346/250 = 65
nos.

5.2 Overhead Tank Details

Overhead tank height be R = 7 m and r = 5.
Area of tank = 360 m2.

5.3 MPPT Controller

A buck converter as shown in Fig. 8 has been used to extract maximum power from
the solar PV module

Table 2 Power available
from solar panel in summer
and winter seasons

Time Summer Winter

8 a.m.–9 a.m. 1.6 kW 800 W

9 a.m.–10 a.m. 4 kW 1.6 kW

10 a.m.–11 a.m. 11.2 kW 6.4 kW

11 a.m.–12 noon 16 kW 11.2 kW

12 noon–1 p.m. 16 kW 11.2 kW

1 p.m.–2 p.m. 14.4 kW 9.6 kW

2 p.m.–3 p.m. 9.6 kW 7.2 kW

3 p.m.–4 p.m. 3.2 kW 1.6 kW

4 p.m.–5 p.m. 800 W 320 W
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V0=Vin ¼ Iin=I0 ¼ D

where

D is the duty cycle.

This expression of R0 as derived in Eq. (12) below gives us input resistance
value in terms of output load resistance,

Vin ¼ V0=D

Iin ¼ I0:D

V0 ¼ Vin:D

Rin ¼ Vin=Iin ¼ ðV0=DÞ=I0:D ¼ V0=I0ð Þ=D2 ¼ R0=D
2 ð12Þ

where R0 is the output resistance or load resistance of the converter. We know that
D varies from 0 to 1. Hence, Rin would vary from ∞ to R0 as D varies from 0 to 1
corresponding. A standard V/I characteristic of a PV cell is shown in Fig. 5.
Maximum power from the solar cell is available at a particular point in the V/
I curve. To extract the maximum power [15], the load resistance is to be selected to
achieve the point. The formula as given in Eq. (1) will be used to do that. Here the
duty cycle of the converter is constantly adjusted to receive the maximum power. It
in turn adjusts the load resistance faced by the solar PV output.

By adjusting the duty cycle and calculating the output power generated con-
tinuously, the maximum power output can be extracted as shown in Fig. 9.

Fig. 8 Buck converter

Fig. 9 V–I characteristics of
PV module
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5.4 Control Scheme

The basic control scheme is shown in Fig. 10. The PV output is sent to a buck
converter. The micro-controller monitors the input and output power by sensing
input/output voltage and current constantly. The micro-controller generates pulse
width modulated signal whose duty cycle is controlled to extract maximum power
from the PV panel.

The duty cycle of the buck converter is varied following an algorithm as shown
in flow chart in Fig. 11. The MPPT-based controller is designed using ATMEGA16
micro-controller (Fig. 6). Output voltage and current are sensed to calculate the
power output. The micro-controller generates PWM signal for the buck converter.
Duty cycle is constantly adjusted for MPPT.

Fig. 10 Control scheme
block diagram

Fig. 11 Flow chart of MPPT
controller
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6 Conclusion

Local grid providing electricity for round the clock to a remote village using
pollution free resources has been presented. Along with electric power, the pro-
posed system provides water to the villagers for their daily need. Necessary and
useful design methodology has been formulated. A realistic case study of a small
village has been analyzed. The scheme will be very much efficient and cost effective
for empowerment of remote villages in future.
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A Design for High-Torque, Low-Speed
Vertical Axis Wind Turbine

Rajesh Dommeti, Avinash Kathi and Mallikarjunarao Pasumarthi

Abstract Since last few years, there has been an enormous thrust on the devel-
opment of alternative energy sources to cope up with the diminishing reserves of
conventional energy resources. Because of its continuous availability, wind hap-
pened to be element for conversion into an alternative energy resource. The design
of high-power wind turbine has geared up to the requirement, but unfortunately
there are not much literature that contain any functional design for low-speed,
high-torque micro-wind power generation system. In this paper, a methodology has
been presented for the design of vertical axis wind energy conversion systems
suitable for low-power domestic purposes. This design facilitates the manufacturer
to easily select the turbine blade tilt angle and the ratio of overall L/D. This design
is based on the Gorlov helical structure concept applied to Savonius turbine.
A workbench for the simulation has been developed, and the design is simulated.
The vertical axis turbine that is designed avoids the use of gearbox, and it is more
suitable for direct mounted generation system.

Keywords Savonius helical turbine � Gorlov principle � Airfoil
Vertical axis wind turbine � Direct coupled generator � Tip speed ratio
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1 Introduction

Power generation through wind is a new swing from conventional energy sources,
in which reliable power generation and cost saving are the main criteria. In the
process, maximum effort is taken to reduce the noise level and meet the load
demand. Based on the orientation of the axis, turbines are classified into horizontal
axis and vertical axis turbine. The horizontal axis turbine is more common over the
decade; in the installation the first and foremost problem is, it occupies a huge area,
required large capacity of cranes to mount on the surface and needed more men
power. The HAWT should be oriented towards the wind direction by the yaw
mechanic control technique, and the aerodynamics of the horizontal axis is very
complex. Many VAWT are proposed in recent times in which Darrieus and
Savonius turbines are most common. Keeping with the view of a few aspects such
as self-starting and uniform torque distribution along the turbine with vibration free,
where the Darrieus and Savonius turbines fail to attain, a new Savonius helical
turbine is designed.

Gorlov [1] developed a helical turbine designed for low fluid flow rates in the
1990s. It was initially developed for use in water either in a slow river or as a tidal
generator. This turbine uses a vertical axis configuration having three blades that are
swept along a helical path. Using this configuration, the turbine will always rotate in
the same direction, regardless of the direction of the fluid flow. With its small size
and intended to apply for low wind speeds, Gorlov helical turbine is a prime
candidate to fill the need for a portable wind turbine. By using the idea of Gorlov
helical turbine, a Savonius helical twist turbine is designed for self-start and uni-
form torque distribution. The turbine size as a function of power is required to drive
a permanent magnet generator.

This paper is organized as follows. Second section elobertaes the Power cal-
culation for VAWT from the literature. The next section gives an idea of the
problems associated with VAWT design, particularly Savonius helical turbines. The
obtained CFD analysis results for various designs are compared and the adaptable
configuration is chosen from analysis data.

2 Power Equations of VAWT

The maximum power that can be extracted is given by [2] (Fig. 1)

Pmax ¼ C0qR0HðV3Þ ð1Þ

where C0 = power coefficient = 0.3q = density of air = 1.225.
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Fig. 1 Airfoil isometric view and wind force directions

900 twist 1800 twist 3600 twist 1800 twist Dual

900 twist Dual 1800 twist Dual3600 twist Dual1800 twist

Fig. 2 Different combinations of Savonius helical twist turbines

A Design for High-Torque, Low-Speed Vertical Axis Wind Turbine 205



Generally, Assuming tip speed ratio = 1 and we get

k ¼ xr
Vw

� �
ð2Þ

Torque ¼ Pmax

x

� �
ð3Þ

For example, with diameterD of 480 mm, using the empirical relation 2d − e = D;
m = e = (d/6); then e = a = 51 mm, d = 265.5 mm and L = 1000 mm.

The data considered for the simulation are shaft diameter D: 100 mm. Bearing
type: roller.

The generator chosen was permanent magnet synchronizing generator with
voltage rating of 12 V and 100 rpm so as to achieve direct drive generator.

2.1 Designed Models of Savonius Helical Twist Turbines

See Fig. 2.

3 Stated Problem

The problems identified in the literature [3, 4] existing on VAWT were as follows

• At low speeds, there is a lack of lift generated in the turbine and uneven torque
distribution, and the Darrieus turbine fails to self-start

• The Savonius While self-starting has very low efficiency.

The uneven torque distribution of Darrieus turbine has been addressed in a
design known as Quiet Revolution turbine, which is based on Dr Gorlov’s Helical
Turbine.

3.1 Proposed Elucidation

Savonius turbine blades to be twisted helical for solving the uneven torque distri-
bution, and the assembly of 2 or 3 blades will be incorporated to provide the
starting torque for the turbine which in turn makes the turbine self-starting [5–7].
With different wind velocities, the model is tested.
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3.2 Steps to Be Taken

• Designing the blades based on the application in rural and domestic environ-
ment with the limitation of size.

• Designing the complete airfoil section of the blade where the angle attack is
same throughout the blade in order to achieve noise-less rotation.

• Prototype manufacturing based on the newly proposed concepts.
• Testing using solid work flow simulation by creating a virtual wind tunnel

where environmental pressure acts.

3.3 Flow Simulation

The design software for flow simulation is very much suitable for engineer who
needs flow analysis [8]. A goal-oriented approach easily allows for gaining insight
into the performance of design under real environmental conditions in less time.

4 Computational Fluid Dynamics Analysis

The wind tunnel environment is created for the design turbine model to study the
flow simulation characteristics on the CFD work bench. The environment con-
straints like wind direction and environmental pressure are given as boundary
conditions to flow simulation, the virtual environment is achieved equivalent to a
real time scenario.

Objective of testing is

• To test the best helical twist turbine, the model of one blade with dimensions is
tested at different wind velocities by creating a wind tunnel in CFD analysis.

• The testing is done in two phases; first phase includes the testing the best twist
for a unique turbine, and the second phase includes by varying the L/D ratio of
the turbine (Fig. 3).

Tip speed ratio impact on turbine dimensions

CFD flow analysis tip speed ratio of Savonius turbine is observed to be 1, since
the wind tunnel environment is created bounded with environmental pressure acting

A Design for High-Torque, Low-Speed Vertical Axis Wind Turbine 207



opposite to the direction of the wind flow. The tip speed ratio is (TPR) 0.833, which
is near to 1.0; therefore, the tip speed ratio of Savonius turbine is confined
to 1.0 [9, 10].

5 Results and Discussion

Case (i) Savonius turbine tested with different twist angles

In this the turbine dimensions of diameter 0.5 m and height 1.0 m with a helical
twist of 90°, 180°, 360° are designed. The turbine is tested in a wind tunnel with the
flow simulation tool. The turbine behaviour for different wind conditions is
observed and conclusions are derived with a goal oriented to obtain a turbine which
suits micro-power generator parameters (Table 1).

Figure 4a shows that wind power and shaft power developed by wind turbine
with respect to wind speed. From Fig. 4b, the torque obtained by the 90° twist
helical turbines is maximum as compared to that of 180° and 360° twist.

The 180° twist turbine attains high shaft speed at different wind velocities as that
of 90° and 360° twist turbines as shown in Fig. 5a. Speed and torque characteristics
of wind turbine with 360° helical twist have a large variety of operating conditions
with variable wind velocities as shown in Fig. 6. Hence the turbine with blade twist
of 360° is chosen for further analysis by varying the dimensions, i.e. L/D ratio of
the turbine.

Fig. 3 Flow simulations for 360 twist blade turbine, L/D = 3

208 R. Dommeti et al.



Case (ii) Testing of turbine with different L/D ratio

The Savonius two-blade turbines with 360° twist with different heights are con-
sidered by keeping the radius as constant. The turbine with more sweeping area
acquires (turbine with high L/D ratio) more power and torque, but the limitation on
shaft speed. So confining to size constraints for the different combinations of
parameters, a suitable model has to be finalized. For L/D ratio 4, the turbine
acquires high torque compared to other configurations as shown in Fig. 6a. For L/D

Table 1 Turbine shaft speed, torque variation for different configurations

Blade
twist
(deg)

Wind
speed
(m/s)

Wind
power
(w)

Power
extracted
(w)

Torque
(Nm)

x
(rad/s)

Turbine
speed (rpm)

90 3 24.14 7.24 1.42 5.09 48

180 3 24.14 7.24 0.415 17.44 166

360 3 24.14 7.24 0.729 9.93 94

90 5 111.78 33.53 4.04 8.29 79

180 5 111.78 33.53 2.93 11.44 109

360 5 111.78 33.53 2.133 15.71 150

90 7 306.72 92 7.904 11.63 111

180 7 306.72 92 3.297 27.90 266

360 7 306.72 92 4.144 22.2 212

90 10 894.25 268.27 16.03 16.73 159

180 10 894.25 268.27 6.699 40.04 382

360 10 894.25 268.27 8.384 31.99 305

90 15 3018 905.4 35.979 25.16 240

180 15 3018 905.4 14.749 61.38 586

360 15 3018 905.4 18.576 48.74 465

Fig. 4 a Wind power, shaft power extracted variation as a function of wind speed b turbine shaft
torque versus wind speed for different twists
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ratio 2, the turbine attains high speed compared to other turbines for different wind
velocities as shown in Fig. 6b (Table 2).

Therefore, when an average wind speed is in the range of 5 m/s and L/D as 3.0,
i.e. dimensions of the turbine are optimum for a length of 1.5 m and a diameter of
0.5 m with a shaft torque of 4.973 Nm at shaft speed of 83 rpm. For the obtained
turbine parameters, it is evident that the turbine can be used to drive direct coupled
generator. The obtained torque is enough to drive the generator. Thus, with the
considerable elimination of gear train, the turbine efficiency is improved (Fig. 7 and
Table 3).

The designed Optimum turbine model is simulated with direct coupled Axial
flux permanent magnet (AFPM) generator. For the Designed turbine shaft torque a
AFPM machine is modelled using the dimensional equations and it is simulated in
powergui template, to verify the specifications of Generator. The Matlab simulation
incorporate with design turbine and AFPM with a three phase bridge rectifier and
Buck boost converter.

Fig. 5 a Turbine shaft speed versus wind speed for different twists b shaft speed, shaft torque
cumulative variation for different twist angles

Fig. 6 a Torque versus wind velocities with different L/D ratios, b shaft speed variation w.r.t to
wind velocities for different L/D ratio
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Figure 8a represents the voltage of the Simulink model, x axis and y axis rep-
resent time and DC voltage, respectively. As the wind velocity increases, the power
generated also increases, The model designed as the survival speed to operate at
15 m/s. Figure 8b represents the current of the model, where x axis and y axis
represent time (s) and current, respectively. The power obtained is nearly 814 W
which serves the need of domestic and lighting usages. These models can be
extended to the required design from end-to-end analysis.

Table 2 Turbine shaft speed, torque variation w.r.t to L/D ratio

L/D
ratio

Wind
speed
(m/s)

Wind
power (W)

Power
extraction
(w)

Torque
(Nm)

w
(rad/s)

Turbine
speed (rpm)

2 3 24.14 7.242 0.729 9.93 94.91

3 3 31.42 9.42 2.243 4.199 40.12

4 3 42.99 12.897 9.028 1.428 13

2 5 111.78 33.53 2.133 15.71 150

3 5 145.46 43.63 4.973 8.77 83

4 5 199.06 59.718 9.048 6.6 63

2 7 306.72 92.016 4.144 22.20 212

3 7 399.16 119.74 9.731 12.30 117

4 7 546.22 163.866 17.516 9.355 89

2 10 894.25 268.27 8.384 31.99 305

3 10 1163.75 349.125 19.106 18.27 174

4 10 1592.5 477.75 35.345 13.51 129

2 15 3018 905.4 18.576 48.74 465

3 15 3927.65 1178.29 42.848 27.499 262.72

4 15 5374.68 1612.40 78.420 20.56 196

Fig. 7 Shaft torque and
speed cumulative variation
with L/D ratio variation
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6 Conclusion

The helical two foil turbine with 3600 of twist gives Optimum shaft speed- torque
characteristics than that of 900 and 1800 of twist turbines for same dimensions. In
the helical 3600 twist turbine the angle of attack is same throughout the length of
the blade and the tip speed ratio is near to 1.0, which are defined to be optimum
design characteristics. The analysis for 3600 twist turbine with different dimensions
by keeping constant radii of 0.5 m, The output torque obtained at shaft torque is
proportional to the length of the turbine and wind speed. Variation in L/D ratio also
affects the required generator input characteristics. For L/D of 3, best suitable
turbine with linear speed and torque characteristics of direct coupled wind energy

Table 3 Slotted PMSG final design dimensions and specifications

Output power Pout

(W)
1000 Speed N (rpm) 100

Output DC voltage Vdc 24 Frequency F (Hz) 15

Number of poles P 18 Number of slots Ns 162

Fundamental winding factor Kwl 0.966 Air gap g (mm) 1

Magnetic loading Bg (T) 0.79 Electric loading A (LA/m2)

Outer diameter D0 (m) 0.25 Inner/outer
diameter

L 0.53

Pole arc/pole pitch ap 0.65 Magnet thickness Lpm (mm) 5

Stator core axial length Lcs
(mm)

50 Rotor core axial
length

Lcr (mm) 25

Number of slots per pole phase
(nspp)

3 Resistance per
phase

Rphase (X) 0.043

Synchronous reactance per
phase

Xphase

(X)
0.3897 Efficiency % 85

Fig. 8 a Output voltage of RE load b output current of the RE load at 15 m/s wind speeds
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system. The workbench has the feasibility to test the turbine model at high speeds
rather than a manual wind tunnel to estimate the performance. The designed turbine
model can archive rated performance at low wind speeds, which suits the
requirement of Urban and Rural domestic power requirements.
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Single-Stage Boost Inverter Topologies
for Nanogrid Applications

P. Sriramalakshmi and V.T. Sreedevi

Abstract The non-conventional energy source-based distribution generation sys-
tems are suitable for low-power applications. These renewable energy system
(RES)-based networks very often experience vast changes in the inverter output
voltage, due to certain power quality issues like fluctuations, voltage sags, etc.
Usually, a conventional boost converter is connected between the DC source and
inverter to boost up the DC voltage when the available voltage is less than the
required voltage for a particular application. If a highly boosted voltage is needed,
the duty ratio of the converter needs to be fixed at maximum which creates serious
reverse recovery issues. In order to overcome the aforementioned problems,
single-stage power inverters are the best solution. Impedance-source inverter (ZSI),
switched boost inverter (SBI), quasi-switched boost inverter (QSBI) are some of the
single-stage step-up inverter topologies. These converters can either buck or boost
the available DC input voltage, which provides better electromagnetic interference
immunity and need not to be operated at extreme duty cycle, and it can produce
both direct and alternating voltages from a single DC source. Because of all the
above-mentioned advantages, single-stage boost inverters are appropriate for
nanogrid applications. This paper reviews the features and operations of
single-stage boost inverter topologies like ZSI, QZSI, basic SBI and family of QSBI
topologies. The MATLAB simulation studies are carried out with the same design
parameters for all the topologies, and the results are presented in detail including
performance comparison.
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1 Introduction

The power electronic converters play main role in connecting RES to the load [1].
The voltage-source inverter (VSI) [2, 3] is widely used in distributed generation,
drive applications, uninterruptible power supplies and electric vehicles. But con-
ventional VSI has drawbacks. It can provide the output voltage less than the input
voltage, and its output cannot be more than the DC-link voltage. Both the switches
in each phase cannot be turned on simultaneously. Otherwise short circuit will
happen and damage the devices [4]. For applications where high voltage is needed,
a DC–DC conventional boost converter is connected as shown in Fig. 1 which may
increase the converter cost and reduces the efficiency [5]. To avoid two stage power
conversions, the ZSI was proposed in 2002 [6] as shown in Fig. 2. The ZSI has an
ability to overcome the aforementioned issues. ZSI has an X network which con-
nects the inverter and the DC source. In ZSI, both the upper and lower switches can
be fired simultaneously. It can increase or decrease the available source voltage.
Also it has no dead time and hence improves the system reliability. Thus, it min-
imizes the harmonic content in the AC load voltage [7–10].

To have continuous source current and reduced capacitor voltage which is not
possible with conventional ZSI, quasi-impedance-source inverter (QZSI) [11, 12]
was proposed as shown in Fig. 3. But the lattice network with two symmetrical
inductors and capacitors in the ZSI and QZSI maximizes the size and overall cost of
the system. Also the implementation of perfect symmetrical X network is not
feasible in practical. So this inverter cannot be used for low-power applications.
A switched boost inverter (SBI) is suggested [13] as shown in Fig. 4.

Fig. 1 DC–DC boosted VSI

Fig. 2 Impedance-source
inverter
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There are two major problems of ZSI, i.e., high magnetic requirement and poor
transient response in case of asymmetrical impedance network. It can be eliminated
with the help of SBI [14]. In addition, SBI can be used wherever both DC and AC
voltages are required [15]. Also it is best suitable for nanogrid applications. In the
SBI, the voltage across the capacitor is same as the inverter input voltage (DC-link
voltage) when it is operated to have boosted voltage. The SBI uses reduced number
of semiconductor devices. To produce high voltage gain, a high shoot-through duty
ratio D must be used. The modulation index M is chosen such that it satisfies the
condition, M = 1 − D. The low value of M leads to increment in the harmonic
content of the inverter output voltage. A family of quasi-switched boost inverter
(QSBI) is presented to overcome all the issues addressed under SBI [16]. Similar to
conventional SBI, the QSBI family has same number of components. QSBI can be
classified as embedded-type QSBI and DC-linked-type QSBI. The voltage stress
across the capacitor in a DC-linked-type QSBI is low. A high boost with continuous
source current is possible in an embedded-type QSBI [16].

In this paper, Sect. 2 explains various single-phase high boost inverter topolo-
gies, advantages and their boost ability, Sect. 3 briefs the PWM techniques and
presents the simulation results, Sect. 4 analyzes the performance of the
above-mentioned topologies and Sect. 5 concludes the paper. At the end, reference
papers are listed out.

Fig. 3 Quasi-ZSI

Fig. 4 Basic switched boost
inverter
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2 Analysis of Single-Stage Boost Inverter Topologies

2.1 Impedance-Source Inverter Topology

Figure 2 shows the ZSI [4] topology. The X network connects the source and load.
It includes two inductors and two capacitors of same values. Depending upon the
shoot-through duty ratio, ZSI can increase or decrease the available DC voltage.
In ZSI, both the switches in a single leg can be turned on simultaneously. Shoot
through cannot damage the device. Active state and Shoot-through state of ZSI are
shown in Fig. 5a, b. During active state, diode gets turned on. During this state, the
capacitor is getting charged. Also the DC voltage and the inductive energy are
transferred to the load. During shoot-through state, the capacitors discharge through
the inductors [17].

The boost factor (B) can be given by,

VC

Vin
¼ 1� T0

T

1� 2T0
T

¼ 1� D
1� 2D

ð1Þ

VC ¼ BVin ð2Þ

B is the boost factor.

2.2 Quasi-Z-Source Inverter Topology

The QZSI [11, 12] has two states namely shoot-through zero state and active state
like ZSI. During shoot-through zero state, diode is reverse biased and inverter legs

Fig. 5 a Active state, b shoot-through zero state
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are shorted. Also no voltage will appear across the load. During active state, diode
is in conduction state and the boosted voltage will be delivered to the load. Both the
active state and shoot-through zero state are shown in Fig. 6a, b, respectively.
During active mode ðT1Þ, voltage across the inductor ðVL1Þ is difference between
the source voltage and the voltage across capacitor ðVC1Þ. The voltage across the
inductor ðVL2Þ is equal to negative of capacitor voltage ðVC2Þ. Similarly, during
shoot-through state ðT0Þ, inductor voltage ðVL1Þ is the addition of input voltage and
capacitor voltage ðVC2Þ. And the inductor voltage ðVL2Þ is equal to voltage across
the capacitor ðVC2Þ.

V0 ¼ VC1 þVC2 ¼ BVin ð3Þ

The boost factor B is given as,

B ¼ 1

1� 2 T0
T

ð4Þ

2.3 Switched Boost Inverter Topology

The switched boost inverter (SBI) is also a structure of single-stage step-up [13, 14]
converter topology. Figure 4 shows the basic SBI topology. The operation of basic
SBI topology is explained in two different states. Similar to ZSI, SBI too has
shoot-through zero state in addition to active state, due to which the boost action
takes place. By considering the circuit shown in Fig. 4, during shoot-through zero
interval, S is turned on. Since voltage across capacitor is more than the input DC
voltage, diodes D1 and D2 are reverse biased during this interval as shown in
Fig. 7a. Now L and C are connected in parallel and the energy stored in
C discharges through the inductor. During active state as shown in Fig. 7b, S is

Fig. 6 a Active state, b shoot-through zero state
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switched off and diodes D1 and D2 are forward biased and inductor current flows
through the load [16, 17].

The boost factor (B) can be given by,

VC

Vin
¼ 1� D

1� 2D
ð5Þ

where ‘D’ is the shoot-through duty ratio.

2.4 Quasi-Switched Boost Inverter Topologies

In this topology, an inductor, a diode and a switch is connected directly to a DC
source. So the voltage across the DC link is higher than source voltage. Thus, SBI
topologies are extended to QSBI [18]. So the number of components used in QSBI
is similar to that of basic SBI topologies. QSBI can also provide continuous source
current. The voltage across the capacitor is same as that of DC-link voltage. QSBI
topologies are further classified into embedded-type QSBI and DC-linked-type
QSBI.

2.4.1 Embedded-Type Quasi-Switched Boost Inverter

When DC input is connected in series with the inductor, it draws a continuous
source current and gives boosted voltage. But the capacitor voltage is same as the
DC-link voltage. In other way, topology can be modified in such a way to share
same common ground which is termed as CFSI (current-fed switched inverter) [18].
The embedded type-1 QSBI is shown in Fig. 8. During active state, the inductor
voltage is the difference of the source voltage (Vin) and the voltage stress across the

Fig. 7 a Shoot-through state, b active state
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capacitor (VC). Also the capacitor current (IC) is the difference of the inductor
current (IL) and the inverter input current (Iin) as shown in Fig. 10a. Similarly, the
shoot-through operation of the inverter is shown in Fig. 10b.

The capacitor voltage is given as,

VC ¼ 1
1� 2D

Vin ð6Þ

The boost factor B is given by,

B ¼ 1
1� 2D

ð7Þ

2.4.2 DC-Linked-Type Quasi-Switched Boost Inverter

The n-type DC-linked QSBI [19] is shown in Fig. 9. It can reduce the voltage stress
across capacitors. It can be further classified into positive terminal DC-linked-type
QSBI and negative bus-type DC-linked QSBI. When the voltage source is con-
nected between the boost cell and negative terminal of the DC bus, it is called as
negative bus-type DC-linked QSBI. But in positive bus-type QSBI, voltage source
is connected between positive terminal of the DC bus and switched boost cell. This
type of inverter does not share the same ground. QSBI topologies have less

Fig. 8 Embedded type-1
quasi-SBI

Fig. 9 DC-linked negative
bus-type quasi-SBI
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capacitor voltage stress with the same component count as that of SBI. The shoot
through and active state of the converter are shown in Fig. 11a, b, respectively.

The peak DC-link voltage during active state is given as,

VPN ¼ 1� D
1� 2D

Vin ð8Þ

The boost factor B is expressed as

B ¼ 1� D
1� 2D

ð9Þ

where D is the shoot-through duty ratio.

Fig. 10 a Active state, b shoot-through state

Fig. 11 a Shoot-through state, b active state
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3 Simulation Results and Comparisons

To analyze the performance of all the above-mentioned single-stage high boost
inverter topologies, the MATLAB/SIMULINK-based simulations are done with the
same design parameters and their output voltage and current results are presented.
Simple Boost Control (SBC) method [20] of pulse width modulation technique is
used to produce the pulses to all the switches. Simple boost method is a modified
method of conventional sinusoidal PWM (SPWM).

The shoot-through pulses which are responsible for boosted voltage can be
produced by comparing the triangular carrier waves with the positive and negative
envelops. With the DC input voltage of 64 V, modulation index (M) of 0.5, carrier
switching frequency for switches ( S1, S2, S3, and S4) is 10 kHz and for S which is
20 kHz. The inductance values are L1 = L2 = L = 5.6 mH, capacitance values are
C1 = C2 = C = 100 µF, filter inductor is 4.6 mH, filter capacitance of
10 micro-Farad and the star-connected resistive load of 100 Ω.

ZSI can provide peak load voltage of 230 V, and QZSI can provide the peak
load voltage of 240 V. The load voltage and load current waveforms of ZSI and
QZSI are presented in Fig. 12a, b. The advantage of using QZSI is that it can
provide continuous input current with reduced voltage stress across the capacitor.
With the DC source voltage of 64 V, the negative bus-type DC-linked SBI can
boost the DC-link voltage up to 175 V and the AC peak voltage of around 85 V as
shown in Fig. 13a. At the same time, embedded type-1 QSBI can provide the AC
peak output voltage of about 280 V as shown in Fig. 13b. As shown in Fig. 14,
both the type of QSBI topologies can provide DC voltage for powering DC loads as
well. For example, embedded-type QSBI provides 500 V boosted DC voltage.

Fig. 12 Output voltage and load current waveforms of ZSI and QZSI
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4 Performance Analysis of High Boost Inverter
Topologies

Table 1 lists out the number of semiconductor switches, inductors and capacitors
used in the single-stage high boost inverter topologies. It is obvious that ZSI and
QZSI use one additional inductor and capacitor when compared to other topologies.
But SBI and its modified topologies have additional semiconductor devices com-
pared to ZSI and QZSI topologies.

Fig. 13 Output voltage and load current waveforms of DC-linked negative bus-type and
embedded type-1 quasi-switched boost inverter

Fig. 14 Capacitor voltage
and DC-link voltage of
embedded-type QSBI
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Figure 15a shows the relationship between voltage gain and shoot-through duty
ratio of conventional ZSI, QZSI, SBI, embedded and DC-linked-type QSBI
topologies. It is clear from Fig. 15a that voltage gain of embedded-type QSBI is
higher than ZSI, QZSI, SBI and DC-linked-type QSBI. So device rating of
embedded-type QSBI is higher than SBI. Also ZSI and QZSI have highest total
device rating compared to other topologies. Wherever high voltage boost is
demanded, embedded-type QSBI can be used. It is obvious from Fig. 15b that with
lower modulation index, ZSI, QZSI, and embedded-type QSBI inverters can pro-
vide high voltage boost compared to SBI and DC-linked-type QSBI.

5 Conclusion

This paper reviews a few single-stage high boost inverter topologies available for
nanogrid applications. The detailed working of converters available in the literature
is discussed. All the inverter topologies are simulated with the same source voltage
and other design parameters. The simulated load voltage and current waveforms are
presented. The performance analysis reveals that the embedded-type QSBI can
provide higher voltage boost among the inverters discussed in this work. It can be

Table 1 Number of components used in different topologies

ZSI QZSI SBI Embedded-type QSBI DC-linked type QSBI

Switches 4 4 5 5 5

Diode 5 5 6 6 6

Inductor 2 2 1 1 1

Capacitor 2 2 1 1 1

Fig. 15 a Shoot-through duty ratio versus voltage gain, b modulation index versus voltage gain
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used effectively where both DC and high boost AC voltages are desirable. The
future work may be extended to design the control system for single-stage boost
inverter topology used for producing both DC and AC voltages simultaneously in
nanogrid applications.
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Investigation of Failure and Degradation
Types of Solar PV Plants in a Composite
Climate: Abstract After 4–6 Years of Field
Operation

Bhaveshkumar V. Dobaria, Vikrant Sharma and Alpesh Adeshara

Abstract The chief objective of this study is the reliability and durability assess-
ment of 4–6-year-old solar photovoltaic (PV) crystalline systems located in the city
of Rajkot, Gujarat (having a composite climate condition). These all systems were
originally installed during 2010–2012 with a rated capacity of 10 kWp (2 in
numbers), 50 kWp (1) and 100 kWp (3) (fixed tilt, south orientation). This study
only recognized the degradation and failure mechanisms. The observations obtained
from the exclusive visual inspection and thermography made on 6 different solar
plants were utilized to detect degradation and failure types. The encapsulant dis-
coloration and delamination, corrosion of cell gridlines, back-sheet delamination
and yellowing, snail track, hot spot, cell cracks and burn marks at back-sheet have
been examined to be the degradation and/or failure types of these 4–6-year-old solar
PV plants in this particular composite climate.

Keywords PV durability � PV degradation � Defects � PV module performance
PV reliability

1 Introduction

The reliability and durability of PV solar plants are critical for their commercial
feasibility as it affects the financial aspect of PV electricity. Deducing the degra-
dation and failure types of PV solar power plants is of quintessential for all
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stakeholder of PV industry. In this special case, PV manufacturers can be benefited
from this know how with an objective to establish an appropriate guaranteed span
of time, to define sufficient reliability tests and improve their module manufacturing
mechanism. Investors need the most transparent and accurate estimate of life
duration of PV modules with a view to devise impeccable models for the eco-
nomical returns on investment. PV plant designers must know the degradation and
failure types, so they can improve their PV plant designs. PV plant owners must be
aware about degradation and failure of PV modules so that proper maintenance
strategies can be devised and implemented [1].

This study describes the failure and degradation types which have been noticed
on 6 different poly-crystalline silicon PV systems of 10, 50 and 100 kWp size after
4–6 years of field operation at various sites of the city of Rajkot, Gujarat, India. The
most important ideas of the study are: (i) to identify different types of early age
defects occurring on the field and (ii) to apprehend the degradation mechanisms
behind every typical defect.

The PV systems under study are composed of poly-crystalline solar PV modules
with a peak power of 10–100 kWp. Analyzed plants are connected to the utility day
and night via various inverter classes.

The usual meteorological conditions at the site of the system as per the data by
National Renewable Energy Laboratory, USA (NREL), are: 5.65 kWh/m2/day of
annual average global horizontal irradiation, average daytime ambient temperature
of around 27 °C, relative humidity of 60% and wind speed of 18 km/h.

2 Visual Inspection

Visual inspection is the result-oriented and shortest practice to find visible defects in
PV plant panels. Snail tracks, cell cracks, delamination, encapsulant discoloration,
back-sheet blistering, finger corrosion, back-sheet burning, back-sheet yellowing,
semiconductor material delamination, hotspot and junction box and bypass diode
failures observed by visual inspection of 6 solar PV plants. This is generally the
starting phase in determining if a PV module should be considered for additional
tests. The investigation must be carried out under the natural sunlight in order to
obtain qualitative level [2, 3]. Reflections should not be taken into consideration as
they may produce erroneous images.

2.1 Snail Tracks

Crystalline silicon solar PV modules at outdoor exposure may show the so-called
snail track effect which comes out as brownish-colored gridlines on cell edges
and/or microcracks as shown in Fig. 1. The existence of microcracks is accountable
for the development of snail tracks, but snail tracks are not necessarily related to the
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existence of microcracks. As per visual inspection, it has been noted that the
development of snail tracks can vary with the module types and with modules from
different manufacturers. The discoloring normally occurs after 1–2 years of oper-
ation of the modules. The speed of primary discoloring relies on the season and
climatic conditions. In a hot climate, snail track may grow faster. Furthermore, the
combination of UV radiation and temperature is critical for snail tracks [4].

As per the latest information, it is considered that humidity can diffuse through
the back-sheet into the module. Humidity can spread out inside the module, pass
through back-sided EVA and microcrack toward front side of cell. A chemical
reaction at the interface between the PV cell with the silver fingers and the front
EVA is suspected to cause the grid finger discoloration [1, 3, 5].

As per the literature, there is no instance where the discoloration leads to
noticeable degradation of power of the PV modules. However, the snail tracks make
solar cell cracks visible which can abate the PV module power. A tendency of high
leakage currents have been observed in snail track affected solar PV modules.

2.2 Solar Cell Cracks

Solar PV cell consists of silicon, and this leads to brittleness of the cells. The cracks
in PV cell at the silicon substrate are generally not visible. Cracks are generated in
different dimensions in a solar cell as shown in Fig. 1. The wafer slicing, cell
production, stringing and embedding are the processes of PV cell and module
which generate cracks in the PV cells. Particularly, the stringing procedure of the
PV cells has high prospect of cell cracks. After the production process, main roots
of cell cracks are packaging, transportation and reloading and installation of PV
modules [1, 3, 6–8].

As per the literature, there are PV modules having numerous cracked cells, but
no significant power loss detected. However, the literature showing that in a solar

Fig. 1 Snail track along the bus bar (left), snail track with visible cell crack (right)
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park, with almost half of PV modules, indicate 10% or more power loss after 6
years of field exposure [9, 10].

2.3 Hot Spot

‘Hot spot heating’ is produced in series connected cells when shadow covers one or
more cells creating a reverse bias across the shaded cell/s ultimately that leads to
dissipation of enormous power in the shaded/erroneous cell/s. Hence whole power
generation of healthy series connected cells is dissipated in the shaded/erroneous
cell/s. The huge power loss occurring in small space entails into local overheating
or hot spot which consequently leads to damaging impacts [1, 3, 7, 11]. As per the
literature review and visual inspection (Fig. 2), the hot spots produced due to the
bypass diode failure and cracks in solar cell [12].

2.4 Back-Sheet Burning Marks/Front Side
Yellowing/Blistering

The functions of the back-sheet encompass: (i) To furnish electrical insulation
between the solar PV module and the surrounding environment and (ii) To act as a
mechanical environmental road-block from stresses, viz. moisture, airborne
chemicals, diffused UV light and dust. Back-sheet failures can increase degradation,
lower system performance and unsafe operating conditions [1, 3, 13]. Back-sheet
burn marks or burning is caused by hot spots, front side yellowing due to UV
exposure damage and blistering due to heat and humidity (see Fig. 3) [14].

Fig. 2 Hot spot due to bypass diode failure (left), hot spot due to cell cracks (right)
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2.5 Finger Corrosion

As per the literature review, corrosion at fingers occurs due to inadequate adhesion
or loss of adhesion among layers and driven by moisture, mechanical stress and UV
radiation (see Fig. 4) [4].

As per the literature, minute power loss is detected by fingers corrosion [7, 9,
12–14].

2.6 Delamination

The adhesion among the glass, encapsulant, active layers and back layers is scraped
due to various reasons. To be specific, if the adhesion is scraped due to contami-
nation of environmental parameters, delamination will be formed come after
moisture ingress and corrosion [1, 3, 10, 12, 15]. Here, Fig. 5 shows the delami-
nation occurred throughout cell crack (left) and middle figure shows the white spot
(delamination) on active layer. Right figure shows the delamination of active layer
without any cracks or any other defect [9, 13, 14].

Fig. 3 Back-sheet burn marks (left), back-sheet front side yellowing (middle) and back-sheet
blistering (right)

Fig. 4 Fingers corrosion on edges of cell (left), random pattern of fingers corrosion (right)
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2.7 Encapsulant Discoloration

Discoloration of encapsulant can cause a noticeable difference in the optical
transmission of applied light on crystalline cells. As per the literature, at the starting
stage performance losses attributed to optical losses at the encapsulant discoloration
and the latter attributed to fill factor losses due to solder bond degradation and
insufficient usage of bypass diodes [1, 3, 6, 9, 13, 15].

In this study, minor discoloration of encapsulant has been found which is shown
in Fig. 6.

3 Infrared Analysis

The systems were analyzed with a thermal imaging camera Fluke Ti32. The
modules were connected to the grid during the measurement and thus approxi-
mately at their peak capacity. The thermal photographs were taken from the front
side of modules. Standard process was followed while capturing images and to
avoid the reflection by the neighboring objects [2, 3, 6, 7].

Fig. 5 Delamination along cell crack (left), white spot (middle) and delamination without cell
crack (right)

Fig. 6 Discoloration of encapsulant

232 B.V. Dobaria et al.



One of the noticeable observations of infrared analysis was that a solar cell, lying
immediately on the junction boxes, carrying the temperature approximately 2–4 °C
higher than the remaining (Fig. 7 top left) [13].

Some modules were observed with two cell strings hotter than others. This
indicated the on state of bypass diode of these particular strings (Fig. 7 top right)
[11].

Few modules were observed with uneven cell temperature without any visible
defect (Fig. 7 bottom left).

Two modules were observed with one particular cell heating around 30 °C
higher than module temperature. This was due to lots of cracks in the cell (Fig. 7
bottom right).

4 Conclusion

The analysis of the failure and degradation types of 6 different poly-crystalline solar
cell photovoltaic plants of different size after 4–6 years of operation has been
presented. These plants have experienced the degradation types of snail tracks, cell
cracks, back-sheet front side yellowing, back-sheet blistering, fingers corrosion
(electro-chemical corrosion), delamination and discoloration of encapsulant and hot
spot. It has been observed that different plants having different defects indicate that
degradation and failure types depend on all module components materials, pro-
cessing factors, transportation method, installation and design of PV plants

Fig. 7 Thermal image of modules with hot cells lying on junction box (top left), one bypass diode
in operation (top right), uneven cell temperature (bottom left) and hot spot (bottom right)
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(Table 1). Notwithstanding, scanty reliability- and durability-based lessons have
been learnt from this study which are: (i) Fingers corrosion in a composite climate
which would increase series resistance and degrade the module performance.
(ii) Encapsulant discoloration resulted by ultraviolet radiation in a composite cli-
mate is a serious degradation.
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Table 1 Defect analysis of six different plants
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A New Switching Pattern Scheme-Based
Compact Integrated 15-Level Smart
Inverter for Micro-grid System Using
Fuzzy Logic Controller

Kshatriya Vamshi Krishna Varma, Kalahasti Sirisha
and A. Ram Kumar

Abstract The great demand for renewable energy utilization is increased owing to
province of natural fuels, ultimatum energy, and several atmospheric issues.
Planning of the futuristic energy generation strategies is utilized by superior energy
management technologies. The superior technology is acquired by co-generation
scheme with the use of primary energy sources. The intended primary energy
sources are accommodated to micro-grid system by using recognized power con-
ditioner with effective intelligent controller. The intelligent controller envisions the
switching patterns of proposed 15-level smart inverter topology for regulation of
sudden variations, intensifying the outcome responses and ameliorating stability
index and low harmonic content. In this approach procure the sinusoidal grid
voltage which is in-phase to grid current, then amalgamate to micro-grid system.
A MATLAB/Simulink model is developed to validate the proposed scheme via
intelligent controller with several modulation patterns with conferred results and
several comparisons.
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1 Introduction

The advents of low-rated power generation plants are attracted by modern offerings
to on-site power production within a short period by using renewable energy
resources (RES). The acceptance of renewable energy gains the acute ability of
fabulous advantages to deform the micro-grid system with virtuous connectivity
[1]. Grid-integrated renewable sources are highly interpreted of standby module to
co-energy generation scheme [2]. Obtaining the safe, clean, reliable, renewable
energy sources are fuel cell (FC) and photovoltaic (PV) considered as primary
energy generators to look up co-generation scheme. It extends the appropriate
versatility and superb scalability for superior energy management. The supreme
power intensity is prevailed by impressive formation of FC-PV scheme which has
ample stability index and minimizes the rapid step load changes by encouraging
co-generation scheme. Moreover, it is mostly used in remote area applications and
acceptable system for energy generation using recognized power conditioner.

The power conditioner plays an imperative role in grid-integrated RES system,
which transforms the electrical power flow control coming from RES to respective
micro-grid system [3]. It is comprised of couple of spices like (1) high-grade boost
converter and (2) inverter topology. Utilization of high-grade power apparatus plays
a key role in a grid-integrated system placed in a single unit [4]. The high-grade
boost converter promotes the FC-PV voltage at DC link as well as inverter topology
supported as girdle between the DC link to integrate micro-grid system. Generally,
the unit ranges from 100 to 400 V from 50 to 200 V input and then interfaced to
micro-grid system via intended asymmetric 15-level inverter. Terrific efficiency,
current–voltage quality, reduced switch stress, low harmonic distortions amelio-
rated the aid of several MLI topologies [5–7]. The superior multilevel
(MLI) inverter topologies have been reviewed few years ago, acquiring the optimal
features by expanding the further voltage levels with succor of advanced topolo-
gies. Regular multilevel inverter topologies like cascaded H-bridge topology [8],
flying capacitor topology [9], and diode-clamped topology [10] are vibrant fun-
damental topologies. The regular MLI topologies are un-usable due to generation of
asymmetrical voltages and require extra clamping devices. The asymmetric
approach is meticulously preferred in cascaded H-bridge topology, but demands
ancillary components. The vital attraction is production of extreme voltage levels
with limited switches by consisting of unequal DC sources, low space cost,
acquired from asymmetrical voltage technique [11, 12].

In this paper, 15-level asymmetrical MLI topology has been explored by
incorporating modulation technique to micro-grid associated system with intelligent
fuzzy controller. It is a class of artificial linguistic nature that is developed under the
Mamdani fuzzy system. It constituted the symbolic approach of inference network
with respect to expertise comprehension to improve transient stability, qualified
RMS voltage, and low THD content. Finally, the proposed module is formulated by
MATLAB/Simulink tool; results are conferred with several comparisons.
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2 Proposed Co-generation Scheme

The proposed configuration comprised as superior attitude of power production
with ample flexibility and tidiness. The power transformation flow of FC-PV is in a
self-reliant voltage device with myriad relationship under unique principle, which is
interacted to 15-level inverter topology through high-grade DC link. This DC link
provides the integrated barrier of intended modules. The schematic diagram of
proposed 15-level asymmetrical MLI with PI fuzzy controller for micro-grid system
with co-generation scheme is delineated in Fig. 1. The intended arrangement
consists of dual conversion processes which is named as a level and polarity
generation scheme. The primary act is a level generation which is formed by
submodule multicells; it expends the dual switches per module and regulates the
DC voltages with respect to proper switching sequence. Pertained 7-level DC
voltage is Vdc, 2Vdc, 3Vdc, 4Vdc, 5Vdc, 6Vdc, and 7Vdc by utilizing the 6
switches. The secondary act is polarity generation formed by full-bridge modules; it
transforms the DC 7-level into AC 15-level voltage with the aid of series–parallel
transformation. The pertaining voltage levels are 0, +Vdc/−Vdc, +2Vdc/−2Vdc,
+3Vdc/−3Vdc, +4Vdc/−4Vdc, +5Vdc/−5Vdc, +6Vdc/−6Vdc, +7Vdc/−7Vdc by
utilizing 4 switches. The final 15-level stair case output voltage directly interacted
with micro-grid system via filter units for acquired voltage–current quality, reduced
ripples, pure sinusoidal RMS voltage, low THD content in both voltage–current.
The proposed topology requires only 10 switches for production of 15 voltage
levels, and it has several advantages over the several classical topologies. The
switching pattern selection of 15-level inverter is depicted in Table 1 for level
generation and Table 2 for polarity generation.

Fig. 1 Symbolic representation of intended asymmetrical 5-level MLI structure with PI/ fuzzy
controller for micro-grid system with co-generation scheme
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Tables 1 and 2 show the switching pattern selection of both level and polarity
generation of proposed asymmetrical 15-level inverter topology. In that, “NP”
highlights the switch is at “Non-Perform” state and “P” highlights the switch is at
“Perform” state.

3 Proposed Switching Patterns

The improved switching performance of several inverter topologies requires highly
intensifying switching patterns for developing the standard pulse width modulation
(PWM). At current scenario, various inverters are functioned by high switching
frequency under carrier-based PWM scheme. The single or multimodal carrier
PWM techniques like level-/phase-shifted PWM techniques are regularly utilized
by several scholars [13–15]. The proposed advanced PWM techniques are optimal
PWM technique, variable switched frequency PWM technique, incorporated opti-
mal switching frequency technique; it is naturally selected for both asymmetrical
and symmetrical inverter topologies in many applications.

The advanced modulation techniques are extremely necessary for optimal
switching patterns of proposed 15-level inverter to obtain required RMS voltage,
proper harmonic shifting, and low THD profile. Combination of level- and
phase-shifted PWM technique is called as optimal PWM technique to trounce the
phase unsymmetry condition. Therefore, all the followed multicarriers have

Table 1 Switching pattern
selection of intended
asymmetrical 15-level MLI
for level generation process

Vo S1 S2 S3 S4 S5 S6
7Vdc NP P NP P NP P

6Vdc P NP NP P NP P

5Vdc NP P P NP NP P

4Vdc P NP P NP NP P

3Vdc NP P NP P P NP

2Vdc P NP NP P P NP

Vdc NP P P NP P NP

Table 2 Switching pattern
selection of intended
asymmetrical 15-level MLI
for polarity generation
process

Vo SA SB SC SD
Zero state NP P NP P

Positive state P P NP NP

Negative state NP NP P P
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uniform frequencies with a slight difference in peak amplitudes which are disposed
vertically. The resultant waveform of optimal PWM technique is depicted in Fig. 2.

Mindex ¼ Vr

Vcðq�1Þ
ð1Þ

ød ¼ 360�

4ðm� 1Þ ð2Þ

where (m − 1) is the prerequisite number of carriers; the number of carriers is
decided by specified levels and those are disposed essentially vertical nature by
followed phase angle. Vr is reference signal, Vc is the carrier signal; Mindex is the
modulation index, and ød is the operating phase angle.

The other advanced technique is variable switching frequency technique; it is
usually same as regular PWM techniques. In regular PWM techniques, all carriers
have equal switching frequency and this technique has diverse range of carrier
frequency with respect to certain multiple steps. In this technique, carrier fre-
quencies are in the range of 3050, 5050, 7050 Hz; these are formed as a multicarrier
modulation scheme and interacted with reference signal to generate switching
patterns of the 15-level inverter topology. The resultant waveform of the variable
switching frequency PWM technique is depicted in Fig. 3. The proposed hybrid
PWM technique is defined based on above modulation techniques; it is a combined

Fig. 2 Switching pattern of optimal PWM technique
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level operation of optimal modulation technique and variable switching technique.
The resultant waveform of the proposed incorporated optimal switching frequency
PWM technique is depicted in Fig. 4.

Fig. 3 Switching pattern of variable switching frequency PWM technique

Fig. 4 Switching pattern of incorporated optimal switching frequency PWM technique
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4 Fuzzy Control Objective

The control objective explores the attractive performance in power electronic
devices which are operated under nonlinear characteristics because of several dis-
turbances. In this work, superior control objective is functioned for reference signal
generation which is based on grid voltage and capacitor voltage at DC link. At first
grid voltage is detected by recognized circuitry which is supported under the unified
amplitude sequence via PLL (phase-locked loop) by the sine reference frame.

However, capacitor voltage at DC link is contrasted over the actual DC link
voltage to establish the error, i.e., drive to the effective controller. Both error-free
terms coming from controller and PLL reference are multiplied to provide the
proper reference signal to the proposed PWM technique. The reference and carrier
signals are compared to produce multicarrier PWM technique for generation of 15
levels which accorded with the illustrated switching sequence. A closed-loop PI
controller is usually elected to regulate DC link voltage at distinct value and to
regulate the quality voltage with a good harmonic profile. Several approaches have
been used for selection of PI parameters, but this parameter selection leads to peak
overshoots in transient response, making it to minimize the stability index and have
poor operating performances. On the other side, the fuzzy logic controller has
incredible operating performances over classical controllers [16].

The term “FUZZY” bears the various facts which are related to involved logics
which can deal the concept of true–false cases. It is more amiable for specific
problem definition and can be casted-off based on nature of human operators which
are easily administered by proper membership functions and rules [17]. The pro-
posed PI/fuzzy operation is controlled by double pole single through (DPST) switch
based on the requirement of operation. The attracted membership functions of fuzzy
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Fig. 5 Membership functions
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controller are illustrated in Fig. 5, and decision making as rule base is illustrated in
Table 3. From the above rule base, each cross-path of every input/output variable is
comprised of seven membership functions such as positive big—PB, positive
medium—PM, positive small—PS, zero—ZE, negative small—NS, negative
medium—NM, negative big—NB.

The performance analysis of 15-level asymmetrical MLI with intended incor-
porated modulation schemes is performed under both PI/fuzzy controlled objec-
tives, which are validated by MATLAB/Simulink tool. The specific operating
parameters are conferred in Table 4. It is solely applicable to single-phase, 700 V,
50-Hz micro-grid-integrated system.

Figure 6 illustrates the various simulation outcomes of proposed asymmetrical
15-level inverter using advanced modulation schemes through PI/fuzzy controllers,
which includes (a) DC link voltage of both PI/fuzzy controllers; (b) AC 15-level
output voltage; (c) grid voltage and current in-phase condition; and (d) FFT of
15-Level voltage. Compared to PI controller, the proposed fuzzy controller has
better features like highly recognized RMS voltage/current wave shapes, low switch
stress, greater efficiency, good stability index, low THD profile which is near to

Table 3 Rule base

De e

NB NM NS ZE PS PM PB

NB NB NB NB NB NM NS ZE

NM NB NB NB NM NS ZE PS

NS NB NB NM NS ZE PS PM

ZE NB NM NS ZE PS PM PB

PS NM NS ZE PS PM PB PB

PM NS ZE PS PM PB PB PB

PB NB NM NS ZE PS PM PB

Table 4 Parameters for intended asymmetrical 15-level MLI topology

S. No Parameters Values

1 Photovoltaic system 50–200 V

2 Fuel cell system 50–150 V

3 Step-up inductor (L) 1 mH

4 Capacitor (C) 780 lF

5 Filter units (Lf) 1.5 mH

6 Operated switching frequency 7050, 5050, 3050 Hz

7 PI controller Ki-0.07, Kp-0.5,
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(a) DC Link Voltage of both PI-Fuzzy Controller

(b) AC 15-Level Voltage 

(c) Grid Voltage & Grid Current-In phase Condition

Fig. 6 Several simulation results of proposed 15-level asymmetrical inverter using PI/fuzzy
controller
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IEEE standards that makes elimination of load side filter units. The grid voltage and
grid current both are in pure sine and are in-phase to each other to represent the
unity power factor. The classical PI controller yields 0.024 s, and proposed fuzzy
controller requires 0.011 s; it maintains the low steady-state error with better sta-
bility index under several perturbations coming from the micro-grid and DC link.
Several THD comparisons are depicted in Table 5.

5 Conclusion

In this work, a new advanced modulation scheme is highly recommended for
compact integrated asymmetrical inverter topology with PI fuzzy controller. The
formal PI controller is virtue for providing the erupted gains to attain low peak
overshoots, low THD, etc. Consequently, the benefit of utilizing intelligent
approach is constituted as intensified solution to obtain the optimal modulation
index. A precise modulation scheme is proposed from classical modulation tech-
niques with the proposition of low switch stress, terrific efficiency, high comfort,
low installation area, incredible power density, low cost, good stability index, low
THD profile, etc. Several simulation outcomes are updated by advanced modulation
techniques with PI fuzzy controllers, in which incorporating optimal switching
frequency technique with fuzzy logic controller has reduced THD% profile. The
outcome simulation result explores the intended MLI module with fuzzy controller
which is highly suitable for micro-grid system to enhance power quality and
maintain THD well within the certain IEEE standards and manage the co-energy.

(d) FFT of 15-Level Voltage

Fig. 6 (continued)
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Modeling of Energy Consumption
in Foundries by Integrating Renewable
Energy Sources: Kolhapur Foundry
Sector

Dhanashri P. Patil, Nilkanth N. Shinde and Mahesh M. Wagh

Abstract Energy is a vital issue in the discussion of sustainable development.
Increasing demand and scarce availability of resources with limited environmental
impact are outlining aspects of developing the energy model. This paper reveals a
grid–solar–wind energy system for energy modeling. Mathematical model has been
developed which relies on two important factors of industrial energy consumption:
energy cost and CO2 emission. This model is validated by using data from foundry
cluster, Kolhapur industrial sector. Load assessment and resource assessment in
Kolhapur area have been done. Constraints required for programming are obtained
from HOMER software. Genetic algorithm multi-objective optimization is carried
out by using MATLAB to solve these two conflicting objectives. Pareto optimal
solution gives no judgment about equality of distribution in different energy
sources. But it gives a set of optimal values which satisfies the two objectives:
minimization of energy cost and minimization of CO2 emission. This developed
modeling will help to do proper integration of largely available renewable sources
such as solar and wind energy sources.

Keywords Energy cost � Genetic algorithm � MATLAB � Optimization
Consumption

1 Introduction

In industrial sector, increasing energy demand, higher energy cost, energy supply
security and CO2 emission are some problems which need to be solved. Two main
objectives arise in the modeling: One is to minimize energy consumption cost and
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another is to minimize CO2 emission. These objectives are in conflict since
reducing cost increases more usage of established conventional energy sources
instead of renewable energy. Therefore, energy system modeling and optimization
have become important. So, it is needed to find optimal set of solution and choose
most preferred solution.

For this modeling, methodology has been established. This starts with the study
of Kolhapur area, assessment of resources available such as annual solar radiation,
wind data and assessment of collected energy consumption load data. The math-
ematical model has been formulated to minimize energy cost and CO2 emission by
fixing constraints using HOMER. Genetic algorithm multi-objective optimization is
carried out using MATLAB to obtain the optimal distribution of energy con-
sumption in grid–solar–wind.

Energy modeling can help to understand the energy consumption pattern,
forecasting the future of energy technologies, and for establishing energy models to
a large-scale system. Kolhapur urban industrial sector is selected for case study.
Different industries are dispersed across various geographical clusters of which
foundry cluster is the major one. Therefore, for detailed study, foundry cluster has
been selected.

2 Methodology

2.1 Objectives

• To analyze the energy consumption pattern in industrial sector.
• To check the feasibility of resources by collecting monthly average wind speed

and annual solar insolation data for selected study area.
• Mathematical modeling by integrating of renewable energy sources to minimize

the energy cost and the CO2 emission.
• To study genetic algorithm and develop multi-objective optimization program

by using MATLAB. Constraints for programming obtained from HOMER.

2.2 Energy Consumption

Thermal energy and electricity are important aspects in direct energy consumption.
This consumption is obtained from thermal requirement, production capacity and
no. of units required

Thermal energy consumption = Thermal requirement � production capacity
utilization
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Production capacity utilization = Requirement/production capacity
Electrical energy consumption = No. of units required (from electricity bill)

Coal and fuel oil consumption is required to generate electricity which is the
need of the industry. This indirect consumption depends on the electricity con-
sumption of respective industry and the proportion of coal and fuel oil used for
electricity generation.

CTGE ¼ CPKwh� PCIEG� TEC

where

CTGE Coal consumption to generate electricity
CPKwh Coal consumption per kWh
PCIEG Proportion of coal in electricity generation
TEC Total electricity consumption

2.3 CO2 Emission

The CO2 emission from foundry includes CO2 emission from fuel consumption,
from production and from electricity generation. The fuel consumption in foundry
varies as the furnace used varies. In foundry cluster, Kolhapur industrial area, fuel
consumption by different types of furnaces is given below along with respective
CO2 emission per kg of respective fuel.

2.4 Mathematical Modeling

The objective of this study is to build a mathematical model that will form product
mix by meeting annual energy consumption from foundry cluster, Kolhapur MIDC,
and satisfy two conflicting objectives. Nevertheless, different approaches to mini-
mize the energy cost and CO2 emission develop the following mathematical model.

(a) Objective function

The main objective of the modeling is to minimize the cost and the CO2 emission.

• To minimize the energy cost:

Cost minimize : Z1 ¼ f x1; x2; x3ð Þ

Z2 ¼ Ax1 þBx2 þCx3
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where

A Rs./unit grid source
B Rs./unit wind energy source
C Rs./unit solar energy source
X1 no. of units by grid
X2 no. of units by wind power
X3 no. of units by solar

Here, for this calculation, energy cost per unit for grid, wind power and solar
power is 7.01, 4.19 and 7.08 Rs./kWh values of A, B, C, respectively.

Therefore,

Min Z1 ¼ 7:01x1 þ 4:19x2 þ 7:08x3 ð1Þ

• To minimize CO2 emission

CO2 emission minimize: Z2 ¼ f x1; x4ð Þ

Z ¼ Dx1 þE

where

D Kg of CO2 emission/kWh electricity
E total CO2 emission due to coal, oil, gas consumption

Here, for calculation, total emission due to coal, oil and gas has been calculated.
From table,

Total CO2 emission ¼ MT of CO2ð Þcoal þ MT of CO2ð Þoil
þ MT of CO2ð Þgas

¼ 31052:3þ 755820þ 19790

E ¼ 806662:3

D = 0.37 (kg of CO2 emission per kWh electricity is 0.37) [8].
Therefore,

Min Z2 ¼ 0:37x1 þ 806662:3 ð2Þ
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Objective function:
Minimize

Z1 ¼ 7:01 x1 þ 4:19 x2 þ 7:08 x3
Z2 ¼ 0:37 x1 þ 806662:3

(b) Constraints

To find optimum values of no. of units of grid, solar power and wind power which
satisfy the objectives, i.e., minimization of energy cost and CO2 emission, we need
to fix some constraints.

We have maximum values of solar power and wind power which can be gen-
erated in Kolhapur area. These values are obtained from HOMER software by using
resource assessment and load assessment data (Fig. 1).

No. of units by solar power x3 � 113; 148; 616 kWh=yr
No. of units by wind power x4 � 1; 074618 kWh=yr

3 Case Study

3.1 Study Area

Kolhapur is situated in the southwest corner of Maharashtra (Fig. 2; Table 1).

Fig. 1 Simulation result by HOMER
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Fig. 2 Kolhapur: selected area for study

Table 1 General information
about study area

Country India

State Maharashtra

Name of the district Kolhapur

Latitude 16° 41′ 20.71″N

Longitude 74° 14′ 41.52″E

Region Hilly region

Elevation from mean sea level 577.33 m

Population 549,283
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3.2 Resources Assessment

Resources assessment studies the availability of solar radiation and wind in selected
study area. A survey is conducted to collect information regarding availability of
insolation and wind speed data. The potential assessment has been carried out
(Figs. 3 and 4).

3.3 Load Assessment

Electrical energy load in foundries is categorized on the basis of furnaces use like
single blast cupola, divided blast cupola and induction furnace. No. of units,
annual energy consumption and annual electricity bill in lakhs are given in
Tables 2, 3 and 4.
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Fig. 3 Monthly average
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wind speed at 50 m above the
surface of the earth (m/s)
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Table 2 Electricity load data in foundry cluster (Kolhapur MIDC)

S.
No.

Category No. of
units

Annual electricity
consumption (kWh)

Annual electricity
bill (lakhs)

1. Single blast cupola 10 15,54,136 124.33

2. Divided blast cupola 22 8,97,546 71.8

3. Induction furnace 33 12,51,22,440 10009.8

4. Divided blast and
induction furnace

3 35,70,672 285.6

5. Single blast and
induction furnace

2 4,73,50,000 3788

6. Gas fired furnace 2 0 0

7. Pit furnace 2 0 0

8. Oil fired furnace 9 1440 0.1152

Total 83 17,84,96,234 14279.6

Table 3 Annual consumption of fuel (foundry cluster, Kolhapur)

Category No. of
units

Annual coal
consumption (MT)

Annual oil
consumption (L)

Annual gas
consumption (kg)

Single blast
cupola

10 1842 0 0

Divided blast
cupola

22 2415 0 0

Induction 33 0 1500 900

Divided blast
and induction

3 520 24,000 0

Single blast and
induction

2 8700 7200 288

Gas fired 2 0 0 5880

Pit furnace 2 24 0 0

Oil fired 9 0 42,000 0

Total 83 13,501 74,700 7068

Table 4 CO2 emission/kg of fuel

Category No. of
units

CO2 emission/kg
of coke (MT)

CO2 emission/L
of oil (kg)

CO2 emission/kg
of gas (kg)

Single blast
cupola

10 4236.6 0 0

Divided blast
cupola

22 5554.5 0 0

Induction 33 0 3900 2520

Divided blast
and induction

3 0 3900 2520

Single blast and
induction

2 1196 624,000 0

Gas fired 2 20,010 18,720 806.4

Pit furnace 2 55.2 0 0

Oil fired 9 0 109,200 0

Total 83 31052.3 755,820 19,790
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4 Results

MATLAB programming is used to determine optimal one to satisfy two conflicting
objectives with the two renewable energy sources: solar and wind. The output of the
MATLAB result gives the points on Pareto front (Fig. 5).

Following optimal solution is arbitrarily considered to calculate values from
Pareto set (Tables 5, 6)

337:5275 2:9996 254:4756
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CO
2 

em
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si
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energy cost

Pareto FrontFig. 5 Pareto front obtained
from MATLAB results

Table 5 Calculated optimal energy distribution in grid–solar–wind

Grid purchase
MWh/day

Wind power
MWh/day

Solar power
MWh/day

Total energy cost
(Rs. � 106)

337.5275 2.9996 254.4756 4.1803

Grid purchase
kWh/yr

Wind kWh/yr Solar kWh/yr

101,258,250 899,880 76,342,680

Table 6 Annual CO2 emission

CO2 emission from grid
(tonnes of CO2)� 103

CO2 emission in foundries
(tonnes of CO2) � 103

Total CO2 emission per day
(tonnes of CO2) � 103

0.1249 2.6888 2.8137

CO2 emission (foundry)
kg/yr

Total CO2 emission per day
(tonnes of CO2) � 103

Total CO2 emission in kg/yr

80662.3 � 103 2.8129 � 103 843870 � 103
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5 Conclusion

Multi-objective optimization of energy cost using genetic algorithm in MATLAB
has been successfully used. A number of points obtained on Pareto front are 16.
These 16 optimal solutions satisfy information between minimization of total
energy cost and CO2 emission. Selected solution from Pareto set gives the energy
required in Kolhapur foundry sector in MWh/day by grid purchase, wind power,
solar power are 337.5275, 2.9996, 254.4756, and CO2 emission from grid is 124.9
tonnes and from foundries 2688.8 tonnes. These are the optimum values to fulfill
the energy consumption.
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Analysis of Ripple Voltage at the Output
of Five-Phase Converter with Five-Phase
Inverter Drive for Renewable Energy
Applications

Manjesh

Abstract Technological advancement in power electronic systems, renewable
energy usage is tremendous applications in industries and electric vehicles. Various
solar-powered systems are designed, and performances have been improved by the
researchers. This proposed work will imply on power-handling capability of
five-phase inverter with DC Buck-Boost converter. Power from the solar cells will
be buck boosted and charged to a battery and then used to power up the adjustable
speed drives and AC systems. This paper is a simulation work, proposed to study
the power-handling capability of the renewable energy and used in five-phase VSI,
and also output of five-phase DC converter ripple voltage is analyzed and found
minimum ripple voltage for DC-powered applications.

Keywords Renewable energy � Solar energy � Buck-boost � Five phases
Battery � Simulink

1 Introduction

Use of sustainable renewable energy resources is increasing as the oil, fuels sources
are at risk of extension. In renewable energy sources, use of solar energy is growing
enormously. Solar energy can be used in both domestic and industrial applications.
Most of the industries mainly use applications of induction motors such as blowers,
fans, high-voltage alternating current, industrial ASDs and intelligent automotive
control. Use of induction machines is increasing in industries due to superior
reliability, sturdiness or robustness, good efficiency, less maintenance while oper-
ating. Solar energy applications are either in small scale (pumping of water, home
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appliances and domestic lighting, electric cars, defense and aerospace applications)
or in large scale (electric hybrid systems, electrical power plants). Challenge rises
when designing power converter systems, which couples to load from the input
source efficiently [1].

As the advancement in technology of power system and devices,
multi/polyphase has become alternative to three-phase systems. Fault lenience and
power divided into three phases which is the main advantages over the three-phase
systems. In a conventional three-phase system if a phase is inactive, then the
complete system will be inactive. In case of multi-drives, it preserves and continues
toward developing rotary magnetic flux, if single or other phase is inactive or
faulted. In multi-drives DC link voltage will imposes high current per phase
requirements, implying the advantage in multi/polyphase drives, because of these
advantages five-phase systems are suitable than the three-phase systems, and
reductions in current per phase for the given input/output can be obtained.

Buck-boost DC–DC power converters are broadly utilized in solar energy
applications; using this output voltage can be boosted or bucked. This type of
power converter will charge battery from solar cells, freewheeling diode in the
converter behaves as blocking diode, and it blocks the reverse flowing back to solar
panels. This blocking criterion is not available in case of buck converter. Most of
the loads are run by AC; hence, from the battery an inverter must be used to convert
AC from DC. The complete proposed models’ block diagram is shown in Fig. 1.

From the solar panels the converted electrical energy is connected to the
Buck-boost converter, and this unit will boost or buck the voltage according to the
user requirement and help to charge the battery. Therefore, the battery is connected
to the five-phase inverter drive, which converts DC to AC for AC load applications.
Ripple voltage is a type of signal distortion which will be harmful to the system.
Reduction in these ripples is a crucial part while designing any power systems [2–7].

Fig. 1 Proposed model’s block diagram

260 Manjesh



2 DC–DC Buck-Boost Converter

Solar energy is converted into electrical energy and stored into a battery and used
for AC or DC load applications. Solar energy is generated depending upon the
intensity of sunlight; if the sunlight is less, energy generated in the solar energy is
less; therefore, the energy is required to boost up, to operate the load and therefore
to boost or buck the output voltage to DC–DC converter; and an inverter is
employed to drive the load. A five-phase application-dependent power distribution
designs have been developed based on the DC–DC and DC–AC for energy con-
version system. Buck-boost converter is constructed using Matlab as shown in
Fig. 2.

The Buck-Boost converter can be designed to a desired output and operated in
constant conduction manner using Eq. (1).

Vout ¼ Vin

1� Dc
ð1Þ

where Dc is duty cycle

Dc ¼ Ton = Ton þ Toffð Þ

3 Five-Phase PWM Inverter Drive

Five-phase PWM inverter drive is constructed with Simulink/Matlab. Pulse gen-
erators P1–P10 are programmed and connected to gate terminal of switches
MOSFET/IGBT S1–S10. All switches will conduct as per the designed period of

Fig. 2 Buck-boost DC-DC converter circuit diagram
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180° conduction mode, and also all phases have 72° phase difference with each
other. Switches are programmed in such a manner that three from upper and two
from lower will be activated and vice versa. Proposed model’s diagram of
five-phase inverter is shown in Fig. 3. Switching pattern of five-phase inverter is
shown in Fig. 4.

Fig. 3 Five-phase inverter with five-phase converter circuit diagram

Fig. 4 Switching sequence of inverter switches
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Ripple factor can be calculated using the formula.

Rf ¼ VRMS =VDC

where VRMS = RMS of the voltage, VDC = DC voltage.

4 Simulation Results

In Buck/Boost converter, DC output voltage versus time is measured using
Simulink software and shown in Fig. 5. Simulation carried out by initializing input
50 Hz as frequency. Output voltage is measured and plotted for five-phase PWM
inverter drive. Voltage waveforms of five-phase inverter are presented in Fig. 6.
Measurement of THD and FFT analysis has been taken by using Simulink. In
Simulink the individual harmonic order’s percentage of harmonics is found and
presented in bar graph of Fig. 7. Five-phase converter output voltage is shown in
Fig. 8.

The voltage ripple is minimized in this proposed model. Ripple factor has been
measured for various load values for the comparison as shown in Table 1.

Fig. 5 Output voltage of buck-boost converter
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Fig. 6 Voltage and current waveforms of individual phase in normal five-phase inverter

Fig. 7 FFT analysis of output voltage of the five-phase inverter
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5 Conclusion

A five-phase converter and inverter drive have been constructed for renewable
energy applications, the total harmonic distortion and buck boost analysis of
five-phase inverter drive are studied, and analysis of ripple voltage at the output of
the converter is also studied and minimized the content of the ripple voltage using
five-phase inverter drive. This work can be proposed to drive ripple-free DC drives.
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A Novel Six-Switch Power Converter
for Single-Phase Wind Energy System
Applications

K. Kumar, K.R. Prabhu, N. Ramesh Babu and P. Sanjeevikumar

Abstract In this paper, a six-switch AC/DC/AC converter is proposed for
single-phase wind energy system application. The proposed converter consists of
two arms with three switches in each, where the top layer switches are used for the
rectification mode and lower layer switches are used for the inversion mode of
operation. The middle layer switches are shared by the both rectification and
inversion mode operation based on the modified PWM scheme. A small rated DC
link capacitor is chosen by providing suitable coordination control and EX-OR gate
logic between the rectification and inversion mode of operation. The proposed
single-phase six-switch converter has the advantage of both reduced number of
switches and small DC link capacitor size. To validate the effectiveness of the
proposed converter, simulation results are presented for 1 kW wind system.
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1 Introduction

The nonlinearity of renewable energy sources leads to intermittent and uncertain
voltage with frequency fluctuations [1]. To overcome these fluctuations, different
power electronic converters are used like AC/DC/AC back-to-back converter found
in wind system [2–4] and DC/DC boost converter with inverter in the PV system
applications [5]. Among all available renewable energies, wind energy source
becomes more popular due to its abundant availability in nature [6], and its
cumulative installed capacity in India has reached 27151.40 MW as of July 30,
2016 [7].

Single-phase AC/DC/AC power conversion without change in frequency is
found in different applications like line voltage restorer during faults, uninterrupt-
able power supply system in domestic applications, adjustable speed drive system,
power quality enhancement devices and low rating wind turbine systems [8–13].

Figure 1 shows the traditional converter topology available for single-phase
wind energy system of type back-to-back converter, which consists of totally eight
switches (S1–S8). The first four switches S1–S4 are used for converting input AC
supply into DC by rectification action and store the DC voltage in DC link
capacitor, and Cdc and the remaining four switches S5–S8 are used for inversion
action to convert DC link capacitor voltage into AC voltage for single-phase AC
voltage applications [14].

The single-phase AC/DC/AC conversion can be obtained by placing capacitor
between the source and load for different applications. The traditional converter
requires an eight active switches and a high DC link capacitor, which causes limited
life span and increased cost. In order to reduce the switch count, cost and size of the
DC link capacitor, different converter configuration topologies are investigated in
[15–18].

A new topology for power converter is proposed for single-phase wind energy
system in this paper. The conventional topology is replaced by a proposed

Fig. 1 Conventional topology for single-phase AC/DC/AC conversion
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six-switch converter as shown in Fig. 2. The modified carrier-based PWM scheme
and EX-OR gate logic are used to eliminate the switching constrains of the pro-
posed converter. It provides the sinusoidal input and output voltage and currents,
maintains unity power factor and reduces the cost of the converter by reducing the
switch count.

2 Design and Modulation Scheme for the Proposed
Converter

The proposed converter consists of two arms with three switches in each as shown
in Fig. 2. The top layer switches S1 and S4 are used for the rectification mode of
operation, and lower layer S3 and S6 are for the inversion mode of operation. The
middle layer switches S2 and S5 are shared by the both top layer and lower switches
to operate in AC/DC rectification and DC/AC inversion modes. The switching
states of the proposed topology are described in Table 1.

Even the middle layer switches in the proposed converter are shared by the
rectification and inversion modes, and the converter input and output voltages can
be controlled independently. Let us consider the first leg of the proposed converter,
when S1 is ON and S3 is OFF then S2 will turn ON through EX-OR gate logic, then

Fig. 2 Proposed topology for single-phase AC/DC/AC conversion

Table 1 Switching states of
the proposed converter

Switching state S1 S2 S3 VAN VXN

1 1 1 0 Vdc Vdc

2 0 1 1 0 0

3 1 0 1 Vdc 0
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VAN = VXN = Vdc. Similarly, S1 is OFF and S3 is ON then S2 will ON, then
VAN = VXN = 0. When S1 and S3 are ON then S2 will turn OFF, then VAN = Vdc

and VXN = 0 as clearly shown in Table 1.
Where VAN and VXN are the node voltages at nodes A and X with respect to

negative DC bus node N, respectively.
To meet the switching constraint of the proposed converter, the modified

carrier-based PWM technique is implemented. The upper rectifier and lower inverter
modulation references are compared with a triangular carrier wave as shown in
Fig. 3, where instantaneous value of upper rectifier reference is always greater than
the lower inverter reference wave. PWM signals of S1 and S3 are obtained when the
reference and carrier signals are compared as shown in Eqs. (1) and (2)

S1 ¼ 1; VrA �Vtri

0; VrA � Vtri

�
ð1Þ

S3 ¼ 1; VrX �Vtri

0; VrX � Vtri

�
ð2Þ

where

VrA is upper modulation reference signal
VrX is lower modulation reference signal
Vtri is triangular carrier signal

Fig. 3 Modulation scheme for the proposed converter
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The PWM pulses for S2 and S5 are obtained by EX-OR gate logic operation and
are expressed in Eqs. (3) and (4)

S2 ¼ S1 � S3 ð3Þ

Similarly,

S5 ¼ S4 � S6 ð4Þ

To eliminate the second-ordered power variations in DC link capacitor and for
obtaining the sinusoidal input and output voltages, the phase angle must be tuned
between rectifier and inverter appropriately. The fluctuations in the DC link
capacitor are proposed by the current flowing through it as shown in Eq. (5).

Vdc ¼ 1
Cdc

Z
icðtÞdtþVdc ð5Þ

where

Cdc is the DC link capacitor
Vdc is the DC link capacitor voltage
ic(t) is the current flowing through the DC link capacitor

The current flowing through the DC link capacitor in proposed converter is
shown in Eq. (6)

icðtÞ ¼ i1ðtÞ � i4ðtÞ ð6Þ

where i1(t) and i4(t) are the currents flowing through the switches S1 and S4.
The average values of currents i1(t) and i4(t) are calculated from the switching

states, and its equivalent circuit of the proposed topology as shown in Fig. 4 is
given in Eqs. (7) and (8).

(a) (b)

Fig. 4 a Switching states, b equivalent circuit of the proposed topology
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i1ðtÞ ¼ 1� d3ð Þ isðtÞ � iLðtÞð Þþ d1 þ d3 � 1ð ÞisðtÞ ð7Þ

i4ðtÞ ¼ 1� d6ð Þ isðtÞ � iLðtÞð Þþ d4 þ d6 � 1ð ÞisðtÞ ð8Þ

By substituting Eqs. (7) and (8) in Eq. (6), we get the total instantaneous current
flowing through the DC link as shown in Eq. (9)

icðtÞ ¼ d1 � d4ð ÞisðtÞ � d6 � d3ð ÞiLðtÞ ð9Þ

where

is(t) is the source input current
iL(t) is the load output current

d1 ¼ 1þmr sin xtþ h2ð Þ
2

þ doff1 ð10Þ

d4 ¼ 1� mr sin xtþ h2ð Þ
2

þ doff1 ð11Þ

d3 ¼ 1� mi sin xtþ h2 þuð Þ
2

� doff2 ð12Þ

d6 ¼ 1þmi sin xtþ h2 þuð Þ
2

� doff2 ð13Þ

Equations (10)–(13) give the duty ratios of the proposed converter to achieve the
coordination control between the rectifier and inversion mode of operation.

Where d1, d4, d3 and d6 are the duty cycle ratios of the proposed converter, mr is
the rectifier modulation index, mi is the inverter modulation index, Ɵ and ø are the
phase angles of the rectifier/inverter modulation reference and doff1 and doff2 are the
offset values for moving up/down modulation references of rectifier/inverter.

3 Numerical Simulation Results and Discussion

A single-phase six-switch AC/DC/AC power converter for a 1 kW wind energy
system has been simulated by using the control logic analyzed in this paper. The
ratings of the overall system are shown in Table 2.
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Figure 5 shows the input voltage and current to the proposed converter from the
wind energy system, and its magnitude of input voltage is 230 V and current is 5 A.
The output of the wind energy source is given as input to the developed converter in
between top and the middle layer, which converts input AC voltage into DC voltage
and stores in the DC link capacitor.

Figure 6 shows the DC link voltage varies from 80 to 230 V. The DC link
capacitor voltage is connect to the resistive load of RL = 45 X. The lower switch
layer converts DC link voltage into AC by operating the developed converter in
inversion mode. Figure 7 shows the load voltage and current waveforms with the
magnitude of 230 V and 5 A. Thus, the developed converter effectively converts
the output of the wind energy source to the load by sharing the switches of the
converter.

Table 2 Ratings of the
proposed system

Components Ratings

Wind power rating, P 1 kW

Voltage, V 230 V

Current, A 5 A

Input filter, L1 3 mH

Input filter, R1 0.1 X

Output filter, L2 0.43 mH

Output filter, R2 0.3 X

DC link capacitor, Cdc 470 µF

Load resistance, RL 45 X
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Fig. 5 Simulated wind input voltage and current waveforms
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4 Conclusions

The novel single-phase AC/DC/AC converter with six switches has been introduced
in this paper for single-phase wind energy system application. The modified PWM
scheme and EX-OR gate logic provide the coordination control between rectifier
and inverter modes of operation by sharing the middle layer switches. The devel-
oped converter provides near sinusoidal input and output voltage/current. The
developed model has reduced cost due to the reduced switch count converter
topology and with low rated DC link capacitor. The simulation results obtained
show the effectiveness of the proposed converter topology.
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Fuzzy Logic-Based Pitch Angle
Controller for PMSG-Based Wind
Energy Conversion System

Ramji Tiwari, N. Ramesh Babu and P. Sanjeevikumar

Abstract A comparative analysis of different types pitch angle controller is
designed in this paper to achieve a steady output torque for stable wind turbine
operation. The control techniques are implemented and developed to provide a
uniform constant torque to the permanent magnet synchronous generator (PMSG).
The wind system consists of a wind turbine, a pitch actuator and PMSG. The control
strategy used are proportional-integral (PI) and fuzzy logic controller (FLC). The
performance of the control strategies is investigated in terms of aerodynamic torque,
generator speed and the generator power. The complete wind energy conversion
system (WECS) is developed and tested using MATLAB/Simulink. The perfor-
mance of the control strategies is evaluated under varying wind-speed condition. The
performance of the pitch angle controllers is found satisfactory, but the strategy with
fuzzy logic-based controller shows better performance as compared to PI controller.

Keywords Wind energy conversion system � PMSG � Pitch angle controller
PI controller � Fuzzy controller

1 Introduction

Motivated by the issue of global warming and depletion of fossil fuel, the focus on
renewable energy-based power generation is gaining interest rapidly. Due to
environmental impact of fossil fuel-based generation, there is a need for alternative
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source which is cleaner and economically cost-effective [1]. Among the renewable
energy source, wind power is the fastest growing sustainable source [2]. Massive
development is carried out in field of wind power generation in recent years. Wind
energy has an advantage of reduced power loss, grid connection and stabilized
voltage profile. Technical development of WECS is the current major research area.
Power rating of wind energy is increased to MW range, which is significant for grid
integration [3].

Variable-speed wind turbine (VSWT) is most preferred wind-based power
generation system for its efficiency and controllability. Variable pitch control
strategy is implemented in VSWT to achieve efficient and reliable power conver-
sion [4]. Based on the wind speed, the modes of operation of wind turbine are
classified into two typical regions as shown in Fig. 1. In Region 1, where the wind
speed is below the rated one, the turbine speed is controlled to obtain the maximum
power from the available wind. In Region 2 where the wind speed is greater than
that of rated wind speed, the power is limited at the rated value to protect the
generator and the power electronic converter associated with it. The pitch angle
controller is implemented in the Region 2 to limit the turbine speed by controlling
the blade angle and during Region 1, pitch controller can be used for power
smoothening.

The controlled and reliable operation of WECS is mainly depending upon the
type of controller applied in the wind turbine in different regions. Pitch angle
controller is mainly applied to reduce the aerodynamic torque caused due to
increase in wind speed above the rated wind speed. The pitch angle is mainly used
in high-power wind turbine [5]. In small WECS, pitch angle is employed to
smoothen the power output. Numerous pitch-based control strategy is designed for
wind power generation based on the parameters such as generator used, power
capacity, average wind speed [6].
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Fig. 1 Regions based on wind speed
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In this paper, a comparative analysis of PI- and fuzzy-based pitch angle con-
troller for WECS is carried out. The performance of PI and fuzzy logic controller is
evaluated in varying wind condition. The ability of the controllers to track the
nonlinearity is analyzed and compared using MATLAB/Simulink software. The
main focus of the proposed controller is to limit the aerodynamic torque during
high-wind-speed region and optimize the power during low-wind-speed region.

2 Modeling of Wind Energy Conversion System

(A) Modeling of Wind Turbine

Wind turbine is an important mechanical aspect of WECS. The kinetic energy of
the wind is converted to mechanical energy as aerodynamic torque. The magnitude
of the torque produced by wind turbine is associated with the wind velocity/speed
and the air density. The torque obtained by the turbine can be expressed as [7]

Tm ¼ 1
2
Cp b; kð Þ

k
qpR3V2

wind ð1Þ

where the rotor coefficient is expressed as Cp which defines the amount of wind
power that can be transformed into mechanical power, the q represents the air
density, the radius of wind turbine blade is denoted as R, and Vwind is the wind
speed. The coefficient constants b and k are represented as blade pitch angle and
tip-speed ratio (TSR), respectively.

The rotor power conversion coefficient Cp is expressed as,

Cp k; bð Þ ¼ c1 � c2
1
g
� c3b� c4b

x � c5

� �
� exp �c6

1
g

� �
ð2Þ

where 1
g ¼ 1

kþ 0:08b

� �
� 0:035

1þb3

� �
and c1 = 0.5, c2 = 116, c3 = 0.4, c4 = 0, c5 = 5,

c6 = 21 and x = 0. The above analysis is implemented for the proposed system.

(B) Pitch actuator

The pitch angle control is generally implemented to limit torque in wind turbine
during high wind speed. The pitch actuator adjusts the blade angle around the
longitudinal axes for altering the turbine speed according to the wind speed [8]. The
pitch actuators are basically of two types electric pitch actuator and an hydraulic
pitch actuator [9]. The later actuator is in the verge of diminish as they require
frequent maintenance, high implementation cost and less accuracy. The electric
actuator is widely preferred for its simplicity, efficiency and high response rate.

The dynamic behavior of pitch actuator is modeled as integrator with the time
constant ðscÞ. The pitch actuator is expressed as:

Fuzzy Logic-Based Pitch Angle Controller for PMSG … 279



db
dt

¼ � 1
sc
bþ 1

sc
bref ð3Þ

which is limited between the pitch angle minimum ðbminÞ and pitch angle maximum
ðbmaxÞ; bmin � b� bmax.

Equation 3 states that the time constant of the pitch actuator determines the
response time of pitch control, which is normally in the range 0.2–0.25. The rate
limiter in the pitch actuator system shows the realistic response to the variability of
the system. The accuracy and efficiency of pitch angle controller depend on the
response time of the pitch rate (db/dt). The typical range of pitch angle lies between
−2 and 30°. Thus, the performance of the power regulation of wind turbine is
related to the rate of change of pitch angle [10].

3 Pitch Angle Control

In this section, PI- and fuzzy-based pitch angle control has been described.

(A) Proportional-Integral (PI) Controller

The conventional pitch control system uses PI controller for power regulation of the
wind turbine. The PI-based pitch control is used to optimize the rotor speed or the
power of the generator. In Region 1, PI controller cannot be applied. Hence, MPPT
control strategy is applied to regulate the power. The PI controller is activated in
Region 2 to stabilize the rotor speed or the generator output power using the error
value generated by the reference value and the actual value obtained [11]. The
block diagram of PI-based pitch angle controller is shown in Fig. 2, where the
variable (Xg) is either the rotor speed (xr) or the generator output power (Pg). Ksys is
set as 1 for PI controller.

The PI controller can generate the pitch angle value using electric and
mechanical value as an input variable. The electrical input values are generator
power, the mechanical input variables are mechanical power or the generator speed.
The input variable for PI controller is chosen depending upon the wind speed [12].

The input gains of the PI controller should be reframed to sustain the stability
and dynamic response of the system. This technique is simple and provides
robustness to the controller system. However, when the wind speed is varied with
sudden changes the PI controller fails to track the gain and chattering phenomena
are increased [13]. Thus, the stress of the system is increased.

(B) Fuzzy logic controller

The fuzzy logic controller (FLC) is designed based on the human knowledge about
the system. In general there are three stages in FLC, namely fuzzification, rule base
lookup table and defuzzification. The rules are framed based on the prior
knowledge of the system [14]. The control block diagram of FLC is shown in
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Fig. 3. The inputs of the FLC are the generator output power and rotor speed. The
output of FLC is pitch angle [15].

In proposed controller, the error of generator power ΔP and change in power
error d(ΔP) are the input variables. The output of the FLC-based controller is pitch
angle reference [16, 17]. The ΔP and d(ΔP) are defined as,

DPðkÞ ¼ Pg � PrefðkÞ ð4Þ

d DPð Þ ¼ DPðkÞ � DPðk � 1Þ ð5Þ

The membership functions of the fuzzy sets for the proposed system are rep-
resented by the linguistic variables. The variables are represented by Negative
Large (NL), Negative Small (NS), Zero (ZE), Positive Small (PS), and Positive
Large (PL).

The control rules are derived from the experience and knowledge on the control
system. Table 1 shows the rules for mapping of input and output variables of FLC. In
this paper, fuzzy usesMamdani-type inference system. The input and output variables
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are generated using triangular membership function. Minimum (min) method is used
for the implication, whereas the maximum (max) for aggregation. The centroid
method is preferred for defuzzification processing.

4 Numerical Simulation Results

The detailed modeling of 20 kW PMSG-based wind turbine system is implemented
in MATLAB/Simulink to validate the system for FLC-based pitch angle controller.
The parameter of wind turbine and PMSG generator is listed in Table 2. The
obtained FLC sampling time is 2 ms. Pitch angle is specified within limit of ±10°/s.

The wind speed used for the system is shown in Fig. 4. The variation in torque
and generated power are shown in Figs. 5 and 6. The pitch angle generated is
shown in Fig. 7. These parameters are fed into the system to control and stabilize
the generator speed in the rated value.

Figures 8, 9 and 10 show the performance comparison of both the strategies
PI- and FLC-based pitch angle controller. The generator speed for both the control
strategy is shown in Fig. 8. For PI-based controller, the generator speed is not stable
at the rated value and has a high ripple component. Whereas, in FLC-based con-
troller speed is almost kept constant at rated value. The generator power obtained in
PI and FLC is compared in Fig. 9.

The nonlinearity of the wind system is not sustained using the PI controller as it
fails to trace the sudden changes of wind speed and the output power is also
minimized. In FLC-based strategy, the generator output power is higher than that of

Table 1 Rules for fuzzy
logic controller

E/CE NL NS ZE PS PL

NL PS PL NL NS ZE

NS PL NL NS ZE PS

ZE NL NS ZE PS PL

PS NS ZE PS PL NL

PL ZE PS PL NL NS

Table 2 Wind turbine and PMSG parameters

Parameters of wind turbine Parameters of PMSG

Rated power
Blade radius
Air density
Max. power coefficient
Cut-in speed
Cut-out speed
Rated wind speed
Blade inertia

20 kW
3.86 m
1.225 kg/m3

0.411
3 m/s
20 m/s
12 m/s
6.3 � 106 kg.m2

Rated power
Stator resistance
Stator inductance
Friction factor
Pole pair
Generator inertia

20 kW
3.1052 Ω
3.75 mH
0.001189 Nms
32
48,000 kg.m2
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PI-based controller. The aerodynamic torque is compared in Fig. 10. The torque
contains ripple when the wind speed is shifted from Region 1 to Region 2 or vice
versa in PI-based control strategy, but the ripple content is minimized to the extent
in FLC-based pitch angle controller. The performance comparison of pitch angle
controllers is defined in Table 3.
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Table 3 Performance analysis of pitch angle controller

Controller technique/parameter PI controller Fuzzy logic controller

Power 16.9 kW 17.2 kW

Generator speed Varying 14.2 rad/s
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5 Conclusion

In this paper, a comparative analysis and implementation of PI and fuzzy logic
controller-based pitch angle is designed for PMSG wind turbine system. The
control strategy is implemented to limit the turbine output power and aerodynamic
torque to the rated value. The performance of both the control strategy is assessed
under varying wind speed. The control strategy is implemented in
MATLAB/Simulink software for validation of results. From the analysis it is stated
that FLC-based pitch angle controller is more reliable, efficient and consistent
control strategy for stable operation. Since, PI controller fails to overcome the
nonlinearity and ripple in the torque increases the stress of the system and may
damage the turbine. FLC strategy requires no wind-speed data to perform task and
has fast response to generate variable pitch angle. Thus, it is most suitable technique
which can be applied to WECS for optimal operation.
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Experimental Investigation of VFD-Fed
Scalar Control of Induction Motor
for Pumping Application

Vishnu Kalaiselvan Arun Shankar, Subramaniam Umashankar,
Shanmugam Paramasivam, Padmanaban Sanjeevikumar and
K.N. Dileep Sailesh

Abstract In this proposed paper, the experimental results on variable frequency
drives (VFDs)-fed pumps are taken out into considerations that are obtained from
the laboratory set-up and the modelling done by the author. The simulation study of
induction machine using the speed control technique V/F for pumping application
is made. To survey the drive performance, VFDs manufactured by Danfoss, with
their own control system is used as a special planned simulator. The aim of this
paper is to compare and evaluate the results taken out in laboratory and
MATLAB/Simulink for an effective pumping system. The simulation and experi-
mental results shown in the article are used to determine the performance of
pumping system.
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1 Introduction

The centrifugal pumps are normally preferred in commercial as well as industrial
applications for pumping the fluids. They contribute for around 73% of the total
pumps installed throughout the world for various pumping applications [1]. The
flow rate of the fluid pumped by centrifugal pump is continuous, and the torque
exhibited by centrifugal pump on the electric motors is proportional to square of the
motor speed [2].

2 Modelling of Pumping System

The centrifugal pump driven by induction motor using VFD is modelled in
MATLAB/Simulink as shown in Fig. 1. The pumps are characterised through flow
rate Q ðm3=sÞ, definite rotational speed [3]. The relation between pump flow rate,
pressure developed and speed of the motor is given by affinity laws.

Q1

Q2
¼ N1

N2
ð1Þ

H1

H2
¼ N1

N2

� �2

ð2Þ

Performance curves describe the relationship between the flow and head at
different speeds [4]. The hydraulic power of the pump is given by Eq. 3.

Ph ¼ q � g � Q � H ð3Þ

Fig. 1 Modelling of induction motor for pumping application
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Since 3-phase induction motor is widely used in industries because of its
attractive speed regulation, robust construction and high power factor [5]. The
advantage of taking V/F technique is that it improves both dynamic as well as static
characteristics of a machine [6].

3 Simulation Results

The proposed model of induction motor-fed pumping system is analysed for dif-
ferent operating conditions and approved in terms of DC bus voltage, torque, stator
current and speed.

We can see from Fig. 2 that the time of DC bus voltage is reaching the settling
value in less than 60 ms with dc bus voltage as 530 V.

In Fig. 3, the torque oscillates and on further variation, it reaches to 19 N m and
gets stable. As, T / V2, the torque at a given slip decreases with decrease in input
voltage.

Figure 4 indicates the stator current of the induction motor, and Fig. 5 indicates
that the speed is within the stable operation and reached to 2900 rpm. At low
speeds, difference in load torque and motor torque accelerates the machine.

Tmotor � Tload ¼ J
dwm

dt
ð4Þ

Figures 6 and 7 show the system performance of the pump [7]. When selecting
the pumps, the rated operating or discharge pressure of the pump must be greater
than the required pressure for the system at desired flow rate [8].

Fig. 2 DC bus voltage
versus time curve
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Fig. 3 Torque versus time
curve

Fig. 4 Stator current versus
time curve

290 V.K. Arun Shankar et al.



Fig. 5 Speed versus time curve

Fig. 6 Flow rate of centrifugal pumps

Fig. 7 Pressure in PSI
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4 Experimental Results

The test set-up in comprising of electric drive, motor and PC is shown in Fig. 8.
The load drive and the testing drive of induction motors, VLT FC-302 series
controlling panel, cabinet, cabling equipment. These machines are coupled to each
other mechanically through clutch which provides them the joint rotation. Machine
nominal power is 2.2 kW, voltage is 400 V, and current is 7 A, respectively as
shown in Table 1.

In braking region of the drive, the energy proceeds back to the delivered line
through the line side rectifier [9]. The hardware results shown below induction
motor which gives the desired data to the drive and further it is put in the form of
excel sheet where those data are taken to form these curves. The vertical line on the
curve shows the value at that particular instant [10].

Table 1 Induction motor parameters

Specification Values Units

Phases 3

Rated power P 2.2 kW

Line voltage V 400 Vrms

Line current I 7 Arms

Poles P 2

Magnetising inductance Lm 0.1722 H

Fig. 8 Laboratory set-up
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Fig. 9 Motor current and motor voltage

Fig. 10 Speed and torque
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Waveform shown in Fig. 9 shows output voltage and current variation where
motor voltage increases to 270 V and motor current to 2.59 A. As the motor
voltage and current are significantly increasing that means motor is running under
variable power and constant torque.

The waveform in Fig. 10 represents the speed and torque variation where the
speed decreases with constant load torque. Here the speed is 1000 rpm where
torque comes to 1.10 N m.

The speed is 1000 rpm, the frequency is 33 Hz where the DC link voltage is
560 V, shown in Fig. 11.

5 Conclusion

In this paper, the simulation and experimental verification of Variable frequency
drives (VFDs)-fed centrifugal pumps are made. The simulation study of induction
machine using the speed control technique V/F for pumping application is made.
The performance of the VFDs with their own control algorithm is studied using the
experimental set-up. The proposed hardware results with MATLAB simulation
investigate the pumping system performance, with different operating speeds.
Information about the drive performance at normal operating condition is explained
along with Simulink results.

Fig. 11 Frequency and dc link voltage
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Comparison Between PI Controller
and Fuzzy Logic-Based Control
Strategies for Harmonic Reduction
in Grid-Integrated Wind Energy
Conversion System

Ramji Tiwari, N. Ramesh Babu, R. Arunkrishna
and P. Sanjeevikumar

Abstract In this paper, a novel fuzzy logic-based control (FLC) strategy is
developed to perform multi-function strategy for smooth and controlled operation
of three-phase renewable energy system (RES)-based wind energy conversion
system (WECS) with grid integration. The inverter acts as an converter to infuse the
power obtained from the wind energy and as a active power filter to compensate
reactive power demand and load current harmonics. The control strategies in
accordance with 3-phase 4-wire unbalanced load tend to appear as a balanced linear
load system at grid. The control strategy is developed and validated using
MATLAB/Simulink. The proposed controller is compared with PI-based controller
and validate that the proposed FLC provide better efficiency by reducing
harmonics.
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1 Introduction

The constant development of electric utilities and depletion of fossil fuel are
becoming major concern of maintaining energy demand. Currently, fossil fuel-based
generation shares a large portion of global energy demand, but simultaneously
increasing the air pollution and global warming concern. Thus, to overcome the all
above major concern, renewable energy-based power generation is gaining more
interest in all countries. To promote renewable energy and to accelerate the interest
among private institute, government is providing many incentives [1].

The distributed generation (DG) should follow a grid code to integrate the
renewable energy source (RES) at distribution level. RES such as solar, wind, tidal
are the major sources of renewable energy. Among RES, wind-based energy
generation is the most preferred energy source for its cost-effective production. The
major threat of RES is the stability, nonlinearity, voltage regulation and power
quality issue. Thus, an advance control strategy is required to overcome the issue
and enhance the system operation for grid integration. However, power electronics
converter and the nonlinear load create the harmonic current which causes issue in
power stability [2].

A considerable amount of harmonic current is being injected into power system
by the nonlinear load. Thus, the harmonic current in the power system causes
voltage distortions which increases the loss in line and decrease the power factor.
The current harmonic in the system add up arithmetically at the neutral bus till 1.73
times of the phase magnitude thus causes heating of the transformers and cables.
This may reduce the energy efficiency and damage the electronic equipment [3].

The LC filter is the traditional method to reduce the current harmonics because
of the simplicity and reduced cost. But, they have an disadvantage of large size,
inductor turns ratio and risk of resonance [4, 5]. So in order to remove the harmonic
from the power network, an active filter is developed which has dynamic response
for the power quality problem. [6]

In this paper, author compares the control strategy based on PI and fuzzy logic
which incorporates the features of active power filters for interfacing the renewable
to the grid. The control strategy can mitigate the unbalance voltage disturbance
caused due to injection of harmonic current into the grid. The active power filter is
used to compensate the current imbalance and reactive power demand. The neutral
current compensation of 3-phase 4-wire system is performed using the control
strategy implemented for grid-interfacing inverter.

2 System Description

The proposed system consists of wind energy conversion system interconnected
with DC-link and the grid through inverter. The voltage source inverter (VSI) is the
key element of the distributed generation (DG) as it interfaces the WECS to grid
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and supplies the generated power to the utility [7]. As shown in Fig. 1, 3-phase
4-wire inverter is used in this paper for interfacing the WECS to the grid. The
proposed system consists of a diode rectifier followed by the boost converter before
interfacing with the grid. The variable speed wind turbine is highly nonlinear in
nature. Thus, the power obtained from the WECS needs to be smoothened before
connected to the DC-link. The dc capacitor is connected to decouple the WECS
from the grid to perform independent control on the either side.

3 Analysis of Wind Energy-Based Conversion System

The WECS system comprises of wind turbine and permanent magnet-based syn-
chronous generator (PMSG). The wind turbine produces the torque which is con-
verted into electric power by the PMSG. The power and torque equation of WECS
is determined by the following equation,

Pm ¼ 1
2
Cpðb; kÞ qpR2V3

wind ð1Þ

Tm ¼ Pm

k
ð2Þ

where b (blade pitch angle) and k (tip speed ratio) are the variables of Cp (rotor
power coefficient), q implies the air density, R refers to the radius of wind turbine
blade, and wind speed is represented as Vwind [8].

Fig. 1 Schematic of WECS-based distributed generation system
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The electromagnetic torque generated from the rotor of PMSG is given by the
equations

Te ¼ 1:5
P
2

wpisq þ isdisq Lsd � Lsq
� �h i

ð3Þ

where the dq axis current and voltages are represented as isd; isq; usd and usq,
respectively, and angular frequency of the generator is defined by xs. Inductances
of the generator are denoted as Lsd and Lsq. wp is the permanent flux, Rsa refers to
the resistance of the stator, and P refers to number of poles [9].

4 Control Strategy

Figure 2 shows the control diagram of grid interconnected with 3-phase 4-wire
system. The neutral current of the load is stabilised using the fourth leg of the
inverter. The main aim of the proposed topology is to stabilise the power transferred
to the grid. The inverter supplies the fundamental active power to the grid by
reducing the harmonics and the neutral current [10].

This control strategy is used to generate the duty ratio for the inverter using
injected power and DC voltage as the input parameter. The DC-link voltage pro-
vides the data of the injected power to the grid from the WECS. The multiplication
of active current (Im) component with unit grid vector (Ua, Ub, Uc) constitutes to

Fig. 2 Control technique for generating pulses

300 R. Tiwari et al.



reference grid currents ðI�a ; I�b ; I�c Þ, and the neutral reference is set to null. The unit
vectors of the grid can be given as follows

Ua ¼ sinðhÞ ð4Þ

Ub ¼ sin h� 2p
3

� �
ð5Þ

Uc ¼ sin hþ 2p
3

� �
ð6Þ

The instantaneous values of grid current reference are given as

I�a ¼ Im � Ua ð7Þ

I�b ¼ Im � Ub ð8Þ

I�c ¼ Im � Uc ð9Þ

The neutral conductor connected to load generates the neutral current. Neutral
current is compensated using the fourth leg of the grid-interfacing inverter. The
reference neutral current ðI�n Þ is considered to be zero as shown in Eq. 10. Neutral
current should not be drawn from the grid.

I�n ¼ 0 ð10Þ

The above analysis is given to the controller in order to obtain the switching
pulses for the gate drivers for the grid-interfacing inverters.

(A) PI controller

In PI-based control technique, the reference voltage and the DC voltage across the
converter are analysed to generate an error signal. The obtained error signal is then
fetched to the PI controller in order to generate the output signal [11]. The obtained
PI output signal is then fed to the PWM generator where the signal is compared
with the triangular wave to deliver the pulses in form of duty cycle which controls
the inverter switch in such a way that the DC-link is maintained constant under
rapid variation of wind speed. [12]. The equation used for PI controller is

D ðsÞ ¼ Kp þKi = s
� � � E ðsÞ ð11Þ

where Kp and Ki are the proportional and integral parameter of PI controller. E ðsÞ is
the error signal of obtained voltage and desired voltage, and D ðsÞ represents the
duty cycle generated by the PI controller. The DC-link voltage error is given by
Eq. 12.
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E ðsÞ ¼ V�
dc � Vdc ð12Þ

The output of PI controller is expressed as

Im ¼ I�m þKp V�
dc � Vdc

� �þKi E ðsÞ ð13Þ

where, value of Kp is calculated as 10 and Ki as 0.05.

(B) Fuzzy logic controller

PI controller fails to determine the change in rise and fall of the error and only
capable to react to the instantaneous value of error. Thus, they are not suitable for
nonlinear system like wind energy. To overcome this problem, FLC is implemented
which has an advantage of overcoming the nonlinearity of system, fast conver-
gence. FLC works on the principle of three steps in order; they are Fuzzification,
inference system and Defuzzification [13]. The rules are framed from the former
knowledge of the system. The error signal obtained from the difference between the
obtained with respect to desired value and change in error signal are considered as
the input for the FLC. The output of the controller is the duty cycle for inverted.
The efficiency of FLC is purely depending upon the user’s knowledge about the
system and the framing right computation error.

Table 1 presents rules set used for FLC used in this topology. The rules are
framed in seven levels, namely Negative large (NL), Negative medium (NM),
Negative small (NS), Zero (ZE), Positive small (PS), Positive medium (PM) and
Positive large (PL). Inference mechanism is basically defined by membership
functions which show the relevance of rules from Table 1. Methods, Minimum
(min) and Maximum (max), are defined for the implication and aggregation,
respectively, whereas, centroid is used for the Defuzzification processing.

(C) Switching control

The switching pattern of the proposed topology is determined using hysteresis
current controller technique as shown in Fig. 2. The significance of the pattern of
switch is determined using the error generated using the FLC or PI controller. The
hysteresis strategy is the major cause for the high harmonic band in the switching
frequency though they are preferred for nonlinear system as they provide better
response and robust for sudden variation [14, 15].

Table 1 Fuzzy logic table

E/CE NL NM NS ZE PS PM PL

NL PS PM PL NL NM NS ZE

NM PM PL NL NM NS ZE PS

NS PL NL NM NS ZE PS PM

ZE NL NM NS ZE PS PM PL

PS NM NS ZE PS PM PL NL

PM NS ZE PS PM PL NL NM

PL ZE PS PM PL NL NM NS
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5 Simulation Results

The proposed control topology is verified by interfacing the WECS to the 3-phase
4-wire inverter connecting to the grid. An simulation study is analysed using
MATLAB/Simulink. The inverter is controlled actively to achieve balanced sinu-
soidal grid voltage despite of varying wind speed. Capacitor at DC-link is used to
connect the inverter with the WECS. The harmonics and reactive power of the
3-phase 4-wire system need to compensate using the suitable control strategy to
follow the grid regulations.

The grid side voltage is set as 360 V as shown in Fig. 3. The grid current,
unbalanced load current and inverter current for the PI-based controller are shown
in Figs. 4, 5 and 6, respectively. At t = 0.1, the inverter tends to inject active power
to the grid. It can be clearly seen that in Fig. 6 load current takes time to settle when
PI controller used.
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Fig. 3 Grid voltage
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Fig. 4 Grid current (PI-based control strategy)
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Fig. 5 Load current (PI-based control strategy)
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The waveforms for grid current, unbalanced load current and the inverter current
for FLC-based control strategy are shown in Figs. 7, 8 and 9. The FLC requires
only few times when compared to PI controller to compensate the load current. The
harmonics induced by the PI controller is high when compared to the FLC-based
controller.
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Fig. 6 Inverter current (PI-based control strategy)
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Fig. 7 Grid current (FLC-based control strategy)
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Fig. 8 Load current (FLC-based control strategy)
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Fig. 9 Inverter current (FLC-based control strategy)
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Form the results, it can analysed that FLC-based control strategy provide better
stabilisation of the load current and elimination of harmonics when compared with
the PI-based control strategy.

6 Conclusion

The paper presents a comparative analysis of PI- and FLC-based control strategies
for active grid-interfacing inverter to compensate the harmonic produced by non-
linear system. A 3-phase 4-wire-based DG system is interfaced with the grid
inverter which is utilised effectively without disturbing the normal operation of
active power transfer. The inverter can be used for multi-objective function, such as
to inject active power generated from wind energy to the grid and to compensate the
harmonics and the current distortion produced due to nonlinearity of the system.

Thus, this will eliminate the need of separate filter used for power condition
operation. The neutral current is prevented to flow into grid by the fourth leg of the
inverter thus by reducing the damage. The quality of power is increased reducing
the harmonic content from the load current.

The comparison between two control strategies is analysed and it is clear that
FLC-based control system provides dynamic response and has higher efficiency
than the PI-based control technique. FLC-based system provides robustness toward
the nonlinearity of the system. The current harmonics, unbalance current and the
load reactive power are compensated effectively using the combination of FLC
control strategy for 3-phase 4-wire grid-integrated inverter.
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Direct-Coupled Permanent Magnet DC
Motor-Driven Solar Photovoltaic Water
Pumping System—A Literature Review

R. Sivapriyan, S. Umashankar, P. Sanjeevikumar and Atif Iqbal

Abstract This paper presents different controlling techniques of the converter used
for the solar photovoltaic water pumping system (SPVWPS) driven by permanent
magnet DC (PMDC) motor. The direct-coupled PMDC motor-driven solar water
pumping systems have many advantages like high efficiency, longer life cycle and
less cost due to the absence of energy storage element such as batteries. This direct
coupled PMDC-driven SPVWPS is easy to control when we compare with inverter
circuit-fed AC motor-driven water pumping systems (WPS). In this literature
review, DC–DC converter controlling techniques and maximum power point
tracking (MPPT) methods adopted in direct coupled PMDC motor-driven SPVWPS
have been discussed. This literature review will serve as a complete reference to
identify the advantages and the scope for future work in direct-coupled PMDC
motor-driven solar PV water pumping systems.
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1 Introduction

The solar PV water pumping system (SPVWPS) gains more importance nowadays
due to the depletion of oil reserve and increase in the grid electricity cost. This solar
water pumping technology can be implemented from a small-scale residential water
pumping systems to large-scale irrigation purpose. The SPVWPS consists of dif-
ferent components such as electrical, electronic and mechanical components.
Therefore, it gives lot of opportunities and challenges in integration of the various
components to achieve the maximum performance of the overall system. The
direct-coupled SPVWPS consists of solar photovoltaic array, DC–DC converter
with MPPT controller and a PMDC motor-driven water pump.

This direct-coupled PMDC motor-driven SPVWPS avoids the energy storage
element such as batteries. Due to the absence of electrochemical energy storage
element, this SPVWPS life cycle and the efficiency will be improved marginally.
Also, the direct-coupled PMDC motor-driven SPVWPS is easy to control since
only one DC–DC converter is present, whereas the AC motor-driven SPVWPS will
be controlled by an inverter which increases the complexity in controlling the WPS
(Fig. 1).

The advantage of using this drive is small in construction, and to excite the field
winding, no additional DC supply is required. The cost of PMDC motor is less
when we compare with AC motor. Also the PMDC motor is rugged in construction.
The brief outline of the literature review is as follows: In Sect. 2, the literature
review of direct-coupled PMDC motor-driven SPVWPS is discussed, and in
Sect. 3, the scope for improvement is discussed. The main outcome of the literature
review is to find the scope for improvement.

Fig. 1 Block diagram of direct-coupled PMDC-driven SPVWPS
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2 Classification of Literature on Direct-Coupled PMDC
Motor-Driven SPVWPS

This literature review intends to give a broad overview about the direct coupled
PMDC-driven SPVWPS and the scope for research in this field. For this purpose,
more detailed analysis of need of PMDC motor for SPVWPS, control technique of
the DC converter and different MPPT methods were discussed in this review. This
literature review is sectioned into three parts. First section discusses about the
importance and advantages of PMDC motor for SPVWPS. Second section analyzes
about the DC–DC converter and its controlling techniques to control the PMDC
motor and also discusses the various converter topologies used for PMDC
motor-driven SPVWPS. In third section, the detailed analysis and comparison of
the various MPPT techniques implemented in the PMDC-driven SPVWPS are
presented. Also this section compares the various MPPT techniques to find the
suitability of the particular MPPT technique to improve the overall efficiency and to
reduce the cost.

2.1 PMDC Motor for SPVWPS

For low-power application, the PMDC motor is the most suitable motor than the
AC induction motor for SPVWPS [1, 2]. Also the number of components, power
stages and switches required for a PMDC motor drive is lesser than the induction
motor drive. In the same article, Chandrasekaran proves that the efficiency of the
PMDC motor-driven SPVWPS is more than that of the AC motor-driven SPVWPS.

Mokeddem [3] tested the performance of direct-coupled SPVWPS without
MPPT. The overall system delivers the efficiency of less than 30%, which is higher
than the other SPVWPS without MPPT. And the author suggests that this kind of
system is suitable for low-head irrigation.

The pump similarity law [4] is used to asses the performance of the centrifugal
pump under different speed variations. By combining the motor–pump equation
with solar array model, the author links the flow rate of the pump with solar
radiation.

To select the suitable electromechanical system for SPVWPS, Mohanlal Kolhe
analyzed the performance of direct coupled SPVWPS at different irradiance and
temperature [5]. From this analysis, if the average solar intensity is known, then the
system component can be selected to give higher efficiency.

Hsiao and Blevins conclude that the efficiency of the SPVWPS was improved by
matching the ratio between the speed of motor and pump [6]. For better utilization
of the solar array, they also suggested the implementation of any MPPT method.
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Advantages of PMDC drive/motor are as follows:

• Less number of power components
• Less number of power stages
• Less number of switches
• Overall system efficiency is high
• Ease of control
• PMDC motor is rugged in construction

2.2 Converters and Controllers for PMDC Motor-Driven
SPVWPS

To choose the suitable DC–DC converter for solar-powered PMDC motor, Jesus
Gonzalez suggested a mathematical model to get the relationship between duty
cycle and MPP [14] as well as duty cycle and motor speed.

For the MPP of the solar photovoltaic array, Sharaf et al. suggested a dynamic
multi-loop driven proportional–integral–derivative (PID) controller [7]. In this
method, the motor current, motor terminal voltage and speed with change in the
irradiation, temperature and load are taken into account. Using this method, they
achieved 10% more output from the PV array.

An error-driven self-adjusting control (SAC) [8] has been suggested by Sharaf
and Yang. In this method, the solar panel current, voltage and PMDC motor speed,
and current signals are used to generate PWM pulses. This system consists of three
loops to generate a global error signal which in turn controls the controlling pulses
for a four-quadrant PWM converter. The motor speed loop, motor current limiter
loop and the MPPT loop are the three loops present in this technique. These three
signals will be multiplied with respective loop weighting factors and added together
to produce a global error signal. This signal will be further processed to get the
PWM pulses for the DC–DC converter. In this method, the selection of loop
weighting factor is very important.

A novel proportional–integral–derivative (PID) dual-loop controller [9] was
suggested by Sharaf. In this method, a speed-limiting loop and current controller
loop are present. This method continuously tracks the MPP while following
required speed level.

Akbaba shows that the maximization in utilization of energy and good ratio of
cost to performance can be achieved by selecting the duty ratio of the converter at
particular value and varying it with respect to irradiance [10]. This system is
simpler to implement and delivers an efficiency of around 85%.

To increase the efficiency of the SPVWPS, Smrithi and Jayapal suggest a linear
current booster (LCB) [11]. The LCB is a DC–DC controller integrated with MPPT.
The LCB is used to find MPP as well as used to match the source with load.
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2.3 MPPT Techniques in PMDC Motor-Driven SPVWPS

Implementation of the MPPT technique is necessary to utilize the solar power from
the panel under different irradiance conditions. The MPPT will improve the overall
system efficiency by observing maximum possible power from the solar panel.
Elgendy compared the reference voltage P&O method and direct duty ratio of
perturb and observe method for the photovoltaic pumping applications [12]. The
reference voltage P&O method is suitable for fast change in the weather conditions.
But this method leads to loss in stability due to high rate of perturbation. The direct
duty ratio gives better utilization of solar energy and good stability for slow change
in the weather conditions. But this method is not suitable for fast change in the
environment conditions. Elgendy also suggested a constant voltage MPPT scheme
at low cell temperature [13]. This scheme delivers better energy utilization under
slow or fast irradiance changing environment. In this method, voltage measured at
standard test condition will be considered as reference to the control loop. This
feedback control loop consists of a PI controller to get optimum duty cycle to
control the converter. This method is simple in circuit to implement in analog as
well as digital circuits. Jesus Gonzalez suggested a linear reoriented coordinate
method (LRCM) to track the maximum power under different irradiance conditions
[14]. In this method, the open-circuit voltage is taken into consideration to get MPP
in spite of any change in the temperature and irradiance. To minimize the swing
around MPP and to avoid the failure during fast changes, genetic algorithm
(GA) optimization for MPPT is used [15]. In this method, Mohamed explains
optimization of control parameters for PMDC motors used in SPV applications.
Also this scheme modifies the control algorithm to provide better voltage regulation
in the motor drive circuit. The performance comparison of perturb and observe
method and INC method has been discussed by the various authors by taking
various points into consideration. Oi et al. compared the P&O and INC MPPT
algorithm and concluded that P&O technique will be easy to realize in circuit, but
INC MPPT algorithm gives better performance under cloudy weather conditions
[16]. Elgendy concludes that the P&O algorithm results in chaotic behavior pattern
and INC algorithm results in quasiperiodic pattern [17]. He also finds that the PWM
of the MPPT converter induces the ripple in the current and voltage waveform.
Under constant irradiation and temperature condition, Jayakumar and Rajini found
that the INC MPPT algorithm gives better performance [18]. A meaningful com-
parison of P&O and INC MPPT methods is realized by Jaziri, and the author
concludes that INC MPPT is excellent in performance due to high accuracy in
tracking the MPP [19]. By using only DC motor speed, Gonzalez designed a control
law that purely depends on DC motor model and model of the controller with MPP
under different values of irradiance [20]. This control law was implemented by a
simple analog circuit.

Fuzzy logic controller (FLC) to extract maximum power from the panel for
SPVWPS was suggested by Aashoor [21]. By using the solar array voltage, current
and motor speed, this FLC generates PWM pulses to control the DC–DC converter.
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The sliding mode control scheme suggested by Alsumiri achieves optimal
operating point in a better way [22]. This method overcomes the power oscillation
around the maximum point or the operating point (Table 1).

3 Scope for Improvement

The amount of reliable water pumping of the direct-coupled PMDC-driven
SPVWPS system is low, due to the absence of energy storage system. But it
decreases the complexity and cost of the overall system. During rainy season and
winter season, the system will not be able to pump the required amount of water.
Also in the morning (6–9 AM) and in the afternoon (5–6 PM), the amount of
pumped water level is negligible, which decreases the system efficiency. Since it is
a direct-coupled system, the water head level is very low and normally it will be
under 15 ft. Therefore, the challenges and scope for improvement of the
direct-coupled SPVWPS involve in improving the system reliability by ensuring the
water pumping during low sunny days and also in the MPPT side. Simple and
effective tracking mechanism is needed to fix the MPP with minimum swing around
that point during fast climate-changing conditions. Nowadays, ease in implemen-
tation of MPPT techniques in analog or digital circuits is also gaining the
popularity.

4 Conclusion

The direct-coupled PMDC motor-driven SPVWPS lacks reliable water pumping
during less sunny days. Therefore, the challenge lies in improving the water
pumping level during less sunny days by improving the converter topologies to
operate the PMDC motor to pump the water. In this review, efforts are taken

Table 1 MPPT comparison

MPPT Advantage Disadvantages

1 P&O Easy to implement [12] Swing around MPP and not
efficient [12, 22]

2 INC Good accuracy in tracking [16, 18, 19] Swing around MPP

3 Constant
voltage MPP

Better energy utilization under slow and
fast irradiance change [13]

Feedback control loop is
necessary [13]

4 LRCM Good for different irradiance condition [14] Relatively difficult

5 GA Better voltage regulation [15] Difficult to implement

6 FLC Efficient tracking [21] Relatively difficult to
implement

7 SMC Power oscillation is eliminated [22] Difficult to implement
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carefully to analyze the existing technology and its advantages and disadvantages.
This review will be helpful to the researchers to understand and identify the
problem and opportunities associated with the direct-coupled solar water pumping
systems.
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Decoupled Active and Reactive Power
Control of Cascaded H-Bridge PV
Inverter for Grid-Connected Applications

V. Sridhar, S. Umashankar and P. Sanjeevikumar

Abstract In a conventional solar power plant, DC input voltage to the inverter is
fed from the multiple solar panels with series parallel combination. So the maxi-
mum power point tracking (MPPT) is possible only on the series parallel combi-
nation of all the arrays together, which is not so efficient. Independent maximum
power point tracking (MPPT) is needed to improve the system efficiency.
Independent control of the voltage is possible through the cascaded inverters.
Hence, independent MPPT control can be obtained by using cascaded
H-Bridge-based inverters for PV applications. In this paper, decoupled control of
active and reactive powers for a CHB inverter in PV applications is explained and
the simulation results are presented. System operation with equal and unequal
irradiances on PV arrays is also explained.
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1 Introduction

In a conventional grid-connected PV system, multiple solar modules connected in
series parallel combination provide the DC input to the PV inverter. Single-stage
converter, i.e., DC to AC converter or chopper-based two-stage converter is used to
transfer the power from PV array to the grid. With single-stage and two-stage
inverters, maximum power point tracking can be done only on the entire PV array,
which is not so efficient.

Independent MPPT control is required to improve the efficiency, which is
possible through string inverters or through cascaded inverters [1, 2]. Since cas-
caded inverters can give multilevel output on the AC side, there is an improvement
in the voltage THD. Hence, cascaded inverters are preferred over string inverters for
high power applications. A review on CHB-based multilevel inverter topologies
was discussed in [3–5]. CHB-based multilevel inverter has the following advan-
tages (a) modular in construction (b) low dv/dt (c) low output THD (d) small filter
size (e) suitable for high power applications [6].

A grid-connected cascaded H-Bridge-based PV inverter consists of PV arrays,
CHB inverter, transformer, LCL filter, AC and DC breakers is shown in Fig. 1.
Transformer provides the isolation between grid and the PV array. Transformer is
also required to match the inverter and grid voltages. An L-C or an L-C-L filter is
used to get sinusoidal output.
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Fig. 1 Block diagram a CHB MLI-based grid-connected PV inverter
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2 Active and Reactive Power Control of CHB-Based
Multilevel Inverters in PV Applications

PV inverter transfers the DC power received from PV modules into the AC power
for utilization during day time and will be in idle state when the irradiation is weak.
To improve the utilization of PV inverter, it is preferred to operate as a
PV-STATCOM, i.e., PV inverter along with the feature of reactive power control.

The concept of PV-STATCOM is operating a PV inverter as an active power
source as well as a reactive power compensator [7, 8].

In this section, a CHB MLI-based PV inverter along with reactive power
compensation capability is explained briefly. Figure 2 shows a control structure for
a CHB MLI-based PV inverter for grid applications. Grid voltage is monitored for
determining the angle wt through phase locked loop (PLL). Voltage and currents of
each PV array are monitored for independent MPP tracking. Based on MPP of each
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Fig. 2 Block diagram for current control of a CHB MLI-based grid-connected PV inverter
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array, the MPP of three phases is obtained. MPP of the overall system is obtained
based on the minimum MPP value among the three phases to avoid unbalancing.

Direct current reference (Id_Ref) to the inverter is obtained from overall MPP,
and wt. Iq_Ref is generated based on the reactive power to be supplied. The power
control is carried out through PI controller by comparing the dq components of
reference grid current with dq components of actual grid current. Output of PI
controller gives the reference output voltage. Based on individual MPP of PV array,
voltage reference for each H-Bridge is obtained and pulse generator generates the
gate pulses for each H-bridge of the CHB inverter.

3 Results and Discussions

Simulation studies are carried out to check the performance of the system by
considering a grid-connected CHB inverter with nine number of H-Bridges, i.e.,
three H-Bridges per phase connected to a separate PV array. Level shifted PWM is
applied for generating gate pulses. System operation with equal irradiance and
unequal irradiances on PV arrays is explained in next subsections.

3.1 Case1: PV Arrays with Equal Irradiance

When the irradiance on all the nine PV arrays is equal, i.e., during the ideal state of
the system, the MPP of each PV array will be equal; hence, the overall MPP is the

Fig. 3 Voltage and power output of R-phase of CHB inverter with equal irradiance
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sum of MPPs of all nine PV arrays. The voltage and the power output of all the PV
arrays are equal since the irradiance is equal. When irradiance value is simulated at
700 W/m2 for all the PV arrays, since the system is at ideal state, the output voltage
and power of all the three H-Bridges of R-phase are equal as shown in Fig. 3.

3.2 Case 2: PV Arrays with Unequal Irradiance

Practically, the irradiance on all the PV arrays will not be equal due to mounting
arrangement, partial clouding, etc.

Figure 4 shows the voltage and output power of each H-Bridge of R-phase.
Irradiance value is simulated at 1000 W/m2 for PV array 1, 400 W/m2 for PV array
2 and 700 W/m2 for PV array 3.

By comparing Figs. 3 and 4, it is observed that the power output of H-Bridge 3
of R-phase is same since there is no change in the irradiance value.

Output power of H-Bridge 1 is more in Case 2 since the irradiance is increased,
and similarly the output power of H-Bridge 2 is reduced in Case 2 due to reduction
in the irradiance. However, the R-phase output voltage and power are same in both
the cases, since the MPP of R-phase is same.

Fig. 4 Voltage and power output of R-phase of CHB inverter with unequal irradiance
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3.3 Decoupled Active, Reactive Power Control

Consider an R-L load equal to the capacity of PV inverter connected on the grid.
When the reference active and reactive powers (PRef and QRef) of the CHB

inverter are zero, then the total load current is supplied only from grid and the CHB
inverter current is zero as shown in Fig. 5.

When the PRef of CHB inverter is 1 P.U., then the total active power required for
load is fed from CHB inverter. The reactive power required for load is supplied
from the grid. Since the CHB inverter is feeding only the active component of the
power, voltage and currents are in phase. Similarly since grid is supplying only the
reactive component of power, the grid current is lagging the grid voltage by 90° as
shown in Fig. 6.

Similarly when the QRef of PV inverter is 1 P.U., CHB inverter supplies the
reactive power requirement of the load, since the Pref of inverter is zero and the
active power is supplied by the grid. From Fig. 7, it is observed that since the grid is
feeding the only the active component of the power, voltage and currents are in
phase. Inverter current is lagging the voltage by 90° since inverter is supplying only
the reactive component of power.

In Fig. 8, when the PRef and QRef are 1 P.U. for CHB inverter, then the total
power is supplied only from the CHB inverter and the current drawn from grid is
zero. From the above results, it is observed that decoupled active and reactive
power control enables the CHB inverter to operate as a multilevel PV-STATCOM
which improves the utilization factor of the system.

Fig. 5 Phase voltage and currents of CHB inverter and grid when PRef = 0 and QRef = 0
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Fig. 6 Phase voltage and currents of CHB inverter when PRef = 1 P.U. and QRef = 0

Fig. 7 Phase voltage and currents of CHB inverter and grid when PRef = 0 and QRef = 1
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4 Conclusions

CHB configuration is most suitable for independent MPPT control in PV appli-
cations as independent voltage control is possible in a CHB inverter.
Independent MPPT tracking of each PV array explained in Sect. 3 improves or
maximizes the efficiency of the system. Decoupled control of active and reactive
power with CHB MLI gives a better performance since the CHB is ideal for
photovoltaic systems where isolated input DC source is available and for
STATCOM applications where there is no DC source requirement. In this paper,
decoupled active, reactive power control for the CHB inverter is explained. From
the presented results, it can be concluded that the CHB MLI-based PV inverter
along with the features of independent MPPT and decoupled active, reactive power
control acts like a multilevel PV-STATCOM which improves the efficiency and the
utilization factor of the system.
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Fuzzy-Based Microgrid Energy
Management System Using Interleaved
Boost Converter and Three-Level NPC
Inverter with Improved Grid Voltage
Quality

Swaminathan Ganesan, V. Ramesh, S. Umashankar
and P. Sanjeevikumar

Abstract This paper demonstrates a novel method to integrate and control PV
source and Battery storage in to a microgrid system to attain reduction in total
harmonic distortion at the output. The closed-loop control of inverter has been
achieved through using proportional integral controller (PI) and fuzzy logic con-
troller. The results of output harmonics contents are compared for simple open-loop
control and proposed closed-loop controls, and it clearly indicates that the
closed-loop results far superior in terms of harmonic contents at the inverter output
voltage. The control of battery energy storage system (BESS) has been presented,
with the aid of a DC–DC bidirectional buck–boost converter for the different modes
of operation, such as hold state, charging state and discharging state. With the
intention of tracking the maximum power point from PV array, P&O MPPT
technique has been used by which duty cycle of converter is controlled. Various
operating conditions, such as photovoltaic source alone supplying to the entire load
requirement and supplying to battery for its charging, PV source supplying to load
requirement only, battery storage unit supplying to load requirement and lastly PV
source and battery storage unit jointly supplying to the load requirement, have been
analyzed extensively. Detailed analysis has been carried out on the output voltage,
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output current and output power waveforms for different operating conditions as
discussed above, and the output results are analyzed for achieving more beneficial
performance of the system. The suggested microgrid energy management system
has been modeled and analyzed using MATLAB/Simulink tool.

Keywords Microgrid � Photovoltaic inverter � Battery � Maximum power point
tracking (MPPT) � Fuzzy logic � Energy management system (EMS)
Closed-loop control

1 Introduction

Sustainable energy sources such as solar, wind and fuel cells are abundantly
available and have benefit of reducing global warming problems. Majority of the
global population depends on conventional energy sources such as coal, oil and
natural gas. Due to the consistent increase in per capita energy consumption over
many years, the traditional energy reserves are depleted, thus prompting the
necessity for integration of sustainable sources of energy into the regular energy
network. In this paper, PV inverter and lead–acid-based battery storage system have
been integrated to form a microgrid [1]. As the solar irradiation is highly inter-
mittent in nature due to passing clouds, it is necessary to have storage energy
system connected in the network to compensate intermittency in the microgrid
network. Power electronic converters are used to transform the PV array’s DC input
to AC or DC at another level. The output AC power produced at the inverter
terminal is connected to the connected loads locally or to the mains. During
off-peak load conditions, the available PV energy is used to charge batteries.
Transformer-based isolation converters are high priced in addition to higher loss of
power, as a large number of switches are used. Lead–acid batteries are taken in to
consideration in this paper for analysis due to its cost-effectiveness and longer life.

Normal and interleaved boost converters are deployed to boost the PV output to
the required DC-link voltage level [2]. The battery is charged and discharged using
a bidirectional DC–DC converter. IGBT switches are employed since they have the
advantage of less output impedance and high switching speeds [3]. Detailed
analysis has been carried out for various operating conditions as stated above by
combining PV source and battery energy storage system. In this work, a
non-conventional source of energy consisting of solar PV arrays and energy storage
system connected with different types of loads within a microgrid network are
considered in various operating modes [4]. These different operating modes are
influenced by the PV output, the battery SOC and dissimilar loads. Figure 1
illustrates the interconnections between components of the microgrid network under
consideration.
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2 Microgrid Network Configuration

2.1 DC–DC Interleaved Boost Converter

In general, to maintain or to step up the DC voltage of a PV array, the boost
converters are employed with the capability to track MPP. Figure 2a shows sche-
matic representation of a normal boost converter. The analysis of steady-state
operating conditions of continuous operating mode is given below for both the
intervals, in terms of volt–second balance for inductor and charge balance for
capacitor. Thereafter, the required converter is premeditated with the help of a small
ripple approximation [5].
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2.2 Design of Interleaved Boost Converter (IBC)

The value of inductance is obtained from Eq. (1)

L ¼ Vin � m
fs � DIL

ð1Þ

where fs is frequency of switching, Vin voltage at input, m modulation index and DIL
inductor current ripples.

Capacitor value is obtained from Eq. (2)

C ¼ I0 � m
fs � DVc

ð2Þ

where fs is frequency of switching, I0 current at output, m modulation index and
DVc capacitor voltage ripples.

2.3 Controlling of Inverter

2.3.1 PI Control

Figure 3 shows the PI control block diagram. In PI, control loop error is detected,
which is the difference between output and given reference signal. It minimizes
error by controlling inputs to the system.

The gate pulses to the inverter switches are derived from PI controller output [6].
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2.3.2 Fuzzy Logic Controller (FLC)

To abbreviate the harmonic distortions, fuzzy logic controllers (FLC) are casted off.
Fuzzy logic controllers will contain easy mathematical algorithm involving lin-
guistic variables. FLC is carried out in three different stages.

2.3.3 Fuzzification

Method of converting variable which is in numerical form to linguistic form is
fuzzification. Fuzzy rules for the proposed system are given in Table 2. Input
variables that are considered are change in voltage which is the alteration between
original voltage (V0) and voltage of reference and change in error (Δe) which is the
change in current of sample interval. Output membership function is the PWM
generator reference signal [7–9].

2.3.4 Inference

Fuzzy interference is dependable on fuzzy rule-based system. Within the inference
block, fuzzy rules will be framed. Behavior of the control surface which is led by
set of rules connects the output and input variables.

2.3.5 Defuzzification

Crisp value is transformed in to fuzzy with the help of defuzzification. It is the
inverse of fuzzification. Centroid method is used in general for defuzzification

which is given as
R x� lðxÞdx

lðxÞdx (Table 1; Fig. 4)

Table 1 Fuzzy rules ΔI Input voltage (Vs)

V0 V1 V2 V3 V4 V5 V6

PL P1 P0 P2 P4 P5 P6 P8

PA P0 P1 P2 P4 P5 P7 P8

PS P0 P1 P3 P4 P5 P7 P8

PZ P0 P1 P3 P4 P6 P7 P9

Z0 P0 P2 P3 P4 P6 P7 P9

NZ P0 P2 P3 P5 P6 P8 P9

NS P0 P2 P3 P5 P6 P8 P9

NA P1 P2 P4 P5 P7 P8 P10

NL P1 P2 P4 P5 P7 P8 P10
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2.4 Bidirectional DC–DC Buck–Boost Converter

A non-isolated bidirectional DC–DC buck–boost converter has been employed in
order to increase output voltage of PV system to the required level during charging
as well as discharging modes of operation of the battery and also reduces the battery
output voltage to suit the load demand [10]. The essential parameters are designed
in continuous mode of operation as follows for the buck mode converter, and the
duty cycle is quantified by

VO

Vin
¼ 1

1� Dboost
ð3Þ

The current at the discontinuous–continuous periphery is specified by

I ¼ DTs
2L

Vout � Vinp
� � ð4Þ

L ¼ ð2� 10�5Þ � 0:209� ð110� 23Þ
2� 30

¼ 6:46� 10�6 ð5Þ

Factors considered for bidirectional converter in this paper are presented in
Table 2.

Fig. 4 Fuzzy surface

Table 2 Factors considered
for bidirectional buck–boost
converter

Factor Value

Inductance 6.46 e–6 H

Pulse width of IGBT 1 21%

Capacitance 7.8 e–1 F

Pulse width IGBT 2 79
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2.4.1 Battery Model

In this paper, a lead–acid battery which has 100 V rated voltage and 6.5 Ah
capacity has been taken into consideration. Default state of charge (SOC) value can
be allocated as per the simulation requirement.

2.4.2 Load

The authors compared the performance of a two-level inverter with a three-level
inverter which is connected to 220 V resistive load of 10 Ω with capacity of
4.65 kW power. The power available from PV array or from the storage battery is
converted into AC voltage to a RMS value of 310 V as per the operating mode of
microgrid network.

2.4.3 Controller Logic

To scrutinize PV irradiation and fluctuation in load demand, comparative operators
are incorporated in the control logic. Multiport switches were used to control the
IGBT switches in bidirectional converter. [11–13]. [A] go-to block takes care of
boost mode and [B] go-to block takes care of buck mode of operation. The battery
unit is connected to main structure with ideal switches which is taken care by [C]
go-to block. Equally, the photovoltaic modules are connected to the scheme using
ideal switch which is handled by block [D] go-to. The control logic gives digital
pulse train with 0 or 1 states for all go-to blocks to distinguish the different oper-
ating modes of the structure. Table 3 reveals the sum of outputs created for each
go-to block for the diverse modes of operation.

Table 3 Controller logic scheme

Insolation
(W/m-2)

Working modes [A] [B] [C] [D]

1000 Mode I—PV source to load and battery 0 1 1 1

700 Mode II—PV source only to load NA NA 0 1

300 Mode III—battery source only to load 1 0 1 0

1000 Mode IV—PV and battery sources to load 1 0 1 1
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2.5 Simulation Results and Discussion

For mode I: Mode I runs from 0 to 1.3 s with insolation level of 1000 W/m2, only
PV operates in this mode. The PV array delivers to load besides charging the
battery. In Fig. 5, voltage and current outputs are displayed. The predefined value
of state of charge (SOC) of battery is taken as 50% while simulation are presented
in Fig. 6.

For mode II: Simulation time of mode II is from 1.3 to 2.0 s with insolation
level of 700 Wm−2. Since insolation level decreases, PV array output also reduces
and it would not be able to supply for both load and charge battery. Resulting
disconnection of the battery and the remaining load is supplied by the PV array
alone. In Fig. 7, currents and voltages are displayed.

For mode III: Insolation level in mode III is further reduced to 300 Wm-2 and
simulation running time is from 2.0 to 2.4 s; because of very less insolation level,
output of PV array reduces below the working conditions results disconnection of
PV scheme. Battery alone will supply load throughout this mode. In Fig. 6, output
current and output voltage are displayed.

For mode IV: Running time of this last mode is from 2.4 to 2.8 s at insolation
level of 1000 Wm−2. Sudden increase in insolation level results in load variation as
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Fig. 5 Output load voltage and current
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rise in resistance is practiced. In order to balance the system to the enhanced
load demand, both PV source and battery unit will deliver to the load throughout
this mode. In Fig. 5, output of voltage and current for each configuration are
displayed.
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Fig. 6 Output SOC, voltage and current waveforms of battery

Table 4 Comparison of
boost and interleaved boost
converters

Sl.
No

Parameter Boost
converter

IBC

1 Input voltage 23.19 V 23.19 V

2 Output voltage 317.2 V 337.1 V

3 Inductor current
ripple

3.32% 2.04%

4 Output voltage ripple 2.83% 1.63%
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Fig. 8 THD in closed-loop control with FLC (3.27%)
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2.5.1 Comparison of Inverter Controls

See Figs. 9, 10 and 11.
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3 Conclusions

The voltage and current output waveforms for battery and load plotted from sim-
ulation analysis for all the modes describe the functioning of the system based on
particular precondition of charge and discharge of the battery. The Table 4 com-
pares the critical parameters of Boost converter and IBC. During mode I which is
from time 0 to 1.3 s, PV output is optimum and will deliver to load, and the lead–
acid battery gets charged. Mode II is from 1.3 to 2 s; during this period, only PV
source delivers to load demand. Mode III is from 2.0 to 2.4 s, and here, battery
alone delivers to load. Mode IV starts from 2.4 to 2.8 s, because of the load
demand; both PV source and battery together will supply to the load. The output of
the current and voltage attained defines clearly the tractability of microgrid with
proposed closed-loop control with PI and fuzzy logic controller in various modes of
operation. Resulting output state of charge (SOC), voltage and current of different
operating modes are shown in Fig. 6. Power at the terminals of PV source, load and
battery are shown in Fig. 7. Total harmonic distortion at output as shown in Fig. 8
has been compared with the aid of PI controller and fuzzy logic controls, and
comparison table is shown in Table 5 which shows that by using fuzzy logic-based
control, the current harmonic distortion is very less, i.e., 3.27% in comparison with
open-loop system and a conventional PI controller. This further improves the
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Fig. 11 Output voltage and current with fuzzy logic control

Table 5 Comparison of total
harmonic distortion (THD)

Open-loop
control

PI
control

Fuzzy logic
control

THD 24.88% 7.72% 3.27%
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efficiency of the overall microgrid system. Lastly the complete arrangement rep-
resents how a renewable energy source such as PV system which is employed with
MPPT can be utilized with battery in microgrid to distribute power to the local
loads in an efficient manner. It is observed that while transitioning from one
operating mode to the other mode was found to be seamless and no traces of any
disturbance at system level and also this solution is very much suitable for sporadic
nature of the solar insolation and clouding effects.
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Impact of Power Quality Disturbances
on Grid-Connected Double Fed Induction
Generator

Karthik Tamvada, S. Umashankar and P. Sanjeevikumar

Abstract Wind power integration in the electric grid causes power quality
(PQ) disturbances. This would result in system instability and other related issues.
This work tries to emulate different power quality (PQ) disturbances on a
grid-connected DFIG and assess them according to their severity. This is done in
order to assess the different generator operating variables for the PQ disturbances at
their instant of occurrence.

Keywords Doubly fed induction generator � Power quality � Transients
Voltage sag � Voltage unbalance

1 Introduction

Wind energy due to its economics and policies, environmental benefits, modularity,
scalability, relative ease of installation, mature technology and penetration in
modern power systems [1–3] is the most preferred form of renewable energy. DFIG
is a preferred choice in high-power grid-connected wind energy conversion sys-
tems, due to the huge economic gains resulting from reduced sizes of power
converters and filters [4]. Proportionate to the amount of wind energy connected,
power quality problems persist, acting detrimental to electric grid performance [5].
IEEE standard 1159–1995 [6] underlines various the PQ disturbances in a wide
range including transient to steady-state variations for a time-scale ranging from
tens of nanoseconds to steady state. This article attempts to provide an overview on
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different power quality issues related to interconnection of DFIG to the electric grid
and categorize them for DFIG power quality improvement to attain increased wind
power penetration in the electric grid. The paper organization is as follows, Sect. 2
discusses the DFIG convertors, Sect. 3 discusses their associated control, Sect. 4
provides the numerical simulation results and discussion for response of DFIG to
different power quality (PQ) disturbances and Sect. 5 provides the conclusion of the
paper.

2 DFIG Converter

Decoupled power control is easily achieved by implementing vector control on the
DFIG [5] fractional rated power converters. Doubly fed induction generator utilizes
variable frequency voltage source converters that feed rotor winding in a
back-to-back (B2B) configuration. The partial-scale power converters take between
25 and 30% of the nominal power output from the generator significantly reducing
the rating and cost of power converters.

2.1 Rotor Side Converter (RSC)

It controls active and reactive power by control of the rotor circuit for stator
terminal voltage. However, due to the small ratings, the large amount of currents
induced in the rotor windings of the generator during disturbances cause reduced
stator voltage to exceed safe limits [7].

2.2 Grid Side Converter (GSC)

It provides dc link voltage control and also warrants higher power factor for DFIG
operation. This converter is capable of achieving slight active and reactive power
processing. Direct grid connection of GSC makes it unnecessary for limited voltage
issues to be considered. Three-phase to two-phase coordinate transformation is
enabled by aligning the d-axis vector of the electric grid voltage. Main operating
concerns for GSC might be torque and total active power oscillations, depending on
working condition of the DFIG.
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3 Converter Control

Vector control (VC) uses conventional proportional–integral controllers for
ensuring control of flow of active and reactive power flow between DFIG and
electric grid in an independent manner. This is implemented through control of
rotor currents in SRF (synchronous reference frame) [8], where stator flux vector
has d-axis alignment. For grid-connected operation, it is feasible to align reference
frame to the stator voltage vector. Vector control advantages include improved
steady-state performance, low power ripple and lesser converter switching fre-
quency. But, slow transient performance occurs as a result of complex decoupling
and coordinate transformation, tuning of the PI regulators and sensitivity to the
machine parameter variation. It also necessitates positive and negative sequence
current extraction, deteriorating performance of the system.

4 Numerical Simulation Results

The response of a 1.5 MW grid-connected DFIG in the presence of power quality
disturbances is presented in this section, and the severity of different power quality
(PQ) disturbances is assessed accordingly. The power quality (PQ) disturbances
that were accounted for include: (a) transients (due to lightning) (b) voltage sag (due
to L-L-G fault) (c) voltage swell (d) voltage unbalance (single phasing condition)
and (e) harmonics. Also the operation of the DFIG was analyzed for fluctuating
wind speed conditions. The different operating parameters of DFIG that were
assessed are dc link voltage (Vdc), DFIG rotor speed (xr), total real power generated
(P), total reactive power (Q), DFIG stator voltages (Vabc) and DFIG stator currents
(Iabc). All the parameters are considered in per unit (p.u.) values.

Figure 1a shows the behavioral response of dc link voltage (Vdc) for different PQ
disturbances. In terms of magnitude, transients and voltage sag result in the maximum
fluctuation, followed by voltage unbalance and voltage swell, with voltage swell
causing sustained deviation from desired value of Vdc for a longer time duration.
A constant Vdc is maintained even in the presence of harmonics. Figure 1b depicts the
behavioral response of DFIG rotor speed (xr) with respect to the different PQ dis-
turbances. It is clearly noticed that the DFIG rotor speed fluctuates for all the PQ
disturbances with respect to magnitude and decreases gradually. It fluctuates greatly
for voltage swell and to a lesser extent to voltage sag disturbances. Voltage unbalance
and transients cause the DFIG rotor speed to slightly deviate with lesser fluctuations,
while harmonics contribute the least to the variation in the DFIG rotor speed.
Figure 1c illustrates the behavioral response of total real power generated (P) by the
DFIG with respect to the different PQ disturbances. There is a decrease in real power
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generation output for all PQ disturbances apart from fluctuations. Transients cause a
steep fluctuation followed by voltage swell. Fluctuations persist for a longer time
duration. Voltage unbalance causes fluctuation only at its instant of occurrence.
Harmonics result in reduced real power generation output comparable to other PQ
disturbances devoid of anyfluctuations. Figure 1d portrays the behavioral response of
total reactive power (Q) of DFIG with respect to the different PQ disturbances.
Voltage swell and voltage sag followed by transients inject the maximum reactive
power with respect to magnitude. Voltage unbalance alongwith voltage sag and swell
supplies and consumes reactive power to and from the electric grid. Transients con-
sume reactive power at the instant of occurrence. Harmonics neither consume nor
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Fig. 1 a Effect of PQ disturbances on dc link voltage. b Effect of PQ disturbances on DFIG rotor
speed. c Effect of PQ disturbances on total active power generated. d Effect of PQ disturbances on
total reactive power
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inject reactive power with respect to the electric grid. To enable a clear understanding,
the individual responses of DFIG stator voltages and stator currents to the different PQ
disturbances are shown in Figs. 2a–e and 3a–e. Performance of operating variables of
grid-connected DFIG studied under PQ disturbances considered shows that the PQ
disturbances that act severely with respect to all the operating variables are sag, swell
and unbalance, with sag being the most prominent among the three. The effect of
transients is most severe in the case of dc link voltage and DFIG stator voltages and
currents.Harmonics show least effect on dc link voltage, real power generation and the
reactive power but cause slight disturbances in rotor speed ofDFIG and stator voltages
and currents.

Fig. 2 a DFIG stator voltages in presence of transients. b DFIG stator voltages in presence of
voltage sag. c DFIG stator voltages in presence of voltage swell. d DFIG stator voltages in
presence of voltage unbalance. e DFIG stator voltages in presence of harmonics
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5 Conclusion

In this article, an overview on different power quality issues related to intercon-
nection of DFIG wind energy system in the electric grid has been simulated, and an
attempt is made to categorize their severity for DFIG power quality in order to
attain increased wind power penetration in the electric grid. The future of DFIG
wind energy systems is to benefit both utility systems and individual consumers of
energy in a safe and reliable manner and achieve optimum performance and resi-
liency to power quality issues.
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Health Monitoring System of Solar
Photovoltaic Panel: An Internet of Things
Application

Prutha M. Badave, B. Karthikeyan, S. M. Badave, S.B. Mahajan,
P. Sanjeevikumar and Gurjit Singh Gill

Abstract A wireless remote monitoring system for solar photovoltaic (PV) plant is
proposed in this paper. It is an Internet of Things (IoT) application implemented
with an objective to offer a cost-effective solution of monitoring system, which
continuously presents remote energy yields and its performance either on computer
or on handheld gadgets such as smart phones. A system for proof of concept is
developed with eight solar panels to monitor string voltage, string current, tem-
perature and humidity. System is controlled by CC3200 microcontroller with ARM
Cortex-M4 as core. On board Wi-Fi, wireless communication enhances the system
performance with reduced area and facilitates to monitor system parameters after
every 30 s.

Keywords Remote monitoring system � Data acquisition system
Internet of Things � Parameter measurement � Solar photovoltaic

P.M. Badave (&) � B. Karthikeyan
School of Electronics Engineering, Vellore Institute of Technology, Vellore, India
e-mail: pruthabadave11@gmail.com

B. Karthikeyan
e-mail: bkarthikeyan@vit.ac.in

S.M. Badave � S.B. Mahajan
Department of Electrical and Electronics Engineering,
Marathwada Institute of Technology, Aurangabad, India
e-mail: smb.eed@gmail.com

S.B. Mahajan
e-mail: sagar25.mahajan@gmail.com

P. Sanjeevikumar
Department of Electrical & Electronics Engineering,
University of Johannesburg, Auckland Park, South Africa
e-mail: sanjeevi_12@yahoo.co.in

G.S. Gill
Gill Instruments Private Limited, Bengaluru, India
e-mail: contact@gill-instruments.com

© Springer Nature Singapore Pte Ltd. 2018
S. SenGupta et al. (eds.), Advances in Smart Grid and Renewable Energy,
Lecture Notes in Electrical Engineering 435, https://doi.org/10.1007/978-981-10-4286-7_34

347



1 Introduction

In last few years, the development of sustainable energy has strongly constrained
due to the depletion of fossil fuel and contamination of environmental issues. The
demands of sustainable energy generation systems can progressively replace con-
ventional supply system. Nowadays, solar photovoltaic (PV) generation is gaining
importance because of foremost advantages is that, it is clean and free energy
source. Apart from that, it also offers the benefit includes ease of installation, low
economic viability, noise-free generation, more resilient and more affordable to grid
connected systems. Furthermore, efficiency of PV panels is increasing day-by-day
due to technological advancement.

Solar systems are essentially installed over the wide range of capacity from less
than kW as roof top installation to few tens of MW as solar farming system. For
better performance and ease of maintenance, the performances of the solar PV
systems need to be monitored continuously, especially when installations are in
rural areas or spread over huge land, at reduced operational cost. Remote moni-
toring system mainly divided in three parts (i) a sensing unit, (ii) processing unit
and (iii) display unit. Sensing unit basically includes various sensors and signal
conditioning units. Obviously, this unit is located in close proximity with PV
system. Information given by sensing unit is conveyed to processing unit either
with wired or wireless network, which further given to display unit. Many times,
sensing unit is equipped with smart sensors, to handle the PV system signals
effectively before transmitting it to central processing unit. A case study of solar PV
plant in UiTM Pulau Pinang, Malaysia is an automated data acquisition systems
used to monitor small-scale solar PV plant by collecting all the data regarding the
installed system [1]. National Instruments (NI) software LabView along with its
data acquisition modules is used for real-time data collection of PV plant param-
eters on regular intervals. In this case sensing system, processing and monitoring
system are in close proximity. PV voltage and current connect are mainly monitored
as measure of performance parameters [2, 3]. GSM voice channel is used as
communication media. Analog transmission is preferred for communication by
work on various communication protocols is also carried out thoroughly in [4]. An
improved wireless remote monitoring and control system of a solar photovoltaic
distributed generator (PV-DG) for micro-grids applications is implemented with
full-duplex wireless communication using the ZigBee protocol [4, 5]. The super-
visory control system is implemented on a digital signal processor (DSP) and a
Human–Machine Interface (HMI) software is developed to measure PV parameters
such as current, voltage and humidity along with solar tracking. Sensing unit is
operated with intelligence of digital signal processor; however, ARM-based
microcontroller LPC2148 is used for central control system. Though this kind of
systems is offering efficient monitoring and control appeared to be costly solution
due to smart sensors at each node. The electrical and physical parameters such as
voltage, current, temperature and humidity [6, 7] are monitored with Programmable
Logic Controller (PLC) and Supervisory Control and Data Acquisition (SCADA)
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system. It is a system implemented with basic programming and with relevant
peripherals, which offers operational simplicity; however, it is suitable for industrial
environment where existing infrastructure of PLC and SCADA is readily available.

A cost-effective, Internet of Things (IoT)-based health monitoring system is
proposed here for solar PV plant, where sensors are embedded in solar PV system
and are linked to the Internet through wireless networks, using the Internet Protocol,
MQ Telemetry Transport (MQTT).

2 Proposed Solar Photovoltaic System

The proposed solar photovoltaic PV monitoring system, shown in Fig. 1, consists
of PV array, storage battery banks, operational control unit of battery and an
electrical load.

2.1 Photovoltaic Array

A prototype photovoltaic (PV) system of 2.5 kW is implemented using an assembly
of polycrystalline PV modules, each is capable of yielding short-circuit current (ISC)
of 8.7 A and open-circuit voltage (VOC) of 37.25 V. PV array is of such eight
panels, arranged in form of two strings. Charge controller is a vital part of a system,
which controls the power flow of battery thereby maximizing the battery life.
Inverter is also essential to power AC load. In proposed work, instead of using
charge controller and inverter as a separate entity, a power conditioning unit is
installed to serve the purpose. Sensors placed at different locations are used to
monitor system operation.

Fig. 1 Proposed solar photovoltaic system
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2.2 Processing Unit

Processing unit comprised with CC3200 launch pad (shown in Fig. 2) used to
control complete solar PV panel health monitoring system. It is a low-cost evalu-
ation platform integrated with high-performance ARM® Cortex®-M4 and built-in
Wi-Fi connectivity. It is also featured with ADC operating on 1.5 V.

2.3 Battery Storage

Another essential element of solar array photovoltaic system (SAPV) is the storage
battery. These batteries are necessary in order to avoid fluctuating nature of the
output delivered by PV array. Batteries are designed to capture surplus electricity
generated by solar PV system by permitting to store solar electricity for use later in
the day. The energy obtained during day time directly feeds to load and unutilized
energy can be stored in a battery to meet the demand during lack of solar energy.
During the night, or during a period with low solar irradiation, energy is supplied to
the load from the battery.

Fig. 2 CC3200 launch pad
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2.4 Monitoring System

Solar PV panel monitoring system comprises with three major units, sensing unit,
processing unit and display unit. An Internet of Things (IoT)-based system is
developed to monitor system parameters such as solar panel voltage, current,
temperature and humidity.

2.5 Display Unit

Continuous monitoring is facilitated by display unit, which includes smart phones
and remote terminal on Internet connected by MQTT protocol. ThingSpeak is an
open source Internet of Things (IoT) application. It is an application programming
interface (API) to store and retrieve data from sensors. ThingSpeak enables the
creation of sensor logging applications, location tracking applications and a social
network of things with status updates. It allows user to collect, store, analyze,
visualize and act on data from sensors. Sensor unit comprised with voltage and
current sensor is connected to analog inputs of 12 bit ADC section of controller
CC3200; however, humidity and temperature sensor to Inter-Integrated circuit I2C
bus section. The Wi-Fi network processor subsystem features a Wi-Fi
Internet-on-a-chip and contains an additional dedicated ARM MCU that com-
pletely offloads the applications MCU. An 802.11 protocol is used for system with a
powerful crypto engine for fast, secure Internet connections with 256-bit encryp-
tion. CC32XX network processor and MCU Block arrangement is shown in Fig. 3.

Fig. 3 CC32XX network processor and MCU
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3 Sensing Units of Proposed System

Function of sensing unit is to sense system parameters and to act as an interface to
processing unit. In proposed work, system operation is controlled by CC3200
launch pad, which is equipped with inbuilt ADC and accepts analog as well as
digital inputs within the range of 0–1.5 V.

3.1 Voltage and Current Sensor

A desired level of string voltage is obtained from voltage divider circuitry, com-
prised with linear resistive elements and is as shown in Fig. 4. Commonly available
linear potentiometer also can serve the purpose. A Hall effect sensor, 9350
CSLA2CD, is an inductive analog current sensor (shown in Fig. 5), works on AC
or DC current up to 72 A and operating temperature is from −25 to 85 °C, which
varies its output voltage in response to a magnetic field. Desired level of voltage is
obtained by adjusting input number of terms.

Fig. 4 Voltage sensing unit

Fig. 5 Current sensing unit
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3.2 Humidity and Temperature Sensor

For an Internet of Things (IoT) application, the humidity measurement using large
footprint is no longer suitable. A Single-Chip Relative Humidity and Temperature
Sensors, SI7013, with fully calibrated sensing elements, on chip analog to digital
converter with signal conditioning circuitry is used in proposed system. It also
provides an Inter-Integrated circuit (I2C) interface with processing unit for oper-
ating range from 0 to 80% relative humidity (RH) of humidity sensor and from −10
to 85 °C temperature range for temperature sensor. A thermistor is used to measure
the temperature at remote location with the help of the auxiliary analog pins as
shown in Fig. 6.

4 Performance Evaluation

Remote monitoring of PV panel is achieved through machine-to-machine ‘Internet
of Things’ connectivity protocol MQTT, which is used to transport message at
remote location. Launch Pad has two analog inputs, which are used to capture solar
system performance parameters directly connected to sensor. On chip 10 bit ADC
convert these inputs in digital form for further processing. During normal operating
conditions, system sends the message to smart phone as well as publishes on cloud
as shown in Fig. 7. Input received from temperature and humidity sensor is directly
logged to memory, as it is I2C compatible and further it is sent on Internet.

Fig. 6 Humidity and temperature sensor
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5 Conclusions

In this work, a wireless remote monitoring system for solar photovoltaic (PV) plant
is proposed. Proposed wireless remote monitoring system is offering an automated
cost-effective solution for measurement of solar PV parameters on real time. It is
flexible system and can easily be expanded with more number of stings at
ultra-low-power consumption. On chip facilities, such as ADC of high resolution
and Wi-Fi connectivity reduces system size to a great extent.
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Design and Implementation
of Solar-Powered Low-Cost Model
for Greenhouse System

Shrivardhan Suryawanshi, Sudha Ramasamy, S. Umashankar
and P. Sanjeevikumar

Abstract In the recent scenario, monitoring the greenhouse automatically with
solar energy is the need of the hour due to power constraints and climatic change.
The proposed system introduces a new technique for monitoring and controlling the
greenhouse environment. This paper focuses on low-cost sensor modules for
Arduino microcontroller. We are measuring three sensing parameters like humidity,
temperature and soil moisture and displaying the current environment scenario on
the LCD screen. These physical parameters are continuously monitored, based on
the requirement the actuators are controlled like natural heating unit, cooler and
sprinkler. These actuators are driven by microcontrollers through a relay. We have
implemented an effective power management unit which is driven by solar power.
Proposed system has an extra feature of detecting animal intrusion system, and its
implementation is done in small scale.
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1 Introduction

Due to high growth of population, there is a huge gap between production of grain
and demand. In India, many states are facing scarcity of food. Farmers are not getting
proper returns of their investments. Each farm land has different types of soil
moisture, humidity and temperature. According to these conditions, soil productivity
differs from every part of the country. Greenhouse system is basically a system with
the ability to control conditions affecting the surrounding area of crops. Automation
plays an important role in agriculture sector. Application of automation in farm field
will be useful to farmers. It will surely reduce the headache of the farmer. This
proposed system is controlling uncertain conditions of weather. Farmers will have to
monitor the system with some threshold conditions they require. In our algorithm, we
have made a small model of greenhouse. In this model, we have controlled relay of an
actuator with a microcontroller. We are considering here mainly three relays for
small-scale application. That are sprinkler, heater and cooler. Using solar energy for
power management will reduce dependency of farmers on conventional electricity. In
this system, we have just introduced prototype for solar energy usage in an efficient
manner. The proposed system is cost-effective and easy to implement in farm land.
We also touched on the topic of damage reduction in the farmland. Most of the time
animals are damaging green areas. This paper introduces a method to avoid animal
intrusion in farmland [1]. There are many strategies to implement the control system
for greenhouse environment. It explains about the design and implementation of
control with sensors and actuators. It includes data collection from sensors and uses
that data to implement control using the Arduino platform. The same control can also
be implemented for home automation. One of the papers explains about imple-
menting wireless sensor networking using ZigBee for precision in agriculture. They
implemented two identical setups: one is exposed to the natural environment, and the
other one is under control environment. The sensor temperature, humidity and soil
moisture provide the data to the Arduino Mega controller. Using wireless net-
working, the data from the sensors are collected wirelessly using the ZigBee module.
Other paper explains about an automated control system for Arduino and
Android-based greenhouse. It explains about control of the greenhouse and two-way
communication between greenhouse and Android. For the wireless communication,
Wi-Fi module is used. Some paper even introduces the concept of neural network in
the database of soil moisture and humidity. Most of the algorithm depends on
technical agendas which are very hard to apply to systems in village areas [3].

2 Implementation System Block Diagram

Heart of the proposed system is microcontroller. Controlling parameter is the main
aim of greenhouse algorithm. Figure 1 shows the block diagram of proposed sys-
tem which contains Greenhouse soil, Signal Conditioning Circuit, Microcontroller,
Actuators, LCD Screen, Solar panel and Power management unit.
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Field sensors are reading analog inputs from the greenhouse and sending it to
the signal conditioning circuits. The signal conditioning module will convert sig-
nals from analog to digital. Temperature and humidity are sensed by a special
purpose module called DHT11. It contains small electrode on which moisture of air
will get deposited. Another task for a greenhouse is to measure soil moisture and
quality, and soil moisture content can be measured by two electrodes placed in soil.
These electrodes are transmitting values in analog format [4].

There are totally 3 input signals to the microcontroller. All input signals are
merged together in the controller. Microcontroller is taking corrective action in a
greenhouse environment. Proposed system uses an Arduino mega microcontroller.
This controller is very efficient and easy to program. Arduino is advantageous as it
can control not only greenhouse, but also water management system, natural
heating and cooling system. In our case, for the sake of simplicity, we have con-
sidered three actuators. Sprinkler, natural heating element and cooler are the
actuators taken into consideration. For each threshold, we will energize the relay to
control greenhouse environment. The relay is an intermediate stage between supply
and actuator device. Energizing the relay will change its contacts from ground to
supply voltage [5]. Conventional system does not have the facility to continuously
monitor and display it on screen. In our algorithm, we are using normal 16 � 2
LCD screen to display the current condition of the system. Closed-loop system will
increase the accuracy of controlling parameter. The user gives feedback to micro-
controller, in terms of parameters related to the sensing element. According to set
point of microcontroller, it will take approximate 5 s to control the environment in
the greenhouse. This step will definitely ensure higher productivity of crops. Three
actuators and sensors will require effective power management. Keeping in mind
about low-cost implementation, we can implement whole power unit with the help
of renewable energy. In this proposed algorithm, we have implemented a prototype
of solar energy. In India, almost every part of the country is having very good solar

Fig. 1 Block diagram of greenhouse monitoring system
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energy radiations. A developing power management system based on solar energy
will reduce dependency on conventional electricity distribution board [1]. When
user wants maximum results out of his greenhouse, he should also consider the
damage to the greenhouse system. In India, farmers are facing a very bad situation
due to animal intrusion to the farmland. The proposed paper explains implemen-
tation of intrusion detection system in small scale. That will enhance farmland
productivity [6].

3 Comparison of Conventional and New Algorithm

This section discusses about comparison of newly proposed algorithm with con-
ventional algorithm. After rigorous supervision of the literature survey, it can be
easily inferred as a new algorithm is more efficient and productive. Let us start with
vegetation quality, vegetable quality will definitely improve because of supervised
farming (Table 1).

The farmer is having all types of access to his greenhouse so that he can set the
threshold values. There is a 5 s time lag between setting thresholds and taking
particular actions. Conventional system is totally based on systems with
non-renewable energies. Actuators like sprinklers, fan, and heater are usually taking
lots more power from electricity board. This increases load on conventional elec-
tricity board. Newly proposed algorithm introduces prototype to control all these
things in renewable energy. Solar energy with advanced technology is used in this
algorithm to reduce dependency on conventional fuel. After implication of this
system, we can note that productivity of land is increasing. This prototype takes
some time to adapt to natural conditions. Conventional system requires a lot of
manual work, such as switching ON/OFF sprinkler, turning ON/OFF temperature
control unit. Proposed system is automated version of conventional systems. Many
algorithms focus on desired output with a different technique. This algorithm will
focus on cost optimization with damage reduction [7].

Table 1 Response time of
the system

Comparison

Parameters Conventional Proposed system

Vegetation quality Lower Will be improved

Fuel cost Higher Will be lower

Productivity Lower Will increase

Manual work Require Won’t require
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4 Transducer Module for Sensor

The main sensors required for implementing the control of greenhouse are tem-
perature sensor and soil moisture sensor.

4.1 Temperature and Humidity Sensor

For temperature and humidity measurement, the sensor used is DHT11. It senses
temperature and humidity and converts data to analog and digital mode. DHT11
contains resistive-type humidity sensing element and negative temperature coeffi-
cient measurement component. When we connect it to the Arduino mega controller,
it will offer excellent quality, good response, and interference ability. With precise
calibration, we can achieve long-term stability, relative humidity and temperature
measurement. DHT has four pins: Power supply (DC 3.5–5.5 VCC), NO connec-
tion, Serial Data, Single bus, Ground pin (Fig. 2).

With simplified single bus communication, it has one data line from which data
will be exchanged. Device through an open drain connected to the data point and
then device which is not sending will release the bus while other devices used the
bus. Single bus has the external 5 kX pull-up resistor. Pull-up resistor will make the
states high when nothing is connected. When host calls slave, the slave will

Fig. 2 Interfacing circuit for humidity sensor (DHT11)
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immediately respond to host. When we are using single bus sequence, we can
access a single device. The device will not respond to any problematic sequence
[10] (Figs. 3 and 4).

4.2 Soil Moisture Sensor

Soil moisture sensors will measure capacitance, and it will find permittivity of the
surrounding medium. In soil, dielectric permittivity is proportional to content of
water. This project uses sensors which create a voltage proportional to the dielectric
permittivity. As per the construction given in the figure, sensor averages the water
content over the entire length of the sensors. There are around 3-cm sensitive areas
around flat sensing element. The edges of this sensor are most sensitive to soil
content. We regularly use soil sensors to: (1) measure the loss of moisture;
(2) monitor soil moisture requirement for each crop. The sensor can be calibrated
when we require more accuracy. If standard soil moisture content is known to us,
we will get accurately calibrated results [11].

Fig. 3 Soil moisture sensor
implementation

Fig. 4 Working of soil
moisture sensor
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4.3 Animal Intrusion System

There is another issue for the greenhouse that animals can enter and eat the crops or
damage the system. In India, it happens usually that animals enter into farmland and
destroy all the crops and this costs a lot for the farmers. Authors are proposing a
low-cost approach for detection of animal intrusion. Here, we use LDR with a laser
system as shown in Fig. 6. We are using two LDRs and two lasers to detect whether
animals enter the greenhouse. This system will detect only animals and not human.
Animals can be detected at night with the help of laser and LDR technology. We are
using XOR logic gates to implement this system in a simpler way. In the proposed
system, we have considered a 6-feet-taller wall with a laser mounted on it. Only two
lasers are enough for detection purpose. The EXOR gate will give output when only
one laser is working and the other is intruded by the animal. The output of EXOR
gate is given to buzzer. When human passes through that same area, it will avoid

Fig. 5 Software implementation
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buzzing because lasers are aligned in such a way that human will block light
coming from both the lasers. In this way, the animal intrusion system is designed
and implemented. Low-cost implementation is the main agenda of our algorithm,
and we can adapt the technology of renewable energy 96% of solar energy still
unused [8] (Fig. 5).

In India, almost all farmland is having very good sunlight. The solar panel is
most probably used where all types of energies are less accessible. Most of the
village areas can be converted into solar utility sectors. Using three types of
actuators with the controller will require more amount of energy. That energy can
be taken from either conventional electricity or solar-generated energy [9]. Software
used in this proposed system is Arduino IDE 1.6.6. This software is well known for
its simplicity. SETUP and LOOP can be programmed as per user’s convenience. As
per the name is stating about starting up and setting up something, in this section of
programming, we have initialized all I/O pins for a microcontroller. Resembling
features of C, here we have the declaration of variables they are mostly global
variable. Then, it comes to initialization of hardware peripherals. We initialize
ultrasonic sensor pump relay, infrared sensor and other required components.
LOOP part contains a cyclic programming of algorithm [1].

5 Results and Discussion

The algorithm proposed in this paper is implemented in small model. It will
replicate in large manner with high success rate. Sensors like humidity, temperature
and moisture are designed in such a way that it will give optimum results. In our
algorithm, we have implemented three actuators that are sprinkler, cooler, heater.
Threshold for each actuator control signal is given by farmers. Now, if we consider
that the farmer has set the parameters at time t, then that parameters will take action
at t + 5 s to whole plant. There is only a 5 s delay possible between actual and
desired results. Considering software requirement and programming this algorithm
is a comparatively easy algorithm. Another part is the animal intrusion system,

Fig. 6 Hardware
implementation of real-time
system
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where we have implemented XOR logic with LDR and laser. This intrusion system
is most effective and implemented in less cost [9].

6 Conclusions

This paper is the basic idea of smart farmland. If smart cities can be developed, then
smart farms can also be developed. We can add wireless technology to this pro-
totype using XBee, Bluetooth or Wi-Fi. The farmer can actually control all
parameters by sitting at home. There is much more to do with automation when it
comes to farmhouse. We need to give more attention to make our country again
independent of food.
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Sustainable Organic Farming in Sikkim:
An Inclusive Perspective

Jitendra Kumar, Meghan Pradhan and Niti Singh

Abstract The study explores the current trends of organic farming in the Sikkim
where almost 80% people still depend upon agriculture and allied activities. State
has become the first organic state with adoption of 100% organic farming by
preserving its rich natural resources with abundant flora and fauna, vibrant
ecosystem and soil fertility with high organic matter content. It has become the
major exporter for fruits, flowers, spices and vegetable in recent years. This case
study illustrates the various phases of organic farming in Sikkim, India, associated
stakeholders and constraints in terms of infrastructure particularly irrigation,
transportation and electricity, and financial and marketing constraints for higher
output and income realization.

Keywords Organic farming � National Program of Organic Production (NPOP)
Sustainable development � Sikkim � India

1 Introduction

With the advent of the Green Revolution, use of machinery, improved irrigation and
synthetic agrochemicals particularly fertilizers and insecticides became integral part
for enhancing agricultural production and productivity at a national level for food
security. However, excessive and unplanned use of such chemicals and irrigation
facilities has adversely affected the soil fertility (through land degradation, soil
salinization and genetic erosion) and resulted in decline in ground water level,
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distress in marginal and small farmers due to high input costs, and total replacement
of local indigenous farm practices in the last four decades. Thus, outcome of this
revolution has compelled the nation to rework towards sustainable and a more
balanced approach. Organic farming is a technique of cultivating the land and
raising crops with only organic inputs such as crop, animal and aquatic wastes, farm
wastes and other biological materials along with beneficial microbes to retain the
soil fertility and increase the nutrients level of the land, thus providing sustainable
production in an eco-friendly manner for further consumption.

Based on the literature reviews performed on the issue, study finds the some
India centric study. Organic in organic agriculture signifies products that have been
manufactured with certain standards during production, processing, handling and
marketing stages. The produced items are certified by a constituted certification
authority [1]. The organic label is a process claim rather than a product claim. The
implementation of soil and water management is the important element of rain-fed
farming. That is why these two are considered as the important pillars of organic
farming. Protecting the soil to conserve moisture and increase the nutrition level of
the soil by mulching, cover cropping, green leaf manuring and residue management
are some other vital approaches of organic production methods [2]. The enormous
benefits of organic and conventional agriculture in order to attain sustainable food
safety; organic, conventional, and ‘hybrid’ structure nutrition to be produce at
reasonable prices, to guarantee livelihoods for the growers, and decrease the
environmental expenses in cultivation [3]. The implementation of organic farming
in Sikkim and examined its cascading impact on other non-farm activities devel-
opment with reference to governmental policies related to organic farming. Organic
farming does not only promotes only agricultural sector but also promotes the entire
economy having direct impact on improving socio-economic condition of the
people in general and for the farmers in particular [4]. Conventionalization, regu-
lations and agri-business are major threat for the organic farms to attain
resilience-building potential [5]. The soil health measured by pH, soil organic
matter and phosphorus, input, labour, marketing strategies, organizational factors
like inter-farm competitive and cooperative relations are some important attributes
for organic farm profitability [6]. Traditional farming systems approach of Sikkim
state presents sustainable solution for ongoing climate problems by acting as
perennial carbon sinks [7]. Land management practices intending to promote bio-
diversity and soil quality are significant drivers of sustainable organic agriculture
[8]. Study suggests that farm productivity in organic and conventional farming
remains same in three Indian states namely Madhya Pradesh, Uttarakhand and
Tamil Nadu. Further, input cost declines in organic farming than that in conven-
tional farming system [9]. The rest part of the paper is organized as follows.
Section 2 deals with scope of organic farming in India followed by current trends of
organic farming in particular Sikkim. Section 4 concludes the study.
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2 Scope of Organic Farming in India

Having diverse geographical and climatic conditions across nation provides suitable
environment for different kinds of agricultural farming particularly in terms of type
(food crops including cereals, pulses and oilseeds, horticulture, floriculture,
medicinal and aromatic plants, apiculture and sericulture) and its variety. With
people becoming more health aware and nature friendly and due to its rising
demand in domestic and international levels, Government at federal and state level
initiated focusing on organic farming for sustainable farming practices by further
updating technology, quality and agro-infrastructure.

It has an added advantage as several states still continue the traditional way of
farming. Nowadays, high demand for organic products has been felt, and it
encourages the organic growers to produce more. The premium export marketplace
is significantly growing at the average rate of 15–25% annually. Presently, in world,
India ranks 33rd position as per the total cultivated land area under organic farming.
India is the net exporter of over 300 organic products under 19 types, such as cotton
and textiles, basmati and non-basmati rice, oil crops, tea and coffee, spices, dry
fruits, cereals, spices, medicinal and herbal plants, vegetables, aromatic oil and
pulses to the Europe, Canada, USA and Asian countries (Fig. 1).
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2013–14
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3 Organic Farming in Sikkim

Sikkim is the 22nd state of the Republic of India integrated in 1975 with just
7096 km2 (709,600 ha) of territorial area and 6 lakhs population (Census 2011).
However, only 10.47% area is being used for the farming activities, and the
remaining areas consist of uncultivable area, cultural waste, permanent pastures,
forest area and barren land. Almost 85% of population in the North, South and West
Sikkim still lives in the rural area against the average of 75%. More than 60% state
population depend upon agriculture and allied activities for their livelihood with a
mere contribution of 8% in state economy. Thus, understanding the future potential
of the agriculture for more inclusive and faster development, Sikkim Legislative
Assembly passed a resolution to adopt organic farming in early 2003. This pace
could not move fast until Sikkim Organic Mission was started on 15 August 2010.
About 74,000 ha of agricultural land covering the whole state has been certified as
organic. Sikkim is the first state in the country to officially adopt and become a
totally organic farming state in the end of December 2015. The farming system
practiced since ancient time is an integrated farming system where crops and ani-
mals are grown together and are codependent. Farming is done under rain-fed
condition due to lack of assured irrigation infrastructure facility and geographical
hilly location. Thus, emphasis is given to high-value low-volume crops which give
good economic return. The varied agro-climatic condition of the state gives scope
for cultivation of crops suitable in subtropical-to-temperate climate. Since the cli-
mate is humid with good vegetation, the soil is rich in organic carbon leading to
good nitrogen availability. Honourable Prime Minister also commended the ini-
tiative of Government of Sikkim to make Sikkim an organic state during his address
in a joint session of parliament, New Delhi, in April 2014.

3.1 Benefits of Organic Farming for Sikkim

• Sikkim’s soil contains 2–7% organic carbons indicating its richness in organic
matter contents, thus requiring very low consumption of pesticides and chemical
fertilizer. Average limited fertilizer (7 kg/ha) and negligible pesticide use prior
to 2003 do not any adverse effect on yield per hectare even after gradual
adoption of organic farming.

• More emphasis on bio-fertilizers, organic manures and pesticides thus reduces
the dependence on external inputs up to certain extent.

• Only 11% of total geographical area is under agricultural activities. However,
remaining 89% geographical area had not been affected by the influence of
pesticides, fertilizers and other agrochemicals.

• Based on rain-fed farming system due to lack of proper irrigation infrastructure
and hilly geography thus contributing to water conservation.
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• Improves agro-biodiversity (both varieties and crops) conservation and envi-
ronmental protection in long run.

• With the adoption of locally suitable methods and inputs for agriculture further
reduces the cost of production by approximately 25–30%.

• Organic farming enhances and protects traditional knowledge of farming,
agricultural processing and new seed improvement for the betterment of future
generation.

• About 10,000 ha area under large cardamom1 farming with zero fertilizer use
can be easily brought under organic farming.

• Potential for environmentally sustainable tourism development based on organic
farms.

• Premium price in the domestic and international markets due to rising demands
from health- and environment-conscious people.

3.2 Area Covered for Organic Farming in Sikkim

Sikkim Organic Mission prepared a three-phase execution plan to make Sikkim an
organic state in line with National Programme of Organic Production (NPOP)
guidelines. Table 1 provides a snapshot of phase-wise organic farming area targets
and achievements. The state total area under organic farm achieved was
56777.59 ha against the target of 50,000 ha. Thus, state has always excelled against
its targets in all three phases with an average of 113.55%.

Table 2 shows the district-wise and phase-wise organic farming area targets and
achievements (in hectares). During phase 1, South Sikkim preformed best followed
by West Sikkim, East Sikkim and North Sikkim as second, third and fourth,
respectively. However, East and North Sikkim were having maximum and mini-
mum area covered under organic farming during phases 2 and 3, respectively.

The average land holding for organic farming among four districts is maximum
in North Sikkim (1.96 ha), but minimum in East Sikkim due to higher population
concentration in the district in phase 1. Almost 43% of Sikkim population lives in
East Sikkim. These areas have achieved organic certification by NPOP. Similar
trends were also found in remaining two phases. During phase 2, organic certifi-
cation particularly for Internal Control System (ICS2) development involved the
participation of the more numbers of service providers like SIMFED, IPL, Sresta
and Moraka. Against a target of converting 50,000 ha, a land of 56,771 ha has been
certified at the end of phase 3. Certifying agencies like OneCert Asia, Lacon, IMO
control, Moraka, Ecocert, Justrop and SGS were more active in the state.

1Sikkim is the largest producer of large cardamom in the India with annual production of 4500 MT
(more than 88% of total production).
2Internal Control System (ICS) is the process taken by various service providers to inspect and
certify that the process of organic farming is maintained as per the NPOP.
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The total number farmers involved in organic farming cultivation are 14,232,
17,814 and 17,333 during phase 1, 2 and 3, respectively. The farmers are benefitted
as organic farming helps to retain and sustain the nutrients of the soil as well as
higher financial return on their investment. Thus, it helps them to maintain the
complex agro-ecosystem, decreases the risk of health ailments and contributes to
ample scope for farming by fetching premium price for the organic products. East
Sikkim has seen maximum participation of the farmers during the three phases,
whereas North Sikkim has minimum number of farmer’s participation. Though,
South Sikkim has seen maximum involvement of organic farmers during phase 1.

Table 1 Sikkim Organic Mission phase-wise targets and achievements

S. No. Phase Financial year Proposed area
(in ha)

Achieved area (in ha) Achieved %

1 Phase 1 2010–11 18,000 18234.33 101.31

2 Phase 2 2011–12 18,000 19255.11 106.17

3 Phase 3 2012–13 14,000 19283.15 137.73

Total 50,000 56777.59 113.55

Source Sikkim Organic Mission—journey of a fully organic farming state (2015)

Table 2 District-wise and phase-wise targets and its achievements (in ha) and number of farmers
involved

Particulars Districts Phase 1 Phase 2 Phase 3

District-wise and phase-wise area of achievement
in Sikkim

East 4900 6019 7613

South 5466 4573 4486

West 5118 5301 6390

North 2755 3361 791

Project-wise number of farmer involved
in Sikkim

East 4455 5364 4227

South 4524 5259 4227

West 3850 4923 5263

North 1403 2268 627

District-wise and phase-wise area holding
(in ha per farmer) in Sikkim

East 1.10 1.12 1.045

South 1.20 0.86 1.06

West 1.33 1.07 1.06

North 1.96 1.48 1.26

Source Sikkim Organic Mission—Journey of a fully organic farming state (2015)
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3.3 Production and Productivity of Crops in Sikkim

The climate is humid with good vegetation; the soil is rich in organic carbon
leading to good nitrogen availability. The use of fertilizers and pesticides is curbed
by the government by reducing the subsidy by 10% every year to make the fer-
tilizers and pesticides more expensive. Thus, high cost of fertilizers and pesticides
and state ban on transporting of these chemicals from outside state discourage the
farmers for its uses in farming. About 11% of the total area is under agriculture, and
89% of the area has not been affected by the use of chemicals. The government has
taken various measures such as initiating vermin culture hatcheries, government
farms, bio-fertilizer, rural compost pit, organic manure, effective microorganism
(EM) technology, seed processing unit, integrated pest management and estab-
lishment of organic school on organic farming. The main crops of Sikkim are maize
and rice among cereals; soybean and mustard among oilseed; urd and rice bean
among pulses, respectively. Ginger, cardamom, turmeric and cherry pepper are
important spices. Figure 2 provides the crop productivity of major crops in the state
during the year 2013–14. Crop productivity is maximum in rice, followed by maize,
wheat, barley, millet and buckwheat.

Figure 2 provides some details regarding fruits and vegetables productivity in
the state. Maximum productivity is in case of tomato, followed by bitter gourd and
carrot. The state remains net exporter for the organic fruit and vegetables in the
domestic as well as international markets due to its premium price advantages
(Fig. 3).

Figure 4 suggests that productivity is maximum in case of ginger followed by
Rabi potato, other roots and tuber, Kharif potato and turmeric, and least in case of
large cardamom.

Sikkim has maximum production of the Gladiolus, followed by Lilium,
Cymbidium, Roses, Calla Lily, Gerbera, Alstroemeria Eria, etc., as shown in Fig. 5.
These expensive flowers have very good demand in developed cities particularly
metros and international markets.
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3.4 Service Providers in Sikkim

The torch of the organic mission was carried forward by various service providers.
Sikkim State Cooperative Supply and Marketing Federation Limited and
International Panaacea Limited provide basic organic goods for bulk marketing to
the consumers and remedy for healthy agricultural practices, respectively. Sresta
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focuses on creating better livelihood for the organic growers across state for better
price realization of their products. Moraka provider plays a vital role in improving
productivity of ginger, whereas Sheel Biotech Limited takes care for floriculture
and agro-management practices. Mevedir provides complete agricultural practices
solution related with specifically crop post-harvest. ITS, SIMFED, MEVEDIR and
Moraka are the four major active service provider in the northern region of the state
for organic cultivation. ITS has the highest area coverage during all the phase,
followed by SIMFED and Mevedir in phase 2 (Figs. 6 and 7).
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Moraka, Sresta and SIMFED are three most active service providers in the South
Sikkim with maximum coverage by Moraka (Fig. 8).

East Sikkim has found very high amount of active service providers comprising
of SIMFED, AMAR JYOTI, CONCEDE, IPL, ICCOA, SRESTA, TTWS,
SSWYA, MORAKA, and MEVEDIR. IPL lead as active service provider in the
district. However, Sheel Biotech followed by Mevedir and Justrop Organic Sikkim
is the most active West Sikkim (Fig. 9).
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3.5 Marketing of Organic Products

To have a structured organic market, the Government of Sikkim has recognized 187
grower groups and functioned for certification for about 300–450 farmers as per the
APEDA rules. The certification process and expenditure have been fully funded by
the state government due to high cost involvement. Thus, group certification is
conducted in order to encourage the growers with respect to production preparation,
post-harvest management and marketing of their products.

Organic farming has brought in a lot of scope and development in the state of
Sikkim, but the marginal farmers are still deprived of their beneficial aspects. Thus,
study proposes Gujarat-based cooperative model with the active involvement of
various stakeholders with minimum government interference in currently opera-
tional SIMFED. Cooperative like Amalsad, Amul, Gambheera or Mulkanoor are
still relevant and economically successful in their respective initiatives. Here,
cooperation collects the raw products from the farmers and then makes it available
in the market for the consumers bringing economy of scale in the process with
collective interest. Better price realization needs effective marketing and supply
chain management due to product-specific requirement. These activities cannot be
taken by the individual marginal farmers due to capital investment and efforts
needed. SIMFED Cooperative (at the village or block or even district level) model
can be further strengthened where marginal farmers producing the same products
can come together as collective and can access to the common facilities of resources
leading to higher productivity. The growers can then avail a chance of direct
interaction with the buyers to sell their products with no interference of interme-
diaries as recently introduced in Maharashtra. Farmers should use government
buildings and places for direct selling of their crops or vegetables with some token
payment to the government for sharing the basic facilities. In this way, the growers
may get sufficient profit and motivated for further improving productivity. Thus,
government should frame some mutual beneficial law for further empowering
SIMFED for international exports for better price realization and minimizing the
overall wastage.

4 Conclusion

The continuous upgradation of the organic farming should remain the focus area for
the state as nearly 85% population in the North, South and West Sikkim are still
rural. Their livelihoods remain agriculture and its allied activities. Organic farming
brings balances among the complex agro-ecosystem minimizing environmental,
soil-related problems, other biological problems in long run. Its return in term of
money as well as glory will be adequate enough for the state for uplifting its
socio-economic conditions. Any hindrance particularly agricultural and trans-
portation infrastructure with adequate supplies of the inputs need for organic

Sustainable Organic Farming in Sikkim 377



farming needs to handle with great care. Any supply-side failure will need to
rework whole process leading to delayed fulfilment of state objectives with very
high cost. As a matter of time, organic farming has taken a new shape and direction
towards the development of agriculture, health and market.
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Investigations of Microgrid Stability
and Optimum Power Sharing Using
Robust Control of Grid Tie PV Inverter

G. Swaminathan, V. Ramesh, S. Umashankar and P. Sanjeevikumar

Abstract This paper demonstrates a novel method to establish robust control and
stability of microgrid connected with photovoltaic (PV) grid tie inverter, battery
storage with bidirectional inverter, and diesel generator. The proposed control
scheme enables optimum power sharing among the sources based on the changes in
generation due to intermittent nature of PV source and level of energy stored in
battery. Power flow control has been achieved by varying the active power gen-
erated by the PV inverter as a function of the system frequency in the islanded
mode of operation. Detailed analysis has been carried out in MATLAB/Simulink
tool and the captured results are found to effective and same has been confirmed
with hardware prototype setup with PV inverter and bidirectional battery charger.
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1 Introduction

Microgrid constituted by aggregation of renewable energy sources like solar, wind,
fuel cells and battery energy storage devices, traditional diesel generator and utility
grid. The penetration of renewable sources helps in reducing carbon foot print and
in turn reduces global warming. In today’s scenario, the larger amount of world
population completely rely upon traditional source of energy, such as coal-fired
thermal power plant, oil and natural gas powered plants. Day by day, the con-
ventional energy sources reserves are getting depleted, but the energy demand and
per capita energy consumption are growing rapidly. This situation necessitates the
integration of sustainable sources of energy into the regular energy network. The
initiatives like introduction of federal tax incentives, feed in tariffs are the main
driving factors for rapid increase in penetration of PV source. As the PV source is
highly intermittent in nature, nonavailability of PV during night time has resulted in
need for the integration of energy storage to ensure the system stability. In this
paper PV inverter, battery storage system with bidirectional inverter and a diesel
generator has been integrated to form a microgrid [1]. The power electronic con-
verters are used to convert the PV source of energy to AC energy at different level
[2]. Figure 1 shows the schematic diagram of microgrid system under considera-
tion. The output AC power produced at the PV inverter, bidirectional converter of
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battery storage unit and diesel generator terminals is connected to the local loads
and to the mains [3]. The connected loads are classified into two categories, critical
loads and noncritical loads (shed-able). In the absence of utility grid, bidirectional
converter will act as a voltage source reference for PV grid tie inverter to continue
power generation to the microgrid. If diesel generator is present in the system, then
voltage reference will be provided by the generator. PV inverter will detect the
presence of voltage reference and start generating power [4, 5]. During off-peak
load conditions, the available PV energy is used to charge batteries.

2 Problem Definition

In the event of utility grid outage and during islanded mode of operation of
microgrid, the PV inverter to AC couple with the AC outputs of off-grid energy
sources like non-grid tied bidirectional converter coupled with battery storage. PV
inverters are typically designed to operate on highly stable grids and required to
aggressively protect from destabilizing the grid under dynamic load conditions or
when utility generation (grid formers) exhibits over or under excitation. During such
scenarios, PV inverters are required to coexist with DC coupled charge controllers
and participate in load and battery management [6]. This requires all energy sources
and sinks in a system to communicate demand and constraints effectively. This can
be achieved in a number of ways, and the authors present a control algorithm to
achieve this through is modulation of frequency at a common point of coupling.

3 System Configuration

The system configuration details presented in Table 1 were used as the basis for
modeling and simulation analysis. All noncritical (shed-able) loads are discon-
nected when the grid is not present and hence, they are not considered in the
off-grid (islanded mode) scenario. To serve all critical loads, a separate UPS is

Table 1 Microgrid system configuration

Microgrid system capacity 25 kVA, 400 V—3PH + N, TT grounding

PV generation 20 kVA, 400 V, 3 PH, 4 wire transformerless

Battery storage 1200 Ah, 5 kW

Diesel generator 10 kVA, 400 V—3PH, 4 wire

UPS—online 10 kVA, 400 V, 3PH, 4 wire

Critical loads (3-ph) 400 V—3PH + N: 8 kVA, PF 0.93

Noncritical loads (1-Ph) Ph 1-N 230 V, lighting, 7 kVA, PF 0.7

Noncritical loads (1-Ph) Ph 2-N 230 V, air condition: 7 kVA, PF 0.7

Noncritical loads (1-Ph) Ph 3-N 230 V, lighting: 7 kVA, PF 0.7

Investigations of Microgrid Stability … 381



provided during grid outage and thus, they are also not included during the off-grid
condition when battery storage is feeding the network. After grid loss, the time
taken by the battery storage unit to ramp up and to be able to feed these loads is
0.8–1 s. Modeling of various blocks and the methodology used to generate refer-
ence currents for the PV inverter is explained in following sections.

4 Control System Design

4.1 Phase Locked Loop (PLL) Control System Design
for PV Inverter Synchronization with Reference Voltage

The objective of PLL is to lock the inverter phase to the grid or reference voltage
that is present in the network [7]. A space vector comprising Vq and Vd can be
derived from a three-phase source using Clarke–Park transforms. If the voltage
space vector of reference voltage (Vd) is aligned to d axis, then corresponding space
vector component for q axis (Vq) will be zero (Fig. 2). Following equations rep-
resent three-phase grid voltage vectors (a, b, c) and their ab and d–q axis trans-
formation voltages. To achieve successful synchronization, the h ¼ xt in Eq. (3).

va ¼ Vm cosðxtÞ

vb ¼ Vm cos xt � 2p
3

� �

vc ¼ Vm cos xt � 4p
3

� �

h ¼ xt

ð1Þ

Fig. 2 Three-phase vector
representation in d–q axis
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va ¼ va

vb ¼ ðvb � vcÞffiffiffi
3

p ð2Þ

vd ¼ va cos hþ vb sin h

vq ¼ �va sin hþ vb cos h

vd ¼ Vm cosðxt � hÞ
vq ¼ Vm sinðxt � hÞ

ð3Þ

Figure 3 represents block diagram of PLL control implementation. The simu-
lation results for voltage waveforms in abc frame and ab frame are shown in Fig. 4.
From 0 to 0.3 S, no disturbances were created; from 0.3 to 0.4 S, one-phase voltage
magnitude reduced to create unbalance. From 0.4 to 0.5 S, the voltage magnitude
for all the three phases reduced equally; from 0.5 to 0.55 S, huge unbalance has
been created. From the resultant waveform, the response time of PLL control is fast
and also the synchronization with the reference voltage is achieved.

4.2 System Stability Control in Off-Grid Mode

When the grid voltage disconnects from the network, the PV inverters will cease
power generation immediately, and this will prevent any back feeding of power

Fig. 3 PLL block diagram
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from PV generator to diesel generator in the same network [8]. The Fig. 5 shows the
block diagram of PV inverter. During utility grid outage, the PV inverters control to
be designed for taking voltage reference from bidirectional inverters connected with
battery storage. Typically the PV inverters will have anti-islanding capability by
checking grid impedance. For grid forming, the PV inverter takes the voltage
reference from battery inverter output and PLL block will synchronize PV inverter
output to the bidirectional inverter output and thus emulate the grid condition for
sustained operation. Once the voltage synchronization is achieved, it is important to

Fig. 4 PLL controller output voltage waveforms for balanced and unbalanced reference voltage
inputs

=
=

3L inverter
Input filter AC GridAC Filter

Vabc

Ia

Ib

Ic

=

PWM
Boost

PWM
Inverter

PLL block

Boost Converter

Fig. 5 PV inverter block diagram
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ensure the stability of the system by controlling active power as a function of
frequency. Figure 6 depicts the gradient curve for power as a function of frequency.
At Fstart, the PV inverter will start to derate active power. At Fanti-island frequency,
the PV inverter will disconnect from the network. The slope will define the derating
as % power reduction with regard to frequency. At Fstop frequency, active power
derating will reach 0%.

4.3 Power Sharing Control Between Battery and Loads
from PV Source

Considering the operation microgrid network in the absence of utility grid, and as
per Fig. 1, the breaker B1 is open and connected load is lesser than the power
available at PV inverter output terminals. Under this condition, the generated power
from PV source will be injected into the bidirectional inverter, and control loop of
battery inverter will switch the power flow direction as it detects the increased
power availability at its output terminals. Now the batteries will start charging from
the PV generation. Once the battery attains sufficient charge level, the bidirectional
inverter will increase the AC output frequency and thus forcing PV inverter to
follow the gradient control of active power reduction as per the increase in fre-
quency values. If the battery voltage drops, then frequency will reduce and hence
active power generation will ramp up. The proposed control system has been
implemented in digital signal processor TMS320F28335 and tested with hardware
setup as shown in Fig. 7. The captured test results are plotted in Fig. 8.

Prated
100%

Fstart Fstop Fanti-island 

Power Gradient

Power

Grid
Frequency 

(Hz)

Frated

Fig. 6 Power gradient diagram for active power (P) versus frequency (F) control function
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5 Conclusion

The proposed control blocks have been simulated using MATLAB/Simulink, and
the results are evident that the PV inverter disconnects from the microgrid network
soon after the utility grid disappears. The bidirectional inverter with battery storage
unit supplies the reference voltage to PV inverter for grid forming. Once the PV
inerter detects reference voltage, automatically synchronizes with battery inverter
and start generating power, during this mode of operation, the PV energy can be
utilized for serving load and charging the battery. The diesel generator can also be
integrated to the microgrid network to serve the load during higher load demand
and in the absence of PV source in the night times. The proposed control logic
proves that the PV inverter stays connected in the microgrid system during utility
grid outage and forms AC grid with battery inverter. With the implementation of
active power control as a function of frequency, the stability of off-grid mode of
operation is ensured.

PV inverter
Bi-directional 

battery inverter

Fig. 7 Prototype test set up

Fig. 8 Test results of PV
inverter control of active
power output as a function of
versus Frequency in off-grid
mode of operation in
microgrid system
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Design and Graphical Analysis of 8-kW
Off-Grid Solar Photovoltaic Power System

Nikhil Kumar Yadav and Dharmendra Kumar Singh

Abstract In this paper, a 8-kW off-grid photovoltaic system is presented for Korba
Collectorate Office which is situated in mid-Korba District, Chhattisgarh. This
off-grid system comprises 30 solar photovoltaic panels, battery bank, solar power
conditioning unit, lightning arrestor, distribution panels and important electrical
components such as MCCB and conductors. The rating of all these equipments is
mathematically calculated and presented. The expected energy of this system is
obtained by the System Advisor Model (SAM) Software designed by National
Renewable Energy Laboratory (NREL). Finally, the simulation result of the system
is presented and compared with the actual output measured from the system. This
off-grid system reduces the dependency on grid and promotes power system
security, and it also offers financial saving up to 16,000 rupees every month.

Keywords Grid � SAM � MCCB � NREL � Lightning arrestor

1 Introduction

The Korba Collectorate Office Latitude is 22.367750° north and the longitude is
82.734607° east. Its elevation is 316 m above sea level. The 8-kW solar photo-
voltaic system is installed by Chhattisgarh Renewable Energy Development
Agency. Solar electrical power system reduces the monthly electricity bill up to
16,000 Indian Rupees per month. This system provides green energy which helps in
maintaining the ecological balance of the city. The data are collected with the help
of various electrical equipments and software like SAM, RET Screen Plus and
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MATLAB. This system promotes power system security and reduces the power
dependency on coal and fossil fuel.

2 Methodology

The Korba is industrial power hub and surrounded by thermal power stations from
all sides. The monthly average wind speed of Korba is 3.2575 km/h. The wind
speed is maximum, i.e., 3.86 km/h in the month of March, and the speed of wind is
minimum in the month of October. The solar insolation plays a vital role in the
production of electricity. The voltage and current are directly dependent on the solar
radiation incident on the panel. There is increase in sunlight radiation from morning
to afternoon; then, from afternoon to evening there is decrease in radiation. The
Korba receives monthly solar radiation of 4.9291 kWh/month. The area covered by
solar panels is 59.2 m2 [1, 2] (Figs. 1 and 2).

Fig. 1 Solar panels at
installed site. Source CREDA

Fig. 2 Satellite map of site.
Source Google Map
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2.1 First Step: Load Estimation

The maximum load that can be supplied from solar off-grid system is 32 units. The
equipment-wise power consumption is given in Table 1.

2.2 Second Step: Battery Sizing

The sizing of battery is done as per the nominal supply voltage of PV system, days
of autonomy, maximum load in 24 h and battery temperature multiplier. The bat-
tery temperature multiplier is taken 1.19 for 25 °C as per IEC [3, 4] (Table 2).

The days of autonomy decides the duration to provide continuous power to load
in the absence of sunlight with the help of battery. Each cell of 2 V has capacity
equal to 20 Ah. So, 60 cells are connected in series and strings in parallel are 20.

Table 1 Load consumption of various electrical equipments

Name of
equipment

Quantity Power
consumption
(W)

Usage in
hours

Total electrical energy
consumed (Wh)

A.C. 2 1800 7 25,200

Tube light 4 40 6 960

Fan 4 60 7 1680

Computer 2 150 6 1800

Printer 2 30 6 360

LED TV 1 70 2 140

CFL 8 20 10 1600

Biometric
scanner

1 20 7 140

Miscellaneous 1 120 1 120

Total units = 32 kWh

Table 2 Battery parameters chart

Average daily WH
requirement

Days of
autonomy

Battery
temp. multiplier

Nominal supply
from PV system

Discharge
limit

32,000 (max. load
in 24 h)

2 1.19 (for 25 °C) 120 V 50%
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2.3 Calculation

32,000 � 2 � 1.19 � 0.5 = 38,080
38,080 � 120 = 317.33.

So, the battery of 120 V 400 Ah is selected for our system. If battery draining is
50%, it lasts for 500 cycles and if draining is 30%, it lasts for 1200 cycles (Fig. 3).

2.4 Third Step: Charge Controller Rating

Charge controller manages charging of battery, prevents overcharging and controls
the rate of charging; nowadays, some charge controller provides automatic load
disconnect function and it also prevents flow of charges from battery to panels at
night. The maximum power point tracker (MPPT) charge controller is used in our
system, and it tracks solar insolation and adjusts itself in such a way to get max-
imum output. Array and battery voltage mismatching can be easily managed with
this controller [5].

2.5 Calculation

MPPT Charge Controller Rating = Wattage of Panels � No. of Panels � System
Nominal Voltage � 1.25.
275 � 30 � 120 � 1.25 = 55 A.

So, 60-A MPPT charge controllers are used for the above configuration [3, 6–8].

Fig. 3 Effective capacity
versus no. of cycles curve
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2.6 Fourth Step: Solar Array Configuration

Solar array is the device that converts the solar radiation into electricity without any
intermediate steps. Modules have power rating from 1.5 to 300 W and are available
nowadays, and several megawatt range can be easily generated by the formation of
solar arrays with number of modules in series and parallel as per requirement [9].

In 8-kW off-grid system, solar panel of 275 Wp is used. It has following
parameters (Table 3).

The 8-kW solar photovoltaic system has 5 modules connected in series, and
these series strings are connected in parallel. The connection diagram is in Figs. 4
and 5.

Table 3 Watt solar module parameters

Parameters Description Parameters Description Parameters Description

Manufacturer HHV Solar Isc. 8.21A Frame Anodized
aluminum

Model
number

HSTBF24275P Pmax 275 W Junction
box

IP67/4t/3Diodes

Maximum
power (Pm)

275 W Weight 22 kg Warranty 15 years limited
warranty

Vm 36.5 V Type of
cell

Mono
crystalline
silicon

Nominal
voltage

24 V

Im 7.53 A Front face Tempered
glass

Vo.c. 44.3 V

Fig. 4 275 Wp solar module
series–parallel connection
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2.7 Calculation

Number of modules in series = Vmax � Vm = 182.5 � (36.5) = 5
Number of modules in parallel = Imax � Im = 45.187 � 7.53 = 6
Maximum power of PV array = Pm � Ns � Np = 274.8 � 5 � 6 = 8244 W.

2.8 Fifth Step: Cables Rating

Here, 4, 10 and 25 mm2 cables are used. 4 mm2 cables are used for panel con-
nections. Array junction box is connected to main junction box with the help of
10 mm2 cable. After main junction box, the complete connections are made with
25 mm2 cable [2, 9].

2.9 Sixth Step: Protection Equipment

The complete system has 2 lightning arrestors of 3000 mm mounted on walls both
sides. The array junction box provides surge protection at 150 V earthing voltage.
To avoid hot spot formation due to partial shading, bypass diodes are used, and to
avoid flow of charge from battery to solar panel side, blocking diodes are used [2]
(Figs. 6 and 7).

2.10 Software Analysis Report

The System Advisor Model software is used to perform the simulation task of 8-kW
solar photovoltaic systems. The SAM is developed by National Renewable Energy
Laboratory, and 2016 version is used. It offers simulations of entire renewable

Fig. 5 I–V characteristics of
275 Wp HHV solar module
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energy sources and planning and detailed graphical results. The monthly curves for
the system include wind data from SAM weather file, power to/from battery curve,
power to load from photovoltaic system, power to load from grid, losses curve,
estimated power output for coming 25 year and irradiance curves. One by one each
graph is represented [1].

2.10.1 Wind Curve and Power Curve

The wind speed in m/s of the installed location is represented by the curve in Fig. 8.

Fig. 6 Lightning arrestor. Source CREDA

Fig. 7 Series connection of 12 solar cells with 1 bypass diode
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The power to/from battery in kW , power from grid in kW and power

from photovoltaic system in kW are represented by the graph in Fig. 9.

Fig. 8 Wind curve. Source SAM

Fig. 9 Power graphs in kW

396 N.K. Yadav and D.K. Singh



2.10.2 Irradiance Curve

See Fig. 10.

Fig. 10 Irradiance curve. Source SAM
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3 Conclusion

In this way, design analysis of 8-kW systems is completed with all important
parameters. This system promotes power system security; as I am using 400 Ah
battery for this system, so we can run our load without sunlight and grid power for
two days without any outage. This system is designed for Korba Collectorate Office
by Chhattisgarh Renewable Energy Development Agency. Nowadays, the cost per
watt power generation from solar has come down to Rs. 40. With an increase in per
capita energy consumption, solar power can be the best alternative. It also requires
less maintenance than any other power generation. The energy payback period of
solar energy is 4.5 years. So, one can easily get the invested amount back in coming
4.5 years after installation but power from that system lasts for 15 years, so an
installer can take free power after 5 years without any cause to environment. In the
coming journal, concept of string inverter will be presented with 50-kW battery-less
system. Finally, the complete system software output is compared with actual
output. And measured output from CREDA is far better than software output. So,
for this location hardware implementation is better than the software implementa-
tion. The designing parameters of 8-kW solar photovoltaic systems are studied, and
with the help of data provided by CREDA department, Korba, software simulation
has been performed with the help of SAM. The solar irradiance curves are drawn
with the help of RET SCREEN PLUS which provides weather data from NASA.
The 8-kW solar PV grid connected system is presented and simulated with the help
of various curves. Here, grid is only used for taking power in the absence of solar
and battery. In future, a better system model with enhanced capacity will be pre-
sented with online grid charging. As the system wattage will be higher, the extra
generated solar power will be sent to the grid with the help of power conditioning

Fig. 11 Comparative measured versus software graph
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unit of larger capacity. The concept o f string inverter will be presented in future
with the help of its complete characteristics and curve. Another recommendation of
the future model will be of 50 kW on grid PV system without battery backup. The
designing, operating as well as simulating parameters will be considered in detail
(Fig. 11).
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An Internet of Things to Maximum
Power Point Tracking Approach
of Solar PV Array

Himanshu Manghani, J. Prasanth Ram and N. Rajasekar

Abstract Internet of Things (IoT) is one of the emerging trends and has great
potential to bring advances in electrical engineering and renewable energy. It is
estimated that by 2020, IoT will be a $20 trillion industry. Hence, this paper
proposes the method of incorporating IoT in solar energy and photovoltaic research
at the laboratory level. The proposed method includes IoT’s divine application in
(a) MPPT tracking; (b) partial shading; (c) security switch for turning ON
Arduino’s serial monitor; and finally, (d) building up the direct communication
between professor (sitting in the cabin) and the research scholar performing
experiment (in the laboratory which is at some particular distance from the pro-
fessor’s cabin). The whole setup is based on the newly developed Indian
microcontroller-BOLT (An Internet of Things platform) launched on 21 February
2016.

Keywords Internet of Things � Partial shading � Maximum power point tracking

1 Introduction

In accordance with the challenges like increasing population and standard of living,
demand of energy is increasing drastically. Contemporary researches show that the
population will increase up to 9 billion in 2040 with reference to 7 billion people
living in the world today. Current scenario for fulfilling electricity demand of our
people includes the use of fossil fuels extremely. Extreme use of fossil fuels is a
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threat in itself because of its slow rate of formation and threatening environmental
hazards. The rate of formation of fossil fuels is very low with respect to their high
consumption. Moreover, their excessive consumption results in an increase in the
amount of carbon dioxide (and other harmful gases) which eventually get trapped in
ocean and atmosphere leading to greenhouse effect and global warming [1, 2].
Going to the basic, we know that energy is neither created nor destroyed; it can only
be transformed from one state to the other. And going even deeper, we know that
fossil fuels are the compound which has converted, years of trapped solar energy
into chemical energy. To conclude, sun is an ultimate source of energy. Therefore,
for the safe future of our mother earth fulfilling our electricity demands from
renewable energies like solar, wind (caused by temperature differences between
different earth’s regions) can mitigate the current challenges of electrical engi-
neering [3].

The advancements which have been seen in electrical engineering and renewable
energy over the past decades are superlative, for example, study of partial shading
and maximum power point tracking (MPPT) in the field of solar photovoltaics
[4, 5]. These techniques play an imperative role in increasing the efficiency of solar
photovoltaic system with the special application of the subject—power electronics.
To aid the research, authors have introduced IoT in photovoltaic’s domain. It is also
important to give a note that recent works involving IoT are gaining recognition
where self-cleaning solar power system in [6] and controller design of street lamps
using ZigBee protocol in [7] are found in the literature.

2 Description About IoT

In order to understand the history, theory behind IoT, structure of Internet of Things
and data flow components are discussed in this section. For better understanding of
readers, the following discussion is made. Internet of Things is especially the
application of the two subjects, namely embedded system and computer network-
ing, resulting in the connection of physical devices over internet to collect and
exchange data with the help of sensors, actuators, WiFi module, etc. In addition, the
term Internet of Things was first coined by Kevin Ashton, who confounded the
auto-ID center at the Massachusetts Institute of Technology (MIT) [8]. Universally
on a basic level an IoT-based system can be shown in Fig. 1.

Segmentation and implementation follows a control structure where the appli-
cations and server get interfaced. Different stages followed in interfacing the user
interface to the server are shown in Fig. 2. Also various components involved in
construction of an IoT application to a user interface are presented in Table 1.
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Fig. 1 Representation of basic IoT structure

Fig. 2 Stages in UI interface to server

Table 1 Description of components used in constructing IoT system

S.
No.

Data flow
components

Examples Remarks

1 User interface
(UI) application

Mobile apps,
web apps, etc.

Allows user to control or monitor IoT-enabled
device over local network or internet

2 Network
components

Routers, WiFi,
etc.

Helps transferring information to and from the
UI application and IoT-enabled devices

3 Server Google
Chrome

Computing machine which host the UI
application

4 Hardware
control script

CSS, HTML,
JavaScript, etc.

Programming language used to communicate
between server and IoT-enabled devices

5 The thing Bulb, buzzer,
etc.

IoT-enabled device which the end user can
control or monitor
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2.1 Maximum Power Point Tracking in Solar PV System

Solar cells have an efficiency of less than 20%. Hence, to perpetually get optimum
power from the solar cells (irrespective of low irradiance and other contradictions),
some intelligent algorithms are required to propel the PV curve of solar cell to
MPP. This process is called maximum power point tracking or MPPT, and the
devices that perform this process are called MPP trackers. Among the different
MPPT techniques followed in the literature, the most commonly used MPPT
methods are Perturb and Observe, Incremental Conductance and Hill Climbing
algorithm [4, 5]. In this paper, authors used P&O-based control structure to
appreciate simplicity. The control logic behind MPP tracking is explained in the
following. Voltage and current at MPP are measured via sensor circuitry and given
back to the Arduino controller. This controller will effectively alter the duty ratio to
find the maximum PV power irrespective of shading. The hardware model com-
prising of a boost converter and PV simulator developed in the laboratory is shown
in Fig. 3a.

3 Experimentation

In order to achieve IoT implemented to MPPT, experiment is carried out carefully
with the use of components presented in Table 2. The major component in the
whole experiment is BOLT. BOLT is a microcontroller which is not only one of the
most influential boards out there for the price, but also one of the most versatile
controllers preferred for IoT applications. When it comes to what this board is
capable of, the options are almost incalculable. Further any of the programming can
be made by utilizing HTML, CSS and JavaScript. The schematic layout of BOLT is
presented in Fig. 3b.

4 Experimentation and Methodology

Firstly the code has been written in Notepad editor using HTML and JavaScript
languages to develop a web page for controlling the experiment. This is the first
thing to be followed to start with IoT. For the ideation proposed in this paper, four
options or buttons are built, namely (i) partial shading, (ii) communication,
(iii) serial monitor turn ON and (iv) MPPT data. All the four mentioned options
(Fig. 5) can be used to get the respective results by just a touch of finger (in this
case, smart screen). After the development of our page, the code is uploaded. The
code can be uploaded to web browser by using the cloud service of BOLT and
BOLT device’s IP address. It should be noticed that the BOLT device and the
phone should be connected to the same network to see the results.
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Secondly, sensor is attached to the GPIO pins of BOLT. Proximity sensor is
connected by putting its Vcc pin to 5 V pin of BOLT, output pin to BOLT pin
number 4 and ground pin (GND) to ground pin (GND) of Bolt. Subsequently,
connection with Buzzer is made. Negative pin of Buzzer is grounded, and positive
pin is connected to pin A1 of BOLT. Buzzer is used to get a notification (or hear an

(a)

(b)

Fig. 3 a Hardware model for MPPT system. b Schematic of BOLT
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alarming sound) that the panel is facing an obstacle or hindrance in irradiance either
by bird droppings or some kind of undesirable shadows.

Finally, connection of the Arduino is done with BOLT. It is hereby mentioned
that the Arduino board which is used for MPPT tracking should be connected to
BOLT. Rx pin and Tx pin are used for connections. Rx pin of BOLT is connected
to Tx pin of Arduino (using Software Serial library, pin 10 has been made Tx pin of
Arduino) and Tx pin of BOLT is connected to Rx pin of Arduino (i.e., pin 9, with
the help of Software Serial library again).

Furthermore, changes in the Arduino’s MPPT code have been done to an extent
that incorporates the control of serial monitor of Arduino by smart screen as a
switch and communication protocol. In this context, communication means pro-
viding messages from professor to student over serial monitor with the help of web
service. Web service can be used by Google Chrome browser only (as BOLT
supports Google Chrome only as of now). The browser can be accessed by any
means such as phone and laptop. The hardware realization of Arduino interfacing to
BOLT microcontroller is shown in Fig. 4. It is essential to give a note that the
connected Arduino to BOLT is the controller used to generate duty cycle for MPPT.

Table 2 Components used in constructing IoT-based laboratory system

S. No. Name of component Quantity Purpose

1 BOLT microcontroller 1 For IoT (connecting devices over
internet)

2 Smart screen (mobile phone,
laptop, etc.)

1 For communication and observing
the end results

3 MPPT device 1 For tracking MPPT (should have
inbuilt Arduino)

4 Proximity sensor and buzzer 1 each For partial shading

Arduino

Buzzer

BOLT controller Proximity 
Sensor

Fig. 4 Arduino interfaced to
BOLT
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5 Results and Discussion

After the successful completion of hardware interfacing and uploading of our
notepad file (HTML file) to browser, we have seen our first desired result in a
window as shown in Fig. 5. Further results are observed by clicking (one by one)
the four buttons (options) which have been developed using Notepad editor.
Description of each button is discussed as follows:

Option 1: Partial Shading
This is the first option that we see on the page. After clicking the button, another
web page window opens (Fig. 6a) which gives real-time dynamic graph of obstacle
present in front of panel with respect to time. It is observed that whenever an
obstacle is detected by the proximity sensor, the value at y axis steps down to 0 and
the buzzer starts alarming to indicate that there is an obstacle in front of the solar
panel. On the other side, when the path of light is not hindered by any obstacle the,
value of y axis remains at one and buzzer goes in OFF condition (giving no sound).
This gives an idea that there are no undesired particles (like bird dropping, dust)
blocking the path of sunlight falling on the panel. With the use of such recorded
data, it becomes easy to identify when the panel requires cleaning, maintenance or
change of its direction. This saves our time by reducing our possibilities of going to
panels and understanding their state of functioning. Hence, partial shading condi-
tion can be seen directly just by the click of our finger to smart screen. As a result,
this can prove to be one of the emerging trends with MPPT in the study of
renewable energy.

Option 2: Communication
Suppose a condition when a student is taking reading of MPPT experiment with the
help of Arduino serial monitor, and the professor wants to convey him/her the
message to stop the experiment and come in the laboratory. So, this button will help
the professor in completing his task. In practical, when we click “communication”
button by sitting in the cabin (which is situated away from the laboratory), a text
message is sent directly to Arduino serial monitor (seen in Fig. 6b) and as a

Fig. 5 Welcome page for
BOLT and PV interface in
web browser window
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consequence, we are able to develop a direct communication which can help in the
better working of laboratory and interactions within and outside the laboratory.
Therefore, we would like to propose this method for test conditions which has a
potential to emerge as a trend in electrical and renewable engineering.

Option 3: Serial Monitor Turn ON
This button ensures security. The experiment values in serial monitor are displayed
only when professor initializes the experiment via IoT (i.e., by clicking serial
monitor turn on option shown in Fig. 6c) The values like duty cycle, voltage,
current and power are spread out only when the professor commands to display the
results (as shown in Fig. 6b). This gives an advance feature of adding security in
the laboratory experimentation of MPPT.

Option 4: MPPT Data
When this button on the web page using smart screen is clicked, then the MPPT
data can be retrieved from any place (i.e., even outside the laboratory) as shown in

Uniform 
irradiation 
Condition

Partial shading 
Condition

Displayed 
message

Webpage Serial monitor window

Serial monitor Window Webpage 

Initiation by 
professor via IoT to 
display the values

Fig. 6 a Graph displayed in web browser window after clicking partial shading option, b message
displayed in serial monitor after clicking communication option, c serial monitor window after
clicking serial monitor turn ON option, d MPP data representation in web browser window after
clicking MPPT data option
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Fig. 6d. Hence, with the help of this proposed method, experiments related to
MPPT tracking can be made more versatile and accessible.

Note: (i) The features (options) mentioned from 1 to 3 can be incorporated in any
of the laboratory experiments (irrespective of MPPT). Hence, the authors have
proposed a universal way of making the laboratory smarter. (ii) However, some of
the garbage values are encountered while pushing MPP data to cloud, authors are
confident to mitigate this effect in near future by working on the code.

6 Summary/Conclusion

In this paper, the authors have amalgamated the subjects like renewable energy and
IoT to envisage the emerging trend in solar energy. The work proposes intelligent
handling of partial shading occurrence in MPPT conditions by getting a dynamic
graph of shading patterns. Pushing the MPPT data to a cloud gives automatic
control to the server that can be accessed from any part of the world. In addition, the
protocol for direct communication between researchers has also been introduced.
Future scope of this paper is to mitigate some garbage values, delays occurring in
pushing the MPPT data to cloud and other area is to extend the study of partial
shading conditions with orientations of various sensors. However, the research at
present is on preliminary level but has a great motivation to enhance the domain of
photovoltaic engineering by the proposed innovation and creation.
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Energy Storage Considerations
for High Renewable Power Penetration:
A Case Study

James R. Doyle and Hannah Johlas

Abstract A simple model for high penetration wind and solar for the MISO region
of North America is used to study the effects of geographical diversity, source
diversity, and over-generation on storage capacity requirements. Combining wind
and solar generation over a wide geographical region significantly reduces the
storage requirements. Further substantial reduction occurs using over-generation of
wind and solar and allowing a modest energy deficit to be made up by dispatchable
sources. Based on a simple model we found that for 95% of the load energy
supplied by wind and solar (with the other 5% supplied by other dispatchable
sources) with approximately 10% over-generation approximately 1 day of storage
of the average load energy per year of storage is required for energy balance.
A simple model to estimate total capital costs is minimized for approximately
15–20% over-generation.

Keywords Solar energy � Wind energy � Grid storage

1 Introduction

Wind and solar energy (mainly photovoltaics) is currently the most promising as well
as highly developed sources of low-carbon energy. However, including large
amounts of wind and solar generated electricity on the grid is problematic due to their
intermittent and unpredictable nature. It is generally believed that some kind of
energy storage will be required to smooth out or “balance” the load if wind and solar
dominate our energy portfolio. A number of possible energy storage technologies are
being considered, and electrochemical battery storage is likely to play a dominant role
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at least in the near future [1]. However, all kinds of storage, including battery tech-
nology, are currently very expensive, and implementing large amounts of storage
capacity would significantly raise the cost of electricity even as wind and solar costs
approach grid parity. Thus, it is important to implement strategies that will minimize
the amount of energy storage capacity required to balance the grid load.

Methods to reduce the storage capacity include mixing wind and solar genera-
tion in the appropriate ratio (source diversity), having wind and solar sources
widely distributed over a large area (geographical diversity), and various “smart
grid” proposals. Another way to reduce storage capacity is “over-generation,” that
is, the combined wind and solar generation exceeds the total load energy over a
given time. Of course this means that energy at least equal to the over-generated
amount will be “spilled” and not utilized, (or equivalently, the generation sources
will have to be shut down during times when they could be producing power). This
will reduce the return on investment in these sources since it will take longer to
recoup the initial capital investment of implementing the generators. On the other
hand, if the cost of over-generation is cheaper than the cost of implementing more
storage, the overall costs could be reduced. Indeed, this is precisely what Budischak
et al. [2] found in their modeling of the eastern US electricity grid.

In this work we look at the effects of geographical and source diversity as well as
over-generation on energy storage requirements the region of the USA that is part
of the Midcontinent Independent System Operator (MISO) energy market. We also
propose a simple model to estimate the effects of over-generation on the total capital
costs of combining wind, solar, and energy storage.

2 Methods

The simulation is based on a simple conservation of energy condition. Given wind
and solar power PW(t) and PS(t) generation at time t, the energy generated during
time Dt at t, given by Egen = [PW(t) and PS(t)] � Dt, is compared to the load energy
EL during Dt at t. If EL exceeds Egen, then energy is drawn from storage. If the
storage is completely depleted, a deficit energy Ed is recorded. If instead Egen

exceeds EL, the surplus energy is transferred to storage, up to a maximum storage
capacity Estoremax. If the energy storage is already maximized at Estoremax, the
surplus energy is spilled. At t = 0 the storage is assumed to be at Estoremax. The time
resolution of the simulation is Dt = 15 min.

We have chosen to parameterize the simulation as follows. The total load energy
consumed over a given year was normalized to 1.0. The total wind energy and solar
energy produced over a given year was scaled to be a fraction of the total load
energy, denoted wind fraction fW and solar fraction fS, respectively. Thus, if
fW + fS = 1.0, the total energy produced by wind and solar over the year is equal to
the load energy. The deficit energy is also given as a fraction of the total annual load
energy. Finally, the storage capacity Estoremax is given in units of average daily load
consumed. That is, one day of storage capacity is equal to the average load per day
for that year (i.e., 1.0/365).
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Historical load data for the MISO region for the years 2007, 2008, 2009, and
2010 were taken from the Energy Online database [3]. Wind production data were
taken from the National Renewable Energy Laboratory’s Wind Integration Data
Sets [4] for the years 2007, 2008, 2009, and 2010. The distribution of wind sites
among states was chosen according to the current distribution of wind farms in the
MISO region, which also corresponds approximately to the optimal wind resource
distribution. For a total of 23 sites this resulted in 6 sites in the state of Iowa, 4 sites
in Illinois, 3 sites in Minnesota, 2 sites each in Indiana, Michigan, and North
Dakota, and 1 site each in Missouri, Montana, South Dakota, and Wisconsin.

Solar energy production data were taken from the National Renewable Energy
Laboratory’s Solar Integration Data Sets [5]. Data are only available for the year
2006, and these data were used for all years simulated. Since solar PV accounts for
less than 1% of US electricity, the vast majority of which is outside the MISO
region, it is more difficult to assign a geographical distribution of solar power that
would anticipate the future distribution at high penetration. For the purposes of this
study we adopted a simplified approach where the solar power distribution was
approximately allocated according to the respective populations of the states in
MISO, adjusted for the fraction of the state that is included in the MISO network.
Using this approach we choose four sites for Michigan, three sites in each of
Illinois, Wisconsin, Indiana, and Minnesota, two sites in Missouri and Iowa, and
one site each in South Dakota and Montana (no NREL data were available for
North Dakota). The sites themselves were chosen to favor the large population
centers of the respective states. However, an alternative set of sites, chosen ran-
domly within a given state, was also simulated and gave negligible difference in the
results.

It should be emphasized that the current study does not claim to provide an
accurate map of future wind and solar power resources for the MISO region at high
renewable penetration levels. This distribution will depend on future local and
national policy decisions and future economic conditions that are very difficult to
predict. Nor does our model address power requirements or grid energy quality. Our
goal is instead to utilize realistic load and power generation profiles with simple
models to explore global energy storage capacity requirements as a function of
geographical diversity, source diversity, and over-generation.

2.1 Wind-Only Generation

Figure 1 shows the deficit energy as a function of storage capacity using only for
fW = 1.0 and fS = 0.0 for the years 2007–2010. With no storage, the deficit energy
fraction is about 0.25. That is, other non-wind sources would need to supply about
25% of the total load energy in order to balance load and production, even when the
total wind energy produced is equal to the total load energy consumed for the year.
The amount of storage capacity needed to achieve zero deficit energy is about
40 days, or about 11% of total load energy for the year.
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The effect of geographical diversity on wind energy production is shown in the
inset of Fig. 1. Upper curves assume all of the wind generation occurs in the state of
Minnesota, and the lower curves include all of the MISO region sites. Geographical
diversity has a large effect in reducing deficit energy for a given storage capacity
requirements at low storage capacities. Even with no storage the deficit energy is
reduced by almost 30% when sources from a larger geographical region are
included. Other studies have also found a significant leveling effect with geo-
graphical diversity [2, 6]. However, as storage capacity increases, the effect of
geographical diversity becomes less important. The spilled wind energy for all of
these cases is very close to the deficit energy at low storage capacities, as expected
since the total wind energy production is set equal to the total load energy for the
year.

2.2 Addition of Solar Energy

Including solar energy in the generation portfolio improves the situation consid-
erably, as shown in Fig. 2. The wind fraction that minimized the storage capacity
for zero deficit energy was in the range 50–60% varying slightly with year. In
Fig. 2 we use a 60% wind and 40% solar mix. The amount of storage needed for
zero deficit energy drops from 35 to 0 days for the wind-only case down to about
12–22 days by adding solar, roughly a factor of two decrease. Others have noted
the leveling effect that a mix of solar and wind provides in load matching compared
to wind or solar alone [2, 6].

However, the requirement that the energy deficit drops to zero is probably too
restrictive for assessing storage requirements, and allowing for a small percentage
of deficit energy is more realistic. For example, in a completely renewable scenario,

Fig. 1 Wind-only deficit energy as a function of storage capacity
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a small energy deficit could be supplied by hydroelectric or possibly even biofuels.
Even a small amount of electricity generated by natural gas might be tolerable.
Allowing for some deficit energy also helps to mitigate the yearly variations in
storage requirements. The main requirement for deficit power sources is that they
are fully dispatchable, that is, are capable of providing peaking power. From Fig. 2
we find that if for example a 5% energy deficit is allowed, the storage requirement
averaged over the four years simulated drops from 20.1 days for the wind-only case
to 4.2 days when solar is added, nearly a factor of 5. The 4.2 days of storage
capacity represents a little over 1% of the total load energy for the year.

2.3 Effect of Over-Generation

The results presented above apply to a scenario where the total wind+solar energy is
matched to the total load energy for the year (i.e., fW + fS = 1.0). It is important to
keep in mind that even 4 days of storage represents an enormous capacity. For
example, in 2010 the net energy load for the MISO region was 585,274,000 MWh
[7]. Storage capacity equivalent to 4.2 days would be about 6,700,000 MWh. If
Li-ion storage batteries were used for the energy storage, at current estimates of
approximately $400/kWh [8] the capital cost for storage alone would be about $2.3
trillion (1012) US dollars. Over-generation of wind and solar can be used to reduce
the total storage capacity required. The main question then becomes one of eco-
nomics, i.e., whether it is less expensive to add more generation capacity or storage
capacity.

Figure 3 shows the storage capacity needed for a 0 and a 5% energy deficit as a
function of the over-generation. Above 10% over-generation a 5% energy deficit

Fig. 2 Combined wind and solar generation energy deficit as a function of storage days. Upper
curves wind only; lower curves wind plus solar. Inset detail at low storage
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reduces the storage required by about an order of magnitude, to below 1 days worth
of storage, or <0.3% of the total load energy for the year.

An accurate economic model of trade-off between over-generation and storage is
a complicated and depends on unknown future costs of the relevant technologies.
However, a rough estimate of this trade-off can be made using the following very
simplified model. We assume that the costs are dominated by initial capital costs.
The capital cost of wind and solar is approximately

CCgen ¼ fsEL 1þOGð ÞCS

CFS � 8670
þ fwEL 1þOGð ÞCW

CFW � 8670
ð1Þ

where CCgen is the total generation capital cost, fs = 0.4 and fw = 0.6 are the
fractions of wind and solar generation, respectively, EL is the total load energy in
kWh, OG is the over-generation fraction, CS and CW are the capital costs per kW for
solar and wind, respectively, CFS and CFW are the respective capacity factors for
solar and wind, and 8670 is the number of hours in a year. The capital cost of the
energy storage is assumed to be

CCs ¼ DS

365
ELCB ð2Þ

where CCS is the total capital cost for storage, CB is the capital costs per kWh for
storage, and DS is the number of days of storage required for a 5% deficit energy
(Fig. 4). In Fig. 4 we show the results of this model for several values of CB (see
below) as a function of OG, using CS = 2 $/W, CW = 1.33 $/W and assuming
capacity factors of CFS = 0.20 and CFW = 0.35. The total cost has been normalized
to the cost corresponding to 0% over-generation.

According to this model, over-generation of wind and solar results in lower total
capital costs for any capital cost of storage that exceeds $5/kWh. It is very unre-
alistic to assume that energy storage costs could reach such low prices based on any
current technology. Current lithium-ion battery costs (at present the least expensive
option) are about $400/kWh, but a more applicable number is probably the industry
goal of $120/kWh thought to be achievable within the next decade or so [8].

0.1

1

10

0 10 20 30 40 50

st
or

ag
e 

ca
pa

ci
ty

 (d
ay

s)

over-genera on (%)

deficit energy = 0

deficit energy = 5%

Fig. 3 Storage capacity
required for 0 and 5% deficit
energy as a function of
over-generation for fW = 0.6
and fS = 0.4

416 J.R. Doyle and H. Johlas



At this cost it appears that the lowest total capital costs occurs for about 15–20%
over-generation, corresponding to a storage capacity of less than 1 day, and a ratio
of storage to generation capital costs of 0.1 to 0.2.

3 Conclusions

The role of source diversity, geographical diversity, and over-generation on
reducing energy storage requirements is explored using a simple energy balance
model for realistic load and generation profiles for the Midcontinent Independent
System Operator (MISO) region of the USA. These strategies result in a dramatic
reduction in required storage capacity. Furthermore, allowing for a modest deficit
energy, to be made up by other dispatchable sources, reduces the storage even more
dramatically. A simple cost model indicates that the economics of trading
over-generation for storage capacity could be very favorable. Despite the simplicity
of our model, these strategies should be considered for reducing the storage
capacity should be considered in any renewable energy scenario.
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Development and Implementation
of Renewable Energy Potential Geospatial
Database Mapping in India for Cloud SDI
Using Open Source GIS

Rabindra K. Barik, K. Muruga Perumal, P. Ajay-D-Vimal Raj
and S. Rajasekar

Abstract India is owing to the substantial gaps amongst the established energy
demand and mounted power capacity, with the conclusion that the per capita energy
consumption in India is one of the lowermost in the world. The opportunity for
development in India’s energy system is huge. Renewable energy presently makes
up a slight share (0.36%) of total main commercial energy supply, whereas 96.9%
of such supplies come from fossil energies and 2.76% from hydro and atomic
resources in India. The present research paper primarily proposed the renewable
energy potential scenario in each and every state of India by taking different aspects
with the clarification to the developed energy demand in future of India. Secondly,
it has also developed the renewable energy potential geospatial database in India
with the help of open-source GIS software further implementation in cloud SDI
(Spatial Data Infrastructure) Model for better visualization and mapping of potential
sites. Present paper has used Quantum GIS 2.14.3 open-source GIS software for the
geospatial database creation. The developed geospatial database has been suc-
cessfully viewed and implemented with Quantum GIS 2.14.3 as thick client envi-
ronment for sharing of various factors, i.e. wind, small hydropower, biomass power
and solar which are associated with the renewable energy potential scenario in
India.

Keywords Renewable energy � GIS � Open-source � Geospatial database
R.K. Barik (&)
School of Computer Application, KIIT University, Bhubaneswar, India
e-mail: rabindra.mnnit@gmail.com

K. Muruga Perumal � P. Ajay-D-Vimal Raj
Department of Electrical & Electronic Engineering,
Pondicherry Engineering College, Pondicherry University, Puducherry, India
e-mail: murugaee@gmail.com

P. Ajay-D-Vimal Raj
e-mail: ajayvimal@pec.edu

S. Rajasekar
Researcher of NEC Laboratories, NEC Asia Pacific Pte. Ltd., Singapore, Singapore
e-mail: rajasekarsmvec@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S. SenGupta et al. (eds.), Advances in Smart Grid and Renewable Energy,
Lecture Notes in Electrical Engineering 435, https://doi.org/10.1007/978-981-10-4286-7_41

419



1 Introduction

A large amount of electrical energy consumption in a country indicates increased
activities in this power sector providing high relaxation in modern industrial and
residential power applications. On the another side, the conventional method of
power generation leads to increasing environmental pollutions and carbon foot-
prints in our nation; at present, the main objective of any significant country is to
increase power generation to meet pollution-free developed energy demand.

India is known as the fourth biggest electricity-using country after the orders of
China, USA and Russia, respectively [1, 2]. And also it is noted as one of the
fast-growing economics to meet the following major encounters of (a) fulfilling
global warming mitigation through international protocols, (b) demanding the
eradication of the un-electrified villages and (c) secured energy supply which is
independent of fuel imports instability [3, 4].

As per statement of International Energy Agency (IEAI), India will be the
second top country to rise in the global electrical energy demand by 2035 [1]. The
major electricity production in India was obtained from fossil fuels such as coal
(201,360 MW), natural gas (24,509 MW), nuclear power (5780 MW) and small
quantities of crude oil (994 MW). India has the installed power of 288 GW as on
29 February 2016. Out of installed power, the 13% was only from various
renewable energy resources such as solar, wind, mini hydro and biomasses.
Figure 1 shows the installed electricity in India as on 29 February 2016.

2 Development of Renewable Power Group in India

The welfares of organizing renewable resources are providing uncontaminated
energy, whereas dropping trust on fossil energies, thereby dipping CO2 produc-
tions. Using renewable energy to complement the energy desires and to shrink
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Fig. 1 Installed electricity in India as of 29 February 2016
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eco-friendly impact is an important goal of several nations round the ecosphere.
Technical developments compact cost, and administrative inducements have
complete some renewable resource such as solar and wind, additional economical in
the market. Figure 2 shows the classification of renewable resource-based electrical
power (counting off grid and on grid). Agreeing to the Ministry of Renewable
Energy department, grid-connected renewable resources consist of solar, wind,
minor hydro, industrial waste and bagasse cogeneration biomass power, etc.
Amongst these, the major portion is 17 GW from wind mill, next 3.39 GW from
mini hydro plant, 0.94 GW from sun energy and 3.22 GW from grid-connected
bagasse and biomass [1–3, 5, 6]. The main objective of the present research work in
renewable energy scenario of India is recommending suitable best configuration of
hybrid renewable models for each renewable resource-rich regions of India and
giving the solution to developed energy demand in future of our country [7, 8].

It has been observed that the sharing of suitable best configuration of hybrid
renewable models’ information for the analyst or decision-makers can be possible
with the help of spatial technology with cloud computing environment for
achievement of the main aim of development of Spatial Data Infrastructure
(SDI) model.

3 Need of SDI Model for Renewable Energy Scenario
in India

With the combination of mobile, Web and spatial technologies, it has been a greater
potential for numerous functionality in terms of geospatial data allotment over
Internet. It can offer a real-time and dynamic way to denote information through

70%

13%

13%
4%

Wind Power(17353W) Small Hydro Power(3396MW)

Biomass power/Biogas Cogenera on(3225MW) Solar Power(941MW)

Fig. 2 Installed renewable electricity in India as of 29 February 2016
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maps. So there is an urgent need to launch a well-organized SDI Model which is a
geoportal where each and every participant can use, exchange and access spatial
data for economic, social and ecological application [9]. Geospatial Web service is
one of the key technologies required for development and application of SDI [10].
Design and implementation of SDI is used in cloud computing technology which is
used for sharing the information about the renewable energy potential in India [11].
It enables the end user or data analyst to quickly look into the problem and get the
information according to their need. Thus, the next section describes the details of
related works which have been done with the Cloud SDI Model.

4 Cloud SDI Model

Cloud SDI Model delivers a platform in which organizations interrelate with
technologies, tools and expertise to nurture deeds for producing, handling and using
geographical statistics and data. SDI also defines the cumulative of technology,
standards, strategies, policies and manpower required to attain, allot, sustain, pro-
cess, use and reserve spatial data. The basic constituents of SDI have been observed
as data, networking, public, policy and standards [12]. Further, SDI Model can be
implemented through service-oriented architecture (SOA) or cloud computing
technologies for better and efficient use. The SOA tries to construct dynamic,
distributed and flexible facility system over the Web in order to see data and
required services for development of SDI. Components in the service-oriented
architecture-based spatial data infrastructure are geospatial Web services, i.e.
structured collections of activities which are stateless, self-confined and indepen-
dent upon the state of other services [13–15].

Likewise, Cloud SDI Model deploys a unique-instance, multitenant design and
permits more than one client to contribute assets without disrupting each other. This
integrated hosted service method helps installing patches and application
advancements for user’s transparency. Geospatial cloud is another characteristic
embrace of Web services and SOA, a wholly established architectural methodology
in the engineering [16]. Many cloud platforms uncover the applications statistics
and functionalities via Web service. This permits a client to query/update different
types of cloud services and applications data programmatically, along with the
provision of a standard mechanism to assimilate different cloud applications in the
software cloud with enterprise SOA infrastructure [17–19, 22]. Figure 3 illustrates
the system architecture for Cloud SDI Model [20].

It has been shown from the system architecture of Cloud SDI Model where
geospatial databases are a vital module in data layer in Cloud SDI Model. Thus,
next section has been emphasized on the geospatial database creation.
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5 Geospatial Database Creation for Renewable Energy
Potential

The creation of geospatial databases for renewable energy potential in India is
significant and tedious assignment where efficacy in geospatial related project
depends upon. Integrated geospatial database creations include stages such as inputs
of data on spatial and non-spatial attributes, and its authentication by connecting
with same set of data. Geospatial database delivers a platform in which organiza-
tions interrelate with technologies to nurture actions for handling, spending and
generating geographical data [20]. The development of geospatial database supports

Fig. 3 System architecture for cloud SDI Model
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in various administrative and political levels through these decision-making func-
tions. Quantum GIS 2.14.3 has been selected for creation of geospatial database.

6 Objective of the Present Research Work

The aim of the present research work is to use Quantum GIS 2.14.3 which has been
utilized for geospatial database creation and also broadly used for development of
geospatial database for renewable energy potential in India. It has also proposed a
robust software engineering methodology approach for the development of
geospatial database with the help of Quantum GIS 2.14.3. Thus, the next section
describes about the methodology adopted for the geospatial database creation for
renewable energy potential in India.

7 Methodology Adopted for Geospatial Database Creation
for Renewable Energy Potential in India

For creation of geospatial database, the prime emphasis has been on the real-world
approach to discover and spread the thought of geospatial database creation for
renewable energy potential in India. The established geospatial database has to
provide a proficient means of allocation of geospatial and non-spatial data in
Cloud SDI Model. The prototype is based on object-oriented software engineering
(OOSE) proposed by Jacobson’s method to combine the time-critical nature and
strong user focus [21, 22]. Figure 4 represents the fully win–win procedure model
for creation of geospatial database creation.

The procedure model of geospatial database creation is recurring or frequent in
nature, and each operation improves the study and strategy steps through assess-
ment and testing of a completed component. In complete component, Quantum GIS
2.14.3 open-source GIS software has set up geospatial database for renewable
energy potential in India with the help of political map of India. Quantum GIS
2.14.3 is also used for integrated geospatial database creation. The geospatial

Prerequisite Plan for
geospatial database 
creation 

Study
Developing
Strategy 

Operation and 
Testing Complete 

Component

Geospatial 
Database Observation

Fig. 4 Spiral model for geospatial database creation renewable energy potential in India
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database for renewable energy potential in India has been nominated to illustrate the
capabilities of developed framework. Geospatial database for renewable energy
potential in India has been prepared by Quantum GIS Ver. 2.13.4. Initially, the base
image of India has been downloaded from the Google Earth. The downloaded
image is georeferenced with the help of Georeferencer Tool in Quantum GIS Ver.
2.14.3. For georeferencing the base map of India, 10 numbers of GCPs have been
taken. The GCPs have been selected at the intersection of latitudinal and longitu-
dinal lines. For universal coordinate system, WGS-84 with EPSG: 4326 coordinate
reference system has been chosen. Now, the image is ready for georeferencing.
After georeferencing, the generated image is used to extract the thematic maps.
Figure 5 shows the snapshot of georeferencing of Indian map in Georeferencer
Tool from Quantum GIS Ver. 2.14.3.

In the present application case study, the entire renewable energy potential in
India has been taken. These have been categorized into the different layers with
schema definition. Figures 6 and 7 show the layer name with respect to schema
definition and instant of the database.

After schema definition, two thematic layers have been created. First layer has
been developed as renewable energy potential in India and second layer has been
created which indicates the whole India State Boundary. For these two layers,
WGS-84 with EPSG: 4326 coordinates reference system has been chosen. The
Indian state boundary has been created by on-screen digitization process in

Fig. 5 Georeferencing: map of India
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Quantum GIS 2.14.3 in ESRI shape file format. From the Spatial Converter Tool,
two thematic layers, i.e. renewable energy potential in India and India State
Boundary, have been generated.

It has been observed that overlaying analysis of various vector data and raster
data of particular area has been performed. Initially, the developed geospatial
databases have been opened with Quantum GIS 2.14.3 and performed some join
operations. The desired overlay operation has been done with stand-alone appli-
cation and is known as thick client operation. Finally, these layers have been
overviewed with India State Boundary. Figure 8 shows the snapshot of two layers
in Quantum GIS 2.14.3.

Sl. 
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s/
UTs

Wind
Power
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Power

Biomass
Power 

Bagasse
Co-Gen.

Waste 
to
Energy

 Solar Total Chance 
to 
Hybrid 
system

India State Boundary

UID State Name State Capital Name

Renewable energy potential in India

Fig. 6 Schema definitions for renewable energy potential in India

Fig. 7 Instance of the database for renewable energy potential in India
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8 Concluding Remarks

The present research endeavours to link the information between the real merits and
demerits of open-source GIS software via comprehensive exploration and evalua-
tion of particular aspects correlated with functionality and complete execution. It is
recognized as competent for delivering vigorous proficiencies to form the geospatial
database creation for renewable energy potential in India. In regard to the creation
of geospatial database, Quantum GIS 2.13.4 software invented as appropriate.
However, the core emphasis of the current research is to cultivate the renewable
energy potential geospatial database particularly at national level and further it will
implement for Cloud SDI Model. Therefore, the database which has been estab-
lished is analytical and does not include complete structures. This geospatial
database may be made more ample in forthcoming studies. Currently, it has been
planned to extend for other national level, and the equivalent may be deployed on
the cloud environment in imminent studies.
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A Robust Controller Design
for Standalone Microgrid System
Feeding Composite Loads

Md. Asif Hasan, Raj Kumar Mishra and Md. Ashique Hassan

Abstract Microgrid is one of the popular architectures to accommodate
renewable-based distributed energy resources (DER’s). A microgrid may be
operating in grid-tied mode or it may be in standalone mode feeding local loads of
different natures. In this paper, design of a robust controller is presented for a
standalone microgrid system which is feeding a composite load consisting of a
linear load and a constant power-type load. Performance of standalone microgrid
system with and without controller has been compared. Results are indicative that
microgrid has stable operation with controller while feeding composite loads.

Keywords Microgrid � Composite loads � Controller � Stability � Standalone

1 Introduction

Microgrid has emerged as a potential solution to the problem of accommodation of
various renewable energy sources into convention grid structure [1]. Unlike con-
ventional synchronous generators, renewable energy sources like solar, wind, tidal
are of intermittent nature. Availability of energy from these sources is very much of
variable in nature, and the exact magnitude of availability at any specific time is
very much unpredictable [2]. Due to intermittent nature, the load management
becomes a difficult task in case of energy generation from renewable energy
sources. A varying gap between active power generation and load causes unstable
operation which results in frequency and voltage variation [3]. To maintain the
frequency of supply and voltage magnitude, such renewable energy sources are
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connected to conventional grid. This is called grid-tied mode of operation of
microgrid [4]. In grid-tied mode, infinite bus bar or main grid maintains the fre-
quency and terminal voltage stable [5]. The point of connection at which microgrid
and main grid are attached is called point of common coupling (PCC) [6].

When any transient fault takes place anywhere in the conventional grid network,
the current drawn at the PCC from distributed sources consisting microgrid may
shoot very high. This high current may be dangerous for the various small-sized
energy sources in microgrid. For the safeguard of renewable energy sources, the
microgrid separates itself from the main grid. This is called islanding or standalone
mode of microgrid operation [7]. In standalone operation mode, a microgrid system
is supposed to supply the local loads at the PCC uninterruptible. The responsibility
to maintain the load terminal voltage and frequency of the supply constant now lies
with the microgrid alone. So a controller is necessary for stable operation of
standalone microgrid.

This paper presents the mathematical modeling of a standalone microgrid
feeding a combination of different types of loads. The composite load includes
linear R–L load and a constant power-type load. Based on the mathematical
modeling, a state-space model and transfer function of standalone microgrid have
been prepared. Stability analysis has been performed over uncontrolled microgrid.
Based on the stability analysis, a controller has been designed for stable operation
of microgrid system even when operating in standalone mode.

2 Mathematical Modeling of Microgrid

Figure 1 presents the microgrid architecture in standalone mode. Under occurrence
of transient fault, the circuit breaker CB operates and isolates the microgrid
structure from main grid. A renewable energy source that is producing dc voltage
output Vdc, feeds a current Idc to a DC/AC converter. DC/AC converter is connected
to PCC through distribution line consisting resistance Rs1 and line inductance LL1.
Voltage at the point of common coupling is maintained at Vm1 with the help of main
grid supply. However, under transient fault condition, CB operates and dissociates
the microgrid from main grid. Under isolated mode of operation, microgrid alone
feeds a composite load connected at PCC. The composite load consists of a linear
load (RL1 and LL1) and a constant power-type load (P1, Q1).

The dynamic equation of the microgrid system under standalone mode of
operation in abc frame of reference consists of equations representing transmission
line, inverter and the composite loads. The equations that present the transmission
line dynamics are given below (1–3),

Vs1a ¼ Vm1a þ Ls1pIs1a þRs1Is1a ð1Þ
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Vs1b ¼ Vm1b þ Ls1pIs1b þRs1Is1b ð2Þ

Vs1c ¼ Vm1c þ Ls1pIs1c þRs1Is1c ð3Þ

The three-phase inverter equation is given as (4–6),

Vs1a ¼ Vdc

2
2Sap � 1
� � ð4Þ

Vs1b ¼ Vdc

2
2Sbp � 1
� � ð5Þ

Vs1a ¼ Vdc

2
2Scp � 1
� � ð6Þ

Where Sabcp is the switching function of inverter switches. Switching functions
are generated using the modulation index value for a certain desired output from
DC/AC converter. Linear loads that are represented by a simple R–L load are
represented through following Eqs. (7–9),

Vm1a ¼ RL1IL1a þ LL1pIL1a ð7Þ

Vm1b ¼ RL1IL1b þ LL1pIL1b ð8Þ

Vm1c ¼ RL1IL1c þ LL1pIL1c ð9Þ

where IL1abc is the three-phase current flowing into R–L load branch. A capacitor
has been connected in parallel to the loads at PCC so as to absorb the voltage
fluctuations. The dynamic equation for capacitor at PCC is given as (10–12),

Fig. 1 Equivalent circuit of microgrid
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CdpVm1a ¼ Is1a � IL1a � I1a ð10Þ

CdpVm1b ¼ Is1b � IL1b � I1b ð11Þ

CdpVm1a ¼ Is1c � IL1c � I1c ð12Þ

where Is1a is the net current coming from PCC toward the load and IL1abc and I1abc
are the currents entering into linear load and constant power-type load, respectively.

Since the abc frame equations are time dependent, and hence involve complexity
in solving set of equations presenting the dynamics of microgrid system, so the set
of dynamic equations are transformed into d–q frame. Using the following trans-
formation matrix in (13), abc frame equations have been converted into d–q frame
of reference.

ks ¼
cos h cos h� 2p

3

� �
cos hþ 2p

3

� �
sin h sin h� 2p

3

� �
sin hþ 2p

3

� �
1=2 1=2 1=2

2
4

3
5 ð13Þ

After d–q transformation over the dynamic equation set of microgrid with
xst ¼ h, we obtain following equations for linear loads (14–15),

pIL1q ¼ 1
LL1

Vqmi � RL1IL1q � LL1xs1IL1d
� � ð14Þ

pIL1d ¼ 1
LL1

Vdmi � RL1IL1d � LL1xs1IL1q
� � ð15Þ

Dynamic equation of capacitor in d–q frame is given as (16–17),

pVqm1 ¼ 1
Cd

Is1q � IL1q � I1q � CdxsVdm1
� � ð16Þ

pVdm1 ¼ 1
Cd

Is1d � IL1d � I1d � CdxsVqm1
� � ð17Þ

Current of the constant power-type load is given as follows (18–19),

I1d ¼ 2
3
P1Vqm1 � Q1Vdm1

V2
qm1 þV2

dm1
ð18Þ

I1q ¼ 2
3
P1Vdm1 � Q1Vqm1

V2
qm1 þV2

dm1
ð19Þ
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Dynamic equation of the transmission line presents the behavior of load and
generation both, as it connects the two segments of the system. To include the effect
of DC/AC converter, which give a desired output corresponding to a control
parameter modulation index (M), dynamic equation is prepared as follows (20–21),

pIs1q ¼ 1
Ls1

Mq
Vdc

2
� Rs1Is1q � Ls1xsIs1d

� �
ð20Þ

pIs1d ¼ 1
Ls1

Md
Vdc

2
� Vmd1 � Rs1Is1d þ Ls1xsIs1q

� �
ð21Þ

Since the constant power-type loads will carry a constant current so far the load
voltage is maintained constant, so prior to the transient fault, the constant
power-type load current is assumed to be constant. With transmission line current,
load current and load terminal voltage as state variables, state-space model equa-
tions for islanded microgrid are represented as (22–24),

_X tð Þ ¼ AX tð Þþ bu tð Þ ð22Þ

y tð Þ ¼ cX tð Þ ð23Þ

u tð Þ ¼ Vdc ð24Þ

where

A ¼

�Rs1
Ls1

xs 0 �1
Ls1

�xs
�Rs1
Ls1

0 0

0

1
Cd

0

0

�RL1
LL1

�1
Cd

1
LL1

0

2
6666664

3
7777775

bT ¼ Md
2Ls1

Mq

2Ls1
0 0

h i

c ¼ ½0 0 0 1�

XT ¼ ½ Is1d Is1q IL1d Vm1d �

Now, considering isolated microgrid as a Single Input Single Output (SISO)
system, transfer function of the overall system with Vs1d as input and Vm1d as output
can be written as (25),

g sð Þ ¼ c sI � Að Þ�1b ð25Þ

A Robust Controller Design for Standalone Microgrid System … 433



3 Simulation and Results

A microgrid system consisting of a DC source, a DC/AC converter, a transmission
line and a composite load as presented in Fig. 1. has been considered for simula-
tion. The data related to the microgrid system components are given in Table 1.
Based on the transfer function equation developed for isolated microgrid, the
complete transfer function based on data taken in Table 1 for specific microgrid
model considered in this paper is given below (26),

g sð Þ ¼ 6:328e7s2 þ 1:8e6sþ 2:4e14
s4 þ 151:3s3 þ 9:1e7s2 þ 2:7e8sþ 1:1e13

ð26Þ

As presented in Figs. 2 and 3, the phase margin of the system is −0.0641° and
gain margin is −4.13 dB which indicates that system is unstable. To drag the
system into a stable region, a PI controller has been designed using Empirical
Ziegler–Nichols tuning formula. The method yields a value of Kp = 494 and
Ki = 9.6. The step response for closed-loop microgrid system along with PI con-
troller is given in Fig. 4.

Table 1 Data of the
open-loop microgrid system

Parameter Value

Transmission line resistance Rs1 3.2 mΩ

Transmission line inductance Ls1 550 µH

Load resistance RL1 85 Ω

Load inductance LL1 125 mH

Load capacitance Cd 80 µF

Reference source voltage Vdc 1200 V

D axis modulation index Md 0.75

Q axis modulation index Mq 0.27

Rated frequency ws 377 rad/s

Fig. 2 Bode plot of uncontrolled isolated microgrid system
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As the step response clearly indicates, the system has become a stable system.
For disturbances occurring in dc source connected at input end, the load terminal
voltage is now made constant and hence it can absorb the disturbances occurring in
renewable-based energy source.

4 Conclusion

This paper investigates the stability of a standalone microgrid system feeding a
composite load connected through DC–AC converter. Considering load terminal
voltage as desired output, system is found to be unstable when operating under
disturbances from source side. Occurrence of such disturbances is a common
phenomenon is case of renewable energy sources. A PI controller designed for the
microgrid system shows the ability to absorb the disturbances occurring at the
source end and maintains the terminal voltage constant.

Fig. 3 Step response of the uncontrolled microgrid system

Fig. 4 Step response of closed-loop system
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Maximum Power Point Tracking
of Direct-Drive PMSG
with High-Efficiency Boost Converter

J. Barsana Banu, M. Balasingh Moses and S. Ganapathy

Abstract This chapter describes the variable speed stand-alone wind power supply
system that incorporates permanent magnet synchronous generator, three-phase
diode rectifier, and improved dc–dc boost converter with resistive load. Improved
dc–dc boost converter controls to concentrate the most extreme power from the
accessible wind. In the wind generation system, the power converter efficiency is
one of the important considerations realizing the system performance. In those
systems, dc-dc step-up converter is broadly utilized for high-conversion system.
Considering the converter’s expense and efficiency, this chapter mostly concen-
trates on the outline of an enhanced topology of the boost converter received for
high-power stand-alone wind power system. It describes the perturbation and
observation maximum power point tracking algorithm. The MPPT algorithm in
addition to the dc–dc step-up converter is simulated by MATLAB/Simulink soft-
ware. The outcomes demonstrate that the dc–dc converter topology can understand
the most extreme power point tracking control of the wind turbine.

Keywords DC–DC boost converter � Efficiency � MPPT � Perturb and observe
algorithm � WECS

1 Introduction

These days, renewable energy sources are turning into a vital choice to take care of
the developing demand of energy such as contamination-free environment and all
the while prevent the production of green gas from conventional fossil fuels.
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Depending upon the requirements, stand-alone or grid-connected operation is
possible also the added advantage of renewable energy sources. Among different
sorts of renewable energy sources, wind energy conversion systems have rapidly
evolved around the world [1, 2]. Wind turbine, power electronics converter, and
controllers are the key factors that are incorporated within the WECS. The wind
turbine has the ability to extract power from the wind, which depends upon
available wind power. There are two distinct categories based on the rotation axis of
wind turbine: horizontal axis wind turbines (HAWTs) and vertical axis wind tur-
bines (VAWTs).

In horizontal axis, the revolution of wind turbine is parallel to the ground, and in
vertical axis, the revolution of wind turbines (VAWTs) is opposite to the wind, that
is, vertical, and thus dissimilar to the horizontal wind turbines. They can catch
winds from any heading beyond the requirement of rotor relocation as the wind
bearing alters (Without a special yaw control).

Vertical axis wind turbines were, likewise, utilized as a part of a few applications
as they have the favorable position that they don’t rely on upon the heading into the
wind. It is conceivable to concentrate on control generally less demanding. In any
case, there are a few disservices, for example, no self-starting and minimum power
coefficient than HAWT. Contrasted with VAWT, HAWT provides maximum
efficiency, which is generally connected in the wind energy industry. The HAWT
further splits into constant- and variable-speed wind turbines. The fixed-speed wind
turbines achieve high efficiency at rated wind speed and possess the benefits that
they are uncomplicated and long-lasting, and need lesser development and support
cost. In any case, their operation speed is fixed and cannot be controlled by the
variation in the wind speed, which outcomes minimum transformation efficiency
contrasted with the variable-speed wind turbines.

These days, the vast majority of the wind turbines connected in industry are
variable-speed wind turbines to build its energy capture at different wind speeds.
Among various types of variable speed WECSs, three sorts are most generally
connected to industries: DFIG (double-fed induction generator), SCIG
(squirrel-cage induction generator), and WRSG (wound rotor synchronous gener-
ator) with geared or gearless or PMSG (permanent magnet synchronous generator)
WECSs with full-capacity power converters.

The performances of different topologies of generator–converter combinations of
WECS with distinct control algorithms are compared in [3]. With the approach of
high-power thickness permanent magnets, the generator is manufactured with a
most extreme power thickness contrasted with wound rotor sort bringing about the
disposal of extra dc supply for outside excitation, brushes and slip rings gathering.
Contrasted with induction generator (IG), PMSG does not require capacitors for
excitation and voltage builds up. For small-scale installations, the use of PMSG is
more useful on account of its minimized size and high-power density, not a
requirement for gearbox.

WECS based on the permanent magnet synchronous generator was investigated
in recent researches [4, 5]. Another major benefit of WECS has made an effective
move from small stand-alone areas to satisfy consumer demand to high
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grid-connected networks. Depending upon the requirement, the grid provides real
power to the loads or absorbs the abundance power from the site when accessible.
However, significant literature is available on stand-alone power generation with
PMSG [6, 7]. The stand-alone system should, consequently, have few methods of
reserving energy. It can be utilized afterward to contribute the demand for the
period of low or nil output power. Several control strategies and algorithm for
stand-alone WECS are developed for variable wind speed, and the load is described
in [8, 9]. Most of WECS are projected for grid-connected systems [10]. In [11], an
effortless control method is presented for finest extraction of power from grid-tied
PMSG-VS wind energy conversion. It utilizes sensor less maximum power point
tracking algorithm but with lagging power factor.

In [12], sliding mode (SM) evaluation of DTC is investigated to maximize the
extracted power at unity power factor. The execution of WECS has been shown
under fluctuating wind circumstances. At that point, the networks not only obtain
the most extreme power but also keep up the unity power factor output voltage at
fixed frequency. MPPT procedure is employed for obtaining the most extreme
power available in the wind. The principal MPPT strategies are as follows:
tip-speed ratio (TSR), optimum relation based (ORB) (power vs. speed and power
vs. torque), and perturb and observe (P&O) strategies.

Various MPPT techniques are described in [13]. The power electronic converter
integration plays a vital role in understanding the maximum power point tracking
(MPPT) process [14]. The methodology of a converter in view of a 3Ф rectifier with
the boost converter is more appropriate for small wind energy system requirements
in view of its minimum price and high consistency [15], and MPPT estimation with
modified perturb and observe algorithm is projected to fulfill an optimization of the
MPPT in the quickly changing wind speed.

This chapter focuses the stand-alone wind power supply system with improved
power electronic boost converter control to track the most extreme power from the
accessible wind in all directions as shown in Fig. 1. The detailed modeling of wind
turbine and permanent magnet synchronous generator is described in Sects. 2 and
3. Uncontrolled rectifier and proposed boost converter are explained in Sects. 4 and
5. MPPT algorithm and its implementation are described in Sect. 6. Simulation
analyses are carried out in Sect. 7. Finally, conclusions are drawn in Sect. 8.

2 Modeling of Wind Turbine

The power obtained from the wind has the accompanying expression:

Pw ¼ 1
2
qpR2V3

wCp ð1Þ
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R Turbine sweep (radius) (m)
q Thickness of the air (kg/m3)
Vw Velocity of the wind (m/s)
Cp Turbine power coefficient

The wind turbine torque can be expressed as follows:

Tw ¼ Pw

Xm
¼ 1

2
qpR2 Vw

Xm
Cp ð2Þ

Ωm Pivot velocity of the turbine (rad/s). The power coefficient can be commu-
nicated as follows:

Cp ¼ 0:5176
116
ki

� 0:4b� 5
� �

e
�21
k1 þ 0:0068k ð3Þ

1
ki

¼ 1
kþ 0:08b

� 0:055

b3 þ 1
ð4Þ

where b is the angle of the blades (rad) and k is the tip-speed ratio (TSR) which is
represented by:

k ¼ RXm

Vw
ð5Þ

It is observed that the TSR is optimum (KΩmopt) at maximum power coefficient
CPmax. Hence, the wind power extraction is higher. At this condition, optimum
power is attained by applying k in (1)

Fig. 1 Proposed system arrangement
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Pwmax ¼ KX3
mopt ð6Þ

Equation (6) should be utilized to understand the MPPT examination.

K ¼
1
2 qpR

5Cpmax

k3opt
ð7Þ

where K is the power gain at maximum power and Xmopt is an ideal turn speed
compared to a particular wind speed.

3 PMSG Modeling

The modeling of PMSG is represented by d–q reference frame by the following:

Vd ¼ Rsid þ Ld
did
dt

� weLqiq ð8Þ

Vq ¼ Rsiq þ Lq
diq
dt

� weLdid þweUm ð9Þ

where Vd and Vq are d and q components of stator voltages (V); id and iq are stator
current (A) of the d and q components; Rs is the resistance in the stator (ohms); Ld
and Lq are the d- and q-axis machine inductances (H); xe is the electric speed
(rad/s); and um is the flux (wb).

The electrical torque is obtained from the accompanied equation:

Te ¼ 3
2
p Umiq þðLd � LqÞidiq
� � ð10Þ

where p is the pole pairs. The dynamics of the machine rotor is given as follows:

Tm � Te ¼ Bwr þ J
dwr

dt
ð11Þ

where B is the rotor friction (kg m2/s), J is the rotor inertia (kg m2), xr is rotor
speed (rad/s), and Tm is the mechanical torque created by wind (Nm).

For simplification, assume (Ld = Lq = 0), the d reference current is zero (id* =
0), and hence, the product term (Ld − Lq) idiq is negligible.
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4 Diode Rectifier

The 3Ф full-wave bridge rectifier can be connected directly to the three-phase
source to convert the ac output voltage from the PMSG to the rectified dc. The
average dc output voltage across the rectifier is as follows:

Vdc ¼ 3
ffiffiffi
2

p
=p

� �
VL ð12Þ

where Vdc is dc or average output voltage across the rectifier, and VL is the ac line
voltage from PMSG.

5 DC–DC Boost Converter

The unregulated dc voltage from the diode rectifier is given as input to the
improved boost converter. The rectifier output voltage will fluctuate due to varia-
tions in wind speed. Improved step-up converter is needed to obtain the regulated
dc output voltage and also to understand the MPPT process. A single-control switch
S is desirable due to its low expense and robust control. The resistive burden RL

associated with step-up converter is expected to acquire the power from WECS.
The boost converter output voltage is obtained as follows:

V0

Vdc
¼ 1

1� K
¼ I0

Idc
ð13Þ

The MPPT computation utilizes the dc voltage and current acquired from the
rectifier to regulate the duty cycle K.

6 MPPT Algorithm

The MPPT computation processes the optimum speed for the most extreme power
point utilizing data on direction andmagnitude of output power variation owing to the
variation in grasp speed. The stream diagram for MPPT is shown in Fig. 2. It depicts
the step-by-step execution of proposed MPPT procedure. The controller operation is
clarified underneath. The active power P0(k) is calculated, and if the distinction
between its values at present and past examining moment, DP0(k) is within a prede-
fined minimum and maximum power limits Pmin and Pmax correspondingly; then, no
action is made; still, if the distinction is outside this extent, at that point, certain
important control move is made. The control activity made relies on the direction and
magnitude of power variation because of the adjustment to the grasp speed.
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(i) On the off chance that the power in the present testing moment is observed to
be higher, i.e., ΔP0(k) > 0 either because of an expansion in grasp speed or
grasp speed staying unaltered in the past examining moment, i.e. Δx*
(k − 1) � 0, after that the grasp speed is increased.

(ii) If the power in current testing moment is observed to be higher, i.e.,
ΔP0(k) > 0, because of diminution in the grasp speed over the past exam-
ining moment, i.e., Δx*(k − 1) < 0, after that the reference speed is reduced.

(iii) In addition, if the power diminishing in the current inspecting moment is
observed, i.e., either because of a steady or expanded grasp speed over the
past examining moment, i.e., Δx*(k − 1) � 0, at that moment grasp speed
is minimized.

Fig. 2 Flowchart for the proposed MPPT algorithm
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(iv) At long last, if the power in current testing moment is observed to be
diminished, i.e., ΔP0(k) < 0, because of an abatement in grasp velocity in the
past examining moment, i.e. Δx*(k − 1) < 0, the grasp speed is incremented.

The extent of variation, assuming any, in the reference velocity in a control
sequence is chosen by the result of extent of power error ΔP0(k) and C. The quality
C is chosen by the rate as the wind speed. All along the most extreme power point
tracking process handles the item said above reductions gradually lastly equivalents
to zero at the crest power point.

To have the incredible following ability at all wind ranges, the estimation of
C ought to fluctuate the variation at the adjustment in the wind velocity. If the wind
rate is not ascertained, rotor velocity is used to set its regard. After that, at lower
wind speed, power varies with speed deviation and the rate of C is higher; then, the
speed increases as C decreases. In the proposed chapter, a number of simulations
are carried out with distinct inputs to find out the above-mentioned values which
indicate the excellent outcomes.

7 Results and Discussions

Wind turbine with MPPT control of the improved boost converter is completed
utilizing MATLAB simulation software to assess the feasibility of the presented
configuration. Simulink model of wind-driven PMSG step-up converter is shown in
Fig. 3.

The sub-blocks of wind turbine and MPPT controller are shown in Fig. 3. The
perturb and observe MPPT controller initially measures the power from the wind
and compares the power in the present state and in the previous state. Based on the
ratio of difference in the power, the duty ratio of the boost converter switch can be

Fig. 3 Simulink model

444 J. Barsana Banu et al.



perturbed at each second, and the different characteristics of the wind turbine are
shown in Fig. 4.

The wind turbine operating for 15 and 17 m/s is considered and measures the
rectifier outputs and the improved boost converter outputs. Figures 5a and 6a depict
the dc waveforms of the uncontrolled bridge rectifier for 15 and 17 m/s wind
speeds. Figures 5b and 6b represent the converter waveforms, respectively, by
considering the wind speed at 15 and 17 m/s at the phase angle of 0°. The proposed
boost converter receives input from the uncontrolled bride rectifier then this boost
converter step up this uncontrolled dc outputs in order to be controlled dc voltage,
current and power, double the input given and achieves the high converter effi-
ciency up to 97%. If the wind speed increases from 15 to 17 m/s, the output voltage
and power also increased as shown in Figs. 5 and 6.

Fig. 4 Characteristics of the wind turbine

Fig. 5 O/P voltage, current, and power at 15-m/s wind speed. a Rectifier and b converter
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8 Conclusion

In this chapter, the wind-driven PMSG with high-efficiency dc–dc step-up converter
is described. The perturb and observe algorithm works efficiently for the proposed
boost converter circuit. The simulation results for two different wind speeds are
compared and show that the proposed boost converter achieves high efficiency with
maximum power point tracking. The topology and control strategy of the proposed
converter provide a valid solution for stand-alone wind turbine applications.
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PEM Fuel Cell System Identification
and Control

Pinagapani Arun Kumar, Mani Geetha, K.R. Chandran
and P. Sanjeevikumar

Abstract A model is an input–output mapping that suitably explains the behavior of
a system. Model helps to analyze the functionality of the system and to design suitable
controllers. System identification builds model from experimental data obtained by
exciting the process with an input and observing its response at regular interval
(Wibowo et al. in System identification of an interacting series process for real-time
model predictive control, American Control Conference, pp. 4384–4389, 2009). Fuel
cells (FC) systems are a potentially good clean energy conversion technology, and
they have wide range of power generation applications. Classification of fuel cells is
based on the fuel and the electrolyte type used. The proton exchange membrane fuel
cells (PEMFC) are portable devices with superior performance and longer life. They
act as a good source for ground vehicle applications. They also possess high power
density and fast start-up time. In this work, mathematical model of a real-time PEMFC
is obtained and its quality is assessed using various validation techniques. The model
is obtained using system identification tool in MATLAB, and validation procedures
like recursive least square algorithm, ARX and ARMAX were employed to assess the
model. Controllers such as PI and PID were employed in order to achieve the desired
load current by controlling the hydrogen flow rate. The values of the gain constant,
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integral time and derivative time were obtained using Cohen-Coon method. PI and
PID control schemes were implemented using SIMULINK inMATLAB environment,
and the system response was observed.

Keywords Proton exchange membrane fuel cell (PEMFC) � Recursive least
square algorithm � ARX � ARMAX � Cohen-Coon � PI � PID

1 Introduction

The utilization of fossil fuels has become the need of the hour due to increased
concentration of greenhouse gases such as CO, CO2, NO and SO. Renewable
energy sources have become alternative energy sources, as the available
non-renewable energy sources are becoming scarce and expensive. Also, the need
for cleaner energy sources is on the rise. So a trade-off between cleaner energy and
their efficiency has become mandatory. Among the various cleaner alternative
energy sources like wind power, hydropower, photovoltaic power, the fuel cells
have been critically acclaimed in the recent years due to their superior performance,
better efficiency than other clean energy sources, less or nil pollution to the envi-
ronment, longer life and excellent dynamic response. Due to its manifold advan-
tages, fuel cells have become the focus of research.

Various FC models are available, and the proton exchange membrane fuel cell
(PEMFC) is one of themodels. PEMFChas goodcharacteristics thatmake it suitable for
use in small- and large-scale distributed generation systems, residences and industries.

2 Proton Exchange Membrane Fuel Cell

Proton exchange membrane fuel cells (PEMFC) are electrochemical devices, and
traditionally they use hydrogen as the fuel. PEMFC requires pure hydrogen as the
input, and hence, these fuels can either be directly fed into the fuel cell, or sent to a
reformer to extract pure hydrogen, which is then directly fed to the fuel cell. Other
fuel options range from methanol, ethanol bio-derived materials.

A fuel cell shown in Fig. 1 [2] consists of a negatively charged electrode (an-
ode), a positively charged electrode (cathode) and an electrolyte membrane.

3 Modeling and Control of PEMFC System

System identification algorithm was implemented and validated for the benchmark
process shown in Fig. 2. An empirical model for the process is developed from the
experimental data using system identification toolbox in MATLAB.
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Fuel cell testers (FCT) is a complete station for electrochemical testing of
proton exchange membrane fuel cell (PEMFC). The FCT is made to study single
cells.

Fig. 1 A single PEMFC
configuration

Fig. 2 Fuel cell system

PEM Fuel Cell System Identification and Control 451



3.1 PEMFC System Specifications

The input flow data, cell voltage data and output cell current data are obtained from
the FC-lab® software. Two sets of data have been acquired from the FC-lab soft-
ware among which first set is used for modeling the PEMFC and the second set is
used for validation of PEMFC. It is considered as a single-input and single-output
(SISO) process with input as hydrogen flow rate and the output as current.

The inflow was maintained constantly at 500 ml/min. The cell current data and
flow data were collected till the steady state is achieved. In this case, constant cell
current at 12.5 A and the system specifications are given in Table 1.

3.2 Open-Loop Response of the System

One of the several ways to determine what values to use for the proportional,
integral and differential parameters in the controller is Cohen-Coon method.

By looking at the system’s open-loop response, the values for the controller
parameters are determined. The system’s response (G) is modeled to a first-order
response plus dead time. K is the system gain which is obtained by dividing the
output steady state divided by the input step change, s is the effective time constant
of the response, and td is the dead time

G sð Þ ¼ Ke�td s

1þ ss
1:1ð Þ G sð Þ ¼ 0:028865

935:14sþ 1
ð1Þ

Using the open-loop response shown in Fig. 3, it was found that

K ¼ 0:028865; s ¼ 935:14 and sd ¼ 100 s:

Table 1 Fuel cell system
specifications

Description Value

Cell size 25 cm2

Cell temperature 35 °C

Purge flow 100 ml/min

Flow of H2 500 ml/min

Flow of O2 300 ml/min

H2/O2 ratio 100:21

Humidifier temp. of H2 70 °C

Line temp. of H2 70 °C

Humidifier temp. of O2 60 °C

Line temp. of O2 60 °C
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The discrete transfer function is

G zð Þ ¼ 0:02167
z� 0:9847

ð2Þ

3.3 Model Validation

Case 1: Model Performance versus Actual System Performance

A second set of data (test data) was obtained by maintaining the inflow con-
stantly at 500 ml/min as that for the model. The cell current data and flow data were
collected till the steady state is achieved. In this case, constant cell current is
12.77 A.

The response of the actual system in comparison with that of the model for the
given data is shown in Fig. 4. It is inferred that both the responses almost have the
same magnitude. A fit of 77.19% is observed between the actual system and the
model.

Case 2: RLS Algorithm

RLS, an adaptive algorithm is implemented in MATLAB for estimating the
parameters of the system. The obtained discrete-time transfer function model for
first region is

Fig. 3 Open-loop response of PEMFC system
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y tð Þ ¼ 0:02167
z� 0:9847

u tð Þþ eðtÞ ð3Þ

It can be noted that from the above equation, a = –0.9894 and b = 0.000307.
It can be inferred from Fig. 5 that the process parameters estimated by RLS

algorithm are being converged to that of the process parameters a and b obtained
from the model, and hence, the model tends to be the best approximated model.

Case 3: ARX method

In the system identification tool box, select estimate > polynomial models to
open the polynomial models dialog box. From the structure list, select ARX: [na nb
nk]. Edit the orders field to try all combinations of poles, zeros and delays, where
each value is from 1 to 10: [1:10 1:10 1:10]. Click estimate to open the ARX model
structure selection window, which displays the model performance for each
combination of model parameters. The best fit model is na ¼ 5; nb ¼ 10; nk ¼ 1,
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but the lower-order models fit the same way; hence, the model is of order
na ¼ 5; nb ¼ 1; nk ¼ 1. Figure 6 shows the ARX model response.

Case 4: ARMAX method

In the system identification tool box, select estimate > polynomial models to
open the polynomial models dialog box from the structure list, and select ARMAX:
[na nb nc nk]. Set the orders na, nb, nc and nk to the following values: [5 1 1 1] in the
orders field. Click estimate to add the ARMAX model to the system identification
app. The ARX model output is taken as same as the values of ARX parameters
along with the disturbance parameter nk as 1. Figure 7 is a graph showing the
response of the model in comparison with the one obtained using ARMAX method.

The comparison of the first-order process model, actual system performance,
ARX and ARMAX model gives a better understanding about the validation pro-
cedures. It is shown in Fig. 8. The percentage of the output variations with respect
to the PEMFC output that is reproduced by the model is given by percentage fit.
A higher number means a better model. From Fig. 8, it is inferred that the validated
ARX model tracks the same output as that of the actual system versus model, i.e., fit
is almost the same.
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3.4 Controller Design and Implementation

The controller gains are found out by using the Cohen-Coon method.
For PI controller, Kp ¼ 294:4601, Ti ¼ 997:81 s:
For PID controller, Kp ¼ 440:621, Ti ¼ 235:586 s and Td ¼ 35:67:
The response of the system with PI and PID controller is shown in Fig. 9. It can

be inferred from Table 2 that the rise time is lesser in PID controller than in PI
controller. But PI controller settles faster than the PID controller since there is no
overshoot in the PI controller.

Fig. 8 Validated model
outputs

Fig. 9 System response with PI and PID controller

Table 2 Comparison of performance for PI and PID controller

Controller Rise time (s) Settling time (s) Overshoot (A) Peak(A)

PID 146.43 757.43 9.18 13.86

PI 245.63 462.55 0 12.69

456 P. Arun Kumar et al.



4 Conclusion

A model for a single PEM fuel cell is built from experimental data obtained by
exciting the process with an input and observing its response at regular interval,
using system identification technique. The model is validated by changing the
dynamics of the inflow to the system. Models are able to adapt to the change in
dynamics, and hence, the obtained model is found to be the best approximated
model. An adaptive algorithm, i.e., RLS algorithm, is used to estimate the
parameters of the process. From the response, it can be inferred that the process
parameters are tracked, and hence, the model is valid. ARX and ARMAX methods
are also employed, and from the response, it can be inferred that the model is valid.
PI and PID control strategies are implemented to obtain the desired cell current. It
was found that the PID controller had a rise time which was less than that of PI
controller; however, the settling time was found to be the same.
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Lightweight Microwave Absorber
from Industrial Waste Fly Ash
Cenosphere

Pritom J. Bora, K.J. Vinoy, Kishore, Praveen C. Ramamurthy
and Giridhar Madras

Abstract The present investigation demonstrates the microwave absorption prop-
erty of magnetic alloy nanoparticle-coated solid industrial waste fly ash cenosphere
(FAC). Here, cobalt iron (CoFe) alloy nanoparticles were chemically coated over
FAC, and a composite matrix was made from these particles using epoxy resin.
Surface morphology of both CoFe-FAC and epoxy/CoFe-FAC composites was
studied. The dielectric loss and reflection loss (RL) of this polymer composite were
studied by rectangular waveguide transmission line method. A 10 wt%
CoFe-FAC-loaded epoxy composite shows an excellent microwave absorption
property in the X-band (8.2–12.4 GHz). The most effective RL value −29 dB was
obtained for epoxy/CoFe-FAC composite, whereas a pristine epoxy/FAC composite
combination exhibits −12 dB RL under same condition. The thickness dependency
of RL was also studied, and it indicates that the standard −10 dB RL can be obtained
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for epoxy/CoFe-FAC composite at a minimum thickness of 2 mm. The enhance-
ment of dielectric loss, EM attenuation constant and loss factor with frequency was
found to be responsible for the obtained RL.

Keywords Fly ash cenosphere (FAC) � Polymer composite � Reflection
loss (RL) � Dielectric loss � Loss factor

1 Introduction

The microwave-absorbing materials, especially polymer-based composites, are one
of the most attractive materials in the recent times due to its many advantages such
as flexible, lightweight, corrosion protective and inexpensive [1–3]. Magnetic
conducting core–shell materials such as Ag@Ni, Ni–Cu and CoNi have been well
studied for microwave absorption. However, magneto-dielectric core–shell struc-
ture such as Fe/SiO2, Fe3O4–ZnO, Co–MnO2 and Fe–MnO2 also shows promising
microwave absorption property with an appreciable thickness [3–8]. The hollow
microsphere-based microwave absorber is lightweight and has high reflection loss
[6, 8, 9]. The fly ash cenosphere (FAC), a by-product and a waste material from
thermal power plants, is a typically hollow microsphere and is rich in alumina and
silica along with small constituents of other metal oxides (K, Fe, C) and exhibits
some unique properties such as chemical inertness, high thermal stability and low
density [9–13]. Moreover, the mechanical strength of a polymer matrix can be
increased by loading FAC, e.g. the FAC-loaded epoxy (epoxy/FAC composite)
shows excellent mechanical strength [14]. The magnetic nanoparticle-coated FAC
can be believed as a good microwave absorber due to magnetic loss and dielectric
loss over the FAC surfaces [6, 8, 9]. The objective of the present work is to
investigate the microwave-absorbing property of cobalt iron (CoFe) alloy
nanoparticle-coated FAC (CoFe-FAC)-loaded epoxy composite.

2 Experimental

The FAC was obtained from National Thermal Power Corporation (NTPC),
Karnataka (particle size 50–80 µm). The obtained FAC particles were cleaned by
conventional acidic and followed by alkali treatment. The CoFe alloy nanoparticles
were coated over FAC chemically according to the procedure described in the
literature [15]. In brief, a 10 wt% of the as-prepared CoFe-FAC was mixed with
epoxy (Atul Pvt. Ltd., Gujarat) by mechanical stirring and poured into a rectangular
silver sample holder (22.86 � 10.16 � 3 mm3) and kept for drying in open air
(24 h). In a similar way, the pristine epoxy/FAC composite was also prepared.
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The complex S-parameter (S11, S21, S12, S22) measurements were taken for the
as-prepared samples using the vector network analyser (VNA,Agilent NS201). A full
two-port calibration (thru-reflect-line or TRL) was performed in the X-band
(8.2–12.4 GHz) before the measurements. From the obtained S parameters, the
complex permittivity ðer ¼ e0 � ie00Þ and permeability ðlr ¼ l0 � il00Þ were calcu-
lated by using Nicolson–Ross–Weir (NRW) algorithm [16].

3 Results and Discussion

Surface morphology of the cleaned FAC and CoFe-FAC is shown in Fig. 1.
Figure 1a, b shows cleaned FAC as low and high resolution, respectively. As
shown in Fig. 1c, d, the uniform coating of CoFe over FAC was observed.
However, the non-uniform coating was also observed in some regions. The
CoFe-FAC was focused ion beam (FIB) cut to determine the coating thickness
(Fig. 1e). The CoFe coating thickness was found to be *250 nm over FAC,
whereas the porous shell thickness of FAC was observed to be *2.5–3 µm.
Figure 2 shows the cross-sectional surface morphology of epoxy/CoFe-FAC
composite. The measured real (e′) and imaginary (e″) parts of complex permittivity
of epoxy/FAC and epoxy/CoFe-FAC composite are shown in Fig. 3a, b, respec-
tively. In the presence of CoFe, both e′ and e″ values of FAC increase, and hence,
epoxy/CoFe-FAC composite was found higher than epoxy/FAC composite. In the
X-band, the e′ value of epoxy/FAC was found to be 2.2–2.4 which was increased to
3.8–3.6 for epoxy/CoFe-FAC composite. Figure 3c shows the variation of µ′ and µ″
of epoxy/CoFe-FAC composite. The electrical loss (tan de = e″/e′) and magnetic

Fig. 1 a, b Cleaned fly ash cenosphere (FAC), c, d CoFe-coated FAC (CoFe-FAC), e FIB cut of a
CoFe-FAC and f broken edge of CoFe-FAC
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loss (tan dm = µ″/µ′) are the two major factors of microwave absorption. The
variation of total dielectric loss (tan de + tan dm) of epoxy/FAC and
epoxy/CoFe-FAC composite is shown in Fig. 3d.

The maximum dielectric loss was obtained in 10.5–12 GHz; the dielectric loss
value of epoxy/CoFe-FAC composite (*0.3) was found to be two times higher
than epoxy/FAC composite (*0.15).

The microwave absorption property of a material is generally studied in terms of
reflection loss (RL). According to the transmission line theory, the RL of a com-
posite material is given by the following equation [5, 6],

RL dBð Þ ¼ 20 log
Zin � Z0
Zin þ Z0

����
���� ð1Þ

where Z0 is the intrinsic impedance of free space (Z0 = 377) and Zin is the input
impedance of the composite material, and it can be calculated by using the fol-
lowing equation:

Zin ¼ Z0

ffiffiffiffiffi
lr
er

r
tanh jð2pfd=cÞ½ � ffiffiffiffiffiffiffiffi

erlr
p ð2Þ

Fig. 2 a–d Cross-sectional surface morphology of epoxy/CoFe-FAC composite
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where f is the frequency and d is the thickness of the material. The obtained RL of
the epoxy/FAC and epoxy/CoFe-FAC composites for different thicknesses in the
X-band is shown in Fig. 4a, b, respectively. The two distinct nature of RL of
epoxy/FAC and epoxy/CoFe-FAC composite was observed. The latter one
(epoxy/CoFe-FAC) shows most promising and thus suggests that the CoFe-FAC is
more effective for microwave absorption. The most efficient RL value −29 dB
(*11.5 GHz) was obtained for 6 mm-thick epoxy/Co–FAC composite, whereas
pristine epoxy/FAC composite shows −12 dB RL (12.4 GHz). The standard RL
value required for most of the applications is −10 dB. The epoxy/CoFe-FAC
composite shows −10 dB RL at a minimum thickness of 2 mm. A comparison of
RL is shown in Table 1. This excellent behaviour of epoxy/CoFe-FAC composite
also can be understood in a better way in terms of EM attenuation loss (EM
attenuation constant) and loss factor. The real part of propagation constant is the
EM attenuation constant (a) and its equation is [2, 7]:

Fig. 3 Variation of a real (e′) and b imaginary parts (e″) of complex permittivity of epoxy/FAC
and epoxy/CoFe-FAC composite, c real (l′) and imaginary (µ′′) parts of complex permeability of
epoxy/CoFe-FAC composite and d dielectric loss (tan de + tan dm) of epoxy/FAC and
epoxy/CoFe-FAC composite in the X-band
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a ¼
ffiffiffi
2

p
pf
c

� ðl00e00 � l0e0Þ þ ðl00e00 � l0e0Þ2 þðl0e00 þ l00e0Þ2
n o1

2

� �1
2

ð3Þ

Figure 5a shows the variation of a value of epoxy/FAC and epoxy/CoFe-FAC
composites in the X-band. The a value of epoxy/FAC composite was found to be
9–30. In case of epoxy/CoFe-FAC composite, a increased exponentially from 20 to
105 in the frequency range of 8.2–11.5 GHz and then decreased to 20. Thus, maxi-
mum EM attenuation loss was found in the middle of 11–12 GHz. The loss factor
(LF) of the composite material can be calculated by using the following relations:

LFð%Þ ¼ 100� ð1� S11j j2� S21j j2Þ ð4Þ

The variation of LF of epoxy/FAC and epoxy/CoFe-FAC composites is shown
in Fig. 5b. The LF of epoxy/FAC composite was found to be 46–60%, whereas it is
increased to 53–70% for epoxy/CoFe-FAC composite. Thus, it suggests the
excellent microwave absorption property of epoxy/CoFe-FAC composite in the
X-band.

Fig. 4 The reflection loss (RL) of a epoxy/FAC and b epoxy/CoFe-FAC composite in various
thicknesses

Table 1 Optimum reflection loss (dB) of various reported materials with the present work

Material Frequency (GHz) RL (dB) Thickness (mm) Ref

Paraffin/Fe/C 15 *−10 1.4 [4]

Epoxy/Fe2O3 nanoflowers 10 −15 3 [17]

Epoxy/Fe-CMK3 9.5 −12 1.6 [18]

Paraffin/MnO2–Fe–graphene 12 −12 2 [3]

Epoxy/Fe micron fibre 7.5 −11 1.5 [2]

Paraffin/MnO2 nanorod 5 −8 2.5 [3]

Paraffin/MnO2–Fe nanorod 15 *−10 2.5 [3]

Epoxy/CoFe-FAC 11.5
11.3

−11
−29

2
6

This work
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4 Conclusion

The CoFe alloy-coated FAC was prepared by chemical heterogeneous thermal
reduction process. The epoxy/CoFe-FAC composite was prepared by simple
mechanical stirring. The observed morphology suggests uniform coating of CoFe
over FAC. The epoxy/CoFe-FAC composite shows −29 dB reflection loss (RL),
whereas epoxy/FAC composite shows −12 dB RL in the X-band (8.2–12.4 GHz)
frequency. The thickness dependency of RL was also studied, and it indicates that
the standard −10 dB RL can be obtained for this composite at a minimum thickness
of 2 mm. The factors such as the enhancement of dielectric loss, EM attenuation
constant and loss factor with frequency were found to be responsible for the
obtained RL.
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Concrete Solar Collector

Pratik M. Waghmare, Shrishail B. Sollapur and Shweta M. Wange

Abstract Concrete solar collector is an attempt to create an effective alternative for
conventional solar collectors. Concrete has high heat storage capacity. Also, the
problem of corrosion automatically gets eliminated due to the alkaline characteristic
of cement. Cement concrete plays the role of heat absorber while the flow tubes are
made up of copper. For the enhancement of heat transfer, dimpled surface copper
flow tubes are used. Dimples improve the heat transfer rate with very little pressure
drop. The project consists of a 2 m � 1 m setup and it deals with analyzing its
performance under various conditions. For testing, we use pyranometer for mea-
suring solar radiation, thermocouples for measuring the temperature of inlet and
outlet water and digital temperature indicator for temperature indication.

Keywords Concrete collector � Dimple surface � Digital temperature indicator
Pyranometer � Thermocouple

1 Introduction

Concrete solar collector is an attempt to create an alternative for conventional solar
collectors. The use of copper absorber plates and copper flow tubes leads to the
elevated cost of conventional solar water heater. It aims at reducing this cost
without negatively affecting the performance of the collector. Experiment used
polyvinyl chloride pipes embedded into concrete supported with wire mesh. Priority
was given to identify tube-to-tube spacing as a measure and according to it the pitch
was defined. The drop in the water pressure while flowing through the tubes was
also noted [1]. Experimental study using aluminum tubes embedded in concrete
was also done. Here, parallel pattern was considered for laying of flow tubes in the
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structure. The flow tubes are embedded in the concrete in such a way that 30% of
the tube surface remains exposed the sun while the remaining portion in buried in
the concrete [2]. Use of dimpled surface further elevates the heat transfer rates.
Dimples can increase the outlet temperature as they create disturbance in the water
passage, thus enhancing the heat transfer rate which increases in temperature [3].

2 Use of Concrete as Absorber

The performance of the absorber component partially depends on two properties of
the material used for the surface finish of the absorber—absorptivity and emissivity.
Concrete can absorb 65% of light incident upon it. Blackening its surface can
further increase this percentage up to 96%. It offers high emissivity of 0.87. Where
concrete is used both to absorb and to store solar energy, the surface exposed to
solar radiation should be as dark as possible.

3 Components of Concrete Collector

A concrete solar collector consists of the following parts.

3.1 Water Flow Tubes

The arrangement of the flow tube grid is manufactured by pipe bending machine.
The distance between two risers is 8 cm.

Dimple dimensions: Three dimples at an angle of 120° and two dimples at an angle
of 180° are alternately placed at a pitch of 1.5 cm and of depth.
Procedure: Dimpled surfaces on the copper tubes are fabricated using a punch tool
whose edge is made spherical with the help of a grinding machine. And then these
are punched using a hammer (Figs. 1 and 2).

3.2 Wooden Cabinet

The inner dimensions of the enclosure box are 100 � 200 � 10 cm. Wooden plank
of thickness 18 mm is used to make sides and base of the box. It is open at the
top. The provisions are there to accommodate inlet and outlet flow pipes.
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3.3 Stand

It is made up of L angles of mild steel. These are selected with thickness of 3 cm in
order to bear the weight of the collector. The collector is mounted on it and is
inclined at an angle of latitude of that place with respect to horizontal.

3.4 Transparent Cover

A transparent glass cover is placed on the top of the enclosure box. The purpose of
this is to trap the solar energy within the enclosure box. Due to use of cement
instead of copper cells, the cost of the collector reduces significantly.

Fig. 1 Arrangement of copper flow tubes for water flow

Fig. 2 Dimpled protrusions on the copper tube
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4 Experimental Setup of Concrete Collector

The sand and cement are mixed in adequate proportions and accommodated in an
enclosure box up to a thickness of 6 mm. Wire mesh is placed on this. Flow tubes
are mounted over this wire mesh along with some metal scrap. Over this, concrete is
poured up to the thickness of 20 mm from the base of the enclosure box. Copper
flow tubes are embedded into the concrete in such a way that their upper half
portion remains exposed. The collector is kept for curing with a layer of 3 mm of
water for ten days. After that, absorber plate is painted with black color.

Experimental setup consists of a enclosure box of dimensions 100 � 200
10 cm. Concrete is poured in this box up to height of 15 cm from the bottom of the
box. Over this, a metal wire mesh is placed. Further, the serpentine copper flow
tubes are placed over this. Then, concrete is poured over this arrangement in such a
way that upper surface of the flow tubes remains exposed. This arrangement is kept
for curing for a day. Later transparent glass cover is mounted on the box. This panel
is now mounted at an angle equal to the latitude of the experimental place with the
horizontal facing toward south.

Figure 3 shows actual setup of concrete solar collector on roof of the building.

5 Energy Balance of Concrete Solar Collector

A concrete solar collector is built up from concrete absorber with a black surface
coating and an integral duct system, together with a glazed cover and a wooden
case.

Fig. 3 Actual setup of concrete solar collector
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Water flows through the duct system (metal grid). The solar collector receives a
varying radiation flux u(w) of which one part is converted to heat and is carried
away by heat absorbing medium, another part is lost to the surroundings and the
remainder is stored as heat in the solar collector. The energy balance can be
expressed as (Fig. 4):

dQc=dt ¼ u� Qout� Qinð Þ � QL

Q ¼ m Cpdt

where (dQc/dt) = the change in the heat content of the solar collector and the
enclosed heat carrying medium.

The term (dQc/dt) for a given solar collector is affected not only by the radiant
flux u, but also by the change in the temperature of the water at the inlet by its flow
velocity.

The heat flow takes place in concrete solar collector is shown in Fig. 5.

Fig. 4 Energy flow in concrete solar collector

Fig. 5 Heat flow in concrete solar collector
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6 Equipments Used for Testing

The equipments used for testing of concrete collectors are

1. Thermocouple
2. Pyranometer
3. Digital temperature indicator.

6.1 Thermocouple

Thermocouples are used to measure water temperatures at the incoming and out-
going nodes of the solar collector. For this purpose, thermocouples of K type are
utilized. Its one end is kept in water and other end is connected to the digital
temperature indicator (Fig. 6).

6.2 Pyranometer

It is used to measure solar radiation intensity from a field of view 360°. It displays
the reading in digital format in W/m2 (Fig. 7).

6.3 Digital Temperature Indicator

It indicates the temperature of inlet and outlet water in °C in digital format. It is a
12-channel indicator (Fig. 8).

Fig. 6 Positioning of thermocouples at the inlet and outlet of collector
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7 Observations

We had taken the readings in every month of each season. A total of five obser-
vations would be taken on each day for a flow of 30 L per hour. These observations
would be recorded between 12:00 pm and 4:00 pm. After completion of observa-
tion procedure, the readings would be analyzed and the standard of the collector
would be found out.

Table 1 gives the readings of rainy season.
Here we can draw the graph from above table (Graphs 1 and 2).

• Incident solar energy, W = Solar Intensity (W/m2) * Area of flat plate collector
(m2)

• Useful heat gain = heat absorbed by the water =

Q ¼ m � Cp � dT

Fig. 8 Digital temperature indicator

Fig. 7 Pyranometer
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where

dT Change in temperature ofd water
m kg of water flowing per s through the tubes
Cp specific heat of water = 4.18 kJ/kgK.

Now, Table 2 gives the readings of Winter Season (Graphs 3 and 4).
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Table 1 Readings of rainy season

Time Inlet temp. (°C) Outlet temp. (°C) Solar intensity (W/m2)

12 pm 22 61 860.50

1 pm 23 45 820.37

2 pm 22 44 828.55

3 pm 22 46 815.50

4 pm 21 41 797.60

Average outlet temperature = 42 °C

Water storage temp. on the next morning = 47 °C

474 P.M. Waghmare et al.



8 Conclusion

The concrete collector gives satisfactory performance in the rainy and winter seasons
during which there is a great need of hot water. In the summer season, the concrete
solar collector can be used in low temperature solar thermal power plants. By testing
our solar concrete collector, we can conclude that we can get hot water in the
temperature range of 40–65 °C. Overall cost of conventional solar collector is about
Rs. 26,000, whereas the price of concrete solar collector is about Rs. 15,000 and it
can be further reduced. Thus, a concrete solar collector performance is fair enough.
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Table 2 Readings of winter season

Time Inlet temp. (°C) Outlet temp. (°C) Solar intensity (W/m2)

12 pm 24 64 855.63

01 pm 27 59 897.90

02 pm 24 57 904.67

03 pm 24 55 880.90

04 pm 23 49 809.80

Average outlet temperature = 56.80 °C

Water storage temp. on the next morning = 49 °C
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Power Quality Improvement of Microgrid
with Cascaded Controller-Based PMSG
Used in Wind Turbines

W.J. Praiselin and J. Belwin Edward

Abstract Due to increasing power demand and environmental aspects, power
generation from renewable energy sources that have been assumed to be a different
source of energy can bring new challenges. Globally, an increasing number of wind
energy generation systems are integrated into the electrical power network. In the
wind turbine the reduction of various negative impacts of power quality issues such
as voltage sag, swell, power variation, voltage and current harmonics are noticeable.
In this paper, permanent magnet synchronous generator is operated as a parallel
connection of reactive power compensator. Also, the cascaded controller technique
is analyzed with the performance of compensator. The whole system is simulated
through the MATLAB/SIMULINK using Simpower system library. The simulations
give the improvement of inverter phase and load voltage profile, reduce the voltage
harmonics in the inverter voltage control and compensate the current-injected
active/reactive power operation in grid-connected wind energy system.

Keywords Power quality � Microgrid � Wind generation system
Cascaded controller � Permanent magnet synchronous generator

1 Introduction

In everyday life, human being needs electricity which is the easy going form of
electrical energy. Distributed energy resources (DERs) and interconnect with loads
are the form of renewable energy resources (RES) that form microgrids. In the
general terms, microgrids are the small-scale power systems of macrogrid [1].
Microgrids are the recent development with the potential to bring distributed
generation into the mainstream. In the microgrid operation, power quality is the
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serious problem that affected the system. Disturbances to the supplied power, which
are related to the voltage, frequency, harmonic distortion, active and reactive power,
can be performed by both the islanding and grid-connected modes [2]. Comparing
these RES such as wind energy, solar energy, hydro power, wind energy is an
important source because of its benefits like lower cost per MW as compared to
other energy sources. The power quality issues of grid-connected renewable energy
sources into the transmission and distribution operation of the network is classified
into customer and utility related problems [3, 4]. Reactive power demand, unbal-
anced load and total harmonic distortion (THD) are the customer-side problems;
among all these PQ problems, harmonic distortion is the severe PQ distortion in the
customer side. These should reduce the life time of the equipments and reduce the
ability of the overall electrical power system [5]. In the earlier days, squirrel cage
induction generators are utilized because of the generators operated under the range
of limits of wind speed. Recently used wind turbines (WT) are not produced to
supply power, but it also maintains the grid during unbalance and faulty condition.
Therefore, this type of wind turbine capability is called as ride-through capability.
Induction generator, synchronous generator (SCIG) and doubly fed induction
generator (DFIG) are commercially used in the wind turbines with power elec-
tronics devices [6, 7]. This paper presents the power quality improvement of
microgrid operation with PMSG-based wind turbines. Cascaded current control
scheme is deployed for the PMSG control. Thus, the proposed control method
which is used to attain the IEEE standards improves the power quality of point of
common coupling (PCC). The simulation results using MATLAB/SIMULINK of
PMSG-based grid-connected wind energy system to control the reactive power and
improve the voltage profile is shown to validate the results.

2 System Description

The wind turbine generator considered under a PMSG is utilized in a variable or
adjustable speed wind turbine which consists of two converters which is connected
with a common dc link [8]. The general structure of the adjustable speed wind
turbine is illustrated in Fig. 1.

2.1 Wind Turbine

Wind turbine absorbs the energy from the wind, and the power is delivers to the dc
bus. The system consists of a mechanical parts and electrical parts [9]. Voltage,
frequency and harmonic levels are not determined within the limits when the wind
turbine is operated under an abnormal condition. The issues of wind turbine in the
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grid depend on the characteristics of wind turbine and grid at the connection of PCC
[10].

The captured mechanical power by the wind is given by,

Pt ¼ 1
2
qAtu

3Cp ð1Þ

where,

q air density
Cp power coefficient
At area covered by the rotor blades.

Also, the ratio of tip speed (k) is expressed by Eq. (2),

k ¼ xrR
v

ð2Þ

where

R radius of the rotor
xr angular velocity of the rotor.

In the above equations, coefficient of power Cp is not constant and depends on
the tip speed ratio and pitch angle. When Cp value reaches to high level, only wind
turbine captures the output power.

Fig. 1 General block diagram of adjustable speed wind turbines with PMSG [8]
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2.2 Cascaded Control Technique

Cascaded control technique is an inner loop control technique which controls the
inverter load voltage and the grid current. This controller technique consists of two
loops. First loop represents the inner voltage loop which has to regulate the load
voltage of the inverter u0, and the second loop determines the outer current loop
which is used to control the grid current i2 [11, 12]. The improvement of the PQ in
the inverter local load voltage under nonlinear condition and the inverter load has to
be adjusted with the grid. PLL used the transfer the signals of the grid voltage, and
it can produce the reference current iref.

3 Simulation Results

The simulation result of the PMSG-based grid-connected wind energy system is
explained here. This section includes inverter control output of the phase and load
voltage, wind power output and inverter reactive power of the proposed system.
Table 1 gives the simulation parameters done in MATLAB/SIMULINK (Fig. 2).

Table 1 Parameters used for
simulation

Simulation parameters Values

Frequency 50 Hz

Nominal mechanical power output 8.5�103 W

Base wind speed 12 m/s

Sample time 2e−6

Fig. 2 Design of cascaded control technique [11]
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3.1 Results and Discussion

The inverter control output of the PMSG-based grid-connected wind energy system
is shown in Fig. 3. After using the grid side controls, the variation of load voltage
and phase voltage satisfies the reactive power and harmonic components of the
load. It helps to reduce the harmonics in the grid.

Figure 4 shows the output of the wind power which follows the speed of the
generator when the output of the power is maximum.

In the wind energy system, injected current into the grid with cascaded current
controller technique is shown in Fig. 5.

Figure 6 shows that the inverter output voltage which determines the pure
sinusoidal waveform. The grid-connected inverter side voltage harmonics should be
reduced by using the proposed controller.

Fig. 3 Inverter control output of a load voltage, b phase voltage
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4 Conclusion

The power quality improvement of microgrid using PMSG-based wind generation
system is considered. Cascaded controller of the inverter local load voltage per-
formance is explored in this paper. The MATLAB simulation results explore the

Fig. 4 Wind power output

Fig. 5 Current injected into the grid

Fig. 6 Inverter voltage control
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nonlinear load in the grid-connected mode, and load voltage of the inverter was
controlled by using cascaded controller. Hence, the PQ could improve the
grid-connected PMSG-based wind energy system. As a result, the nonlinear voltage
harmonics do not affect the grid.
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Experimental Investigation
and Fabrication of Biogas Digester

Jeetendra Bhandari, Premendra Mani Pradhan
and Rohit Kumar Choudhary

Abstract In the present day scenario, the non-renewable source of energy is the
matter of serious concern either in terms of availability or in terms of cost concern.
Considering the future prospective, there is a serious need for the alternate energy
which has the ability of satisfying the need for energy quest. Energy is vital to
living beings as well as nature. Everything that happens is the result of flow of
energy in its different forms. With increased use, depletion of fossil fuel and its
negative impact of conventional fuel on environment, alternative fuel will become
more common in the coming decades. The objective of this paper is to analyze
composition of the biogas obtained from the combined mixture of waste from
kitchen (uncooked vegetable waste and food) and cow dung in self-fabricated
200 l biogas digester which is portable and economical.

Keywords Biogas � Chromatography � Methane � Calorific value

1 Introduction

Biogas consists of about 60%methane, 35% carbon dioxide and some impurities like
H2, H2S and some N2. It is the result of decomposition of plant and animal
waste. Biogas is a clean source of energy, but it is a burning gas and usually its calorific
value ranges from 5000 to 5500 kcal/kg (20,934 to 23,027 kJ/kg). There are few
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stages in which a decomposing mass has to pass through, which are digestion,
pyrolysis and hydrogasification. Digestion being the biological process and taking
place in the absence of oxygen and due to the presence of anaerobic organisms at
temperature of 35–70 °C and ambient pressure results in the formation of biogas.

Appropriate Rural Technology of India, ARTI [1], has developed a biogas plant
which was compact in nature and was used for generation of biogas using feed stock
as waste food. The main advantage of this plant is that it is sufficiently compact and
can be used in both urban as well as in rural areas. In their second experiment using
sugary feedstock, they were able to generate 500 g of methane in just 24 h from 2 kg
of it. The conventional systems produce same quantity of gas with 40 kg of feed-
stock (cattle dung), and it took around 40 days to complete the reaction. The system
so developed is 20 times efficient than conventional one, and from reaction point of
view it takes roughly 40 time less time as compare to old one. Cheng-qiu et al. [2]
proved that biogas compression is possible and this could facilitate the expansion of
biogas benefits even in the field of automobile fields as a fuel for dual-fuel diesel–
biogas engines. Mahanta et al. [3] had discussed about the various factors affecting
the production of biogas. Though there are several factors which can affect the
production of biogas, they concerned about the temperature, pH value, loading rate,
retention time and carbon and nitrogen ratio (i.e., C/N ratio). According to them, best
temperature for efficient production of biogas is between 30 and 45 °C, with
decrease in temperature below 30° and increase in temperature above 40 °C will
adversely affect the production of biogas. They said that neutral or mildly alkaline
environment is best for efficient gas production. Loading rate also affects gas pro-
duction. We have to feed digester properly and in regular basis. If feed rate is
increase, then the concentration of acid will increase and inhibit the methane for-
mation, and at the same time if the feeding rate is decrease, then the production of
gas will be low because of alkalinity. According to them, 16 kg of volatile solid per
m3 of digester is optimum value of loading rate. Higher loading rate is possible in
those places where ambient temperature is higher. Hydraulic retention time
(HRT) depends upon the design and operating temperature of digester; in India HRT
is usually taken as 40–60 days. Carbon/nitrogen ratio is also an important factor
affecting the gas production. During the digestion process, bacteria utilize carbon
20–30 times higher than nitrogen. Hence to meet this requirement, feedstock con-
stituent is chosen in a way to ensure a C/N ratio of 25:10 to 30:10. Yadvika et al. [4]
have presented a comprehensive view of the different methods for enhancing the
production of the biogas. They have found that the generation of biogas is low
during winter season due to which it resulted in some problem during the practical
application of biogas technology. Taleghani et al. [5] in their study have enumerated
few economic benefits of biogas production which are;

1. Solid waste treatment resulting in low follow-up costs
2. Good quality fertilizer could be generated which results in reduction in the

dependence of chemical fertilizers.
3. Income generation through compost and energy sales (like biogas, electricity,

and heat) (Fig. 1).
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1.1 Benefits of Biogas

The importance of biogas is well known because it has proved itself in terms of
smoke and ash free, sustainable source of energy spared from the burden of col-
lecting firewood. The by-product of biogas could be used as a good source of
fertilizer for the agricultural purpose, which could result in protection of forest. As
stated above, even a sludge yielded after digestion is rich in valuable nutrients and
can be used as a quality fertilizer. Some other usefulness of this alternate source of
energy is that it can be used for diverse field few could be generation of electricity,
alternate to LPG, room heating, boiling of water, process heating and many more.

1.2 Anaerobic Way of Digestion

Biogas generation is a function of microorganisms, and possibly there are different
types of them. Bacteria, fungi and viruses are few of them. Bacteria are divided in
two measure groups based on the requirement of oxygen. The one which survive in
oxygen presence is aerobic, while the others which flourish in the absence of
oxygen are anaerobic. The fermentation of organic matter (chemical change in
organic matter by the activity living organisms) in anaerobic condition results in the
generation of gas, and this gas is known as biogas.

Organic matter from animal or any plant could be possibly used for the con-
version into biogas through anaerobic digestion. Generally, feed used in biogas
generation is sewage from sewage, human waste, waste food, cow and pig manure
and residues of agriculture. Methane content associated with some feedstock is
given in Table 1.

Methane
60%

Carbon
Dioxide
35%

Steam
4%

Others
1% Biogas Composi on

Fig. 1 Composition of
biogas [1]
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1.3 Stages of Anaerobic Digestion

This anaerobic digestion or biochemical energy conversion process consists broadly
of four phases—hydrolysis, acidogenesis, acetogenesis and methanogenesis. The
details of each stage have been described in the following paragraph.

During hydrolysis, the complex polymers such as fats, carbohydrate, proteins of
biomass are broken down into simpler compounds. The hydrolysis process is
carried out by exoenzymes excreted by bacteria. The hydrolysis results in the
conversion of carbohydrate to sugar, alcohol; cellulose converted to glucose; pro-
teins converted to amino acids, peptides; and fats converted to fatty acids and
glycerol.

In acidogenesis stage, acidogenic bacteria transform the products of hydrolysis
into a short-chain ketones, volatile acids and aldehydes, H2 and CO2. In this stage,
amino acids are converted to fatty acid; sugar to fatty acid, CO2, H2; glycerol to
acetic acid, CO2; alcohol to fatty acid, CO2. Main product of acidogenesis is
propionic acid, butyric acid, formic acid, acetic acid, ethanol, methanol, CO2 and
H2.

In the acetogenesis stage, the acetogenic bacteria produce acetic acid
(CH3COOH), H2 and CO2 from the acidogenesis products. Some of the important
chemical reactions taking in this stage are shown in the following:

Propionic acid/Butyric acid/Formic acidþH2O ! CH3COOHþCO2 þH2

Ethanol/MethanolþH2O ! CH3COOHþCO2 þH2

4H2 þ 2CO2 ! CH3COOHþ 2H2O

In the methanogenesis stage, methanogenic bacteria convert products of aceto-
genesis (mainly acetic acid) to methane and carbon dioxide.

Table 1 Methane content of
few waste substrates [6]

Feedstocks Methane content

Pig waste 00.250–00.500 m3/kg

Cow waste 00.200–00.300 m3/kg

Chicken food waste 00.350–00.600 m3/kg

Human waste 00.030 m3/person

Vegetable waste 00.250–00.500 m3/kg

Food waste 00.500–00.600 m3/kg

Plant leaves 00.100–00.300 m3/kg
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2 Development of Digester

2.1 Materials Used for Construction of Digester

Based on the availability of the materials in the local market, the capacity of the
digester was conceived. The digester was made of plastic water tank of 200 l
capacity, and the following process was done.

2.2 Method of Fabrication

The following steps will be adopted for making of digester for biogas generation
using kitchen waste and cow dung:

• Inlet and outlet of feed stock and slurry, respectively, were marked on the
surface of water tank.

• A 50-mm hot GI pipe was penetrated through the marks made on the surface of
tank.

• Then, PVC pipe of 63 mm diameter is cut into the length of 20 cm to make inlet
and outlet channel.

• The PVC pipe is inserted into the hole which is quite smaller than the diameter
of pipe; this is because to make tight fitting between hole and pipe.

• Now m-seal is applied around the joint to make it leak proof.
• Once the m-seal is applied, the digester is filled with water to check any leakage

from fabricated point and we used soap solution to test the air leakage.

If there is no leakage, then we can use the digester for digestion process. Final
digester is shown in Fig. 2.

Fig. 2 A 200 l digester and gas collector
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3 Production of Biogas

As the digester was developed and fabricated successfully, the next step was to
generate biogas from the feedstock. To accomplish this, two tests were carried out
using different feedstocks. The particular has been shown in Table 2.

In the first test, feedstock was collected from waste food of kitchen. It was
crushed into very small size and mixed with water. It was then fed into the digester.
After feeding, the inlet point was closed tightly. In the second test, same procedure
was followed, except the feedstock was the mixture of food waste, cow dung and
water.

4 Results and Discussions

The result and discussion for the test mentioned in Table 2 are as follows:

4.1 Test No. 1

In the first test, a large amount of gas was produced in the first week, after feeding
the digester. After that there was no sign of production. The presence of biogas was
tested by putting burning candle near the gas discharge point every day for one
month. But there was no indication of the presence of biogas during these periods.
This could be the absence of acid-forming bacteria in kitchen food waste, excess
loading rate and uneven loading interval.

4.2 Test No. 2

In this test, the presence of biogas was detected on 18th day after feeding. The
produced gas was burned with blue flame. Which is nothing, but a biogas produced
from the feedstock. Then, the produced gas was collected in 0.8 m3 capacity bal-
loon for demonstration and analysis of composition.

Table 2 Particulars of test

Particulars Test No. 1 Test No. 2

Feedstock Food waste Food waste and cow dung

Ratio of feedstock and water 1:1 1:1

Temperature range (oC) 23–29 23–32
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4.3 Composition Analysis

The composition of biogas was analyzed using gas chromatography. This facility is
available in IIT Guwahati. The samples were collected in the balloons, and they
were analyzed in gas chromatography. The result so obtain of gas chromatography
has been shown in Fig. 3 and in Table 3. The analysis indicates the methane
composition of 31% and nitrogen of 69% and fails to detect the presence of
component like carbon dioxide and other gases.

4.4 Calorific Value

In order to find the calorific value of produced biogas, we used a standard formula
as given in Eq. (1). It is based on the volume of constituent present in the gas. The
formula requires the percentage of carbon monoxide, hydrogen and methane by
volume present in the so-produced gas. However, in our case, the gas chro-
matograph that we use was only meant for detecting percentage of methane and
nitrogen present in the sample by volume. So considering the above situation, we
took only the percentage of methane present in the sample to calculate the calorific
value. And the rest parameters required in the formula were set to zero [6].

Calorific value ¼ ½ðCOvol � COcvÞþ ðH2vol � H2cvÞþ ðCH4vol � CH4cvÞ�
100

MJ/kg

ð1Þ

Therefore, as the calorific value of methane is 23 MJ/kg, the calorific value of
biogas was found to be 7.13 MJ/kg.

Fig. 3 Detection of various gases at different time and voltage
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4.5 Conclusion and Future Work

The objective was to produce gas and to check its composition. As we know that
biogas can be produce from various biomasses, we used cow dung and kitchen food
waste to produce biogas in our case. Since there are different types of biogas plant
designs, we preferred the close-dome-type digester because of its portability and
economic advantages. A 200 l biogas digester was constructed, and our work was
initiated. When we read about the production of biogas, it seems quite easy to
produce but as there are always some differences between theory and practical
work, in real case when we were practically producing it, we faced lots of problem.
Weather condition was one of them, as the production of biogas depends upon the
atmospheric condition. Fortunately, the weather condition became suitable and we
performed our experiment. We feed the digester regularly, and finally we achieved
our objective of producing biogas using self-fabricated digester. The biogas had
composition of 31% methane and nitrogen of 69%. And the calorific value of
biogas was 7.13 MJ/kg. Though our project work does not include sophisticated
equipment’s and formulas, we have gained lots of knowledge regarding biogas. In
the future, the following works can be done on our developed digester.

• Study the quantity of gas produced in different extend of time.
• Effect of different feedstock on gas production rate.
• Effect of thermodynamic properties like pressure and temperature on the pro-

duction of biogas.
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Validation of an Inverter Topology
for Transformerless Grid-Connected
Photovoltaic System

Asim Datta, Rishiraj Sarker, Sanjay Debbarma and Amit Kumar

Abstract Solar photovoltaic (PV) systems are getting more and more widespread
due to the recent price reduction in modules and technological developments of
power electronics devices to be used in designing power conditioning unit.
Generally, a strong affinity in grid-connected PV inverter topology is to use
transformer in the grid interface. However, due to transformer, systems become
bulky and involve additional losses. The elimination of the transformer abolishes
galvanic isolation between the PV system and the utility grid, thus treating from the
danger of direct current (dc) injection into the grid. Therefore, the choice of a proper
topology for transformerless grid-connected application is crucial to avoid unde-
sirable operational effects. This paper provides a detailed performance study of an
IGBT-based modified full-bridge inverter topology from the aspect of single-phase
transformerless grid-connected PV system application. Detailed simulation results
under different environmental conditions are presented to validate suitability in the
transformerless grid-connected application.

Keywords Photovoltaic � Grid-connected system � Transformerless
Ground leakage current

1 Introduction

Among the various renewable energy sources, solar energy has always been in the
forefront to substitute major percentage of fossil fuel dominance in the energy sector.
Especially in a country like India, where availability of solar is in abundance,
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government must give more traction towards improvement of technologies for
photovoltaic (PV) power conditioning and integration with the electric grid [1].

Nowadays, the rising directions of PV technology comprise the increase in
photovoltaic conversion efficiency and in power conditioning efficiency. The power
processing deals fundamentally with power electronics interface optimization while
in the photovoltaic conversion includes the PV current generation process and
maximum power point tracking (MPPT) [2]. The power electronics interfacing is
usually a two-stage process with conversion of dc–dc followed by dc–ac power or a
single power electronic stage with dc–ac power conversion followed by a trans-
former [3]. This is done to achieve a regulated voltage and frequency which is good
enough to be synchronized with the ac voltage grid. But the introduction of more
power electronic switches introduces more losses in the overall system. The
incorporation of a transformer makes the system more bulky if it is a line frequency
transformer or introduces noise in the system if it is a high-frequency transformer
[4]. Transformerless grid interface for PV system is, therefore, getting more and
more attention by the research community to make the whole system, starting from
PV panels to the synchronization process with the power grid, more efficient and
feasible [5]. However, such a system can generate high leakage current in the
absence of an isolation transformer between the dc PV generator and the ac grid [6].
This leakage current can produce electromagnetic interference in other nearby
systems and can also cause dc offset in the inverter output current flowing into the
load and the connected grid.

Technological advancement can make feasible the use of an inverter avoiding
transformer and has no impact on the system characteristics relating to grid inter-
facing and personal safety. For transformerless application, it is essential to develop
new inverter topology that avoids the ground leakage current by making constant
common-mode voltage of the inverter.

Thus, the main challenge to make a transformerless grid-tied PV system real-
izable comes in the control strategy and the injection of leakage current in the
system [7, 8]. Control strategy poses an issue in the fact that both the MPPT and the
current control scheme need to be regulated by tuning the power electronic switches
of the converter [9]. Thus, balancing the two controls may be somewhat difficult
[10]. The issue of leakage current can be prominent if the inverter switches are
modulated using unipolar pulse width modulation (PWM) scheme [5, 10]. The
bipolar PWM scheme has an inherent capability to minimize the leakage current.
Nonetheless, unipolar PWM is more suitable than bipolar PWM because the
dominant high-frequency component in unipolar PWM is half the switching fre-
quency of bipolar PWM [11]. This helps in lower filter requirements as compared to
bipolar PWM.

The conventional H-bridge inverter, when modulated using a unipolar modu-
lation scheme, generates excessive leakage current in the system in the absence of
an isolation transformer between the PV system and the utility grid [6]. In this
study, a modified H-bridge topology of ac/dc inverter is considered for trans-
formerless grid-connected system applications. Thus, emphasis has been given to
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study the leakage current elimination performance of the topology, i.e. whether can
reduce or completely eliminate the ground leakage current. A detailed
simulation-based study validates performance of the inverter.

2 Inverter Topology for Grid-Connected Systems

A single-phase H-bridge inverter topology, which is applied quite often in
grid-connected PV system, is a H-bridge inverter as shown in Fig. 1. Different
modulation schemes could be adopted to this topology. Based on the output
waveform shape, they are categorized into two classes, namely unipolar [6, 10, 12]
and bipolar PWMs [10, 13]. During positive half cycle of the inverter output
voltage, switches S1 and S2 are commutated at the modulation frequency, while
switch S4 is on. For the negative half cycle, S3 and S4 commutate at the switching
frequency and S2 is on. In the inverter topology, two switches are on simultane-
ously, and one diode and one switch only conduct at the modulating frequency
under imposed rated input voltage. Generation of a pulsating common-mode
voltage with magnitude VPV/2 at the triggering frequency is the primary disad-
vantage of the scheme. Thus, when the full bridge is part of a conversion stage
without a transformer, unipolar modulation techniques cannot be adopted.

With a bipolar PWM scheme, the crosswise pairs of switches S1–S4 and S2–S3
are triggered at the modulating frequency, therefore,

Vcm ¼ VPV=2 ð1Þ

The switching losses become twice with the scheme as two diodes and two
switches are triggered at the modulating frequency with the imposed rated input
voltage. Furthermore, current ripples become double compared to the unipolar
modulation switching scheme as the output voltage varies between +VPV and −VPV.
Therefore, bipolar PWM technique is to be avoided.

Fig. 1 Full-bridge inverter
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A modified topology (H6) for transformerless application is shown in Fig. 2
[10]. This topology comprises two diodes and six switches. There are two modes of
operation for the H6 topology:

Mode 1: When S1 and S4 are ON: For modulating the input voltage, switches S5–
S6 conduct at the modulating frequency. S2 and S3 also commutate at modulating
frequency, but complimentarily with S5 and S6.
Case 1: When S5 and S6 ON: In this case the output current increases flowing
through the path S5, S1, S4, and S6.

During the time, the value of common-mode voltage can be calculated as:

VCM ¼ VAO þVBOð Þ=2 ¼ VPV þ 0
2

¼ VPV=2 ð2Þ

Case 2: When S2 and S3 ON: The output current splits into two routes. One is
through S1, the grid circuit and the freewheeling path of S3. Another part follows
through S4, the grid circuit and the freewheeling path of S2.

Now voltage VAB tends to zero and due to diodes D7 and D8, the voltages VAO

and VBO are maintained at Vpv/2. Hence, common-mode voltage can be calculated
as:

VCM ¼ ðVAO þVBOÞ=2 ¼ ðVPV=2þVPV=2Þ=2 ¼ VPV=2 ð3Þ

Mode 2: When S2 and S3 ON: For modulating the input voltage, switches S5–S6
conduct at the modulating frequency. S1 and S4 also commutates at the modulating
frequency, but complimentarily with S5 and S6.
Case 1: When S5 and S6 ON: In this case the output current decreases flowing
through S5, S3, grid circuit, S2, and S6. The common-mode voltage value is:

VCM ¼ VAO þVBOð Þ=2 ¼ 0þVPV

2
¼ VPV=2 ð4Þ

Case 2: When S1 and S4 ON: The output current follows two routes: the first one is
through S3, grid circuit and the freewheeling diode of S1; the second one is through

Fig. 2 H6 topology of inverter for grid-tied application without transformer
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S2, grid circuit and the freewheeling diode of S4. Now also voltage VAB tends to
zero and the voltages VAO and VBO are maintained at Vpv/2 through diodes D7 and
D8. Hence, common-mode voltage can be calculated as:

VCM ¼ ðVAO þVBOÞ=2 ¼ VPV

2
þ VPV

2

� �
¼ VPV=2 ð5Þ

As the common-mode voltage of the inverter is invariable during all the switches
states, leakage current could be limited to nearly zero.

3 Validation of Transformerless Inverter Topology

A MATLAB/SIMULINK model (shown in Fig. 2) is developed to simulate the
topology, and the results are presented. Parameter values used in the MATLAB/
SIMULINK model are presented in Table 1. X1 and X2 are reactances due to split
filter inductances L1 and L2.

3.1 Simulation Results

In the case of uniploar sinusoidal PWM, for half cycle (positive or negative) of the
inverter output voltage, the crosswise switches S1–S4 (or S2–S3) are triggered at
modulating frequency ðFswÞ. Output voltage (VAB) of the inverter and the
common-mode voltage (Vcm) with unipolar PWM scheme are shown in Fig. 3a, b,
respectively. During positive half cycle, VAO = VPV (i.e. 400 V), and VBO = 0.
Whereas, in the negative half cycle, VAO = 0, and VBO = VPV (i.e. 400 V) (shown in
Fig. 3a). Henceforth, it causes varying VCM of amplitude VPV/2 (i.e. 200 V) at the
modulating frequency which is presented in Fig. 3b.

In the case of bipolar sinusoidal PWM, S1–S4 and S2–S3 are triggered alter-
natively at modulating frequency. Output voltage of the inverter, VAB, and the
common-mode voltage, VCM, with bipolar PWM scheme are shown in Fig. 4a, b,
respectively. At any instant of triggering either (VAO = 0, VBO = VPV) or (VAO = 0,
VBO = VPV) (as presented in Fig. 4a). Hence, VCM is constant at VPV/2 (i.e. 200 V)

Table 1 Parameters used in
simulation model

Parameter Value

Switching frequency Fsw ¼ 10 kHz

PV voltage VPV ¼ 400V

Filter capacitance C = 3 µF

Filter inductance L1 = L2 = 30 mH

Grid voltage 220 V

Grid frequency 50 Hz
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(as presented in Fig. 4b). The simulation shows that common-mode voltage is
constant in bipolar mode, whereas in case of unipolar mode, it is fluctuating.

3.2 Performance Study Under Different Ambient Conditions

PV array always posses an intricate relationship among output voltage, current, and
power producing a nonlinear output [8]. Frequent changes in environmental con-
ditions (i.e. solar insolation and temperature) exhibit frequent shifts of the current–
voltage (I–V) characteristic curve. As temperature raises output voltage of solar
array increases and vice versa, but has smaller effect on the output current. Changes
in solar insolation have proportional effect on output current of PV array. In order to
achieve maximum power, MPPT is a regular adjustment of PV array output under
variable ambient conditions.

Fig. 3 a Output voltage (VAB) of the inverter with unipolar scheme, b common-mode voltage
(VCM) of the inverter with unipolar scheme

Fig. 4 a Output voltage (VAB) of the inverter using bipolar scheme, b common-mode voltage
(VCM) for bipolar scheme
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Maximum power point (MPP) voltage and corresponding VCM of the inverter
under 1000 W/m2 illumination and 25 °C ambient temperature are shown in
Fig. 5a, b, respectively. The common-mode voltage, shown in Fig. 5b, obtained for
the improved inverter topology is a constant one under steady condition.

A variation in irradiation (W/m2) at constant temperature (25 °C), as shown in
Fig. 6, is applied. It can be observed in Fig. 7 that during the period of 0.7–1.5 ls,
the MPP voltage has reduced due to the decreased value in irradiance. Figure 8
shows the corresponding change in common-mode voltage VCM of the inverter. In a
particular ambient condition, VCM remains constant.

3.3 Discussion

Using the circuit parameters given by the theoretically analysis and simulation
adjustments, the system converges to MPPs stably with acceptable accuracy as

Fig. 5 a MPP voltage of the system, b common-mode voltage (VCM) of the H6 topology

Fig. 6 Variation of irradiation (W/m2) at constant temperature (25 °C)
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demonstrated by the simulation results. The modified topology under validation can
be a reliable and efficient one for connecting photovoltaic system to the grid. The
simulation result shows that the system inherently converges to the operating point
around the MPP. As the common-mode voltage value is constant during all com-
mutation states, ground leakage current can be limited to almost zero.

4 Conclusion

The work involves the validation of single-phase PV converter topology with six
switches and two diodes for a transformerless grid-connected PV application. With
the converter, PV system is also simulated to verify the ground leakage current
issue of the transformerless system. The system produces no pulsating

Fig. 7 Variation of MPP voltage

Fig. 8 Variation of common-mode voltage (VCM)
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common-mode voltage, thus supporting the ground leakage current suppression
ability. MPPT has been used for boosting the voltage of the PV array. The effect of
changing irradiance is seen in the output power of the converter.
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Harvesting Insolation Using
Mo–W–Sulfide Compound Nanoparticle
Semiconductor as Photocatalyst:
A Pollution Controlling Material

Debabrat Kalita, Lakhi Chetia and Gazi A. Ahmed

Abstract In this report, nanoparticles of Mo–W–sulfide compound, confirmed by
XRD, SEM and EDX spectra, have been successfully synthesized using solid-state
reactions. The as-synthesized material is found to be an efficient photocatalyst that
can utilize a broad range of the solar spectra due to the presence of multiple optical
band gaps (BG) that have been observed by analyzing UV–Visible spectra. The
compound semiconductor nanoparticles show better photocatalytic activity than
MoS2 nanoparticles because of the combined effect of Mo and W leading to greater
exciton pair generation. It is observed that the as-synthesized compound nanopar-
ticles degrade dye methyl orange and rhodamine B very efficiently with 97%
degradation in just 90 min. The as-synthesized compound can be a promising
material to control dye-pollution through photocatalysis using the higher-intensity
part of the solar spectrum, and thus providing an advantageous, eco-friendly and
low-cost process.

Keywords Compound semiconductor � Multiple BG � Photocatalysis
Rate constant � Energy harvesting

1 Introduction

Solar energy harvesting is one kind of technique to solve present-day environmental
problems. The development of such eco-friendly approaches is one of the crucial
demands of the current time as well as for the future. Use of solar radiation, or
insolation, in controlling pollution in ecosystems is a very optimistic step toward
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healthy environment. Photocatalysis is one such effective way of minimizing pol-
lution due to polluting materials by using naturally available solar radiation. It has
been observed that in many applications several dye materials are used in different
industries like textile, paper, rubber industries, some of which are very toxic and
harmful to the environment [1–3]. Because of such hazardous dyes, growth of
plants and living organisms is severely effected. Wrong waste disposal methods and
faulty drainage systems of many industries directly or indirectly expose these kinds
of polluting dyes into the water bodies of the ecosystem from which they spread
outwards. In order to reduce their harmful effects, they must be decomposed or
degraded before releasing them into the ecosystem. Existing studies reveal that
semiconductor (SC) nanomaterials can act as potential catalysts to degrade such
dyes into benign substances. MoS2 and WS2 are nontoxic highly stable graphene
analogous and layered SC members of the transition metal dichalcogenides
(TMD) family and which have exciting electronic and optical properties due to their
finite band gap (BG) energy lying in the visible light spectrum. However, the BG is
small (approx. 1.3 eV) in the bulk form but increases (up to approx. 1.9 eV) when
thickness is reduced to monolayer [4–9]. The BG may again increase further due to
quantum confinement effect when the dimensions are reduced to nanoscale. There
are reports of photocatalysis using MoS2- and WS2-sensitized TiO2 catalyst. Again,
H2 gas evolution using MoS2/CdS composite has also been reported. Also, pho-
tocatalysis using composite of TiO2 and MoS2/graphene cocatalyst has been
reported [10, 11]. Due to slight difference in BG and similar structure of MoS2 and
WS2 their compound materials may act as efficient photocatalysts, a possibility that
has not been explored till date. In this work, synthesis of compound Mo–W–Sulfide
nanoparticles has been done to investigate their photocatalytic behavior. It has been
observed that the compound nanoparticles, being a semiconductor having multiple
BG, degrade polluting dyes with improved efficiency, compared to MoS2
nanoparticles, within few hours. In this work, methyl orange (MO) and rhodamine
B (RB), both being harmful, are used as model dye. The as-synthesized compound
material is found to have mixed phases with multiple BG which provide efficient
utilization of a wide spectral range of the visible solar radiation. Also the reusability
of the catalyst provides a cheaper and advantageous way to control pollution due to
dyes.

2 Experimental Details

2.1 Material Synthesis and Characterization

The materials are synthesized using solid-state reaction between molybdic/tungstic
acid and excess thiourea (1:48 molar ratio) at 500 °C in N2 gas environment
[12, 13]. After synthesis, the material is cleaned using warm distilled water to
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remove soluble impurities followed by centrifugation and filtration. After drying,
the material is further grinded gently into fine powder form by mortar and pestle.
The morphology of the materials is characterized by X-ray diffractometer
(XRD) (make: RIGAKU MINIFLEX) with Cu-Ka radiation (k = 1.5405 Å) and
Scanning Electron Microscope (SEM) (make: make: JEOL JSM-6390LV).
Composition of the material is analyzed using energy dispersive X-ray spectroscope
(EDX). The photocatalytic activity under a xenon arc lamp (make: Xenon Lamp
Zolix SLH-X500 Xenon Arc Light Source) acting as visible light source is observed
using a UV–Visible spectrometer (make: UV 2450, SHIMADZU
CORPORATION).

2.2 Evaluation of Photocatalytic Degradation

In order to measure the photocatalytic activity of the as-synthesized material,
10 lM solution of MO and RB is prepared. The as-synthesized MoS2 and Mo–W–

Sulfide compound nanoparticles are then added into the solution in the proportion
of 1 mg/ml and stirred for few hours to attain absorption–desorption equilibrium in
the dark. After that the solution mixture is kept in a wide surface beaker and
exposed to visible light radiation. For irradiation, a 500 W xenon arc lamp with an
output intensity of 12,000 lx is used. Ten milliliters of the sample is taken out at
regular intervals of half an hour and centrifuged at 7000 rpm for 12 min. Four
milliliters of the aliquot from each sample is taken out and is then analyzed by UV–
Vis absorption spectroscopy (Fig. 1).

Fig. 1 Schematic of photocatalytic measurement setup
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3 Results and Discussion

The XRD pattern of the as-synthesized nanoparticles is shown in Fig. 2a, b. Plot 2a
confirms the formation of MoS2 nanoparticles when compared with JCPDS soft-
ware (card no. 1999 JCPDS No. 75-1539), while Plot 2b reveals the formation of
compound material of Mo, W and S. From the SEM micrographs, the particles are
found to be in the nanoscale dimension having different size in the range between
100 and 1 lm; however, most of them get agglomerated. It is found from EDX
spectra, given in Fig. 2e, that the as-synthesized material is mainly composed of
Mo and S, S being most abundant and spectra Plot 2f reveal that the compound is
composed of mainly Mo, W and S. Multiple optical BG lying in the range of visible
light energy are formed in both the samples as is evident from the analysis of UV–
Visible spectra of the powdered sample (Fig. 3a, b) [14]. The higher value of BG in
the compound is probably due to the combined effect of ligands S and W which
leads to splitted d-orbitals that raises the energy levels. Multiple BG which occurred
due to the presence of defect states and mixed phases of the material provide a
better way to utilize broad spectrum of the solar radiation during photocatalysis,
generating more number of electron–hole (e−–h+) pairs that accelerates the reaction
mechanism.

The photocatalytic activity measurement is evaluated by observing the degra-
dation of UV–Vis absorption peak of model dye MO and RB after irradiation using
MoS2 and Mo–W–Sulfide compound nanoparticles. The percentage degradation of
the dye samples can be calculated using relation (1) [14, 15].

%D ¼ A0 � At

A0

� �
� 100% ð1Þ

where A0 is the absorbance before radiation and At is the absorbance after radiation
time ‘t’.

The kinetic analysis of the catalytic reaction can be obtained using the first-order
reaction equation (considering the photocatalytic reaction to obey first-order
kinetics)

ln C0=Ctð Þ ¼ kt ð2Þ

where C0 and C represent reactant concentration before radiation and after radiation
at time t, k is the reaction rate constant (RC).

From Beer–Lambert’s law for the attenuation of light during propagation
through a absorbing material we have,

Absorbance; A ¼ a kð ÞbC ð3Þ

where a(k) is a wavelength-dependent absorptivity constant, b is the length through
which light propagates, and C represents the analyte concentration. During the
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UV–Vis spectroscopic analysis a(k) and b remains constant. Therefore, A is directly
proportional to C and C can be replaced by A in Eq. (2) to obtain the relation (4).

ln A0=Atð Þ ¼ kt ð4Þ

Fig. 2 a, b XRD plot, c, d SEM micrograph, e, f EDX spectrum of the as-synthesized MoS2 and
Mo–W–Sulfide compound nanoparticles respectively
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where A0 and At represent the absorbance before radiation and after radiation at
time t, respectively. The slope of the plot ln A0=Atð Þvst determines the value of the
reaction RC. RC represents a measure of how fast or slow the reaction proceeds.
Larger the value of RC faster the reaction. It is observed from Fig. 5a–d that the
degradation of the UV–Vis peaks of MO and RB due to the effect of catalyst Mo–
W–Sulfide compound nanoparticles is faster than that due to MoS2 nanoparticles.
The compound material degrades the dyes almost above 97% in 90 min. This is
probably due to the presence of W atoms that raises the BG value of the material in
the compound, corresponding to a BG energy required for absorption of the most
intense part of the solar visible light spectrum with larger photon density, leading to
more number of exciton pair generation during photocatalytic process. These

Fig. 3 Kubelka Munk plot of a MoS2 and b Mo–W–Sulfide compound nanoparticles

Fig. 4 Schematic of
photocatalysis mechanism
using SC catalyst having
multiple BG
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exciton pairs before recombination react with water and oxygen molecule absorbed
in water to produce hyperactive hydroxyl (–OH−�) ions. These –OH� and h+ agents
further react with the target dye molecules and degrade them. The mechanism can
be understood from Fig. 4.

The amount of %D is shown in Fig. 6a, b for both the catalysts. Also the RCs of
different reactions, determined from the plots in Fig. 7, reveal that the photocat-
alytic activity becomes faster in case of the as-synthesized compound material.
Thus, it has been found that both the catalysts used for degradation of the model
dyes act efficiently. The Mo–W–Sulfide compound nanoparticles are more efficient
to degrade such kind of hazardous dyes and can be used as pollution controlling
material.

Fig. 5 a, b Represent degradation of MO and RB by catalyst MoS2 nanoparticles and c,
d represent degradation of MO and RB by catalyst Mo–W–Sulfide compound nanoparticles,
respectively
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Fig. 6 Shows the percentage degradation of MO and RB using catalyst. aMoS2 nanoparticles and
b Mo–W–Sulfide compound nanoparticles

Fig. 7 Shows the plot to determine the reaction RC using catalyst. a MoS2 nanoparticles and
b Mo–W–Sulfide compound nanoparticles
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4 Conclusion

In this report, synthesis of MoS2 and Mo–W–Sulfide compound nanoparticles is
successfully achieved. From photocatalytic activity, it is observed that though
MoS2 and as-synthesized compound nanoparticles act as good photocatalyst, the
latter shows better efficiency and can be used as dye-pollution controlling material
in future. As the catalyst is insoluble in water and dilute acids, it can be easily
removed from the solution mixture and being solid, nontoxic and stable can be
reused. Because of its reusability it reduces the overall cost of synthesis process.
The multiple BG of the material provide utilization of the intense (nearly 45%) part
of solar radiation. Thus, the as-synthesized compound nanoparticles are found to be
very good photocatalysts which can degrade polluting dyes within few hours in
cheaper way with great efficiency.
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Visible Light Harvesting Titania-Coated
Diatom Frustules with Superior
Photocatalytic Activity

Lakhi Chetia, Debabrat Kalita and Gazi A. Ahmed

Abstract Porous silica frustules of diatoms are naturally occurring microcellular,
solar light harvesting hierarchical structures. In this work, titania-deposited diatom
frustule is presented as a heterogeneous catalyst having high efficiency for pho-
todegradation of major pollutants under visible light irradiation. The heterogeneous
catalyst is synthesized by depositing titania nanoparticles in the pores and surface of
diatom frustules by solgel method and is characterized by XRD, UV–visible
absorption spectroscopy, SEM, and TEM. Increase in crystallite size with the
transformation of titania phase at high-temperature synthesis is confirmed by XRD.
UV–visible spectra reveal that synthesized catalysts exhibit absorption in the visible
light range and are able to perform catalytic activity for the degradation of azo-dyes.
The effect of photocatalyst on dye concentration in aqueous solution and presence
of anatase–rutile titania phases are also presented. As-prepared catalysts responsive
to visible light could be a promising candidate in application of environment
remediation by harvesting solar energy with the use of the morphology of diatom
frustules and presence of nano titania phases in it.

Keywords Diatom frustule � Mixed phase � Band gap � Rate constant
Degradation

1 Introduction

Textile and color industries make the whole world colorful by producing various
kinds of dyes. Industries such as leather, rubber, plastic, wools, food, cosmetics,
drugs, inks, papers, art, and craft use many synthetic dyes for coloring. Such
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industries discharge large amount of wastewater into the environment without
proper purification. World Bank reported that nearly 20% water pollution is caused
by textile industries [1]. Most of the dyes are highly toxic, carcinogenic,
non-self-degradable, and their complex structures give them thermal and photo-
stability. Aromatic-structured azo group dyes are obstinate to degradation [2] and
ever-growing emission of dyes to the environment and ecosystem that contribute
significantly to water pollution. There exist lots of conventional techniques such as
filtration, absorption, coagulation/flocculation, solvent extraction, electrochemical
techniques, and reverse osmosis to remove persistent dyes released into aquatic
environment [3, 4]. But these methods are highly expensive and require high power
consumption with some of them releasing harmful products, while some are
incapable of completely removing color. Therefore, in transferring harmful organic
dyes into eco-friendly benign products, more efficient and cost-effective methods
are needed. Prior studies reveal that semiconductor photocatalysis is a potentially
strong complex multi-step process for complete degradation of dyes to benign
substances with high cost-effectiveness [5]. But single semiconductor has high
electron–hole (e–-h+) recombination rate, low capability of harvesting solar energy,
and poor selective adsorption [6]. Therefore, to improve and exploit the advanta-
geous photocatalytic activity of semiconductors, hybrid of two or more semicon-
ductor systems has been developed to utilize solar radiation [7]. Pristine TiO2 is the
benchmark in the field of photocatalysis due to its high photoreactivity, good time
stability, low cost including its environment-friendly nature. It is photoreactive to
light of wavelength k � 3875 Å that lies in the UV range (about 3–5% of solar
energy) due to its large band gap (BG) [5]. Because of the potential increase of light
utilization over wide range of visible light spectra (about 45% of solar spectra) by
harvesting natural organisms, improved photocatalytic activity can be expected in
this manner [8].

In this study, a potent photocatalyst was developed to increase the photoactivity
in the visible light range by using diatoms as template; naturally available unicel-
lular microscopic algae possessing amorphous porous silica skeleton, called frus-
tules, for coating titania phases were used. Periodic nanopores contained in the
frustules of diatoms are efficient light collectors, capitalize on solar energy, can
interact effectively with light photons, and have high photosynthesis efficiency due
to their internally located chloroplast [9, 10]. Calcined diatom frustules can absorb
light from ultraviolet to a broad visible range [8]. Synthesis of photocatalyst using
diatom frustules and titania, that become hetero-semiconducting-system, permits
more efficient use of solar energy and thus becomes sustainable solution to envi-
ronmental problem. We have considered methylene blue (MB) as model dye in this
study as MB is an azo dye having undesirable consequences on environment. It is
used in various industries. Smelling of this dye can even cause problems in the
respiratory system and is also harmful for the eyes. It can create nausea and
vomiting, burning of the skin, and also can cause mental disorders [4]. A lot of
work has been reported on photocatalytic degradation of MB under UV light. It is
also observed that the time period required for MB degradation is also very high.
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In this present work, our aim is to minimize the required time for complete
degradation of MB dye not only by UV light but by the visible solar spectrum
(about 45%) also, using our as-prepared titania-coated diatom frustules as catalyst
with different dye concentrations.

2 Experimental Work

2.1 Synthesis of Anatase and Anatase–Rutile Mixed
Phase-Coated Diatom Template

Diatom species from freshwater bodies were collected and cultured using WC
media [11]. After one month, the diatoms were cleaned with distilled water. The
diatoms were then treated with glutaraldehyde solution. Titania coating was carried
out by the solgel method [8]. 5% TTIP (titanium tetra isopropoxide) in isopropanol
was prepared. Cleaned diatom frustules were added in the slowly stirred TTIP
solution. Next, the samples were filtered, dried in air, and thereafter calcined at 500
and 800 °C. The final products were labeled as TDA and TDAR corresponding to
synthesis temperature 500 and 800 °C, respectively.

Photocatalytic degradation of MB is done by adding 20 mg of prepared pho-
tocatalyst (TDA and TDAR) in 100 ml of 20 and 50 µM MB solution and stirred in
the dark for 3 h. Thereafter, the solution mixture was exposed under visible light
irradiation. After every 10 min during the photodegradation process, 10 ml of MB
suspension is taken out and centrifuged for 10 min at 7000 rpm to remove the
catalyst particles from the dye solution. From this, we take 3 ml of the aliquot for
further analysis.

2.2 Characterization Details

The morphology, identification, and classification of microbiological organisms are
done using scanning electron microscopy (SEM) (JEOL JSM‐6390LV scanning
electron microscope) and TEM (TECNAI G2 20 S-TWIN (200 kV),
FEI COMPANY, USA) instrument. The XRD patterns of the samples were col-
lected using a diffractometer (RIGAKU MINIFLEX diffractometer) with Cu-Ka
radiation (k = 1.5405 Å) for structural analysis. Full scan (2h, 20°–70°) is per-
formed with step size of 0.05° and scan rate of 1.0 2h/min. The optical absorption
spectra of diatom samples were obtained using a UV–visible absorption spec-
trophotometer (UV 2450, Shimadzu Corporation).

A 500 W visible light source is used for irradiating (Xenon Lamp Zolix
SLH-X500 Xenon Arc Light Source) MB solution for photocatalytic degradation.
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3 Results and Discussions

A detailed analysis of the morphology of raw diatom frustules is performed using
SEM. The frustules contain nanoscale-ranged areolae, a slightly wider central and
narrow axial area. With these observations and also comparing with diatom iden-
tification guides and ecological resource databases [12], the diatom species is
confirmed to be freshwater Cosmioneis Reimeri species. Figure 1a shows the SEM
micrograph of the Cosmioneis Reimeri frustules of diatoms cleaned by acid-base
treatment. The total length, thickness of the cell, and average diameter of pores are
found to be around 16.34 µm, 2.38 lm, and 165 nm, respectively.

The morphology and size of TiO2 nanoparticles coated on diatom frustules are
confirmed by TEM analysis (Fig. 1), which illustrated that nanoparticles are
polycrystalline in nature. From the TEM micrographs, the lattice spacing of 0.35
and 0.32 Å corresponding to the inter-planar distance between adjacent (101)A and

Fig. 1 a SEM micrograph of diatom species Cosmioneis Reimeri, TEM micrographs of b titania
nanoparticles coated in the pores, c anatase phase, and d anatase–rutile mixed phase
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(110)R crystallographic planes of anatase and rutile TiO2, respectively, is obtained
(Fig. 1c, d).

The phases contained in the prepared samples are determined using the XRD
pattern shown in Fig. 2a. The XRD peaks at 25.2°, 27.3°, 36.0°, 37.1°, 41.2°, 47.9°,
54.2°, 56.5°, and 62.6° of the sample TDAR correspond to diffractions at the planes
(101)A, (110)R, (101)R, (004)A, (111)R, (200)A, (211)R, (220)R, and (002)R
when compared with JCPDS no. 71.1167 and JCPDS no. 89-4920 (A-anatase,
R-rutile). The peaks at 25.2°, 37.9°, 48.1°, 53.9°, 55.2°, and 62.8° of the sample
TDA correspond to diffraction at the planes (101)A, (004)A, (200)A, (105)A, (211)
A, and (204)A when compared with JCPDS no. 71.1167. TDAR contains both
rutile and anatase phases confirmed by the presence of peaks corresponding to both
the phases. Contradictory to the amorphous nature of raw diatom frustules (Fig. 2a),
sharp and intense peaks indicate that prepared samples are highly crystalline in
nature. Using Debye–Scherrer formula, the average crystallite sizes of the samples
are found to be 35 and 16 nm for TDA and TDAR, respectively.

The UV–visible absorption spectra of TDA and TDAR are shown in Fig. 2b.
TDAR sample shows significant increase of broad range visible light absorption
due to the band to band transition from 3d levels of Ti to 2p levels of O [13] and
marginally broader as compared to TDA sample. TDAR sample also shows redshift
relative to TDA. Kubelka–Munk (KM) plot method is used for calculating the BG
value for TDA and TDAR [14]. The calculated BG value for TDA and TDAR is
3.08 and 2.87 eV, respectively, from the KM plot in Fig. 2c.

3.1 Photocatalytic Activity Measurement

The photocatalytic activity of the as-synthesized materials is studied by observing
the degradation of absorption peaks under visible light irradiation in the UV–Vis
spectra of MB. The absorption spectra of MB in the presence of TDA and TDAR
with 20 and 50 µM dye concentrations under visible light irradiation are shown

Fig. 2 a X-ray diffraction pattern of raw diatom frustules, TDA, and TDAR; b UV–visible
absorption spectra, and c KM plot showing the BG value of TDA and TDAR
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in Fig. 3a–d. The spectrum ranges from 400 to 800 nm with maximum absorption
at 664 nm wavelength. The characteristic absorption peak intensity of MB
decreases with the increase of irradiation time. Catalyst TDA degrades MB up to
98% in 40 min of irradiation while catalyst TDAR degrades MB up to 98% in just
30 min of irradiation for 20 µM dye concentration. With the increase in dye con-
centration, same amount of catalyst degrades the dye in more time. In this case also,
TDAR is seen to be more efficient. For 50 lM MB solution, using catalyst TDA,
98.75% degradation needed 90 min and TDAR took 60 min for 99.68% degra-
dation, after which the absorption peak became flat. The photocatalytic behavior
using raw diatom frustules as catalyst under same conditions shows no degradation.

Photocatalytic degradation of MB using catalysts TDA and TDAR with two
different dye concentrations is shown in Fig. 3e. The degradation efficiencies of the
samples are calculated using Formula 1:

%D ¼ A0 � At

A0

� �
� 100% ð1Þ

where A0 is the initial absorbance and At is the absorbance at time t.
From the plot 1.3.3(e), TDAR exhibits more efficiency compared to TDA as

photocatalyst for different dye concentrations. Morphology of diatom frustules and

Fig. 3 Absorption spectra of 20 µM dye conc. a TDA, b TDAR as catalyst, 50 µM dye conc.
c TDA and d TDAR as catalyst under visible light irradiation at different photodegradation time,
e degradation curve of MB under visible light irradiation, f schematic of photocatalytic mechanism
due to mixed phase TiO2-coated diatom frustules
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phases of the nanoparticles are the important factors affecting photocatalytic
activity. In the photocatalytic process, dye molecules get trapped in the reactive site
of porous chambers of frustules, where titania nanoparticles already exist. Light
focusing and light transmission capacity of diatom frustules make the heteroge-
neous catalysts more efficient with the advantageous property of using broad
spectrum of solar radiation [9, 10] compared to free single titania nanoparticles
capable of using only UV light. Moreover, composites having two phases of the
same compound are more efficient in reducing recombination rate of the photo-
generated e−-h+ pairs, leading to higher photocatalytic efficiency [15]. TDAR
contains both anatase and rutile phases and thus shows better degradation in the
different concentrations of dyes than TDA with solitary anatase phase only.

In the photocatalytic process, due to the absorption of light by titania nanophase,
e−-h+ pairs are generated and they combine with water and oxygen dissolved in
water to form hydroxyl radicals and superoxide anions. These hydroxyl radicals and
superoxide anions act as the key functionals in the photodegradation process,
adsorbed on different active sites of the photocatalysts namely TDA and TDAR
[13].

The mechanism of heterogeneous photocatalysis is elaborated in Eq. 2 (Fig. 3f):

TDA=TDAR !ht TDA=TDARðe� ; hþ Þ

hþ þH2O ! Hþ þ � OH ðhyper-reactive hydroxyl free radicalÞ

e� þO2 ! �O�
2

MBþ � OH ! Degraded products

MBþ � O�
2 ! Degraded products ð2Þ

3.2 Photocatalytic Reaction Rate Constant
(RC) Measurement

The rate constants of the photocatalytic reactions are also obtained using the
relation

ln
A0

At
¼ kt ð3Þ

where A0 is the initial absorbance, At is the absorbance at time t, k is the rate
constant (min−1), and t is the time.
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From the plot in Fig. 4, the RC values in different photocatalytic reactions using
TDA and TDAR catalysts are listed in Table 1.

From Table 1, it is observed that the RC value is more for the reaction using
TDAR catalyst in the case of both 20 and 50 lM dye concentrations than that using
TDA catalyst. This confirms that TDAR catalyst speeds up the reaction faster than
TDA catalyst.

Fig. 4 Plot to determine RC value for 20 µM dye concentration using a TDA and b TDAR as
catalyst, respectively, and for 50 µM dye concentration using c TDA and d TDAR as catalyst,
respectively

Table 1 RC values for
different photocatalytic
reactions

Catalyst-dye concentration Rate constant (min−1) R2

TDA-20 µM 0.10 0.92

TDAR-20 µM 0.13 0.98

TDA-50 µM 0.05 0.90

TDAR-50 µM 0.09 0.95
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4 Conclusion

We have successfully developed an environment-friendly, low-cost catalyst using
diatom frustules as biotemplates coated by titania nanophases using simple solgel
method that can not only harvest the intense part of solar energy spectrum effec-
tively, but also make use of a wide range of visible light wavelengths. Thermal
treatment leads to the transformation of anatase to rutile phase with increase in
crystallite size and crystallinity in TDAR catalyst. Mixed phase TDAR catalyst
shows improved photocatalytic activity compared to solitary phase TDA with
higher reaction rate constant. Unique morphology of the diatom frustules, solar
light harvesting properties of diatom frustules, and formation of titania nanophases
are the main factors of the developed photocatalysts to show efficient photocatalytic
process under visible light irradiation.
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A Review on Grid Codes and Reactive
Power Management in Power Grids
with WECS

K.V. Ramana Reddy, N. Ramesh Babu and P. Sanjeevikumar

Abstract Nowadays, electrical energy has become one of the important daily
needs in human life. It is not only used in the household appliances but it is also
used in the industrial applications such as transportation purposes, industries. Now,
the total entire world power sale corporations look at the free cost of fuel power like
wind energy which is available at all the times comparatively with all the remaining
sources. The conversion of wind energy into electrical energy has instable voltage
due to short distortions and long distortions in the availability of winds which
addresses the increasing of the demand of reactive power to the power grid. This
paper presents a Grid code that decides cheap cost of coordinated reactive power
management scheme with TCR+FC-based excitation framework for doubly fed
induction generator (DFIG) utilized as a part of wind energy. The grid converter
(GSC), the rotor converter (RSC), the DC link capacitor and TCR+FC devices
which can deal with the dynamic currents exchange with the rotor of DFIG and the
voltage network freely. Using the normal for high-productive vitality stockpiling
and speedy reaction of dynamic VAR devices can be used to level the wind power
variance, mitigate the impact on voltage quality and enhance fault ride-through
capability and current issues in the reactive power management.

Keywords Doubly fed induction generator � Progressive energy management
Fixed capacitor static VAR compensator � WECS
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1 Introduction

Due to the deficiency of the coal supply and the pollution brought by the fossil
energy, countries around the world have put forward many strategic objectives with
regard to energy efficiency, emissions reduction and environmental protection in
order to develop a low-carbon economy and increase energy security of supply [1].
Total wind energy installed 369,597 MW capacity globally (until December 2014).
Total wind energy installed in India is 24,677 MW. India ranks 4th in total installed
power (as of 31 Oct 2015).

Similarly, the European Union is focusing of generation of 20% of the power
from renewable energy by 2020, in which wind energy has been recognized as a
main contributor. China has also published its goals to control greenhouse emis-
sions and focus on the reduction of carbon foot prints by the end of 2020 relatively
with the economic growth of the country by 40%.

Similarly, China plans to build seven large wind farms that will generate tens of
giga watts of wind energy across the Hexi Corridor in Gansu, the plains of East
Inner Mongolia, the plains of West Inner Mongolia, Hami in Xinjiang, Jilin pro-
vince, Hebei Province and in the coastal area of northern Jiangsu.

For transmitting of the power obtained from the wind source situated in remote
locations, the developers and the producers are facing a challenge to overcome it
[2]. These include the issues of large wind power transmission technologies,
management of wind generation intermittency and uncertainties for transmission
systems with high influence of wind power, and maintenance of grid reliability and
availability. This paper is trying to tackling to these issues and is organized as
follows:

The various technical solutions based on the advanced FACTS and HVDC
technologies for large wind farm connections are introduced and compared (Fig. 1).

Fig. 1 Grid-integrated wind energy system with PWEM system
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2 Technical Gestes

2.1 Issues

Wind is a natural source which is renewable and eco-friendly, but wind is intermittent
and uncontrollable.Wind farms are not only interfaced with themedium-voltage grid,
also there is a trend that more and more wind farms are integrated into high-voltage
grid or EHV (extra high voltage) or UHV (ultra-high voltage) grid. However due to
intermittence and fluctuation of wind energy, increasing wind power penetration
levels to power grid has given rise tomany technical issues that need to be overcome to
make sure the operation security and reliability of grid.

These include the following:

• Wind climate assessment methodologies,
• Modelling for wind energy and resource assessment,
• Wind energy transmission by long-distance transmission lines and
• Operation and management for transmission grid with high penetration of wind

power.

2.2 Grid Code Review

There are many constraint specified by the Grid codes for integrating the wind farm
in the grid as specified earlier. The Grid codes may also be different from every
country [2–6]. Table 1 provides an outline of the Grid codes concerned by counties.
In many papers, the Grid codes are presented from various countries [2–4]. But in
this paper, the Indian Grid codes are mainly focused to maintain the standards in the
means of maintain the economics of power quality.

Table 1 Grid codes from different countries

Grid code Institute Year issued Constraints

Germany Grid code E.ON 2006 380, 220 and 110 kV

GB Grid code National Grid 2008 400, 275 and 132 kV

China Grid code (Revision) CEPRI 2009 Transmission network

Nordic Grid code NORDEL 2006 Higher than 110 kV

Danish Grid code Eltra and Eikraft 2004 Below 110 kV

Canadian Grid code Hydro-Quebec 2006 49–240 kV

USA Grid code FERC 2005 Transmission network

Indian Wind Grid code CWET 2009 Transmission network

Indian Electrical Grid code CERC 2010 Transmission network

Indian Grid code CWET 2015 Transmission network
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3 Progressive Wind Energy Management System

The growth of progressive wind system management in wind resource, leads to rapid
changes occuring at the transmission system. To eliminate the impacts of high pen-
etrations of wind energy, such a wind energy management should able to deal
effectively. Wind energy short durations, long durations and interruptions are need to
identified from the control, monitoring and recorded information data from wind plant
grid onwards. Provide operational experience and advanced wind resource monitoring
and control with advanced user interface, including wind production observability for
grid operators in order that wind production can be injected from distribution feeders
into subtransmission grids depending on the grid configuration. Integrate into a
real-time environment of the wind resource production, copes with uncertainties and
inaccuracies, provide advanced alarm trending and look-ahead functions to anticipate
developing conditions. Retain stability of transmission grid. Provide reserve man-
agement and generation control, from the ability to optimize reserve calculation and
minimize generation control required to compensate for the intermittent characteristics
of wind energy production. Generation control also encompasses wind energy pro-
duction curtailment capabilities with a full audit trail to support grid operation in
unsecured grid conditions. Conduct wind production scenario simulation, allowing
dispatcher training using realistic and/or already experienced wind production sce-
narios, driven by wind production forecasts and related uncertainties.

The basic layout and architecture of progressive wind system management is
shown in Fig. 2.

Fig. 2 Basic layout of progressive wind energy management system wind power plant and
control signals
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4 Alternative Links

The remotely located wind farms are connected with the grid using HVDC and
HVAC transmission systems. In general, AC connection is used for “small” wind
farm with “short” connection distance, while HVDC is preferred when huge wind
farm is connected over a long-distance grid (Fig. 3).

4.1 AC Link

HVAC connection is most simplest and economical-based connection method, and
it is very attractive for “small” wind farm with a short connection. But the line
losses are increased as by increasing the p.u length of transmission line. The
number of conductors required to transmit the power is more in HVAC compara-
tively with HVDC. Sometimes, to satisfy the link agreement it requires a substation
for every 40 km distance, AC tap-changing transformers, electronic tap-changing
transformers or power electronics-based FACTS devices are required to be installed
such as static VAR compensator (SVC) or static synchronous compensator
(STATCOM) which increases the overall system cost increases, except mechani-
cally operated tap-changing transformers remain all devices increases reactive
power management accuracy in the power system (Fig. 4).

Fig. 3 Architecture of a progressive wind energy management
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Thyristor-controlled reactor (TCR) and thyristor-switched capacitor (TSC) are
subsets of SVC [2]. The reactive control and AC voltage control are implemented
by controlling the equivalent shunt impedance in SVC. Majority of the loads are
inductive type, so to provide the reactive power management, the economical
solution is framed with TCR+FC.

The operation principle of a STATCOM is based on controlling the AC voltage
amplitude generated by the converter to control the generated reactive current. This
indicates that STATCOM has better capability for providing reactive power com-
pensation during low AC voltage compared to SVC.

4.2 DC Link

HVDC transmission is very attractive, especially for interconnection of large wind
farm with significant long distance.

The following advantages are provided by HVDC transmission:

• The number of conductors in HVDC is low comparatively with HVAC;
• Power flow is fully defined and controlled;
• The cable charging current has no effect on the DC transmission;
• AC cable system has lower cable power loss.

Voltage source converter (VSC) and line-commutated converter (LCC) are the
two types of HVDC transmission. The advantages of VSC transmission over
HVDC and LCC are as follows:

• They do not require any external voltage source.
• They are self-commutation.
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• The control features of reactive power is possible at each AC networks.
• Active and reactive power controls are independent.

The above features make VSC as the most preferred HVDC transmission from
offshore wind farm [3, 4].

4.3 Grid Behaviour of Wind Turbines

• Induction generators are mostly preferred to the asynchronous generator in past.
• Capacitor banks are used to provide the VAR support to the induction generator.
• The reactive power drawn from the grid affects voltage profile of system.
• The synchronous generator-based wind turbine has an advantage of absence of

reactive power control, but they have overcome the harmonic content.
• The generator configuration of the wind turbine has its own grid profile which

has to be followed from grid integration.
• The wind system should be cut off from grid when install position as it may

draw the power from the grid.
• During fault condition, the wind turbine must require an additional reactive

power support else it should be removed from the grid.
• Since wind is nonlinear in nature, the power generated cannot be scheduled.

4.4 Centre for Wind Energy Technology (Indian and World
Scenario)

Countries such as USA, India, Germany, Denmark, China and Spain, which are
major producers of wind-based energy, have their own Grid code which should be
followed while interconnecting the wind system to central grid. The basic param-
eters which should be focused for Grid code are as follows:

• Active power control,
• Frequency,
• Voltage and reactive power issues,
• Fault ride-through capability,
• Protection and
• Power quality issues such as flicker and harmonics.

MNRE, an Indian government-based organization issues a five-year plan for
development of the renewable-based generation and their need based on the sup-
ply–demand ratio.
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4.5 Grid Code Requirements

Table 2 summarizes the criteria for grid integration of wind energy.

4.6 Grid Code Frequency Standards

In India, the standard frequency of 50 Hz with ±2% variations is allowed at nec-
essary conditions. The frequency variation of wind farm can be withstood until
0.5 Hz/s. The transmission line grid frequency is most important one as by
increasing the line frequency the currents in the line also increases up to its reso-
nance condition after the resonance condition the currents get decreases.

F ¼ PN=120 ð1Þ

The speed of the DFIG is directly proportional to frequency. In wind mills, the
wind energy is not available as constant at all the times; it changes accordingly
change of climatic conditions. Thus, reactive power demand of grid changes with
respect to change in climate. In many of the papers, they concentrated that the total
demand of reactive power is delivered to grid without any suitable compensation
devices, but in this paper with help of progressive wind energy management, we
can reduce the demand of the reactive power to the grid up to certain limits. The
remaining required reactive power is supported by the economics of reactive power
compensation device TCR+FC.

4.7 Grid Code-Required Power Factor Standards

The minimum power factor specified for wind farm is 0.95 lagging to 0.95 leading
which gives the better operating voltage stability in wind farms comparatively with
the remaining power factors. Figure 5 shows the rectangular, whose sides of power
factor offer at the grid voltages [7–10].

Table 2 Specified voltage
profile of wind energy in
India for grid integration

Voltage (kV)

Nominal % Limit of variation Maximum Minimum

400 +5 to −10 420 360

220 +11 to −9 245 200

132 +10 to −9 145 120

110 +10 to −12.5 121 96.25

66 +10 to −9 72.5 60

33 +5 to −10 34.65 29.7
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For the wind farms connected above 66-kV grid transmission system every
operated grid voltage operates at subsynchronous resonance condition therefore
whose operating power factor is near to unity power factor, but near to 15 papers
they mentioned about various types of reactive power compensation methods, its
dynamic operating accuracy, its operative optimizing methods through various
algorithms but in this paper proposed and discussed about progressive wind energy
management scheme along with optimized TCR+FC economics of reactive power
compensation method. The appreciated current issues are concluded from this
method. The fault ride-through capability is reduced, and it becomes as low-voltage
ride-through capability can be identified from the following graph (Fig. 6; Table 3).

425 245 145 121

410 238 141 117

400 220 132 110

380 215 128 105

360 200 120 36.25

Voltage (kV)

0.95 0.98 1.0

Power Factor

Lagging Leading

Fig. 5 Power factor characteristic of wind farm above 66 kV

Must not trip

Vpf

Vf

0 T 3000Time (ms)

Vo
lta

ge
 (k

V)

Must not trip

Fig. 6 Fault/low-voltage ride through. Vf: Nominal voltage, Vpf: voltage required for wind turbine
operation

A Review on Grid Codes and Reactive Power Management … 533



5 Harmonics

Variable pitch wind turbine in accordance with power converters is the source of
the harmonics like DFIG. The harmonics measurement for variable speed turbines
is recommended as per IEC61400-21. But in this paper, the Indian Grid code also
maintains the same standards issued by international electro-technical commission.

VTHD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n¼50

n¼2

V2
n

V2
i
�

v

u

u

t ð2Þ

where

Vn: nth harmonic of voltage and
Vi: fundamental frequency voltage.

Therefore, from above statistics the Indian Grid code transmission system
restricted and appreciated THD values between 1.5 and 2.5% given by CWET in
the year of 2015, the Indian wind power plants which operates at this allowable
THD value through progressive wind energy management system which turns into
economics of reactive power compensation is required and it is economical for
current issues.

5.1 Wind Turbine—Fault Ride-Through, Reactive Power
Control

Power quality issue like voltage dips is the major problem faced by the WECS.
Transmission system operators (TSO) require an additional energy support for the
system during voltage sag condition as there is large penetration of wind energy in
the grid [11–16]. This leads to high investment in the strategy for supporting the
grid in voltage sag condition.

Table 3 Constraints of fault time and voltage of Indian grid standard

Nominal voltage (kV) Fault clearing time, T (ms) Vpf (kV) Vf (kV)

400 100 360 60.0

220 160 200 33.0

132 160 120 19.8

110 160 96.25 16.5

66 300 60 9.9
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The wind system has a different performance during constant mode or in voltage
sag mode. Figure 7a shows the squirrel cage induction generator (SCIG) which is
integrated to the grid through transformer, so they are fixed speed type. Figure 7b
shows that wound rotor generator with partial converter which provides a limited
variable speed control. Figure 7c represents the generator connected to full-scale
converter configuration which provides a stable and full control of variable speed
wind turbine. The active and reactive power control of wind system is controlled
using rotor of the generator which is integrated to grid through power converter,
whereas stator is integrated with grid directly. The voltage dip across the grid
causes high injection of rotor current which is supplied to the power converter; thus,
a high rotor voltage is required to overcome the rotor current [16–20]. When the
voltage is increased further, the control of rotor current is no longer possible. This
large amount of current will flow through the converter which will damage the
converter. To overcome the drawbacks, crowbar system is associated with rotor
circuit. The converter is disconnected from the system when the rotor current is too
high. The rotor current is then passed through the crowbar resistance; then, the
generator acts as an induction machine. Thus using this topology, the wind turbine
will maintain during voltage dip and also follow the grid requirement. SCIG is a
fixed speed wind turbine and has an advantage of rugged nature, low cost, brushless
and simplicity. However, they require a more reactive power to overcome the air

Fig. 7 Topology of wind
turbine
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gap flux when the power system is under short circuit. Otherwise, they are tended to
be unstable in nature (Table 4).

5.2 Fault Ride-Through Solutions

Flexible AC transmission systems (FACTS) are rapidly replacing the capacitor- and
reactor-based control technique. Recent wind turbines installed have superlative
controllers to reduce voltage dips, whereas the old wind turbines are associated with
the FACTS devices for the same. The installation of FACTS devices is either at
PCC or at individual. The FACTS devices implemented for wind turbine are cat-
egorized as follows:

• Dynamic voltage restorer (DVR),
• Static voltage compensator and static compensator (STATCOM) and
• Unified power quality conditioner (UPQC).

5.3 Static Voltage Compensator

The capacitive or inductive current of the system is controlled using the static VAR
compensator, which shunts with the wind system as shown in Fig. 8. They are
generally interconnected with the system in between the utility and generator. The
reactive power is generally between 0 and 1 p.u. They are low cost when compared
with the STATCOM, but the efficiency of the latter is superior than that the SVC as
shown in Fig. 9. The SVC is basically an electronic switch connected in association
with thyristor.

Static VAR compensator subsets are TCR and TSC. The operating character-
istics of these two subsets are different, and its demand is also required at different
load operating conditions, and also they supply or draw different amounts of low
reactive power from the existed transmission line. STATCOM, BESS, SMESS,
UPFC, etc, are the preferred devices for higher demand of reactive power, which
are described in [20–28] papers.

Table 4 Indian voltage harmonic limits for wind power plants

Voltage (kV) Total harmonic distortion (%) Individual harmonic (%)

765 1.5 1.0

400 2.0 1.5

220 2.5 2.0

132 3.0 2.0
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6 Summary

Progressive energy management scheme controls the distortions while the gener-
ation of wind power and maintains good power quality for very low short-duration
variations such as instantaneous, momentary and temporary variations and inter-
ruptions whose distortion time period is less than 1 min at steady-state condition.
These short-duration-type problems are occurred more number of times compara-
tively with long-duration variations whose time duration is greater than 1 min. So
in this paper, an economical reactive power compensation is proposed to mitigate
low-voltage fault ride-through problems due to short-duration variations in the wind
speed are overcome by TCR+FC a subset of SVC.

Fig. 8 Different topologies of SVC
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Fig. 9 V–I characteristics of TCR+FC
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The overall Grid code requirement of wind energy is summarized in this paper.
The requirement of the small wind system is suggested in this paper. The condition
like fault ride through is analysed, and the suitable suggestions are made on the
control techniques. Thus, this paper tends to support the overall issue of WECS at
grid side of the system.
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PEM Fuel Cell Modeling Using Genetic
Algorithm—A Novel Approach

K. Priya, Sashang Roy Choudhury, K. Sathish Kumar
and N. Rajasekar

Abstract In order to analyze, model, and control of power generation, precise
models of proton exchange membrane fuel cells (PEMFCs) are very important. As
we know, there has been a lot of research on nanofluid coolants and how they
improve the heat transfer properties of the base fluid. Hence, a PEM fuel cell
modeling using genetic algorithm (GA) is presented in this paper that exactly tries
to estimate the output of the fuel cell performance when Al2O3 nanofluid coolant is
used. In this paper, we determine the thermal conductivity of Al2O3 nanofluid
coolant with different concentrations of ethylene glycol and water and simulate the
PEMFC performance by means of the data generated using GA.

Keywords Nano fluids � PEMFC � Modeling of PEMFC

1 Introduction

Researchers around the world are urging to contribute to reduce global warming, in
particular the air pollution. The proton exchange fuel cell (PEMFC) is an electro-
chemical device that operates at low temperature is to be the best alternative
renewable energy source to replace with current conventional generation of energy
sources. Among the different types of fuel cells, PEMFCs have several physio-
chemical advantages.
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They can be used in application which requires low temperature and high current
densities. PEMFCs are smaller, lighter, durable, and most tolerant to shock and
vibration than any other kind of fuel cells. They have long stack life due the use of
solid electrolyte and have fast startup due to thin structures, high energy efficiency,
and ability to be used under conditions which require discontinuous operation
(tolerant to many cycles of starts and stops) [1–5]. Furthermore, PEMFCs do not
emit any kind of air pollutants such as NOx or CO. Utilizing hydrogen as a fuel,
PEMFC only releases water as the chemical by-product. This is why many experts
consider PEMFCs as the source of energy for an ideal zero emission vehicle (ZEV).
All these qualities of PEMFCs make it a perfect alternative having a wide range of
applications in a series of power applications ranging from watt levels of portable
micro power to kilowatts level of transportation and megawatt levels for stationary
power sources for residential and distributed power system [5–8]. A PEMFC works
at its maximum efficiency when it is operated within its temperature limits. As we
know the electrochemical process of producing water from hydrogen and oxygen is
an exothermic reaction, some heat is always produced from the fuel cell which
needs to be dissipated to keep the operating temperature of the fuel cell within
limits. Thus, the need of coolants arises here to dissipate the excess heat produced.
A lot of research has been done to improve the coolants’ heat transfer properties by
preparing nanofluid coolants. Thus, thermal management is a very important factor
in the overall PEMFC performance. Thermal management is defined as the dissi-
pation of heat, generated within the fuel cell during the electrochemical process, to
the surrounding environment [9]. The heat generated from the electrochemical
reaction, if not dissipated properly might hamper the PEMFC operation. As a result,
this excess heat might dry out the membrane. Drying out of the membrane reduces
its overall ionic conductivity. In such conditions, if the thermal stress is not handled
properly, it can lead to destruction of the membrane. In addition, at extreme
operating conditions, the temperature can also affect the fuel cell performance [10].
Thus, when there is increase in temperature as a result voltage decreases and also
low temperatures reduce the overall fuel cell reaction, subsequently increasing the
losses. Therefore, it is very important to keep the fuel cell under very small tem-
perature changes and optimal operating conditions by letting the additional heat to
exit the PEMFC. To operate a PEMFC under optimal conditions, it essential to
remove the heat at the same rate as it is produced; thus, a heat removal system is
unavoidable.

In order to improve the heat transfer of the fuel cell, several attempts have been
carried out such as increasing heat transfer area, heat transfer coefficient, and
temperature difference that result in heat flow. Though miniaturizing the size of heat
transfer mechanism is very important, this has been made possible with the use of
nanoparticle added to coolant liquids to increase their thermal conductivity. In this
paper, we have produced a model of PEMFC by generating the parameters using
genetic algorithm, simulating the data with different values of thermal conductivity
of Al2O3 nanofluid with different base fluids, and considering the case where there
is no forced heat transfer. The input values for thermal conductivity of coolant were
kept close to the actual calculated values of 0.5% Al2O3 nanofluid as measured in
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the laboratory. Considering the effect of temperature change due to the use of
nanofluid coolant on the humidity and water content of membrane, the simulation is
conducted to estimate the PEMFC performance curve when operated with coolants.

2 PEMFC Model

The electrochemical model of fuel cell is widely accepted by the engineers to
evaluate fuel cell performance. In this work, popular electrochemical model pro-
posed by Amphlett et al. [11] is used. The equivalent output voltage proposed by
Amphlett is described as the sum of the Nernst equation Enernst and all the losses,
activation loss (Vact), ohmic loss (Vohm), and concentration loss (Vconc). Fuel cell is
an electrochemical device that converts the stored energy of fuel directly into
electricity with the help of an oxidant. It consists of a cathode and an anode with a
proton-conducting membrane which serves as the electrolyte. The electrochemical
equations occurring in electrodes of a PEMFC can be described as follows:

At anode

H2 ! 2Hþ þ 2e�

At cathode

2Hþ 2e� þ 1=2O2 ! H2O

Overall Equation

H2 þ 1=2 � O2 ! H2O

The overall output voltage that governs a fuel cell is as follows:

Voc ¼ Enernst � Vact � Vohm � Vconc ð1Þ

The Nernst reversible equation is as follows [12]

Enernst ¼ 1:22� 8:5 � e�3 T � 298:15ð Þþ 4:3085 � e�5 � T ln PH2 þ 0:5PO2½ �ð Þ ð2Þ

where PH2 and PO2 are the partial pressures of hydrogen and water, respectively.
T is the temperature in Kelvin.

The overall activation potential can be written as follows:

Vact ¼ e1 þ e2T þ e3T ln CO2ð Þþ e4T ln ið Þ ð3Þ

where ei are the semi-empirical coefficients, i is the cell current and CO2 is the
concentration of oxygen in catalytic interface of the cathode (mol cm−3).
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CO2 ¼
PO2

5:08e�6 � h�498
T

ð4Þ

The ohmic loss can be expressed as the sum of resistance offered by the path of
flow of electrons and the resistance offered to the flow of ions through membrane.

Vohm ¼ i Rm þRcð Þ ð5Þ

Rm ¼ qm
L
A

� �
ð6Þ

qm ¼
181:6 1þ 0:03 i

A

� �þ 0:062 T
303

� �2 i
A

� �2:5h i
k� 0:634� 3 i

A

� �� �
exp 4:18 T�303

T

� �� � ð7Þ

Rc is the ohmic loss is related to the proton conductivity of the membrane. This
ionic resistance is highly dependent on the water content of the semipermeable
membrane, which may be controlled through external humidification of the inlet
supply of hydrogen or oxygen. The semipermeable membrane keeps losing water
because of the movement of hydrogen ions across the membrane. Every hydrogen
ion that crosses the membrane takes some water molecules with itself and some
water is lost through evaporation. Thus, the humidity must be above 80%, other-
wise the membrane would dry up, but at the same time, it must not be above 100%,
otherwise water would collect in the electrodes [13].

The following equations relating water content of the membrane and ionic
resistance.

Rc ¼ Lm
Arm

ð8Þ

where Lm and rm are the thickness and conductivity, respectively. The membrane
conductivity has been related to water content as follows [14].

rm ¼ akm� b ð9Þ

where

a ¼ 0:005193 exp 1268
1

303
� 1
T

� �
e�2

� 	
Sm�1 ð10Þ

b ¼ 0:00326 exp 1268
1

303
� 1
T

� �
e�2

� 	
Sm�1 ð11Þ
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Now, the relation between water content relative humidity is defined as follows
[15]:

k ¼ 0:043þ 17:18U� 39:85U2þ 36U3; 0\U\1 ð12Þ

k ¼ 14þ 1:4ðU� 1Þ; U[ 1 ð13Þ

where U is relative humidity and,

/ ¼ Pw

Psat
ð14Þ

where Pw is the partial pressure of water vapor and Psat is the saturation pressure of
air. The saturation pressure of air is dependent on temperature. This relation is
described by Antoine equation [16].

log10 Psat ¼ A� B
Cþ T

ð15Þ

The temperature is in Celsius and A, B, and C are constants. The pressure (Psat) is
measured in mm of Hg.

Apart from these losses, there is concentration loss also. The concentration loss
can be explained through the following equation.

Vconc ¼ �b ln 1� I
Imax

� �
ð16Þ

3 Problem Statement

In order to demonstrate the overall improvement in performance of the fuel cell, we
need to incorporate the convectional heat transfer equation in the simulation. In this
simulation, we have considered only natural convection as a means of heat transfer
through the coolant and radiator fins. The case of forced convection is not con-
sidered here. Thus, the convectional heat transfer equation is as follows.

q ¼ k
l
A Ta � Tbð Þ ð17Þ

where K is the thermal conductivity of the coolant, A and l are the area of radiator
fins and thickness of pipes, respectively, q is the heat produced and Ta, Tb are the
temperatures inside the fuel cell and room temperature, which is set to 27 �C.
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Now, from this equation, we need to calculate the Ta, since we have q, A, l, Tb�1,
and K. The value of K will be generated using genetic algorithm. Thus, due to the
effect of K, we will notice a decrease in the temperature of the fuel cell which will
lead to an enhanced performance.

The objective function in this case is the sum of the error of obtained between
the reference voltages (from data sheet) and calculated voltage. This sum of error is
then added with one and the whole term is inversed. Thus, the objective function is
aimed toward maximization of the output voltage.

error ¼ Vref � V

Obj function ¼ 1
1þ P

error

3.1 Nano Fluid Preparation and Thermal Conductivity
Measurements

Two step preparation processes has been used to prepare the sample nanofluid
coolants without any surfactants. Alumina is one of the most cost effective and
widely used materials. Al2O3 nanoparticles were obtained from external means.
Three different base fluid mixtures were prepared with the ratio of water: EG as
60:40, 70:80, and 80:20. The volume fraction of Al2O3 nanoparticles added was
fixed to 0.5%. No kind of dispersant was used.

The Al2O3/water/EG nanofluid was prepared by mixing the particle to the base
fluid using an electromagnetic agitator operating at 600 rpm. The solution was then
kept in an ultrasonic vibration for 2 h at 36 kHz and 100 W. Studies according to
[17] have shown us that stability can be obtained using sonication.

Thermal conductivity measurements were taken using KD2 Pro thermal property
analyzer of Decagon Devices, Inc., USA, at a constant temperature of 50 °C. The
KD2 Pro uses the transient line heat source to measure the thermal properties of
solids and liquids. The apparatus meets the standards of both ASTM D5334 and
IEEE 442-1981. The following table shows the measured values of the nanofluid
coolant samples (Table 1).

Table 1 Parameters

Particles Base fluid (water:EG) Thermal conductivity (w/mk)

Al2O3 60:40 0.592

Al2O3 70:30 0.697

Al2O3 80:20 0.751
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3.2 Mathematical Model for Thermal Conductivity

Hamilton and Crosser [18] had developed an extension, of measuring the thermal
conductivity developed by Maxwell [19], to measure the effective thermal con-
ductivity of two components mixtures as a function of conductivity of pure
materials, the composition mixture, and the shape of the dispersed particles. The
conductivity of two components mixtures can be defined as Eq. 18

Keff ¼ Kp þ n� 1ð ÞKbf � n� 1ð Þ/ Kbf � Kpð Þ
Kp þ n� 1ð ÞKbf þ/ Kbf � Kp

� � ð18Þ

4 Results and Discussions

Since the GA parameters have a significant influence on algorithm performance, the
parameters were evaluated with different compositions for 20 independent trials and
the best combination was selected. It was concluded that the population size of
20–30 is most appropriate to arrive an optimal solution satisfying the objective
function. However, on the contrary, increasing the size of population does not reduce
the number of iterations significantly. While selecting the probability of crossover
and mutation, suggestions were taken from [20], i.e., the crossover probability was
in the range of 0.75–0.95, and this value is adjusted till the best solution set is
attained. Thus, from the computations, it was found that the value of 0.8 for
crossover probability suited best. The value of mutation probability was fixed to 0.3.

Fig. 1 Fitness curve
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Thus, after several runs, the best convergence characteristic that depicted the
objective function values versus number of iterations for the GA method is shown
in Fig. 1.

Now, these obtained values of parameters, which are mentioned in the table, are
fed to a model of PEMFC that was designed in SIMULINK. After feeding all the
parameter values (n1; n2; n3; n4; b; k; Rh and Kt) to the model, the value of Kt was
changed to see the influence of the coolant on PEMFC operation. There was a
considerable drop in the operating temperature that was noticed when a value of
0.974 W/Km was used as the thermal conductivity of coolant. Similarly, increasing

Fig. 2 V-I curve

Fig. 3 P-I curve
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the thermal conductivity of the coolant has significant performance enhancements
of the fuel cell. The V-I and P-I curves for the proposed model are presented in
Figs. 2 and 3, respectively.

5 Conclusion

In this work, we were able to accurately plot the output performance enhancement
by simulating the data generated through GA and adding thermal conductivity of
coolant as another parameter. The observed performance enhancement was for the
condition where we did not consider any kind of forced heat transfer. Thus, the
performance should improve further if forced heat transfer method accompanied
with nanofluid coolant was implemented. Approximately 3% rise in output voltage
was observed with respect to increasing value of thermal conductivity of coolant.
Output voltage could be further increased with the use of a coolant which has even
more thermal conductivity value than that of Al2O3 nanofluid.
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Renewable Energy Capacity
Estimation for Indian Energy Sector
Using Energy Demand Forecasting
Through Fuzzy Time Series

Shibabrata Choudhury, Aswini Kumar Patra, Adikanda Parida
and Saibal Chatterjee

Abstract Rapid industrialization, change in lifestyle, population growth, etc.,
influence the demand for energy exponentially. Till date, fossil fuel constitutes the
major component of energy mix of developing countries. The declined availability
of fossil fuel is a cause of concern for developing countries like India. In this paper,
the probable future energy demand trend has been depicted based on the combi-
nation of k-means clustering, and the two-factor and three-order fuzzy time series
techniques considering the three decade energy scenario of India in particular.
Further, the paper has outlined the need and significance of renewable energy as it
compensates the energy deficit in a comparative cost-effective and environmental
friendly manner.
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1 Introduction

Industrialization, urbanization, and the population growth in India is the main cause
for the exponential growth of the energy demand in the country. Various measures,
such as energy efficiency techniques and policies adopted by different governments
time to time, have insignificant impacts over energy demand reduction [1].
Researchers have highlighted a strong correlation between well-being and energy
consumption. The well-being measure should not be an aggregate average; rather it
is related to individuals [2]. There has been a noticeable country wide disparity in
individual energy access. Moreover, whole of the rural and urban poor are deprived
of energy access in developing countries [3]. However, global climatic change and
environmental issues restrict the capacity addition from the nonrenewable energy
sources. Besides, renewable energy assures energy security, economic competi-
tiveness, and better human livelihood [4].

2 Status of the Indian Energy Sector

Postindependence India has shown an equal energy contribution from both hydro
and thermal sources. In post 1980s, the country was unable to maintain the green
supply of energy in a balanced manner to move along with the demand of energy.
By the end of XII plan there was 708,427 GWh of thermal source of energy as
compared to 130,511 GWh of hydro source of energy.

From IV plan onward, nuclear source of energy was introduced, whereas the
cost-effective renewable source of energy was introduced after 1990s. Renewable
energy source has contributed a higher value as compared to nuclear source of
energy [5]. Figure 1 shows that the coal lignite constitutes 58% of the total energy
contribution, followed by hydropower, and renewable energies with 18, 12%,
respectively.

Fig. 1 All India installed
generation capacity—end of
first year of 12th plan
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3 Demand Forecasting Using Fuzzy Time Series

The fuzzy-based demand forecasting has been adopted for the prediction of energy
requirement as proposed in [6, 7].

3.1 Fuzzy Time Series

The fuzzy time series was proposed by Song and Chissom [8], where as the values
for fuzzy time series are based on fuzzy sets [9]. Fuzzy set P of the universe
discourse Z, Z ¼ z1; z2; . . .znð Þ has been defined as:

P ¼ fp z1ð Þ=z1 þ fp z2ð Þ=z2 þ � � � þ fp znð Þ=zn

For fuzzy set P, fp is the membership function, fp: Z ! 0; 1½ �; fpðziÞ signifies the
membership grade of Zi in the fuzzy set P, and 1 � i � n. Assuming F(s), a fuzzy
time series, F(n) is caused by F s� 1ð Þ;F s� 2ð Þ; . . . and F(s − n), then fuzzy
logical relationship is as follows:

F s� nð Þ. . .F s� 2ð Þ;F s� 1ð Þ ! F sð Þ

3.2 Proposed Forecasting Method Based on k-Means
Clustering Techniques and Two-Factor
and Third-Order Fuzzy Time Series

A methodology is proposed to predict the country’s energy demand. The require-
ment and available energy data of three decade being taken to predict the energy
demand. Based on the requirement of energy, various alternatives can be taken to
buildup the energy capacity of the nation. The steps are as follows:

Step 1: Sort the data in ascending order, and the data points are represented as

d1, d2 … dn. Compute the average difference (AD) =
Pn�1

i
diþ 1�di

n�1 for
both the inputs requirement and availability. The average difference for
requirement and availability are calculated as 30.10 and 27.36, respec-
tively, from the three decade energy data.

Step 2: The data points are grouped using k-means clustering. The requirement
and availability energy data from 1984–85 till 2012–13 are clustered into
10 bunches as presented [5] in Table 1.

Step 3: The boundary for clusters obtained in Step 2 is computed using two
conditions. (i) If a cluster contains more than two elements, then all
elements are rejected excluding the highest and lowest. (ii) In the case of
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Table 1 Available and required energy of India (1984–2013)

S.No Year Requirement
clusters

Availability
clusters

1 1984–85 155.432 145.013
2 1985–86 170.746 157.262
3 1986–87 192.356 174.276
4 1987–88 210.993 187.976
5 1988–89 223.194 205.909
6 1989–90 247.762 228.151
7 1990–91 267.632 246.56
8 1991–92 288.974 266.432
9 1992–93 305.266 279.824
10 1993–94 323.252 299.494
11 1994–95 352.26 327.281
12 1995–96 389.721 354.045
13 1996–97 413.49 365.9
14 1997–98 424.505 390.33
15 1998–99 446.584 420.235
16 1999–00 480.43 450.594
17 2000–01 507.216 467.409
18 2001–02 522.537 483.35
19 2002–03 545.674 497.589
20 2003–04 559.264 519.398
21 2004–05 591.373 548.115
22 2005–06 631.757 578.819
23 2006–07 690.587 624.495
24 2007–08 739.343 660.007
25 2008–09 777.039 691.038
26 2009–10 830.594 746.644
27 2010–11 861.591 788.355
28 2011–12 937.199 857.886
29 2012–13 998.114 911.209

554 S. Choudhury et al.



single element (es) cluster, then the boundary is calculated as
ðes�ADÞ; es þADð Þ:
The boundary for Table 1 data has been prepared as follows (Table 2):

Step 4: If cluster boundaries decided in previous step are represented as (x, y),
(a, b), (c, d)… then the intervals (ui) are determined as follows: ui ¼
x; yð Þ; uiþ 1 ¼ y; að Þ; uiþ 2 ¼ a; bð Þ; uiþ 3 ¼ b; cð Þ. . . and so on.

The computed cluster boundaries for energy requirement and availability are
mentioned in Table 3.

Step 5: The input data are fuzzified. For example, if energy requirement data
belong to an item ui then Pi is represented, similarly for energy available
data are represented as Qi. It has been depicted in Table 4.

Table 2 Boundary for
requirement and availability
of energy

Requirement Availability

c1 155.43 223.19 c1 145.01 174.28

c2 247.76 323.25 c2 187.98 228.15

c3 352.26 446.58 c3 246.56 299.49

c4 480.43 559.26 c4 327.28 390.33

c5 591.37 631.76 c5 420.24 467.41

c6 660.49 720.68 c6 483.35 519.40

c7 739.34 777.04 c7 548.12 578.82

c8 830.59 861.59 c8 624.50 691.04

c9 907.10 967.29 c9 746.64 788.36

c10 968.02 998.11 c10 857.89 911.21

Table 3 Intervals for
requirement and availability
of energy

Intervals of requirements (ui) Intervals of availability (vi)

u1 = [155.432, 223.194)
u2 = [223.194, 247.762)
u3 = [247.762, 323.252)
u4 = [323.252, 352.26)
u5 = [352.26, 446.584)
u6 = [446.584, 480.43)
u7 = [480.43, 559.264)
u8 = [559.264, 591.373)
u9 = [591.373, 631.757)
u10 = [631.75, 660.491)
u11 = [660.491, 720.682)
u12 = [720.682, 739.343)
u13 = [739.343, 777.039)
u14 = [777.039, 830.594)
u15 = [830.594, 861.591)
u16 = [861.591, 907.103)
u17 = [907.103, 967.294)
u18 = [967.294, 968.018)
u19 = [968.018, 998.114)

v1 = [145.013, 174.276)
v2 = [174.276, 187.976)
v3 = [187.976, 228.151)
v4 = [228.151, 246.56)
v5 = [246.56, 299.494)
v6 = [299.494, 327.281)
v7 = [327.281, 390.33)
v8 = [390.33, 420.235)
v9 = [420.235, 467.409)
v10 = [467.40, 483.35)
v11 = [483.35, 519.398)
v12 = [519.398, 548.115)
v13 = [548.115, 578.819)
v14 = [578.819, 624.495)
v15 = [624.495, 691.038)
v16 = [691.038, 746.644)
v17 = [746.644, 788.355)
v18 = [788.355, 857.886)
v19 = [857.886, 911.209)
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Step 6: We can construct two-factor and three-order fuzzy logical
relationship. For example, fourth year information could be obtained by
considering year 1, year 2, and year 3. Similarly, the moving average
rule is followed for subsequent years. It has been depicted in Table 5:

Step 7: Let the two-factor kth-order fuzzified historical data prior day i are
Piv;Qivð Þ. . . Pi2;Qi2ð Þ; and Pi1;Qi1ð Þ where 2� k� n;Piv; . . .;Pi2, and
Pi1 are the fuzzified values of the primary factor of fuzzy sets, similarly
Qiv, …, Qi2, and Qi1 are the fuzzified values of the secondary factor of
the fuzzy sets. Based on these, values forecasting are estimated [8].
There are three possible existence of fuzzy logical relationship groups
based on which the forecasted value of day i is computed as follows:

Table 4 Fuzzified inputs for requirement and availability of energy

S. No. Requirements Fuzzified requirement Availability Fuzzified availability

1 155.432 P1 145.013 Q1

2 170.746 P1 157.262 Q1

3 192.356 P1 174.276 Q2

4 210.993 P1 187.976 Q3

5 223.194 P2 205.909 Q3

6 247.762 P3 228.151 Q4

7 267.632 P3 246.56 Q5

8 288.974 P3 266.432 Q5

9 305.266 P3 279.824 Q5

10 323.252 P4 299.494 Q6

11 352.26 P5 327.281 Q7

12 389.721 P5 354.045 Q7

13 413.49 P5 365.9 Q7

14 424.505 P5 390.33 Q8

15 446.584 P6 420.235 Q9

16 480.43 P7 450.594 Q9

17 507.216 P7 467.409 Q10

18 522.537 P7 483.35 Q11

19 545.674 P7 497.589 Q11

20 559.264 P8 519.398 Q12

21 591.373 P9 548.115 Q13

22 631.757 P10 578.819 Q14

23 690.587 P11 624.495 Q15

24 739.343 P13 660.007 Q15

25 777.039 P14 691.038 Q16

26 830.594 P15 746.644 Q17

27 861.591 P16 788.355 Q18

28 937.199 P17 857.886 Q19

29 998.114 P19 911.209 Q19
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Principle 1: If Piv;Qivð Þ. . .; Pi2;Qi2ð Þ; Pi1;Qi1ð Þ ! Pt; then forecasted
value mt of day i is computed as the midpoint of the interval uj.
Principle 2: If Piv;Qivð Þ. . .; Pi2;Qi2ð Þ; Pi1;Qi1ð Þ ! Pt1; Piv;Qivð Þ. . .; Pi2;Qi2ð Þ;
Pi1;Qi1ð Þ ! Pt2. . . Piv;Qivð Þ. . .; Pi2;Qi2ð Þ; Pi1;Qi1ð Þ ! Pt3; then the
forecasted value of day is computed to mt1 þmt2 þ � � � þmtp

� �
=P;

where mt1;mt2; . . . and mtp are the midpoints of intervals
ut1; ut2; . . . and utp, respectively.
Principle 3: If Piv;Qivð Þ. . .; Pi2;Qi2ð Þ; Pi1;Qi1ð Þ ! #; where ‘#’ signi-
fies an unknown value, then forecasted value of day i is computed as
mi�v þ � � � þmi�2 þmi�1ð Þ=V ; (where mi�v; . . .mi�2;mi�1 are the
midpoints of the intervals ui�v; . . . ui�2; ui�1, respectively.

Figure 2 compares the existing real requirement with the calculated requirement.
The graph indicates there has been consistency in terms of the computed value
through fuzzy time series. This study can, further, be extended to predict the
long-term prediction of energy requirement through fuzzy time series. The work has
considered the requirement of energy, as available energy has to cope as per the
demand.

Based on Step 7, the last five-year values are compared in Fig. 2:
In developed countries like USA, the emphasis is on the renewable energy

sources for its widespread benefits over other sources of energy, with a target of
achieving 80% of demand by 2050. All sources of renewable energy are proved to
be cost-effective and sustainable for a longer time with less capital investment
involved. Proactive measures taken by India, may be, resulted in adding highest
renewable capacity.

Table 5 Fuzzified inputs for requirement and availability of energy

1. (P1, Q1), (P1, Q1), (P1, Q2) ! P1 2. (P1, Q1), (P1, Q2), (P1, Q3) ! P2

3. (P1, Q2), (P1, Q3), (P2, Q3) ! P3 4. (P1, Q3), (P2, Q3), (P3, Q4) ! P3

5. (P2, Q3), (P3, Q4), (P3, Q5) ! P3 6. (P3, Q4), (P3, Q5), (P3, Q5) ! P3

7. (P3, Q5), (P3, Q5), (P3, Q5) ! P4 8. (P3, Q5), (P3, Q5), (P4, Q6) ! P5

9. (P3, Q5), (P4, Q6), (P5, Q7) ! P5 10. (P4, Q6), (P5, Q7), (P5, Q7) ! P5

11. (P5, Q7), (P5, Q7), (P5, Q7) ! P5 12. (P5, Q7), (P5, Q7), (P5, Q8) ! P6

13. (P5, Q7), (P5, Q8), (P6, Q9) ! P7 14. (P5, Q8), (P6, Q9), (P7, Q9) ! P7

15. (P6, Q9), (P7, Q9), (P7, Q10) ! P7 16. (P7, Q9), (P7, Q10), (P7, Q11) ! P7

17. (P7, Q10), (P7, Q11), (P7, Q11) ! P8 18. (P7, Q11), (P7, Q11), (P8, Q12) ! P9

19. (P7, Q11), (P8, Q12), (P9, Q13) ! P10 20. (P8, Q12), (P9, Q13), (P10, Q14) ! P11

21. (P9, Q13), (P10, Q14), (P11, Q15) ! P13 22. (P10, Q14), (P11, Q15), (P13, Q15) ! P14

23. (P11, Q15), (P13, Q15), (P14, Q16) ! P15 24. (P13, Q15), (P14, Q16), (P15, Q17) ! P16

25. (P14, Q16), (P15, Q17), (P16, Q18) ! P17 26. (P15, Q17), (P16, Q18), (P17, Q19) ! P19

27. (P16, Q18), (P17, Q19), (P19, Q19) ! #
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4 Conclusion

The work has highlighted the demand of energy considering the data of three
decades. Fuzzy time series, so far, has proven utility with the real-time data pre-
diction. This paper has attempted predicting the energy demand using fuzzy time
series. The country can prepare itself to manage different regional energy demands
based on the forecasted energy demand using this technique. Further, due to con-
straint of fossil fuel, the capacity for renewable sources of energy can be developed
to meet the energy demand.
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Performance Analysis of Combined
Biogas-Diesel Run Dual-Fuel Engine

Diwakar Gurung, Ankur Rajvanshi, S. Lalhriatpuia
and Premendra Mani Pradhan

Abstract The demand for the energy and power has shown stunning growth in the
past decade costing drastic increase in pollution and other environmental hazards.
Biogas, a new renewable source of energy has been emerged as new confidence in
dealing with such problems. In this paper, an experimental investigation on the
performance of combined Biogas-Diesel run Dual-fuel engine is prosecuted through
several experiments conducted in a modified engine. The performance was evalu-
ated for an equal power output of both diesel and dual-fuel engine. This type of
evaluation approach can decide the feasibility of a dual-fuel engine run by using
both biogas and diesel.

Keywords Biogas � Dual-fuel engine � Volumetric efficiency

1 Introduction

One of the most serious problems that the world is being confronted is the use of
limited fossil fuel such as petrol, diesel, etc., which has severely harmed the
environment. So, these days’ alternative to this fossil fuel so-called renewable
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source of energy has been a topic of investigation for researchers. Among the
various energy sources, biogas produced from animal manure waste by anaerobic
digestion can be used significantly to meet the demand of environment concern [1].
Though biogas is characterized by its chemical composition and physical charac-
teristics, the primal components include methane (CH4) and inert carbonic gas
(CO2). On the other hand, the name “biogas” actually includes large variety of
gasses produced from different organic wastes mainly animal or domestic origin
waste through specific treatment process. Earlier, biogas was used for cooking in
the rural household, but it can be also used for generating shaft power and elec-
tricity. The combustion and compositional characteristics of biogas are different as
compared to natural gas and need a diverse prerequisite for utilizing theses char-
acteristics [2]. One of the methods for using this biogas would be dual-fueled
compression ignition engine. The basic concept behind this type of engine is the use
of primary fuel also known as gaseous fuel and pilot fuel. The dual-fuel engines are
classified into twofolds depending on the utilization of pilot and gaseous fuel. In
one category, liquid fuel such as diesel is used to burn the mixture of gaseous fuel
and air. In another fold, gaseous fuel is incorporated into air suction system of
conventional diesel engine. The interest of this paper lies within the second cate-
gory of the dual-fueled engine. The obscurity about the feasibility of the engine is to
be run by biogas and was successful in compressing the biogas and extracting the
power from it [3]. The efficiency of Combined Biogas-Diesel run Dual-Fuel Engine
was found superior to conventional diesel engine while investigating small
biogas-diesel engine [1]. The test for biogas run engine for the extraction of energy
was concluded successfully. Experimental variants were improved for utilization of
biogas produced from pig manure and plant additives and establish the satisfied
condition for running the heat engine properly [4]. It was also found that addition of
O2 will stabilize the combustion stability in a biogas-diesel engine by attenuating
the difficulties caused by CO2 during combustion such as reduction in mixing
temperature of biogas-air and burning velocities of biogas [5].

Considering the above literature review, it is found that the researchers have
done marvelous development in the context of combustion characteristics,
improvement of energy utilization, quality improvement of biogas, and designing of
engine parameter for power output. The present study deals with performance
analysis of Combined Biogas-Diesel run Dual-Fuel Engine in which the biogas will
be incorporated into the air in a fully operational diesel engine. Initially, baseline
performance tests with the conventional diesel engine are executed and then with
biogas. The main objective is to compare the performance of Combined
Biogas-Diesel run Dual-Fuel with a normal diesel engine in the context of braking
power, brake power efficiency, volumetric efficiency, exhaust temperature, and air
consumption.
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2 Experimental

2.1 Biogas and Pilot Fuel

Biogas which has been employed as the gaseous fuel mixed with the air is produced
from cow manure through anaerobic digestion, collected from the gobar plant
situated at Yupia, Naharlagun, Arunachal Pradesh, India. In our investigation, the
standard diesel is used as the pilot fuel for the experimental work in Combined
Biogas-Diesel run Dual-Fuel Engine. Injection pump supplies the diesel from the
fuel tank through gravity.

2.2 Engine Test Rig Setup and Procedure

Petter AA1 four-stroke diesel engine is used for investigation which has single
cylinder, direct injection system and is cooled through water. The maximum power
rated in engine is 2.6 kW at 3600 min−1, and it has a bore of 70 mm and stroke of
57 mm. The engine is loaded with a hydraulic dynamometer and standard fuel
injection system. The injection nozzle consists of three holes having diameter
0.3 mm, and fuel is sprayed at maximum angle of 120°. Type K thermocouples is
installed at exhaust of engine for measuring exhaust temperatures. The airflow to
the engine is measured by using orifice meter and inclined tube manometer. The
pressure drop is measured in millimeters of diluted ethyl alcohol and is featured in
the airflow calculation from the viscous flowmeter calibration. During the dual-fuel
operation, biogas is mixed with inlet air in simple T-junction mixing chamber. This
chamber consists of two inlet channel for and an outlet for the mixture of both
connected to the air suction manifold of the engine (Fig. 1). The flow rate of biogas
was measured in the biogas flowmeter. Figure 2 shows the view of Combined
Biogas-Diesel run Dual-Fuel Engine and its connected components.

Initially, Diesel engine is run idly at 1500 rpm for 20 min for smooth operation.
Baseline tests carried out by using only diesel, and result will be used for further
comparison. The load was varied in steps from 1.5 to 4 N in the hydraulic
dynamometer. For each load, all the required parameters such as rpm, exhaust
temperature, liquid level in manometer, and volume of diesel fuel consumption are
noted. While operating at biogas dual-fuel mode, the opening of valve in the gas
balloon releases biogas which gets mix with air in mixing chamber. The air-gas
mixture from chamber enters the cylinder though carburetor, and this process
further increases the engine speed an account of additional chemical energy asso-
ciated with biogas. Liquid fuel cutoff valve is adjusted to maintain the supply of
diesel to get speed in par with diesel mode. The data acquisition was undertaken
similar to baseline tests for each step load.

To present the air consumption measured in kg h−1 and volumetric efficiency,
the following expression is adopted:
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Fig. 1 T-joint mixer

Fig. 2 Schematic view of combined biogas-diesel dual-fuel engine
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Airflow rate,

F ¼ Cd � p
4
� d2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2gh�Wden

Aden

r

� 3600� Aden ð1Þ

where Cd is discharged coefficient, d is the diameter of orifice meter in millimeter,
h is the height of manometry fluid (diluted ethyl alcohol) in millimeter, and Aden and
Wden is the air and manometry fluid density, respectively, in kg m−3.

Volumetric efficiency,

gV ¼ F
ðp=4Þ � D2 � L� N

n � 60� K � Aden
� 100 ð2Þ

where D is cylinder diameter in millimeter, L is the stroke length of cylinder in
millimeter, N is the engine speed in revolution per minute, and K is the number of
cylinder and value of n = 2 (four-stroke engine).

The brake power and brake thermal efficiency are calculated according to
Brake Power,

BP ¼ 2� 3:142� N �W � R
60� 1000

ð3Þ

Mass flow rate of diesel in kg hr−1,

md ¼ ðX � 60� qLf =10
6Þ ð4Þ

where X is the cc liquid fuel consumption of engine in cc/min and qLf is the liquid
fuel density in kg m−3.

Thermal brake efficiency,

gbth ¼
BP� 3600
_md � LHVd

� 100 for normal diesel operation ð5Þ

gbth ¼
BP

_md � LHVd þ _mg � LHVg
� 100 for dual fuel operation ð6Þ

where LHVd is low heating value of diesel and LHVg is low heating value of biogas
in MJ kg−1.

All these performance parameters were obtained from the above relation and
compared the performance of Combined Biogas-Diesel run Dual-Fuel Engine and
conventional diesel engine. During the process, the serious attention was given for
the proper functioning of each component during the experiments.
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3 Result and Discussion

The results of the experiments conducted for the comparison of Combined
Biogas-Diesel run Dual-Fuel Engine are shown in Figs. 3, 4, 5, 6 and 7. The
patterns of variation for each parameter are found to be almost same. Figure 3
shows the greater air consumption for diesel mode than dual mode at equal loading
conditions more substitution of air takes place by fuel at higher load. Figure 4
shows lower volumetric efficiencies for dual-fuel operations than diesel mode. This
is due to the preheating of the incoming fresh air by exhaust gas. Biogas displaces a
greater proportion of air at higher power outputs. Figures 5 and 6 display greater
braking power and thermal efficiency for conventional diesel engine than that of
Combined Biogas-Diesel run Dual-Fuel Engine. Lower heating value of biogas
causes significant drop in thermal efficiency (about 19–40%) in dual-fuel modes for
ranges of load. This can be improved by increasing the qualities of biogas which
will give higher heating value causing increase in efficiency to greater extend.
Lastly, Fig. 7 shows the variation of exhaust temperature in which the temperature
for dual mode was less than diesel mode.

Fig. 3 Variation of air consumption rate with load from diesel and dual-fuel operation

Fig. 4 Variation of volumetric efficiency with load from diesel and dual-fuel operation
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Fig. 5 Variation of brake power with load from diesel and dual-fuel operation

Fig. 6 Variation of brake thermal efficiency with load from diesel and dual-fuel operation

Fig. 7 Variation of exhaust temperature with load from diesel and dual-fuel operation
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4 Conclusion

Diesel engines stand out greatly among all the energy utilization devices in terms of
power, energy efficiency, durability, and reliability. It has largely expanded its
horizon in many sectors such as transportation, farming, industries, and construc-
tion technology. But the production of greenhouse gasses such as CO and CO2

through burning of fossil fuels has caused stern environmental hazards. Nowadays,
after being concern with such insalubrious limitation of engines, people are
advancing toward clean diesel technologies, viz., biogas engine, alternative fuels,
and hybrid electricity. Biogas, substitute to diesel, has the great potential and can be
used in clean energy technology further, reducing emission of greenhouse gas. The
Combined Biogas-Diesel run Dual-Fuel Engine can be used for obtaining power
from biogas. This paper has shown meticulous investigation on the performance of
combined Biogas-Diesel run Dual-fuel engine, and various performance parameters
are compared with the conventional diesel engine. The brake power and brake
thermal efficiency for both diesel and dual-fuel mode exhibited positive increment
with load. The brake power for diesel mode was greater than dual-fuel mode. The
maximum brake power obtained for diesel mode was 0.50 kW at 4 N load and for
dual-fuel mode was 0.41 kW at 4 N load. Thermal efficiency obtained for diesel
mode was 12% at 4 N load and for dual mode was 2.82% at 4 N load. The
experiment also verifies the increment in brake power and the brake thermal effi-
ciency of the Combined Biogas-Diesel run Dual-Fuel Engine by using biogas
having higher heating valve. This indicates the adoption of this biogas may reduce
the diesel fuel cost which causes higher CO and CO2 emissions. Although the
power obtained through the Combined Biogas-Diesel run Dual-Fuel Engine was
found to be less in the experiment conducted, this dual-fuel engine appeared to
perform well producing clean energy and thus meeting the criteria of environment
concern.
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Photovoltaic System-Based Marx
Multilevel Converter for Hybrid
Modulation Strategy

Akbar Ahmad and P. Samuel

Abstract The multicarrier modulation strategy seems to be the most common
thread for multilevel topologies. The harmonic observations for phase-shifted and
phase disposition multicarrier strategy are different for cascaded and
neutral-point-clamped topologies. The novel application of the photovoltaic
implementation of self-boost capable of Marx multilevel inverter with an added
feature of capacitor voltage balancing is proposed in this paper. The comparison of
harmonic performance with fundamental and total harmonic distortion is shown to
verify the claim. The analysis and implementation of the proposed hybrid
carrier-based control strategy technique show superiority over harmonic perfor-
mance on different techniques for the aforementioned topology. The exemplifica-
tion of mathematical analysis and control modulation of Marx multilevel inverter
for photovoltaic application are presented and discussed.

Keywords Multilevel inverters (MLI) � Field-programmable gate array (FPGA)
Photovoltaic system (PVS) � Hybrid PWM (HPWM) � Total harmonic distortion
(THD)

1 Introduction

With multilevel inverters, find its application majorly in DC–AC energy conversion
for medium and high-power applications [1]. The term multilevel represents that the
multiple levels of voltage are present in desired output waveform. As discussed in
[2], the output voltage signal is obtained from the multiple voltage levels with
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reduced harmonic contents with the lesser rating of voltage devices producing
reduced stress on each switching elements. In 1980, the neutral-point-clamped and
capacitor-clamped multilevel topologies were introduced with exemplary features
of handling high-power applications in renewable energy along with many other
advantages creating huge interest in the recent decades among researchers and
industries [3–6].

With the expanded number of levels in voltage and application in dynamic
power delivering such as motor loads, these topologies twist over the capacitor
voltage adjusting circuits. This, in turn, increases the leakage current in the pho-
tovoltaic applications producing various hazards to working personals. Henceforth,
such multilevel inverters are not reasonable for such applications. The solution of
this issue was proposed by [7] with the introduction of generalized topology for the
multilevel converter with self-voltage attuning. The major deficiency with this
generalized circuit is that the quantity of switching devices expands which engender
complex switching states. Another topology came in existence to manage these
anterior issues with economized voltage rating of the switching devices, thereby
augmenting the voltage output with the step-up capability [8]. The proposed cir-
cuitry may suit its application in photovoltaic system applications with reduced
leakage current. The details of proposed application, switching operation and
analysis of this topology are discussed in later section.

With the increase in the energy demands with a constant reduction in the sup-
plies of the conventional fuel and excessive emission of carbon dioxide, traces have
led the foundation of the current research scenarios, majorly in the area of alter-
native energy resources. Among various resources, the energy from the photo-
voltaic cell is considered as the most suitable with least environmental impact, and
its source is free and present in the abundance and distributed over the earth.
A great advantage of the PV cells in the curtailment of carbon dioxide exudation
targeting the year 2030, the CO2 emission will be reduced by 1 Gton/year com-
pared to India’s equivalent emission in the year 2004, or discharge from three
hundred coal plants [9].

The primary objective received with Marx topology is the determination of the
most suitable switching method for the capacitors utilized as a part of the topology
which must be totally charged and released amid its on–off exchanging cycles of
operation. If the off states that are involved in the charging of the capacitors are not
in synchronization with the output voltage, then it will create harmonics of the
voltage delivering unsymmetrical operation. The computerized control calculation
alongside the determination of reasonable capacitor quality is talked about in the
paper. The paper discusses the real-time implementation of the carrier-based control
technique on Marx multilevel inverter with a photovoltaic interface and its com-
parison over the other topologies like diode-clamped multilevel inverter (DCMLI)
and cascaded multilevel inverter (CMLI). The significant improvement in the
fundamental voltage and current with total harmonic distortion is observed and
discussed in simulation section.
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2 Topology and Control

The presented topology works on a concept of high-voltage-level circuit termed as
Marx generator. The basic ideology behind the working of the proposed circuit is
that it can generate high voltage level by charging a parallel capacitor bank and
discharging them in a series configuration. The series connection of the capacitor is
made by a switching circuit comprising of spark gaps. If we replace these spark
gaps by some switching devices like MOSFET or IGBT based on the regulation of
frequency, it provides ease of control to the number of capacitors in series con-
nection with the load. Hence, this topology can generate desired voltage levels by
DC bus addition (Fig. 1).

Modulation control of any multilevel inverter is a hugely challenging assignment
based on the analytical and harmonic study. Carrier-based modulation maneuver-
ings form a common thread between all the mentioned multilevel topologies with
little alteration for each of them. Hence, the conventional control scheme can be
adopted by the comparison of overall performance. The analytic solution and
harmonics advantage for the various schemes of modulation strategies for multi-
level operation are discussed in [10]. The mathematical analysis of the multicarrier
modulation for Marx topology is discussed in [11]. Here for Z number of levels,
Marx converter arranges Z − 1 high-frequency triangular carrier with identical
frequency and amplitude over the range of +Vdc and −Vdc. The comparison of these
triangular carriers is done with the single low-frequency sinusoidal carrier to pro-
duce the switched voltage output of the converter. Based on the position of the
carrier, these techniques can be subclassified as [11].

In phase disposition scheme, all the carrier signals are in the identical phase and
amplitude. The triangular signals above the reference zero point are 180° out of
phase with the below signals in phase opposition and disposition scheme. Each of
the carrier signals is shifted by 180° from its adjacent signal in alternate phase

+

-

VDC

S11

S12

S12'

SPC

SPC’C2

+

-

V0

Fig. 1 Elementary
single-phase Marx topology
for single-phase three-level
Marx inverter
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opposition and disposition method. The proposed algorithm for the control of this
converter is shown in Fig. 2.

VanðtÞ¼ 2VDCM cosðx0tÞ ð1Þ

The time deviating swapped phase voltage Van (t) for this is perhaps expressed in
terms of its fundamental, harmonic components and the side band components by
Eq. (1). Here M represents the modulation index which varies from zero to one.

3 Simulation Studies and Discussions

The general block diagram of the photovoltaic electrical system is displayed in
Fig. 3. In this, the series–parallel combination of the PV panels is connected first to
generate the desired voltage and current. The regulation of the output voltage is

Time

C2

C1

Fig. 2 The comparisons of sinusoidal low-frequency carrier and high-frequency carrier wave for
proposed hybrid PWM

DC-DC
converter 

DC-AC
Inverter
topology

Output
interface 
module

Local Loads

Control and Monitoring module

Fig. 3 General flow of the PVS with digital monitoring and control module
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further ensured by the use of DC–DC converter such as buck-boost, single-ended
primary inductor converter (SEPIC) or some other whose switching is ensured at
the maximum power peak (mpp) of the PV array to achieve the maximum available
power at any instant. The regulated DC voltage is then fed to the inverter topology,
which converts it to the AC with suitable switching frequency. The harmonic
distortion produced from this stage can be further minimized by the use of a filter in
the output interface module and connected to the local loads. The use of control and
monitoring is very important for the efficient operation of the overall system.
Hence, choosing a fast controller with reliable and fast response may increase the
system time.

The MATLAB/Simulink software has been used to simulate the five-level-based
photovoltaic power plant to demonstrate the highly nonlinear behavior of the solar
irradiance. The general parameters considered for the simulation are mentioned in
Table 1.

Table 1 Photovoltaic plant
specifications

Rated power 100 kW

Output frequency 50 Hz

Boost converter frequency 5 kHz

DC-link voltage 250 V

0 0.5 1 1.5 2 2.5 3
600

800

1000
Dynamic variation of Irradiance Ir(W/m^2)

0 0.5 1 1.5 2 2.5 3
0.4

0.45

0.5
Duty Cycle of Boost converter

0 0.5 1 1.5 2 2.5 30

100

200
Mean Power of Solar Array (kW)

0 0.5 1 1.5 2 2.5 3
0

200

400

Simulation Time(Seconds)

Boost converter output voltage(V)

Fig. 4 Dynamic response of solar irradiance and output power
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Figure 4 displays the effect of the dynamic change in the solar irradiance and its
effect on the average solar power output. Three case studies are discussed below to
explain the various changes to regulate the DC-link voltage.

Case 1. This is the case for irradiance 1000 W/m2 and simulation time up to the
1-time unit. It can be seen from the graph that the initial duty cycle of the boost
converter is fixed to 0.5 and the maximum power tracking algorithm using incre-
mental conductance method is initiated at the 0.2-time unit. The voltage control is
done to achieve the regulated voltage of around 250 V. The duty changes to 0.45 to
produce the regulated output voltage.
Case 2. During the simulation time between 1 and 2, the irradiance is dropped to
600 W/m2, and to compensate the voltage to be fixed, the duty is increased and the
average power dips to around 60 kW. The fixed voltage can be seen from the
simulated output of the boost converter. The change in the modulation index is
observed in Fig. 5 to regulate the five-level output voltage around 500 V.
Case 3. In this case, the ramp rise in the irradiance is brought around 800 W/m2 for
the time duration between 2 and 3. The average power rise up to 80 kW can be
observed with the variation of the boost duty cycle, and fixed five-level inverter
output is achieved which is shown in Fig. 5.

0 0.5 1 1.5 2 2.5 3

0.7

0.8

0.9

Modulation Index

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

-500

0

500

Simulation Time(Seconds)

Five Level Inverter Output (V)

Fig. 5 Variation of modulation index with regulated five-level inverter output voltage
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The property of carrier-based PWM strategies (PD, APOD, and POD) for cas-
caded, diode-clamped, and the hybrid inverter is discussed in [11]. The carrier
signal of 3 kHz with the modulation index of 1 in Table 2 shows the comparison of
the hybrid phase disposition algorithms implemented on five-level topologies
(DCMLI, CMLI, and MMLI) with RL load of 100 X and 10 mH and input voltage
of 200 V. The comparison shows the improvement of around 5% in the funda-
mental voltage and current with the 3% reduction in the voltage total harmonic
distortion by using Marx multilevel inverter.

4 Conclusion

The simulation results from perception for the usage of the single-stage five-level
Marx topology for the photovoltaic application prompt the conclusion that proposed
hybrid pulse width modulation a prevalence in line sense looked at over the har-
monic distortion execution over different topologies for the multilevel converter.
The appropriate determination of capacitor size in the circuit of the converter and a
proposed PWM system will furnish symmetrical operation with allowable yield
voltage THD with reasonable channel outline for improved result as indicated by
different industrial standards. The balanced charging and discharging of the
capacitor will lead to less leakage current, further decreasing the well-being dangers
to the working personals in the area.
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Thermal Performance Analysis
of a Box-Type Solar Cooker with Finned
Pot: An Experimental Approach

Jayashree Nayak, Sudhansu S. Sahoo, Ranjan K. Swain,
Antaryami Mishra and Sanju Thomas

Abstract The thermal performance of a box-type solar cooker with finned cooking
pot has been investigated experimentally under local climate conditions at Talcher,
Odisha, India. Box-type solar cooker with finned and un-finned cooking pots of
same sizes have been used for this experimental study. Fins can be thought of as an
extension of the surface which enables additional heat flow from cooker cavity to
pot. The performance of the constructed solar cooker was tested using the standard
procedure for testing. Testing was performed over 3-month period between May and
July 2016, with 1 L water load. Furthermore, various factors affecting the cooking
performance like pot type, the solar intensity, and the local time were examined. The
maximum temperature in the un-finned and finned pot reached 93 and 102 °C,
respectively in the clear weather condition and 70 and 76 °C in cloudy weather
condition. The cooker efficiency can reach 53% for finned pot and 50% for un-finned
pot in cloudy weather and 72 and 54% respectively in clear weather. The cooker
temperature found to depend on the solar radiation intensity and the type of cooking
pot. The present solar cooker is of low cost, fabricated locally and simple in use.

Keywords Box-type solar cooker � Finned pot � Weather � Temperature
Thermal performance
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1 Introduction

Indian subcontinent is blessed with sufficient amount of sunlight for most of the
year, and so cooking with solar heat can be a promising alternative for fuel wood.
Solar energy is a free and clean source of energy, and this can be a suitable
substitute for traditional cooking fuels. Many factors like type of food, availability
of conventional cooking fuels, and non-uniformity of solar heat during a day affects
people’s mindset about solar cooking.

The box-type solar cooker is an insulated container with a single or multiple
glasses (or other transparent materials) cover at the top with or without reflectors.
The principle of operation is similar to the greenhouse effect. The transparent glass
cover permits passage of shorter wavelength solar radiation. Most of the longer
wavelength radiation coming from relatively low temperature heated bottom sur-
face cannot be re-radiated through the glass cover. Reflective mirrors are provided
to reflect additional solar radiation into the cooking cavity. Solar box cookers cook
through heating of the interior of the box using solar radiation. The bottom of a
solar box cooker is selectively coated to absorb maximum solar radiation. It
transfers the absorbed solar heat to anything that touches it through the process of
conduction. As air at the bottom of the box is heated, it rises and is replaced by cold
air from the top of the box. Then the cooker is heated and replaced in a continual
circular motion [1–6].

Continuous research is still going on worldwide to optimize the performance of
solar cookers. A thorough description of solar box cookers is presented by Nayak
et al. [2] and Cuce and Cuce [3]. However, considering different weather condition
and different types of pots inside the cooker, the performance is likely to be different.
With this motivation, present analysis has been made to obtain the performace of
solar cooker at varied weather condition and with different types of pots in it.

In this work, a box-type solar cooker was constructed at IGIT, Sarang, near
Talcher, Odisha, India. The performance analysis of a box-type solar cooker with
both finned and un-finned cooking pot of same size has been conducted experi-
mentally under local climatic conditions at Talcher, Odisha, India.

2 Geometrical Construction

The solar cooker is constructed with a trapezoidal cavity of aluminum. The box-type
solar cooker is shown in Fig. 1. Plane glass is provided at the top allows solar
radiation to enter and minimizes re-radiation and convective heat losses. Glass wool
insulation surrounds the cavity minimize conduction heat losses. The absorber plate
which receives the most of the solar radiation is selective coated lies at the bottom
[3]. Both direct and diffused solar rays enter solar cooker. The mirrors serve as
reflectors. Refracted radiation from the glass cover is absorbed by the selective
coated bottom absorber plate and converted to heat. Incident radiation on the mirror
is reflected in the opposite direction, and it is absorbed by the glass on top of the box.
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Inside the box, the mirror can be slanted at an angle by slotting it into the groove
made for it. Rubber gasket is provided to prevent air leakage. Finally, the cooker is
equipped with four wheels to facilities its easy movement. The dimensions of the
box-type solar cooker are provided in Table 1.

Fig. 1 Constructed box-type solar cooker with pots

Table 1 Specification of
constructed solar cooker
under consideration [2]

Parameters Details

Casing

Dimensions 59.6 � 59.6 � 16.5 cm3

Thickness 1.8 cm

Material Aluminum

Absorber plate

Dimensions of bottom surface 36.6 � 36.6 cm2

Dimension of top surface 47.5 � 47.5 cm2

Cooker cavity shape Trapezoidal

Material Aluminum

Glaze

Area 52.8 � 52.8 cm2

Spacing between glazes 15 mm

Glazing material Glass of 4 mm thickness

Insulation

Thickness 2.5 cm

Material Plywood and sawdust
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3 Experimentation

Experiments were conducted outdoors in IGIT, Sarang, located at 21.0863° latitude
and 85.13908° longitude over 3-month period between May and July 2016, with
1-L water load. The objective was to compare the performance of the solar cooker
while using a finned pot and an un-finned pot when loaded with 1 L of water at the
same initial temperature. The two cooking pots were kept in solar cooker cavity.
Temperature measurements were recorded at interval of 30 min during the day with
K-type thermocouples.

4 Results and Analysis

Ambient temperature, pot water temperature, cooker cavity air temperature, and the
solar irradiance were recorded during the experiment. Figure 2 shows temperature
variation with time in clear weather condition. It was found that for clear weather
condition in the month of May 2016 water in the finned cooking pot always
maintained higher temperature than water in the un-finned cooking pot. In the
finned pot boiling temperature of water was attained at 1.00 PM. The water in the
un-finned cooking pot reached boiling temperature nearly 1 h later. The ambient
temperature almost increases from 35 to 39 °C during the test period.

International Standard for Testing Solar Cooker and Reporting performance was
followed for conducting tests [4]. The experimental performances of the cooker
with the two cooking pots for the two different weathers are shown in Figs. 3 and 5
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Fig. 2 Variation of temperature with time in clear weather condition
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with 1-L water load. The temperature distribution in cooking pots, variation of
ambient temperature, variation of water temperature in cooking pots and efficiencies
are represented in Tables 2, 3, 4 and 5. Table 2 shows the various temperature
distributions during the heating test for clear weather, and Table 4 expresses the
same thing for cloudy weather condition (Fig. 4).
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Fig. 3 Variation of temperature drop and efficiency with time in clear weather condition
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The efficiency decreases continuously with the cooking pot and the ambient
temperature difference. When this difference becomes lager, the losses increase and
the efficiency decreases. In addition, the efficiency for the finned pot is much higher
that the water temperature increasing with time rapidly in early morning. The
un-finned pot is especially at the lower values of temperature difference. The cooker
efficiencies are calculated for 30-min period and assumed constant during this
period. It is obvious that the efficiencies are high at early periods of the tests and
decreases during afternoon. This behavior is due to the decrease in the rate of
increase in ambient temperature with time.
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Fig. 5 Variation of temperature drop and efficiency with time in cloudy weather condition

Table 2 Temperature distribution in clear weather

Sl.
No.

Time Ambient
temperature
(°C)

Water in
finned pot
temperature
(°C)

Water in
un-finned
pot
temperature
(°C)

Temperature drop
(°C)

Solar
radiation
(W/m2)For

finned
pot

For
un-finned
pot

1 11:00 AM 35 39 39 4 4 700

2 11:30 AM 36 48 45 12 9

3 12:00 Noon 38 65 60 27 22

4 12:30 PM 37 79 71 42 34

5 1:00 PM 38 89 78 51 40

6 1:30 PM 39 99 91 60 52

7 2:00 PM 39 102 93 63 54
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The heat transfer area of cooking pot is increased by addition of fins to the
external surface. For this the water temperature inside the finned pot was higher
than that of the un-finned counterpart. It can be seen that the water temperature
reaches a maximum at about the 1.00 PM. Also, it is obvious that comparing the
performance curves presented in Figs. 2 and 4 it can be seen that the water

Table 3 Temperature and efficiency in clear weather

Sl.
No.

Temperature drop
pot (°C)

Efficiency Temperature drop for un-finned
pot (°C)

Efficiency

1 4 74.1 4 52.9

2 12 73.54 9 51.5

3 27 67.96 22 49.9

4 42 62.4 34 48.5

5 51 59.05 40 47.6

6 60 55.79 52 46.8

7 63 54.6 54 45.9

Table 4 Temperature distribution in cloudy weather

Sl.
No.

Time Ambient
temperature
(°C)

Water in
finned pot
temperature
(°C)

Water in
un-finned pot
temperature (°C)

Temperature
drop(°C)

Solar
radiation
(W/m2)For

finned
pot

For
un-finned
pot

1 11:00 AM 36 67 65 31 29 700

2 11:30 AM 36 70 67 34 31

3 12:00 Noon 35 72 68 36 33

4 12:30 PM 34 76 69 41 35

5 1:00 PM 34 75 70 41 36

6 1:30 PM 35 76 70 41 37

7 2:00 PM 33 60 60 27 54

Table 5 Temperature and efficiency for cloudy weather

Sl.
No.

Temperature drop
finned pot (°C)

Efficiency Temperature drop for
un-finned pot (°C)

Efficiency

1 31 52.8 29 51.13

2 34 51.13 31 48.53

3 36 49.4 33 46.8

4 41 47.6 35 42.46

5 41 46.8 36 41.6

6 41 45.93 37 42.46

7 27 44.8 27 43.4
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temperature in the month of May is more than that in the month of July. This is due
to higher solar intensity in May compared to July. Also, it is worth noted that the
water temperature decreases during the afternoon hours.

5 Conclusion

A box-type solar cooker was constructed at IGIT, Sarang, Odisha, India. The
thermal performance of the constructed cooker was investigated experimentally in
local climatic conditions using both finned and un-finned cooking pots of same size.
The heat transfer from cooker cavity to the pot surface was improved due to
addition of fins. Fins can be considered to be extension of the pot surface which
increases transfer of heat from and to the medium it is in contact depending upon
the applications. The performance study of the constructed solar cooker was per-
formed using the standard procedure for testing. The maximum temperature in the
un-finned and finned pot reached 93 and 102 °C, respectively, in the clear weather
condition and 70 and 76 °C in cloudy weather condition. The cooker efficiency can
reach 53% for finned pot and 50% for un-finned pot in cloudy weather and 72 and
54%, respectively, in clear weather. The cooker temperature found to depend on the
solar radiation intensity and the type of cooking pot it was found that, by using
finned cooking pot higher temperature can be reached. The present solar cooker is
of low cost, fabricated locally and simple in use. Further study is required to
optimize this solar cooker. Further work can be planned to carry out similar
experimentation in all the months to understand the cooking profile throughout the
year.
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Design of Energy Efficient Voltage
Multiplier Circuit for RF Energy
Harvesting

Asmita Rajawat and P.K. Singhal

Abstract This paper presents the design of a voltage multiplier circuit for RF
energy harvesting at 2.4 GHz. The voltage multiplier circuit designed converts the
RF energy signal into DC and hence can be used to provide power to electronic
devices. A voltage tripler and voltage quadrupler circuit using Schottky diode have
been designed and simulated on Multisim. Simulation results reveal that the pro-
posed passive voltage tripler circuit uses an ac input signal of 4 Vrms to produce a
DC output voltage of 14.481 V, whereas voltage quadrupler circuit produced an
output voltage of 19.369 V. The proposed design is applicable for commercial
frequency band of 2.4 GHz.

Keywords RF energy harvesting � Schottky diode � Voltage tripler
Voltage quadrupler

1 Introduction

1.1 Related Work

Wireless technologies are in increasing use nowadays and are gaining attention by
many researchers. Energy harvesting concept has come into existence to use the
wireless energy as an alternative energy. Energy harvesting is the term used for
capturing and storing the energy coming out from different sources. Wireless
technology has become in use everywhere from satellite to cell phone. Energy
radiated by the electronic devices can be utilized further by using energy harvesting
devices. Wired connections are complicated, hazardous, while it is easy to transmit
energy without wires and in turn the efficiency increases. The energy harvesters
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which are used to capture energy do not produce sufficient power to operate
mechanical devices but produces sufficient power to operate low power devices.
The main advantage is that we can get free electromagnetic energy from mobiles,
TV broadcasting antennas, etc.

Rectenna is a device which can convert the power received from the above
sources into DC power. Rectifier and antenna combine together to make rectenna.
Antenna receives the microwave power, and rectifier converts it into DC power
which can be used further. A low-pass filter is also connected between the antenna
and rectifier to suppress the reradiation of higher harmonics from the diodes.
Conversion efficiency is the microwave power that is converted into DC by rec-
tenna [1].

To increase the efficiency, two approaches can be opted. The first approach is to
increase the antenna aperture, and the second approach is to design a new rectifying
circuit.

Figure 1 shows the block diagram of a basic rectenna.
The receiving antenna captures the EM waves coming from the ambient radio

waves. The rectifying circuit converts it into DC power. The impedance matching
circuit connects and matches the receiving antenna with the rectifying circuit. The
rectifying circuit consists of a voltage multiplier, which is finally connected to the
load. Much research has been done on voltage multiplier circuits. In [2], resonance
circuit transformation method was used which gave an output of 0.3 V for an input
power level of −26 dBm. A Cockcroft Walton multiplier circuit was presented in
[3] which produced an output of 1 V DC for an input of 1 lW. In [4], the design
proposed produced an output of 1.04 V which was based on the Villard voltage
doubler circuit. In [5], Villard voltage multiplier is designed using CMOS tech-
nology; efficiency of the circuit was found to be 22.97% at 66 lW input, and the
output voltage was 1.5 V. Hong in [6] presented a 7-stage voltage multiplier which
gave the output of 2.3 V. A 7-stage Schottky diode voltage doubler circuit was
designed and simulated for an incident signal of 40 dBm which produced 3 mV
across a 100 kΩ load [7]. In [8], 3-stage Villard voltage doubler circuit was
designed for battery charging applications.

In this paper we have focused upon a simple voltage tripler and quadrupler to
make the circuit compact and hence to further use it with an impedance matching
circuit and output load to complete the overall energy harvesting system.

Fig. 1 Block diagram of a basic rectenna
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1.2 Contribution

The research contribution of the paper is dedicated toward the study and simulation
of two voltage multiplier designs to obtain a higher DC output voltage. The design
concept of the paper is based on a tripler and quadrupler circuit because of its ease
of fabrication, simple matching technique. Voltage tripler and quadrupler were
chosen due to simple circuit without the need of cascading the stages.

1.3 Organization of Paper

The paper is organized as follows. Proposed multiplier designs and its simulation
results are presented in Sects. 2 and 3 which validates the accuracy of the analysis.
Section 4 concludes the paper.

2 Multiplier Design

The paper presents two multiplier designs. The software used for designing is
Multisim, and the chosen value of the frequency in the task for simulation is
2.4 GHz. Schottky Diode HSMS-270B-BLKG from Avago Technologies is used
for the voltage multiplier circuit. The diode can be used at high frequencies because
of high switching speed and low forward voltage drop. The diode can also respond
to noise spikes with rise times as fast as 1 ns because of picosecond switching.
Signal degradation caused by waveshape loss is minimized by using low capaci-
tance. Diode is not subjected to optimization. The modeling parameters are given
by Agilent in their datasheet. The values of the capacitances are chosen same as the
analysis of the results after prior research exhibited that the rise time and output
voltage were found to be better with equal values of capacitances.

An equivalent load resistor of 1 kΩ is connected to obtain the final output across
it. Without the use of load resistor, capacitor would hold the value of voltage
indefinitely.

2.1 Voltage Tripler

Figure 2 shows a voltage tripler model. The newly crafted design is provided with
an input voltage of 4 Vrms at 2.4 GHz. The tripler gives the output three times that
of the input voltage. The output voltage is little less than the three times as the
capacitors are partially discharged as the input moves (Table 1).
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2.2 Voltage Quadrupler

For enhancing the voltage four times, the design has been extended and a voltage
quadrupler is simulated as shown in Fig. 3.

The parameters used for the quadrupler are same as that of the tripler.

3 Results and Discussion

Voltage tripler and quadrupler have been designed at 2.4 GHz after the RF signal is
assumed to be incident at the input. The first design which is a tripler gave three
times of the input across the load resistance. The quadrupler gave four times of the
input. The results show that with increase in the stage the output DC voltage also
increases. But, further increase in number of stages loading effect takes place and
hence the voltage gain starts to sag considerably. So, voltage quadrupler could be a
good choice for enhancing the DC output.

Fig. 2 Voltage tripler circuit on Multisim

Table 1 Voltage tripler parameters

Sr.
No.

Components Name in the
circuit

Types Ratings Specifications

1 Diodes D1, D2, D3 Schottky HSMS-270B-BLKG Zero biased,
2.4 GHz

2 Capacitors C1, C2, C3 Ceramic
capacitors

1 nano-farad,
10 V

3 Load resistor R1 1 kΩ
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3.1 Results of Voltage Tripler

3.1.1 Multimeter Output of the Voltage Tripler

For the voltage tripler as shown in Fig. 4 the multimeter output depicts the value of
output voltage across the load resistor which came out to be 14.481 V. The voltage
is approximately three times that of the input voltage. The value is little less than
exactly three times because of some losses in the capacitors.

Fig. 3 Voltage quadrupler

Fig. 4 Multimeter output of the voltage tripler

Design of Energy Efficient Voltage Multiplier Circuit … 587



3.1.2 Simulated Result of the Voltage Tripler

Figure 5 shows the simulated result of the voltage tripler. The result shows that the
output DC voltage is 14.231 V which is in consistent with the result obtained with
the multimeter.

3.1.3 Output DC Voltage Versus Rise Time of the Voltage Tripler

Figure 6 shows the graph obtained between the output DC voltage and rise time.
The graph indicates that the output increases gradually and reaches approximately
10 V at 2 ns and then reaches 14 V at around 4 ns.

Fig. 5 Simulated result of the voltage tripler
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3.2 Results of Voltage Quadrupler

3.2.1 Multimeter Output of the Voltage Quadrupler

For the voltage quadrupler as shown in Fig. 7 the multimeter output depicts the
value of output voltage across the load resistor which came out to be 19.361 V. The
voltage is approximately four times that of the input voltage.

Fig. 6 Output DC voltage versus rise time of voltage tripler

Fig. 7 Multimeter output of the voltage quadrupler
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3.2.2 Simulated Result of the Voltage Quadrupler

Figure 8 shows the simulated result of the voltage quadrupler. The result shows that
the output DC voltage is 19.361 V which is inconsistent with the result obtained
with the multimeter.

3.2.3 Output DC Voltage Versus Rise Time of Voltage Quadrupler

Figure 9 shows the graph obtained between the output DC voltage and rise time.
The graph indicates that the output increases gradually and reaches approximately
15 V at 4 ns and then reaches approximately 19 V at around 8 ns.

Fig. 8 Simulated result of the voltage quadrupler
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4 Conclusion

After analyzing the simulation results it has been observed that the proposed
quadrupler can be used as one of the modules in the RF–DC conversion at 2.4 GHz.
The tripler gave three times the input which is 14.4 V across the 1 kΩ load resistor
with input of 4 Vrms, and the quadrupler gave 19.3 V which is four times the input
signal. The voltage multiplier circuit so designed may be the better choice to
convert the RF energy signal into DC and hence can be used to energize low power
electronic devices. The next phase of the research is to use this voltage quadrupler
circuit at the output of a receiving antenna with appropriate matching network and a
low power electronic device at the output for the complete RF energy harvesting
system at 2.4 GHz.
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Integrated Model of Renewable Energy
Sources Feeding Both AC and DC Load

Sisir Chettri, Suyog Pradhan, Karma Sonam Sherpa
and Saikat Chatterjee

Abstract Hybrid renewable energy system consists of two or more renewable
energy sources combined together allowing improved system efficiency and relia-
bility. Integrating this source creates a stand-alone energy source, i.e., both
dependent and consistent. In this paper, an attempt has been made to integrate the
power generated by renewable energy sources using programmable logic controller
(PLC). Here PLC decides which source is to be connected for the given load
according to the designed ladder logic program that was developed in PLC using
Rx logic software. Finally, a prototype model of integrated renewable sources has
been successfully implemented using PLC kit which can feed AC as well as DC
load.

Keywords Hybrid renewable energy � Programmable logic controller
Rx logic � Single phase inverter � Relay

1 Introduction

The world is facing a number of challenges related to energy sustainability, con-
tinuity and security. The depletion of fossil fuel resources as well as the environ-
ment impact of burning these fuels has led to increased energy crisis, climate
changes such as atmospheric temperature rise due to the increase in greenhouse
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gases emission, high oil prices which made interest in developing alternative and
more sustainable energy sources [1]. The solution to above problem may be
renewable energy sources. The chances leading to the depletion of fossil fuels can
be prevented by using renewable energy sources. The renewable energy sources are
unpredictable and inconsistence and they depend on climatic changes and the
variation in the output may not match with the time distribution of load demand, so
integrating different renewable energy sources using platforms like PLC can avoid
such problems and creates stand-alone energy sources.

For integrating, different platforms can be used but due to simplicity and easy to
control, in this paper integration using PLC is preferred [2]. Different loads and
source were interfaced with input and output terminal of PLC, respectively. Ladder
logic was developed in such a way that it activates different sources according to the
load demand. When the load demand is low as compared to the generation, the
excess power can be stored in the battery. When sources fail to supply desired
power, then battery can fulfill the load demand, thus increasing the system
efficiency.

2 Different Types of Renewable Energy Sources Used

2.1 Solar Power

It is a process to harvest solar energy. Figure 1 shows a prototype of solar power
used in this project.

Fig. 1 Photovoltaic (PV) cell
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2.2 Hydel Module

Hydropower or water power is power derived from the energy of falling water and
running water, which may be harnessed for useful purposes. Hydel module is
realized using motor coupling as shown in Fig. 2.

2.3 Wind Module

Wind energy is the energy contained in the force of the winds. Wind energy can be
converted into mechanical energy for performing work [3]. Wind generation system
was worked upon, for that a small DC motor was used as a generator driven by a

Fig. 2 Hydel power
generation using motor
coupling

Fig. 3 Wind power
generation
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wind through a turbine. When DC motor is driven in opposite direction at some
speed, then motor acts as a generator and generates voltage across its terminals
corresponding to the speed of rotation of the turbine which in turn depends upon the
wind velocity. The wind model is shown in Fig. 3.

3 Methodology Project Model and Implementation

3.1 Block Diagram of Project Model

Figure 4 shows the basic block diagram of hardware model of hybrid power system
considered in this project which consists of three renewable energy sources, i.e.,
solar, hydel and wind. Here different relays of 6 and 12 V are used which is
actuated from the PLC kit. A battery bank is used which meets the load demand
when all the sources fail.

This can be better understood from the working mechanism shown in Fig. 5. In
Fig. 5, source is connected with the common point of the 12-V relay. The normally
closed (NC) contact of a 12-V relay is connected with the battery bank and the

Fig. 4 Block diagram showing integration of different renewable energy sources
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normally open (NO) contact with the load. When the source is ON, the battery gets
charged as it is connected with the normally closed contact of the relay. When the
load is connected, the PLC algorithm decides which source is to be connected and
activates the 12-V relay. Now, as this relay gets activated, the common point shifts
from normally closed to normally open. As a result, it gets disconnected from the
battery and gets connected with the load. When any source feeds the load, the
remaining sources charge the battery. When all the sources fail, then the battery
meets up the load demand.

3.2 PLC Interfacing with Hardware Module

The hardware module is designed such that it can feed both AC and DC loads. The
ladder logic executed in PLC is shown in Fig. 6.

In the ladder logic, the analog knob is varied which connects different loads at
different ranges. The limit for first source, second source and third source is (1–3),
(4–6), (7–10), respectively. The sources get connected according to the value stored
in destination in the move instruction and not according to the value shown in the
display of PLC kit. Here the move instruction was used. The value of the analog
input given using the knob was moved to the register B3:0 by this move instruction.
Further scaling was done using the divide instruction. The limit test was done in the
range if (1–3), (4–6), (7–10) for solar, wind and hydro, respectively. This limit test
checks the value stored in register B3:0 for the ranges provided and activates the
corresponding output.

Fig. 5 Working mechanism showing integration of renewable energy sources
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3.2.1 Feeding DC Load

Here, analog input from the PLC kit was used in the presence of external source and
load. The external loads used are light-emitting diode (LED) fabricated in printed
circuit board (PCB). Figure 7 shows the hardware module interfaced with PLC
using external relays. Supply to the input coil of relay is tapped from PLC. When
the input voltage knob is varied, the 6-V relay gets actuated, and the load gets
connected. Now, according to the ladder logic particular source gets on and it feeds
the load.

3.2.2 Feeding AC Load

In order to feed AC load, inversion of DC to AC is necessary [4]. For this single
phase full-bridge inverter is designed using MOSFET IRF540 and IRF9540 as a
switch. Figure 8 shows a single phase full-bridge inverter where the switches S1
and S2 are IRF540 (p-channel) and S3 and S4 are IRF9540 (n-channel). So, a
common pulse is given to all the switches. Switching pulse is generated using

Fig. 6 PLC ladder logic
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Op-Amp IC741 used as a comparator circuit as shown in Fig. 9. Triangular wave is
compared with either a DC or a sine wave.

Fig. 7 Hardware module
interfaced with PLC

Fig. 8 Full-bridge inverter

Fig. 9 Comparator circuit
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Triangular wave used in comparator circuit is generated from Fig. 10. Frequency
of triangular wave can be adjusted to a desired level by adjusting the value of
resistance Rb [5].

4 Result and Observation

4.1 Hardware Module Interfaced with PLC for DC Load

Here different loads and sources were interfaced with the PLC using analog voltage
as the input. When a particular source feeds the load, remaining sources charge the
battery. Figure 11 shows a condition when all the sources fail. At this situation, the
battery meets the load demand.

As shown in Table 1, the source which is capable to meet the load demand at a
particular time gets connected with the load and at that time other two sources
which are on charges the battery. When individual sources fail to meet the load
demand, at that time the battery supplies power to the load and the sources charge
the battery.

4.2 Hardware Module Interfaced with PLC for AC Load

Figure 12 shows the triangular output which is compared with DC source to
generate pulse as shown in Fig. 13. By comparing triangular wave with a DC
source, adjusting the output frequency of the inverter to a desired value was being
difficult. Figure 14 shows the inverter output when triangular wave is compared
with sinusoidal wave of 50 Hz. In this method, the output frequency of inverter was
obtained as 50.86 Hz as shown in Fig. 15.

Fig. 10 Ramp signal
generator
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Fig. 11 Battery feeding the load

Table 1 Operating process for feeding DC load

Loads S1 S2 S3 Battery

1 ON OFF OFF S2 and S3

2 OFF ON OFF S1 and S3

3 OFF OFF ON S1 and S2

4 OFF OFF OFF ON

Fig. 12 Triangular wave
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5 Conclusion

In this project, different renewable energy sources are combined namely solar,
hydro and wind energy sources, to produce more efficient and environment friendly
energy. To realize Wind and Hydro power, motor coupling is done. And for solar,
photovoltaic cell (PV) is used. Programmable logic controller (PLC) decides which
source is to be connected according to the designed ladder logic program that was
developed in PLC using Rx logic software.

Fig. 13 Pulse output

Fig. 14 Hardware module
for AC load
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With the introduction of Integrated Power System based on renewable energy
sources, rural areas can be electrified with clean, sustainable, more reliable and
continuous power supply at reasonably low price [6]. Increasing environmental
pollution can be controlled up to some extent, and burdens on conventional
non-renewable energy sources will be eliminated. Storage system employed in this
system provides back-up supply of power, i.e., when sources fail to supply desired
power, then battery can fulfill the load demand, thus increasing the system effi-
ciency. Further, an inverter was made using an analog circuit which can be used in
order to feed the AC loads.

In this paper, prototype model of integrated renewable sources has been suc-
cessfully implemented using PLC kit. Same concept can be implemented at higher
level to meet the increasing power demand in future.
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Investigating Effects of Shading
on Performance of Solar Conversion
Devices

K.J. Shruthi, P. Giridhar Kini, C. Viswanatha, Mohan Divekar
and A. Amruthakala

Abstract The amount of electrical energy generation from solar photovoltaic
(SPV) module depends on the range of incoming solar radiation. Generated current
(as well as output power) is proportional to the amount of solar irradiance received
by module. SPV module typically consists of 36 or 72 solar cells of specific area
interconnected in series or parallel network to achieve required power output and in
order to generate rated power, all cells should be exposed to same irradiance. In this
paper, partial shading assessment on 40 W module connected in distributed net-
work is carried out. Individual module is connected with solar parameter data
logger to measure accurate instantaneous data. The data logger is based on
INC MPPT method. Cell level modeling is carried out to understand the effect on
module output power when individual solar cells are exposed to different irradiance
levels. Experimental results show that short circuit current reduces by nearly 60%
when even single solar cell in module gets partially shaded.
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1 Introduction

Current technological advances have capacitated solar energy generation as
attractive alternative renewable energy generation. On geographical plane, India is
located from latitude of 8° 4′ to 37° 6′N and longitude of 68° 7′ to 97° 25′E
exposing it to abundant solar radiation throughout the year. By receiving 300 days
of sunshine makes India idea for solar electrical power generation [1]. The gen-
erated electrical energy is currently used to meet the energy demands for different
purposes such as agricultural, lighting, drinking, and cooking. The Jawaharlal
Nehru National Solar Mission was launched by MNRE, a Government of India
organization with a target of 20,000 MW solar-grid-connected energy generation
by the year 2022. The current solar-grid-connected energy generation (by July
2016) is 8000 MW with 238 MW generation in Karnataka state. There are several
technical issues related to grid connected solar energy generation which require
critical consideration before design [2].

Different types of SPV cells have been developed which have varying perfor-
mances and efficiencies. A monocrystalline silicon solar cell has conversion effi-
ciency of 12–18%, while a polycrystalline silicon solar cell has 8–12% [3]. These
conversion efficiencies stated by the manufacturers are measured under laboratory
controlled conditions, and in practical installations, conversion efficiencies of the
solar cells vary greatly depending upon the varying atmospheric conditions such as
incoming solar irradiance, temperature, humidity, and wind speed. IEC 61215 is
standard followed for measuring the conversion efficiency under standard test
conditions (STC). Before solar power plant installation, site inspection is a very
important as the solar radiation received is site specific and varies globally
throughout the year. The data can be further used for solar energy prediction using
various models. Solar radiation can be measured by instruments such as pyra-
nometers and pyrheliometers. However, these instruments are very expensive and
alternative solutions for radiation measurement developed. Maximum power point
tracking (MPPT)-based solar parameter logger is designed and developed which
works on sine correction factor for prediction of accurate solar irradiance on clear
sky days [4].

Output power generation from same rated modules and from different manu-
facturers exposed to same input conditions can be different. When solar cells are
connected in series or parallel interconnection to form module or modules con-
nected in string, care should be taken that mismatch of I and V is within tolerance.
For modules connected in string, mismatch in I–V can result in large power drops
[5]. One common phenomenon experienced at solar installations for mismatched I
and V is shading [6–12]. Shading can be caused due to several reasons such as
surrounding high rise buildings, passing clouds, bird droppings, and dust accu-
mulation over modules, trees. Partial shading is very relevant today, and different
techniques have been analyzed and implemented to overcome effects of shading.
One popular method to analyze partial shading is use of distributed monitoring over
centralized power monitoring [6]. In distributed power monitoring, each individual

606 K.J. Shruthi et al.



module is equipped with a power monitoring equipment which can easily measure
any reduction in power output from the module and required action can be taken. In
both distributed and centralized power monitoring structures different, MPPT
techniques are required for accurate power measurements [9–12].

2 Modeling SPV Module and MPPT

Simple single diode electrical representation of solar photovoltaic cell is shown in
Fig. 1. Mathematical modeling for single diode solar photovoltaic cell is given in
Eq. (1).

Incremental conductance technique is used as MPPT technique by the solar
parameter data loggers for accurate instantaneous module output power measure-
ment. INC conductance method for MPPT is illustrated in Fig. 2 [4].

Fig. 1 Single diode SPV cell model

Fig. 2 INC conductance MPPT
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2.1 Effects of Shading on Performance of SPV Module

In case of partial shading, only a part of module is shaded instead of complete
module. Here an attempt at modeling partial shading on a module consisting of 36
solar cells in series interconnection is done. It is assumed that all the solar cells have
same operating temperature since variation in temperature on power output has very
low effect on its output. In order to have similar performance by solar cells of same
rating, allowable tolerance limit is considered. In this analysis, tolerance limit range
is selected to be from 0 to 1. Higher tolerance value reduces the short circuit current
and in turn peak operating power output from the solar module. For ease, this
analysis is modeled in excel. Two cases are analyzed: first when uniform irradiance
falls on all the 36 solar cells and second when shading analysis involves shading on
individual 36 cells exposed to different irradiance levels. This modeling gives better
understanding about the effect of partial shading on the overall power output of
module at cell level.

I ¼ Iph � exp
V þ IRsð Þ

k

� �
� 1

� �
� V þ IRsð Þ

Rs

� �
ð1Þ

where k0 ¼ AkT
q .

I, V—cell output current (A) and voltage (V); Iph—light generated current (A);
Isat—cell reverse saturation current (A); A—ideality factor (=1); k—Boltzmann’s
constant (=1.3805 � 10−23 N m/K); T—cell temperature (°C); q—electronic
charge (=1.6 � 10−19 C); Rs—series resistance (X); Rsh—shunt resistance (X).

When multiple solar modules are connected in series interconnection to form a
string, partial shading will reduce the string output power significantly. To
understand this, MATLAB model of partial shading on string of three modules in
series interconnection is developed and output characteristics are illustrated in
Fig. 3. The solar modules are exposed to different illumination levels of 1000, 850
and 400 W/m2. In I–V and P–V characteristics, multiple peaks can be observed as a
reason for exposure to different illumination levels. The figure shows that generated

Fig. 3 I–V and P–V characteristics for partial shading on string
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current in module is directly proportional to level of irradiance falling on it and
correspondingly its output power varies. When modules are interconnected in series
interconnection, the dominant current is the low value current generated by module
exposed to low illumination level which will bring down the overall string power
greatly.

3 Results and Discussion

Two types of experimental analysis are carried out using 40 W SPV module of
WAREE make. Two modules are used one as reference and other as test module.
Initially both the modules are cleaned from the dust/dirt accumulated on them. Both
the panels are held at same optimized tilt angle of 12° as per the location of module
installation. Power output from both is normalized to avoid difference in mea-
surement. Pyranometer instrument is used to measure incoming solar irradiance.
Both the modules are connected to solar parameter data logger. The test panel is the
one which is shaded at different conditions, and the measured output power is
compared against that of reference module which is not shaded, i.e., received
irradiance without any obstruction.

In first experiment, three conditions are tested: Condition 1 (C1): single cell of
module is shaded, Condition 2 (C2): two cells of module are shaded, and
Condition 3 (C3): half module (18 cells) is shaded. The results are tabulated in
Tables 1 and 2. The generated short circuit current is proportional to the incoming
irradiance; however, with increased irradiance, the operating temperature of the
module increases and brings down the power conversion efficiency. The drop in
conversion efficiency increases in case of shading on module, and results are tab-
ulated in Table 2. Figures 4 and 5 show the graphical representation of measured
module output power and short circuit current comparison between reference and
test modules at different conditions. From the measurements, it can be seen that
when single solar cell is shaded the power output from test panel is less than
21.508% that of reference module output.

In second experimental setup, the active area of 3.76 ft2 is entirely covered by
mesh as shown in Fig. 6. In order to calculate the percentage irradiance of
obstruction from the mesh, its dimensions were measured using high-resolution
optical spectrometer. From the measurements, it is determined that the mesh results
in 72.88% obstruction of incoming solar irradiance on the module. Measured results

Table 1 Power output measurements

Conditions Reference panel
(W)

Test panel
(W)

Solar radiation
(W/m2)

Difference power
(W)

C1 34.517 27.093 481.689 7.424

C2 33.950 24.581 499.511 9.368

C3 29.300 23.206 492.553 6.094
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Table 2 Short circuit current measurements

Conditions Reference panel
(A)

Test panel
(A)

Current difference
(A)

Current difference
(%)

C1 2.369 0.948 1.420 59.958

C2 2.405 0.227 2.178 90.561

C3 2.385 0.096 2.286 95.974

Fig. 4 Module output power and short circuit variation at different partial shading conditions

Fig. 5 Comparison between reference module and test module for output power and short circuit
current at different partial shading conditions

Fig. 6 Use of mesh for
partial shading experiment
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show that conversion efficiency of test module is reduced by 2.165% than the
reference module.

As explained in previous section, the tolerance limit is set as 0.05 in excel
modeling. Figure 7 illustrates individual I–V characteristic 36 solar cells of 40 W
module under uniform illumination and partial shading. For analysis, two solar cells
of module are exposed to lower illumination level 5 and 15% illumination where
100% illumination is equivalent to 1000 W/m2. Figures 8 and 9 illustrate P–V and
I–V characteristics of 40 W module under uniform illumination and partial shading
conditions. The excel model can be used to analyze the effect on overall module
power output with individual cell shaded.

Fig. 7 Solar cell I–V curve for uniform illumination and partial shading

Fig. 8 40 W module P–V and I–V curve for normal illumination

Fig. 9 40 W module P–V and I–V curve for partial shading
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4 Conclusion

Two types of experiments were conducted to study the effects of partial shading on
the power conversion efficiency of two 40 W polycrystalline solar modules. From
experimental measurements, it can be concluded that the difference in power
conversion efficiency of shaded module is less than 2.00% in comparison with
non-shaded module. For single solar cell shading, the generated current reduces by
60%, thereby reducing the module overall power yield by 20%. Thus, shading
should be avoided to optimize power yield. It is further observed that power yield
reduces due to dust accumulation also, and thus, periodic cleaning of solar modules
is very essential. Future work involves investigation of solar power yield opti-
mization techniques and modeling which will be published later.
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An Unrestricted Placement of Wind
Turbines Toward Maximizing the Energy
Output Using Teacher-Artificial Bee
Colony Algorithm

Jaydeep Patel, Vimal Savsani, Vivek Patel and Rajesh Patel

Abstract The wind farm layout optimization (WFLO) is a problem that helps to
alter the position of wind turbines and arrange in such a way that the assembly of
the turbines has reduced wake effect which improves the power output and overall
efficiency of a wind farm. In the present study, a novel optimization tool,
Teacher-ABC (T-ABC) algorithm has been developed using the prior knowledge of
artificial bee colony (ABC) algorithm and teaching–learning-based optimization
(TLBO). The newly developed algorithm has been used to determine the optimized
position of turbines in a wind farm to obtain maximum possible power output and
improved overall efficiency for a given set of turbines. The present study considers
the unrestricted placement of the turbines in a wind farm. The paper discusses the
results of the algorithm for two cases; in the first case, for a given wind velocity the
directions are assumed to be identical while in the second case for a given wind
velocity the wind directions are assumed to be erratic. The results suggest an
improved performance in view of reduced wake effect that has increased the wind
velocity and thereby the power output of the wind farm. The present approach is
seen to better alternative for the positioning of turbines in a farm compared to the
conventional grid-based approach.
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1 Introduction

Nowadays, fossil fuel is on the verge of ends and creates several environmental
issues, such as emission of greenhouse gasses and global warming, when used for
power generation [1]. So, the discovery of new energy sources such as the wind and
solar is imperative. Among these available sources, the wind energy is a readily
available source of energy and has notable growth in the form of power production.
The power is extracted from wind energy using wind turbines. In early decades,
where the demand of energy is less, few turbines are installed at a farm site to
extract the wind energy. Because of noteworthy growth for demands of energy, a
cluster of wind turbines are currently installed at wind farm site. When the turbines
are placed in close proximity to a farm site, the performance of turbines is exag-
gerated by the wakes developed by the upstream turbine [2]. This interaction of
wakes lowers the wind speeds at the downstream turbine which leads to reducing in
total performance of a farm. Thus, the layout optimization of a wind farm, where
wake interaction can be minimized, is the prime interest of researchers, designers
and consultants.

Most research articles use a genetic algorithm (GA) with discrete solution space
(i.e., 10� 10) [3–7] to determine the optimized positioning of the turbine in a wind
farm to minimize the wake losses. The approach for the design of optimal layout
was first addressed by the Mosetti et al. [3] using the GA and Jenson wake decay
model [8]. Apart from genetic algorithm, other researchers have also suggested the
heuristic approaches, such as mixed-integer nonlinear discrete combinatorial opti-
mization algorithm [9], particle swarm optimization [10], greedy randomized
adaptive search procedure (GRASP) [11], teaching–learning-based optimization
[1], simulated annealing [12], Monte Carlo simulation [13] and quadratic opti-
mization (OQ) and mixed-integer linear (MIL) method [14] for solving the WFLO
problem with discrete solution space. The discrete solution space does not effec-
tively utilize the available wind farm area for turbine positioning. The critical aspect
of the optimal design of the wind farm about the unrestricted positioning of the
turbine was addressed by Chowdhury et al. [10]. Wan et al. [7] also solve the
WFLO problem with continuous space. The critical aspect in continuous space is to
maintain the safe distance between two neighboring turbines. According to Patel
[15], the optimum positioning of a wind turbine is 3–6 rotor radius in a traverse
wind direction and 16–24 rotor radius apart in wind direction to reduce the wake
effect on each other and safe operation.

The present study considers the unrestricted placement of wind turbines for the
cost minimization per energy unit. In unrestricted placement, the turbines are free to
place at any available location. The present study introduces a novel optimization
tool, Teacher-ABC (T-ABC) algorithm using the prior knowledge of artificial bee
colony (ABC) algorithm and teaching–learning-based optimization (TLBO) for
solving the WFLO problem. The results of Teacher-ABC (T-ABC) are compared
with the results available in the literature with grid-based system and unrestricted
placement of turbines.
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2 Wake Modeling

The present study considers the analytical wake decay model proposed by Jensen
[8]. This wake decay model uses the law of conservation of mass to calculate the
consequence of wake of the upstream turbine on the downstream turbine. This wake
effect leads to lower the velocity of the downstream turbine and can be estimated by
a linearly increasing wake decay model as visualized in Fig. 1. The velocity at the
downstream turbines can be calculated by applying the continuity equation and the
Betz theory. The velocity at the downstream turbine is given as:

ud ¼ u0 1� 2a

1þ a d
2Dw

� �� �2

2
64

3
75

2
64

3
75; ð1Þ

where ud is wind velocity at downstream turbine under wake, u0 is ambient wind
velocity, a is the wake spreading constant given as 0:5= lnðh=h0Þ; and Dw is the
diameter of the wake zone at distance d, as visualized in Fig. 1.

For multi-megawatt power generation, a cluster of wind turbines were set up at
wind farm site. When turbines are placed in close proximity, the downstream
turbines are affected by many wakes. Hence, the wind velocity of the downstream
wind turbine under many wakes is computed using Eq. (2).

ui ¼ u0 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

i¼1
1� u

u0

� �� �2
s2

4
3
5; ð2Þ

where ui is wind velocity at downstream turbine under multiple wakes of
N turbines. The details stepwise derivation of Jenson wake decay model was
described in Ref. [1].

The power produced by the turbine is affected by velocity, intensity and
direction of the wind. The total power produced by the wind farm ðPwind farmÞ with
Nt turbines can be estimated by [3],

Fig. 1 Representation of the Jenson wake decay model
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Pwind farm ¼
XNt

i¼1
0:3� u3i : ð3Þ

The yearly cost ðCwÞ of one wind farm is obtained using the following equation
[3],

Cw ¼ Nt
2
3
þ 1

3
e�0:00174Nt2

� �
; ð4Þ

where Nt = total turbines.
The objective WFLO problem is to minimize the cost of power generated per

kW to maximize the yearly profit of wind farm. So, the mathematical model of
present problems is as follows:

minimize
Cw

Pwind farm

� �
; ð5Þ

subject to maintaining the minimum distance between turbines is 200 m and no
turbine is placed outside of wind farm boundaries.

As describe above, the wake affects sustainable to the power output of wind
farms. This effect can be represented in terms of efficiency:

gwind farm ¼ Pideal

Pwind farm
; ð6Þ

where Pideal = power output of wind farm in ideal condition (no wake effect).

3 Application of Teacher-ABC (T-ABC) Algorithm

A hybrid variant of ABC algorithm and TLBO knew as Teacher-ABC (T-ABC)
algorithm was developed and introduced to solve the WFLO problem. TLBO has
two solution search phases; one is teachers’ phase and the second is learners’ phase
[16] while ABC algorithm has an employed bee phase and scout bee phase [17]. It
has been observed from the literature of TLBO and ABC that both of these algo-
rithms possess the different search method to reach the optimum solution. In TLBO,
the properties of teacher are used by the student to improve their mean results;
hence, it tries to move the global optimum solution toward the mean of the solution
that leads to high exploitation capability. Learner phase relying on other learners
and solution is updated by considering the vector difference of two randomly
selected solutions for the search space that bears the stronger exploration capability
for solving multimodal problems. However, it is proved that excessive exploitation
will produce a purely local search that leads to premature convergence of the
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algorithm when solving complex multimodal problem containing numerous local
optimum solutions. Although ABC algorithm is sound at exploration, the search
technique of ABC would generate a candidate solution by moving the prior one
toward another randomly selected solution from the population that leads to poor
exploitation. The detail description and solution updating strategy of TLBO and
ABC was described in Refs. [16, 17], respectively. Hence, to take the benefits of the
strong component of ABC algorithm and to enhance the capability of TLBO
algorithm, the present study explores and experiments the hybridization of TLBO
with the search technique of ABC. This hybridization improves the effectiveness
and performance of TLBO for solving the complex problem. Hybridization of
TLBO is carried out in the learner phase. The learners’ phase of TLBO is replaced
by the search technique of ABC. This leads to hybrid variants of TLBO; teaching
phase with ABC knew as Teacher-ABC (T-ABC) that is explored as follows.

Solution updating strategy of Teacher Phase of TLBO algorithm

SNewab ¼ Soldab þ rab Tb � TFMbð Þ; ð7Þ

where a = 1, 2, …, number of population, b = 1, 2, …, number of design variable,
Mb is the mean result of the learners in a specific subject, Tb is the teacher and TF is
teaching factor which is random variable and its value is decided as given as
TF = round[1 + rand(0, 1){2 − 1}] [16]. This random value of teaching factor may
be 1 or 2. The best function evaluations at the end of the teacher phase are kept and
input to the ABC phase.

Solution updating strategy of ABC algorithm

SNewab ¼ Soldab þ£ab Soldab � Scb
� �

; where a 6¼ c; ð8Þ

where a 2 {1, 2, …, number of population}, b 2 {1, 2, …, number of design
variable}, c 2 {1, 2, …, number of population} and £ab is a uniformly generated
random number and its value laying between −1 and 1 [17].

After the ABC phase, the greedy selection is applied and selects the best solu-
tion. This practice is continuing until the termination condition is not satisfied. The
best solution to this problem is the location of turbine that gives the maximum
power output.

4 Results and Discussion

To achieve the objective of WFLO problem, it is required to maximize the energy
(power) output of a farm. The present study used the square grid having the
dimension 2 km � 2 km for turbine placement. Unlike the grid-based approach,
where farm area is divided into 10 � 10 grid and the turbine is positioned at the
center of the square cell, present study gives the flexibility to the turbine to be
placed at any available location by just maintaining the at least 200 m distance to
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satisfy the rule of thumb spacing. When turbine has placed on the grid, the turbine
positioning does not effectively utilize the available wind farm area and this
approach introduces the sub-optimality into solution space. Compared to grid-based
approach, the unrestricted placement effectively uses the available wind farm area
and helps in reducing wake effect yielding a better output of a wind farm. Initially,
the turbine placed randomly using the optimization algorithm. Once the turbines are
placed, the distance between turbines is calculated and check for the constraints of
200 m (distance between two turbines). If the constraints are not satisfied, then
affected turbine is shifty by the step size of 100 m in both x- and y-directions. This
process is continuing until given set of turbines are not positioned in a farm. Once
the turbines are placed, the turbines under wake effect or having the less velocity are
identified. These identified turbines are removed from the current location and
shifted in such a way that they are under the no wake effect or minimal wake effect.
Once the placement process is complete, the sum of a power output is calculated.

The present study considers the two wind scenario of uniform (case (a)) and
variable (case (b)) wind direction considering the identical wind speed (12 m/s).
The characteristic of turbines used in present study is given in Table 1. A hybrid
variant of ABC algorithm and TLBO algorithm known as Teacher-ABC (T-ABC)
algorithm is used to optimize the present problem. The results are calculated for
both cases ((a) and (b)) considering 10 runs for population size = 50, function
evaluations = 20,000. The best value of 10 runs is considered as a result of WFLO
problem.

4.1 Case (a)

The present case considered an identical wind velocity (12 m/s) flowing from the
identical wind direction. The wind velocity of downstream turbines will change
only when turbines are affected by the wake effect from the upstream turbine. The
wind is flowing from the identical direction; hence, the wake created by the
upstream turbines depended only on the downstream space. The placement of
turbine is flexible throughout the farm area; this will help to place the turbines such
that they are less affected by the wake of the upstream turbine and reduce the
consequence of wake losses on the output of a farm. The optimization process was
carried out for 30 turbines; the result in the form of power output and efficiency was
obtained and compare it with results reported in Refs. [4, 7, 14]. The comparative
results obtained through new hybrid T-ABC algorithm and results reported in the
literature are reported in Table 2. The illustration of the position of turbines in a

Table 1 Wind turbine
characteristics

Hub height of turbine (h) 60 m

Rotor diameter of turbine (Dr) 40 m

Turbine thrust coefficient (CT) 0.88

Ground surface roughness (h0) 0.3
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farm is visualized in Fig. 2. It is clear from Table 2 that present unrestricted
approach with T-ABC obtained nearest 100% farm efficiency while grid-based
approach obtains the 95.16% efficiency. The gwind farm ¼ 99:08% and Pwind farm ¼
15; 410 kW is achieved using T-ABC algorithm.

4.2 Case (b)

This case considered an identical wind velocity (12 m/s) but adds a more practical
approach of erratic wind directions. The wind is flowing from 36 directions with
equal likelihood of occurrence. Hence, in this case, the relative distance between
turbines must be broadened as long as possible so that the effect of wake in all the
wind direction can be reduced. The optimization process was carried out for 39
turbines; the result in the form of power output and efficiency was obtained and
compare it with results reported in Refs. [4, 7, 14]. Table 3 shows the comparative
performance of a wind farm for case (b). The illustration of the position of wind
turbines in a wind farm is visualized in Fig. 3. It is discovered from Fig. 3 that
proposed layout has most of the turbines placed at the outer edge of the boundary. It
is clear from Table 3 that the unrestricted positioning of a turbine generates the
more power compared to fix grid approach; also, reported results show the better

Table 2 Performance comparison for case (a): (i) Turner et al., (ii) Grady et al., (iii) Wan et al.
and (iv) present study (T-ABC)

i ii iii iv

Objective function value 0.00149 0.001544 0.001447 0.001433

Number of turbines ðNtÞ 30 30 30 30

Efficiency (%) 95.16 92.01 98.13 99.08

Power output ðPwind farmÞ 14,800 14,310 15,262 15,410

Fig. 2 Wind farm layout configuration for case (a)—30 wind turbines
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power output compared previously reported micro-sitting approach. The efficiency
of wind farm obtained by using T-ABC algorithm is 92.02%, and power output is
18,603 kW. Grady et al. and Turner et al. use the fix grid approach and reported the
85.17 and 90.7% and power output 17,220 and 18,336 kW, respectively. Wan et al.
consider the continuous (unrestricted) positioning of turbines and develop the
18,133 kW power. The power output of wind farm is enhanced by 1.44, 7.43 and
1.43% compared to Grady et al., Turner et al. and Wan et al., respectively, which
was significant especially the design of a large-scale wind farm.

Table 3 Performance comparison for case (b): (i) Turner et al., (ii) Grady et al., (iii) Wan et al.
and (iv) present study (T-ABC)

i ii iii iv

Objective function value 0.00147 0.001567 0.001483 0.001447

Number of turbines ðNtÞ 39 39 39 39

Efficiency (%) 90.7 85.17 89.69 92.2

Power output ðPwind farmÞ 18,336 17,220 18,133 18,603

Fig. 3 Wind farm layout configuration for case (b)—39 wind turbines
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5 Conclusion

Present study introduced a novel optimization technique known as Teacher-ABC
(T-ABC) for solving the WFLO problem with consideration of unrestricted posi-
tioning of turbine in a farm. In unrestricted placement, the turbine is free to place at
any available location by maintaining the safe distance among the two adjacent
turbines and helps to reduce the wake effects on each other. It is concluded that
Teacher-ABC (T-ABC) algorithm with the unrestricted placement of turbine can
optimize the position wind turbines in better way compared to previous studies with
unrestricted placement or grid-based placement. The results express the enhanced
performance in power output of the farm by the unrestricted placement approach
and newly developed optimization method with the given set of turbines. The
present approach is seen to better alternative for the positioning of turbines in a
farm compared to the conventional grid-based approach.
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Fault Diagnosis in Smart Distribution
System Using Smart Sensors and Entropy

Mangal Hemant Dhend and Rajan Hari Chile

Abstract Power quality and reliability of electric power supply have become
indispensable in today’s digital world. Advanced measurement, sensing and com-
munications are available in smart grid environment. Using advanced infrastructure,
tools and techniques, modern researchers are trying to device sophisticated methods
for fault diagnosis. This paper proposes a technique using nonconventional symlet
mother wavelet function to carry out fault diagnosis process. The technique is
discussed for extracting entropy of fault transient signal and is used for pattern
recognition. The algorithm is presented which is developed using MATLAB
software for fault identification, classification and location tasks. The method is
implemented on a 9-bus system model, and the results are discussed. The results
show effectiveness of symlet nonconventional wavelet function for feature
extraction task. The performance indicates the applicability of the method to fault
identification, classification and location tasks. The result proves superiority of the
method over other methods of feature selection. The method is useful for real-time
monitoring and automation purpose of power system if developed further.
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1 Introduction

Faults in power system deteriorate the quality of power delivery and the overall
operation of power system. Therefore, it is required to perceive different faults and
isolate them quickly as far as possible. The ability of precisely locating a fault in
distribution system can assist to expedite system restoration, repair process and
reduce duration of outages. For this purpose, a number of methods were developed
in the past for the detection and location of faults. At present, research is going on to
discover comparatively prevailing and efficient fault diagnosis technology to
increase power quality and reliability by using smart meters or advanced metering
infrastructure (AMI) [1]. Nowadays, smart meters or sensors are widely being
installed in smart grid system. If used with latest communication technology, they
can play a very important role in fault diagnosis task. For this purpose, they can be
placed intentionally at different locations of distribution system apart from using
only at consumer end [2, 3]. Up till now, only some fault location algorithms using
this technology have been introduced by the researchers which can be used in smart
grid system. Feature extraction from fault transient signal using wavelet analysis is
a very effective technique which is finding vast applications in fault diagnosis task
as it offers frequency as well as time information of a signal. A number of mother
wavelet functions have been tried in the literature, but this paper proposes the use of
nonconventional but advanced symlet mother wavelet function for extracting the
entropy from the fault signal and uses it to carry out fault diagnosis process
effectively.

2 Proposed Technique

The proposed technique is based on ephemeral knowledge of the transient signal
and uses measurement of post-fault current signal to predict the fault location. After
receiving currents which are sensed by smart sensors placed at different locations,
the acquired current signal is decomposed. Up till now, different mother wavelet
functions such as Morlet, Daubechies, and continuous ones with different features
at different resolution levels [4–7] have been used. The novel idea of this work is to
use advanced version of Daubechies function symlet. It is used in this work because
in frequency domain it retains bandwidth characteristics similar to ideal filter and in
time domain it has shortness and good smoothness [8]. In previous research for
analysis and detection of voltage events, square of magnitude, mean value and peak
magnitude of features such as skew, energy and standard deviation of wavelet
coefficients are proposed [9]. But these give several fault estimations; therefore, in
this work the feature index term is formed by finding sum of absolute value of
entropies. The detail coefficient of fourth level of scaling is used for this purpose.
The entropy is calculated by estimating squares of the coefficients of the DWT and
then multiplying it by logarithmic function.
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Let S(m) be the discrete signal under transient condition. This signal is trans-
formed at instant t and scale i. It has a high-frequency component coefficient
Di(t) and a low-frequency component coefficient Ai(t) [10, 11]. If sampling fre-
quency is fs, the frequency band of the information contained in signal components
Di(t) and Ai(t) obtained by reconstruction is as follows

DiðtÞ : 2�ðiþ 1Þfs; 2�ifs
h i

ð1Þ

AiðtÞ : 0; 2�ðiþ 1Þfs
h i

i ¼ 1; 2; . . . kð Þ ð2Þ

The sum of all components of signal gives the original signal S(m).

SðmÞ ¼ D1ðmÞ þA1ðmÞ ¼ D1ðmÞ þD2ðmÞ þA2ðmÞ ¼ DiðmÞ þAiðmÞ ð3Þ

The non-normalized Shannon entropy can be calculated as follows

Ei ¼ �
X

Eit logEit ð4Þ

where Eit is the wavelet energy spectrum at scale j and instant k and it is defined as
follows

No

Yes

Start

Read phase currents Ia, Ib, Ic

Find Clarks transform components I0, Iα, Iβ

Display Fault Class, Phase & Type

Carry out four leveled multi decomposition using Symlet Wavtlet 

Find fourth level coefficient Cd4 and then Eit  and Ei using  
equation 4 and 5

Find entropy feature vector of all six currents

Test for fault?

Fig. 1 Flowchart of the proposed method
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Eit ¼ jDiðtÞj2 ð5Þ

Figure 1 represents the sequence of steps of the proposed method.

3 Simulation and Results

The above technique is implemented on a sample test system. Fault transient cur-
rents are found out by simulating the test model, and the technique is developed
using MATLAB 2013a program.

3.1 Test System and Waveforms of Features

The system used in the study has three machines and 9 buses. The machine models
are used to simulate generators. Smart sensor in the system gives current signals
under normal and transient conditions at a sampling frequency of 10 kHz.

Figure 2 shows the 9-bus test system used to simulate 5 types of class as line to
ground (LG), line to line (LL), double line to fault (DLG), all line short circuits
(LLL), all line to ground (3LG). By simulating these faults on test model, six
currents, namely three phase currents after fault Ia, Ib and Ic and three modal
transform components Ia, Ib and I0, are obtained. Then coding is done using
MATLAB software to get six entropies as mentioned above. Figure 3 shows pat-
terns of entropy under fault condition with the help of which results obtained are
compared.

3.2 Fault Classification

An examination of all possible types of fault in three-phase system (AG, BG, CG,
AB, BC, CA, ABG, BCG, CAG and ABCG) is carried out. The sum of absolute
entropies of wavelet coefficients of the Clarke components Ia, Ib and I0 is used to
investigate the type of fault if it is 3LG, LG, DLG or LL fault.

Table 1 shows that the maximum value of sum of entropies for LG and DLG
fault is different and has quite significant divergence which can be used to classify
these faults. Table 2 gives the values of entropies of I0 monitored at S1 for various
faults at S1. It is seen that the sum of entropy for 3LG is much more than that of LL
(bold values). Hence, these 3LG and LL faults can be easily separated.

626 M.H. Dhend and R.H. Chile



3.3 Faulted Phase Identification

Table 3 shows absolute sum of entropies of three phases. The faulted phase can be
identified by comparing entropy values of three phases. The phase is faulty for

S1    S2                     S3

Segment 1 Segment 3
M
Machine 1 Machine 2

Segment 2 Segment 4
Bus 5 Bus 6

Segment 5 Segment  6

Machine 3

Bus 4

Fig. 2 3-Machine 9-bus test system

(a) Entropies values of phase A
Under different faults (b) Six entropies for AG fault

0.00E+00

2.00E+05

4.00E+05

6.00E+05

8.00E+05

AG CG BC
G AB CA AB
C

Fig. 3 Entropies found for different faults
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Table 1 Entropies for a fault at S1

Fault type Sum of
entropies of
Ia

Sum of
entropies of
Ib

Comment

LG AG 2.63e+5 2.63e+4 Entropies for different types of faults
have wide range of differenceBG 1.03e+5 1.6e+5

CG 7.99e+4 3.22+5

DLG ABG 3.86e+5 1.63e+5

BCG 8.99e+4 1.835e+5

CAG 5.62e+5 3.3e+5

Table 2 Entropy values of current I0 for different faults monitored at S1

Type of fault Fault class Sum of entropies of current I0
3LG ABCG 6.79e+03
LG AG 2.68e+04

BG 2.61e+04

CG 5.52e+04

LL AB 8.86e−03
BC 4.22e−03
CA 3.21e−03

DLG ABG 5.1e+4

BCG 2.35e+04

CAG 2.822e+04

Table 3 Entropies of Ia, Ib and Ic monitored at S1 for a fault at S1

Fault type Sum of entropies of Ia Sum of entropies of Ib Sum of entropies of Ic
AG 5.513620e+5 3.152668e+4 2.019247e+4

BG 2.801085e+4 5.410749e+5 2.187418e+4

CG 3.279891e+4 3.430722e+4 8.535038e+5
ABG 5.160687e+5 5.524566e+5 2.305803e+4

BCG 2.809992e+4 5.663252e+5 9.438287e+5
CAG 6.472343e+5 3.081593e+4 8.936408e+5
ABCG 5.963154e+5 5.615310e+5 9.825324e+5
AB 3.807531e+5 2.893592e+5 1.998773e+4

BC 2.773703e+4 6.851542e+5 5.710859e+5
CA 5.863740e+5 3.007570e+4 6.757615e+5
ABC 5.756683e+5 5.611808e+5 1.001927e+6

Comment Entropies of currents of faulted phase (bold values) are maximum than that of
non-faulted phase
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which entropy value is largest as compared to remaining phases. For example, for
fault AG as shown in Table 3 entropy value of phase current Ia is maximum (shown
in bold) as compared to phases B and C. Hence, it can be identified easily that fault
has occurred on phase A.

3.4 Fault Location

The values of entropies vary depending upon distance of faulted segments. Table 4
gives features for 3LG fault, and from these values, it is seen that smart sensor near
to faulted segment gives maximum sum of entropies of current I0 as compared to
values given by smart sensors located at far distances or buses. Table 5 gives
entropy values found from current I0 monitored with smart sensors at different
locations of S1, S3, bus 4 and bus 6 for faults at different locations such as segment
1, segment 2, etc. It can be seen that the value of entropy monitored near to fault
location gives maximum value as compared to other values. Therefore, if fault
occurs at, say, segment 4, then smart sensor near to bus 4 gives highest values
(bold) as compared to values at S1, S2 and bus 6. Therefore, faults can be located
accurately with maximum values of entropies. And it is not giving multiple fault
estimations as compared to other feature values seen in previous literature.

4 Results’ Discussion

It is seen that the values of entropies vary depending upon distance of faulted
segments. Fault classification is achievable as values found for different types of
faults fall within certain range which can be differentiated for each class. Fault
location is achieved easily as values of entropies found are different for pre- and
post-segment. It is also observed that smart sensor nearer to faulted bus gives
maximum values of sum of entropies of I0 as compared to sensors located at far
distance from faulted bus.

Table 4 Fault monitored at S3 and S1 for 3LG fault at various locations

Fault
segment

Sum of entropies of
I0 at S3

Sum of entropies of sum
of I0 at S1

Sum of entropies of sum
of I0 at bus 5

1 133.5381 10260.08 736.4925

2 37.63512 1026.008 3144.570

3 603.3754 1486.713 736.4925

4 603.3754 304.0855 741.0778

5 30.40447 56.84377 1341.521

6 30.40447 56.84377 1341.521
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5 Conclusion

In the deployment of smart grid system, current distribution systems are changing in
its infrastructure due to addition of renewable distributed generations. So distri-
bution system monitoring and automation methodology need use of advanced
technologies with advanced sensors and communication devices for effective fault
diagnosis task. It has been demonstrated in this work that with the use of smart
sensors, features of entropies of wavelet coefficients can be extracted from fault
signals using symlet as mother wavelet function. It is found that this mother wavelet
function gives more sturdy results and eliminates the drawbacks of multiple loca-
tions of faults as seen in existing methods of using conventional mother wavelet
functions and features. From the result obtained, it can be seen that the proposed
method of using smart sensors and nonconventional mother wavelet function
symlet is effective for fault identification, classification and fault location. This can
be further investigated for increasing the speed, robustness and accuracy of fault
diagnosis process in real-time applications.
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Topologies of a DC–DC Converter
for Micro-grid Application
and Implementation of Parallel Quadratic
Boost Converter

T. Arunkumari, V. Indragandhi and S. Sreejith

Abstract The sustainable energy resources, namely PV, wind, fuel chambers or
vitality stowage strategies like ultra-capacitors or battery management, produce
output voltage at the limit of about 12–70 VDC. The grid can be connected to the
energy sources whose voltage level can be altered depending on the electrical
standards. As the first step, AC mains voltage requirement should be fulfilled, to
attain this boost-up of voltage up to adequate level where the DC to AC conversion
is attained to balance the utility rating. The another challenge in this energy gen-
eration is maintaining efficiency, and this efficiency is affected at the step-up pro-
cess of DC to DC conversion. This manuscript is intensive on high efficiency and
advanced topologies of boost-up mode DC to DC converters with increased voltage
ratio. The difference depends on the existence or absence of transformer nodes. And
also a new topology of DC to DC converter is implemented, and it is designed using
MATLAB/Simulink. A droop control strategy is used to parallel two converters in
load-sharing point.

Keywords DC–DC converter � Droop control � High step-up � Micro-grid
Photovoltaic � Wind

1 Introduction

Renewable energies are becoming more popular due to the exhaustion of pre-
dictable fossil resources. This renewable energy is capable of providing the source
without exhaustance [1]. The renewable energy produced in nature has less voltage
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output which is not sufficient for distribution. In order to overcome and improve the
usage of this renewable energy step-up of that voltage is needed. And for boost-up
condition a converter is needed. Here the DC to DC converters play a vital role in
power production. High voltage gain with DC to DC converters and also with
increased efficiency is widely used in the generation of conventional energy
schemes. Designer’s aspect conflicting limits like less in cost and high consistency.
The key obligation is to improve the energy level and to reduce the maintenance.
The nature of the high gain in voltage is to achieve an appropriate DC voltage level
[2]. Power line conditioning is improved, since DC–DC converter with boost-up
mode attains high efficiency with high gain (Fig. 1).

In Sect. 2.1, ultra-high converter working is described. In Sects. 2.2 and 2.3,
ZVT and quadratic converters are reviewed. In Sect. 2.4, MCB converter is dis-
cussed in detail. Sections 2.5 and 2.6 include high voltage gain converters and
three-phase bidirectional converter. Section 2.7 briefs about the ULC converter.
Comparison is made in Sect. 3. Section 4 concludes work.

2 Topologies of DC to DC Converter

This topology is majorly classified into isolated DC converters and non-isolated DC
converters. And as the next category they are classified as buck mode, boost mode,
buck–boost mode converters. Here buck mode converters are utilized to reduce
voltage range, while boost mode converters are utilized to increase voltage range.
Buck–boost converters perform the operation simultaneously as it is required. Here
the topologies are reviewed in boost converter capable of providing high voltage
ratio and efficiency.

2.1 Ultra-high Step-up Converter

Predictable boost isolated converters can deliver high gain at the period of exciting
duty proportions which consequences in heavy energy strain on the control buttons
and supplementary circuit apparatuses. The conventional resolution for this draw-
back is usage of transformer topographies with appropriate turn’s ratio [3, 4].
But usage of transformers decreases effectiveness and rise in weight and price.

Fig. 1 PV source with DC–
DC step-up converter
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So, transformer-less converter with high ratio is the finest substitute to the con-
ventional result [5]. And so the new topographies have been arising to over-
whelmed these victims and stabilize the voltage. The voltage improvement is found
with the help of inductor volt second balance. Vitality escaped at the time of duty
cycle is also utilized for calculation [6].

The topology used here is interleaved converter. The converter is the assortment
of interleaved boost converter (IBC), coupled inductor (CI) for current control and
switched capacitor (SC) for voltage regulation. The increased voltage gain (step-up)
ratio is attained. The input voltage from renewable resource is 60 V, and the output
achieved by the converter is 6.6 kV. This converter is utilized for hybrid power
production. The circuit includes three sections of IBC with three SC systems. The
primary and secondary winding plays a major role in SI system. To attain increased
gain, series connection must be implemented between the output port capacitors of
each SC system and the IBC. There are four operating modes. The working con-
dition of former sections will operate under the delay at an angle of 2p/S; S defines
the number of phases engaged. This converter delivers high voltage gain with less
switch strain of power rating 1 kW [7]. The converter is shown in Fig. 2.

2.2 ZVT Converter

The distributed renewable vitality production system, which integrates the fuel cell,
the micro-turbines, the PV module, is considered as an important key to develop the
consistency, improve power system quality and attain the flexible structure of the
scheme by using few advanced control techniques. So the boost converter is used in
different topologies in modern converter system [8].

Fig. 2 Ultra-high step-up converter
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ZVT converter is the mixture of predictable step-up converter followed by
voltage multiplier (VM) which is connected along the predictable converter.
The VM block generates a type of voltage strain of total power apparatus less than
the limited output as converter voltage. And so, the less voltage-ranged power
converter strategies can be utilized to decrease the transmission losses and to
increase the power scheme consistency. Furthermore, zero-voltage switching
(ZVS), soft-switching operation is attained for the key switch in the total switching
conversion. Zero-current switching (ZCS) and its off situation are given to diodes in
[9]. So, the power converter scheme losses and the diode loss such as reverse
recovery are reduced widely. Input ripple current is also decreased. The given
voltage to the converter is 36 V, and the boost-up output voltage is 380 V. The
converter is shown in Fig. 3.

The diodes used in the predictable step-up converter are substituted by the
dynamic switch S1. The control switches S1 and S2 operate with irregular process to
control capacitive voltage C4. Soft-switching feature of ZVS is attained for the
control switches S1 and S2 because of the additional parallel capacitor Cs, the VM
device containing a blocking capacitor C3, a SC C2 and the step-up transformer.
The snaking n1 and n2 are the number of turns present in isolation process.
L signifies transformer inductance. Turns ratio is given as n2/n1. There are 7
operating modes of the ZVT converter. Each operates on their own duty cycle ratio
and interval.

2.3 MCB Converter

A boost mode device is essential to increase the low-level voltages of conventional
sources when utilized in micro-grid [10]. But the boost converter with magnetic
stuff plays a major role and creates high efficient voltage gain. And so the converter

Fig. 3 ZVT converter
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with magnetic property is designed. This converter is enhanced with equivalent
series resistance [11]. The converter utilizes four state models and shows 4th least
performance. The magnetic coupling with the improved ESR capacitance also
enables utilization of small size inductors and decreases the heaviness and capacity
of the scheme [12]. The RHP value zero is totally removed in this converter with
improved ESR capacitance, and henceforth, it displays a least phase enactment.
This helps in arrangement of linear system and easiest control in design. The MCB
circuit is represented in Fig. 4. It has high stepping ratio. Usage of fewer state
variables designs the mathematical investigation of this converter simpler. The
magnetic coupling amid the inductors together with the increased ESR capacitance
enables the utilization of small size inductors, which decreases the mass and
capacity of the system.

2.4 High Voltage Gain Converter

The SC method has been utilized in [13] to lift the given in voltage as essential
output voltage. This impression is satisfactory toward the improvement of less
range power converters; meanwhile, numerous modifications with numerous volt-
age strain and several capacitors are necessary [14].

The high voltage gain converter attains soft switching, and the integrated topog-
raphy is utilized so that supreme voltage withdrawal from the PV cells, energy storage
device with two operating modes, voltage boost-up can be attained in a primary mode
conversion [15]. It does not need any extra supplementary circuit for ZVS operation.
The circuit design is quite simple, the voltage stress is limited, and this is the main
advantage of this circuit. The different mode conversion such as PV mode, battery
mode, high voltage mode is integrated in single mode. The input voltage given is
20 V, and it is boosted up to 380 V. The structure is less complex, voltage strain is
reduced, and high efficacy is attained. The converter is shown in Fig. 5.

2.5 Three-Phase High Step-up Bidirectional Converter

In three-phase connection, there occur many problems due to heavy load and
conversion and so, various methods have been raised to overcome this problem.

Fig. 4 MCB converter
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The intrinsic switch off-state voltage strain subject with current mode converters is
removed by ancillary inflection in the absence of active mode clamping [16] or
snubbers. It reaches commutation limit or voltage clamp with ZVS or ZCS [17, 18]
by secondary switch without the presence of additional circuit. All the diodes used
in this type of converter commutate naturally at the time the currents reach zero.
The converter is shown in Fig. 6.

This converter [19] is utilized to exchange the energy among buses of various
voltage limits and also in the need for high step-up voltage. This converter attains
ZCS for all initial switches, while ZVS of other switches. In the absence of active
clamping, ZCS is attained with the help of ancillary modulation where the final
voltage is reflected, thereby eradicating the turn-off voltage spear concern related to
current-fed type converters. The input voltage is 12 V, and it is stepped up to
320 V. Identical current division among the 3 phases above high-frequency
(HF) sequences decreases the highest current strains and transmission losses in
devices. The input ripple and output ripple current is reduced ultimately.

Fig. 5 High voltage gain converter

Fig. 6 Three-phase high step-up bidirectional converter
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2.6 ULC (Unregulated Level Converter) Converter

The distributed renewable vitality production system, which integrates the fuel cell,
the micro-turbines and the PV arrays, is considered as an actual resolution to
increase the high voltage transmission limit of bidirectional converters attained by
altering the turns of the transformer, like fly back model and forward-fly back
model. ULC converters have an easy and less rate alignment [8]. On the other hand,
it is appropriate for reduced-power diligences because of high voltage strain and
leakage inductance vitality. In addition to it, usage of heavy-voltage transformers
with a more turn ratio results in numerous issues [20]. And the ULC converter is
invented in the absence of transformer to overcome this issue.

The topography utilized is ULC parallel with a 2-phase topography of inter-
leaved charge-pump converter. Due to the modest control techniques, this converter
attains high ratio of voltage. In ejection setup, the topography behaves as a
voltage-double step-up converter to attain high ratio of (48–400 V). In charge
setup, the converter acts as 2 parallel voltage divider, step-down converter to attain
high conversion ratio of (400–48 V). The converter is shown in Fig. 7. In excess,
the two-stage [21] scheme merits by decreasing voltage strain of dynamic switches,
which allows one to approve lesser voltage ranging apparatus to distinct decreasing
both the switching loss and transmission losses. Due to the decreases in voltage
strain, high efficiency can be attained. For attaining the high power density and
efficacy, an ULC converter is established. Subsequently, it requires only a smaller
inductor with high-frequency filtration (La and Lb). It can considerably step up the
power at weak section. Moreover, by withdrawing voltage regulation toward other
strong side section, bidirectional converter for the low part with immovable ratio of
2:1 below charge mode working or 1:2 ratio below discharge mode working, can
attain strong efficacy with a comparatively less input voltage in total load limits. For
the high-side setup, the scheme charge-pump converter is the same as a predictable
buck–boost mode converter excluding two dynamic switches along series and a
charge-pump capacitance working in the power scheme. The circuit scheme is

Fig. 7 ULC converter
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modest, and it attains the same high ratio with lesser duty cycle. Henceforth, it
decreases the transmission losses of the switch, to improve the efficacy of the total
two-way converter distinct.

2.7 Proposed Methodology Parallel Quadratic Boost
Converter

The isolated converters are forward mode, fly back type, push-pull mode,
half-bridge model and full-bridge schemes. They can alter the transformer winding
to attain high conversion ratio of voltage. Though the key switches utilized here
will agonize a large voltage strain and large power indulgence. They occur at the
transformers leakage inductance [22]. The price rises consequently because of the
additional switch and large range driver. The level of duty cycle range beyond
its working limit also upshot in grave reverse-recovery mode and electromagnetic
interference losses [23]. The converter which utilizes the coupled inductor method
with active clamp model is projected [24]. But the efficacy and the voltage ratio
attained is less. To overcome this, a quadratic boost converter (QBC) is proposed.

QBC attains high voltage conversion rate with suitable duty ratio and with less
voltage strain on the key switch. The vitality stowed in the leakage inductance can
be reprocessed to the capacitor at the output port. The input voltage given to this
converter is 20–40 V, and the voltage is boosted up to 400 V as output [24]. During
high-line input, the efficiency is 93.3% and low-line input efficiency is 89.3%. The
converter is shown in Fig. 8.

The converter can be alienated into predictable boost converter and boost fly
back converter, usually coined as first step-up mode and second step-up mode. The
characteristics of this converter are: (1) The QBC is efficiently prolonged to a high
boost-up ratio and the first boost-up mode also aided in the current ripple decrement

Fig. 8 Quadratic boost converter
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at the input; (2) the vitality of the leakage inductance can be reprocessed, which
decreases the voltage strain on the dynamic switch, and also the renovation pro-
ductivity is knowingly increased. This converter operates below continuous con-
duction mode. It operates in five modes.

In proposed methodology, the two quadratic boost converters are coupled in
cascade setup to the renewable sources and the two voltages of the converter are
made equal and the output is derived. Usually when two converters are paralleled,
the output voltage may vary or circulating currents may occur. Here droop control
method is used to overcome this circulating current with the help of resistance
droop.

Here the input of the converter is given as 24 V, and the output attained is 48 V.
The two boost converters are connected in parallel. MOSFET switch is used for
control operation. PWM pulse generator and PID control strategy are utilized. The
MATLAB/Simulink model is designed and verified for the output. The operations
are followed as represented in Fig. 9.

3 Comparison Chart

From Table 1, the efficiency of the above-reviewed converters is given. Among
them, the ultra-high converters play major conversion ratio, but the drawback is
their efficiency that is not constant. The quadratic boost converter also plays a major
role in conversion with high efficiency. All the above converters are best suitable
for high voltage ratio conversion.

Fig. 9 Control block for proposed methodology
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4 Results and Discussion

A parallel DC–DC converter of quadratic boost topology is simulated using
MATLAB/Simulink. A 24-V input voltage converter is paralleled, and the boost-up
voltage 48 V is achieved. The implementation of the parallel quadratic converter
does not require any communication channel. The converter voltage is made equal,
and the circulating current is eliminated with the help of droop control strategy. The
converter individual plot is signified in Fig. 10. The parallel converter plot is
characterized in Fig. 11.

Table 1 Comparison chart

Parameter Converter

Ultra-high
converter

ZVT Quadratic
converter

MCB High
voltage
gain

Three-phase
high step-up

ULC

Voltage
ratio

60 V to
6.6 kV

20–40 V
to 400 V

45 V to
380 V

20 V
to
380 V

20 V/380 V 12 V to
320 V

20 V
to
400 V

Efficiency Not
constant

93–
89.3%

96% – 95.6% High 93%

Switching
voltage

Reduced Less Less Less Less Zero Less
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Fig. 10 Output waveform for single quadratic converter
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5 Conclusion

This review investigated the literature to know about the use of converters in the
renewable system. Several studies have been made to design and implement DC–
DC converters which are highly efficient. The advantage and the drawbacks of the
converters are provided to understand their efficiency and the ratio conversion. The
implementation of quadratic boost converter in parallel condition has high effi-
ciency and high voltage conversion ratio. This review will help researchers to
design converters with suitable limits and reduced semiconductor devices.
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Quantum Streaming Instabilities
in Multi-component Plasma with Dust
Particles

U. Deka, K. Choudhury and P.K. Karmakar

Abstract Streaming instabilities in quantum dusty plasmas composed of
multi-ionic species are investigated by applying quantum hydrodynamic model.
The growth characteristics in two separate cases of ion streaming and dust
streaming are discussed. Implications and applications are highlighted.

Keywords Streaming instability � Quantum hydrodynamics � Multi-ion dusty
plasma � Quantum plasma

1 Introduction

Quantum plasma has aroused a lot of interest among the scientists and engineers
from various fields of science and engineering from the beginning of this century
[1–3]. The driving force for the growth of research in this area is because of the
advancement in the technology for building micro- and nano-electronic devices and
its role in other disciplines of physics, e.g., dense astrophysical systems and
laser-produced plasmas [2–4]. The electron gas in an ordinary metal is actually
quantum plasma. The impetus in the degree of miniaturization and robustness of
today’s electronic components vastly depends upon the theoretical development in
the field of quantum plasma. The rationale of application of the principle of
quantum mechanics is validated by the fact that the de Broglie wavelength of the
charge carriers is on an average equivalent to the size of the system [5–9], which is
confirmed by numerical methods [10] too. Hence, application of quantum
mechanics (e.g., tunneling) is justified and is going to be fundamental in the
manufacturing of the futuristic electronic components in the coming years [11, 12].
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Therefore, it is certain that transport models based on classical physics will be
inappropriate to describe such quantum effects. Hence, it will be necessary to apply
quantum transport equations like the Schrödinger–Poisson or the Wigner–Poisson
equations to understand the basic properties and transport mechanism of such
physical systems [11–15].

The occurrence of quantum plasmas is seen in the context of some astrophysical
objects satisfying the requisite conditions. In case of extremely high dense objects
like white dwarfs, where the density is few tens of order of magnitudes higher than
the density of solids, even though the temperature is very high but it is still lesser
than the electron Fermi temperature. A white dwarf behaves as a natural source of
hot fusion plasma (108 K), because of its large density. It still behaves quantum
mechanically in spite of its extreme temperature.

The quantum mechanical effects on plasma are invoked through two models—
the Wigner model and the Hartree model derived from the Wigner–Poisson and
Schrödinger–Poisson equations, which represent the statistical and hydrodynamic
behaviors, respectively.

Manfredi [1] in his work has given an elaborate discussion about different paths
for the inclusion of the quantum effects on the modeling of electrostatic colli-
sionless plasmas. The complete kinetic model is provided by Wigner model
[15–17]. The Wigner formalism was further considered in terms of N one-particle
Schrödinger equations, coupled with Poisson’s equation that gives rise to the
Hartree formalism. This method is comparable to the ‘multi-stream’ approach in
classical plasma physics. The physical consideration for application of quantum
mechanics to understand some of the plasma phenomena has been vividly described
by the authors [2]. It was very lucidly shown that the fluid models can be derived
from kinetic descriptions of charged particle systems using the Wigner–Poisson
formalism.

In one of the pioneering works [8] by Haas and Manfredi, they used the sta-
tistical representation of the N particles using N pure states, each described by a
wave function to represent the ‘multi-stream’ model. They investigated one- and
two-stream cases deriving the dispersion relation for two-stream instability using
the Schrödinger–Poisson [1] formalism. The outcome of the numerical simulation
and from linear analysis in strongly nonlinear domain further established that the
dynamics of quantum plasma can be described by self-consistent nonlinear
Schrödinger–Poisson system.

Haas et al. have put forward a quantum multi-stream model under nonlinear
Schrödinger–Poisson formalism and analyzed the dispersion relations for one- and
two-stream instabilities in their work [9]. In fact, it has been also shown that in
multi-stream quantum plasma, application of kinetic theory leads to the damping of
instabilities in one- and two-stream instability. The kind of damping is similar to
that of Landau damping [5].

Again, Ali and Shukla as mentioned in Ref. [4] studied the instability due to
streaming of ions and dust particles. They pointed out that a generalized dielectric
response in the case of unmagnetized quantum dusty plasma deviates appreciably as
compared to similar phenomenon in absence of quantum affects. The application of
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quantum effects was limited to the electrons as they were inertialess. However, the
dynamics of the ions and the dust particles were discussed using classical physics
only. As in many astrophysical cases, there may be situations encountered where
there is a plasma system consisting of multiple ions and dust particles.

In this work, we have proposed a model to see the quantum effect on
multi-component ionic plasma. Our model of plasma system is composed of
electrons, two different ions, and dust particles. We have further analyzed how
streaming instability depends on the mass of different ionic species and its variation.

2 Theoretical Modeling

In this work, we have considered multi-component quantum plasma along with dust
particles. We have discussed earlier about the basics of quantum plasma and the
criteria under which we define a plasma to be quantum in nature. Further, we have
defined three dimensionless parameters, which helps us to distinguish between
classical and quantum plasma. But before we dig further into this problem, we
would like to mention a few things about dusty plasmas. Dusty plasmas are
composed of electrons, ions, and negatively charged dust particles having large
spectra of applications varying from space to industries. The dust particles are
found to exist under different conditions varying from low temperature labora-
tory plasma to space and astrophysical plasmas. Dust particles can have either
negative or positive charges depending upon the mechanism of charging like
electron-ion sticking on the dust particles surface from the background plasma,
ultraviolet radiations, electrons emission due to secondary processes, and ther-
mionic emission.

Dusty plasmas are stable under equilibrium plasma and become unstable under
non-equilibrium plasmas due to the availability of free energy. The amplitudes of
the collective modes grow or damp exponentially with respect to time if the sign of
the imaginary term in the wave frequency is positive and decay if the sign is
negative. By multi-component plasma, we mean the plasma consists of multiple
types of ions (Ar–N2, Ar–H2, etc.), electrons, and dust particles as well.

3 Mathematical Modeling

We have considered multi-species quantum plasma composed of electrons, two
species of singly charged ions, and negatively charged dust particulates. The charge
neutrality condition at equilibrium is

P
j qjnj0 ¼ 0, where qj is the charge (−e for

electrons, e for ions, and −Zd0e for dust particulates); Zd0 is the number of electrons
residing on the dust particle; nj0 is the equilibrium number density.
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Here, only electrostatic perturbations are taken into account in the absence of
external magnetic field. Quantum hydrodynamic model is used to describe the
dielectric response function of the streaming plasma species. The linearized equa-
tion of continuity is given below.

@nj1
@t

þ nj0
@Uj1

@x
þUj0

@nj1
@x

¼ 0 ð1Þ

The linearized equation of motion can be written as,

@Uj1

@t
þUj0

@Uj1

@x

� �
¼ � qj

mj

@u1

@x
� 1
mjnj0

@Pj

@x
þ �h2

4m2
j nj0

@3nj1
@x3

ð2Þ

The linearized Poisson’s equation is given as,

@2u1

@x2
¼ �4p

X
j

qjnj1 ð3Þ

where nj1ðnj0Þ is the perturbed (unperturbed) density, Uj1ðUj0Þ is the perturbed
(unperturbed) flow velocity, u1 is the perturbed electrostatic potential. We have
considered an isothermal equation of state, and the isothermal pressure of the
quantum plasma is given by Pj ¼ nj1kBTj where Tj is the temperature of the cor-
responding species, kB is the Boltzmann constant. Quantum statistical effects are
neglected in our calculation. The standard nonlinear Schrödinger–Poisson system is
used to derive the equations from (1) to (3), describing the dynamics of the quantum
plasma. The last term in the right-hand side of Eq. (2) signifies the quantum
diffraction effects and its genesis lies in the quantum correlation of density fluc-
tuations. Here, we are using the perturbations as

nj ¼ nj0 þ nj1; ð4Þ

Uj ¼ Uj0 þUj1 ð5Þ

and

u ¼ u1 ð6Þ

Assuming a form of plane wave solution expðikx� ixtÞ for the perturbed
quantities, where kðxÞ is the wave number (angular frequency) of the propagating
waves. We evaluate nj1 and Uj1 from (1) to (2), which is given below.

nj1 ¼ knj0
ðx� kUj0ÞUj1 ð7Þ

648 U. Deka et al.



and,

Uj1 ¼ 1
ðx� kUj0Þ

qj
mj

ku1 þ
kBTj
mjnj0

knj1 þ �h2

4m2
j nj0

k3nj1

� �
ð8Þ

Using Eqs. (8) and (7) and on further simplification, we will get

nj1 ¼ qjnj0
mj

k2u1

ðx� kUj0Þ2 � V2
tj k2 � �h2k4

4m2
j

2
4

3
5; ð9Þ

where Vtj ¼
ffiffiffiffiffiffi
kBTj
mj

q
is the thermal speed.

Using Eqs. (3) and (9), the generalized form of the dielectric response in
quantum dusty plasma is derived as given below.

1�
X

j¼e;i1;i2;d

x2
pj

ðx� kUj0Þ2 � k2V2
tj � �h2k4

4m2
j

2
4

3
5 ¼ 0; ð10Þ

where xpj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pq2j nj0

.
mj

r
is the plasma frequency. Equation (10) is the gener-

alized form of dielectric response function in quantum dusty plasma. Equation (10)
can be further expanded as

1� x2
pe

ðx� kUe0Þ2 � X2
e

� x2
pi1

ðx� kUi10Þ2 � X2
i1

� x2
pi2

ðx� kUi20Þ2 � X2
i2

� x2
pd

ðx� kUd0Þ2 � X2
d

¼ 0;

ð11Þ

where X2
e ¼ k2V2

te þ �h2k4
�
4m2

e , X2
i1 ¼ k2V2

ti1 þ �h2k4
�
4m2

i1, X2
i2 ¼ k2V2

ti2 þ �h2k4
�

4m2
i2 and X2

d ¼ k2V2
td þ �h2k4

�
4m2

d .
The analysis of the two cases, ion streaming instability and dust streaming

instability, is presented in the following section.

3.1 Ion Streaming Instability

Applying the approximations x� kUe0j jhhXe, x� kUi10j jiiXi1, x� kUi20j jiiXi2,
and xiikUd0;Xd , we can write Eq. (11) as
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1þ x2
pe

k2V2
te þ �h2k4=4m2

e

� x2
pi1

ðx� kUi10Þ2
� x2

pi2

ðx� kUi20Þ2
� x2

pd

x2 ¼ 0 ð12Þ

or

1� X2
IA1

ðx� kUi10Þ2
� X2

IA2

ðx� kUi20Þ2
� X2

DA

x2 ¼ 0; ð13Þ

where

XIA1 ¼ xpi1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2V2

te þ
�h2k4

4m2
e

� ��
x2

pe þ =k2V2
te þ

�h2k4

4m2
e

� �s
;

XIA2 ¼ xpi2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2V2

te þ
�h2k4

4m2
e

� ��
x2

pe þ =k2V2
te þ

�h2k4

4m2
e

� �s

are the ion acoustic frequencies for ion 1 and ion 2, respectively, and XDA ¼

xpd

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2V2

te þ �h2k4
4m2

e

	 

= x2

pe þ =k2V2
te þ �h2k4

4m2
e

	 
r
is the dust acoustic frequency. From

the above expressions and considering the ions to be singly charged and repre-
senting mi2=mi1 ¼2, we can show that

XIA2 ¼ mi1

mi2
XIA1 ¼ XIA1

2 : ð14Þ

Let us consider, x ¼ kUi10 þ d and x ¼ kUi20 þ d0; XDA � kUi10. If we take the
temperature of both the ions to be equal, then the flow velocity is proportional to the
mass of the ions. So, we consider Ui10 � aUi20 (where a ¼ 1=

ffiffiffiffi2p
). Then from

Eq. (13), we get

1� X2
IA1

ðdÞ2 �
X2

IA1

22 ðd0Þ2 �
ðx� dÞ2

x2 ¼ 0

or

d3 ¼ 1
2
X2

IA1kUi10 1þ 1

22 d0
d

	 
2

2
64

3
75: ð15Þ
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As the flow velocities are inversely proportional to the mass of the respective
ions, so we consider ðd0=dÞ / a; and so, on solving Eq. (15), we will have three
values of d, as given below.

d ¼ X2
IA1kUi10

2

� �1=3

1þ 1
2

� �1=3

;
�1þ i

ffiffiffi
3

p

2

� �
X2

IA1kUi10

2

� �1=3

1þ 1
2

� �1=3

;

and
�1� i

ffiffiffi
3

p

2

� �
X2

IA1kUi10

2

� �1=3

1þ 1
2

� �1=3

:

The real and imaginary parts of the second root can be written as

xr ¼ � 1
24=3

X2
IA1kUi10

� �1=3
1þ 1

2
� �1=3

and

xi ¼
ffiffiffi
3

p

24=3
X2

IA1kUi10
� �1=3

1þ 1
2

� �1=3

respectively. The normalized form of the real part can be written as

x0
r ¼ xr=xpi1 ¼ � 1

24=3
K 0x02

pi1 K 02V 02
te þK 04H2=4

 �
K 02V 02

te þx02
pe þK 04H2=4

	 

2
4

3
5
1=3

1þ 1
2

� �1=3

; ð16Þ

Similarly,

x0
i ¼

ffiffiffi
3

p

24=3
K 0x02

pi1 K 02V 02
te þK 04H2=4

 �
K 02V 02

te þx02
pe þK 04H2=4

	 

2
4

3
5
1=3

1þ 1
2

� �1=3

: ð17Þ

The normalizing parameters used are given below.

x0
r;i ¼ xr;i=xpi;x

0
pi1 ¼ 1;x0

pe ¼ xpe=xpi1;K
0 ¼ kUi10=xpi1;

V 0
te ¼ Vte=Ui10;H ¼ �hxpi1=meU

2
i10:

3.2 Dust Streaming Instability

To solve the streaming instability in the presence of dust particles, we consider the
approximations x� kUe0j jhhXe, xiikUi10;Xi1, and xiikUi20;Xi2, and using
Eq. (11), we derive the following equation.
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1þ x2
pe

k2V2
te þ �h2k4=4m2

e

� x2
pi1

ðxÞ2 �
x2

pi2

ðxÞ2 �
x2

pd

ðx� kUd0Þ2
¼ 0 ð18Þ

or

1� X2
IA1

x2 1þ 1
22

� �
� X2

DA

ðx� kUd0Þ2
¼ 0: ð19Þ

Considering x ¼ kUd0 þD with D\kUd0 and kUd0 �XIA1 and using Eq. (19),
we have

1� ðx� DÞ2
x2 1þ 1= 22 �� X2

DA

D2 ¼ 0

or

D3 ¼ 1
2
X2

DAkUd0
22

1þ 22

� �
: ð20Þ

The roots of Eq. (20) are

D¼ X2
DAkUd0

2

� �1=3

22 =1þ 22 �1=3
;

�1þ i
ffiffiffi
3

p

2

� �
X2

DAkUd0

2

� �1=3

22 =ð1þ 22Þ �1=3

and

�1� i
ffiffiffi
3

p

2

� �
X2

DAkUd0

2

� �1=3

22 =ð1þ 22Þ �1=3
:

The second root can be written as

xr ¼ � 1
24=3

X2
DAkUd0

 �1=3 22 =ð1þ 22Þ �1=3
and

xi ¼ �
ffiffiffi
3

p

24=3
X2

DAkUd0
 �1=3 22 =ð1þ 22Þ �1=3

:

Introducing the normalized parameters as

x0
r;i ¼ xr;i=xpd;x

0
pd ¼ 1;x0

pe ¼ xpe=xpd;

K 0 ¼ kUd0=xpd;V
0
te ¼ Vte=Ud0;H ¼ �hxpd=meU

2
d0:
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We can have the normalized equations as

x0
r ¼ xr=xpd ¼ � 1

24=3
K 0x02

pd K 02V 02
te þK 04H2=4

 �
K 02V 02

te þx02
pe þK 04H2=4

	 

2
4

3
5
1=3

22 =ð1þ 22Þ� �1=3 ð21Þ

Similarly,

x0
r ¼

ffiffiffi
3

p

24=3
K 0x02

pd K 02V 02
te þK 04H2=4

 �
K 02V 02

te þx02
pe þK 04H2=4

	 

2
4

3
5
1=3

22 =ð1þ 22Þ� �1=3 ð22Þ

3.3 Numerical Analysis

The results obtained in the previous chapter are solved numerically to understand
different physical processes responsible for the instability when quantum effects are
included. For numerical calculation of the growth rates and angular frequencies, we
have considered some typical parameters, which represent dense astrophysical
plasmas: me = 9.1 � 10−28 g, mi1 = 2 mp (for H2 ion), mi2 = 28 mp (for N2 ion),
mi3 = 40 mp (for Ar ion) [where ‘mp’ is the mass of proton], md = 4.008 � 10−6 g,
ne0 � ni0 = 1.0 � 1019 cm−3, Te = 105 K, and dust charge state Zd0 = 104. The
growth rate equations as mentioned in the previous section, i.e., Eqs. (16), (17),
(21), and (22), are solved numerically.

The real and the imaginary parts of the angular oscillation frequencies for the
different cases are solved to find the behavior of growth rate due to streaming
instabilities. The different cases include pure classical case, i.e., without the
inclusion of the quantum effect and the quantum case. We have studied the two
situations for two different plasma configurations of Ar–N2 and Ar–H2 plasma. We
have also studied the effect of the presence of dust particles on both the
multi-component plasma system. The graphical outputs from our numerical anal-
ysis are given below.

4 Results and Discussions

In Fig. 1a–c, normalized growth rates are plotted against normalized wave num-
bers. In Fig. 1a, the growth rate is initially observed to increase sharply with the
increase in normalized wave number. We can observe that the growth rate starts
saturating from ~K � 0:001 for both the plasma system considered here, with the
increase in value of ~K. Here, ion streaming speed is considered as the variable
parameter, but for the different values of normalized speed, the curves superimpose
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on each other and we get a single line for each plasma system. In Fig. 1b, pure
classical case with the quantum parameter H = 0 has been considered.

Here, linear growth rate has been observed with no signs of saturation for the
smaller values of ~K as well as for the higher values of ~K (Fig. 1c). In Fig. 1d, pure
quantum case with the electron thermal velocity ~Vte ¼ 0 has been considered.
A moderate growth rate can be observed in this case too, with distinct lines for each
value of the variable parameter, though the thermal velocity of the electrons is zero.
In Fig. 2a–c, normalized growth rates are plotted against normalized wave num-
bers. In Fig. 2a, the growth rate is initially observed to increase rapidly with the
increase in normalized wave number. At a very small value of ~K for both the plasma
system considered here, shows a sign of saturation as the ~K value increases. Here,
ion streaming speed is considered as the variable parameter, but for the different
values of normalized speed, the curves superimpose on each other and we get a
single line for each plasma system.

Fig. 1 Normalized growth rates, ~xi ¼ xi=xpi
 �

are plotted against the normalized wave number
~K ¼ KUi0=xpi

 �
with a different ion streaming speeds Ui0 ¼ 0:0001xpi, Ui0 ¼ 0:0003xpi,

Ui0 ¼ 0:0006xpi; b and c in pure classical case (H = 0) with changing electron, thermal speed
~Vte ¼ 0:01; 0:02; 0:03 and Ui0 ¼ 0:01xpi; d in pure quantum case ð~Vte ¼ 0Þ and varying
H (H = 0.3, 0.6, 1) keeping Ui0 ¼ 0:01xpi
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In Fig. 2b, pure classical case with the quantum parameter H = 0 has been
considered. Here, linear growth rate can be observed with no signs of saturation for
the lower range of ~K. But for the higher values of ~K (Fig. 1c), three distinct lines for
each plasma system for the variable parameter ~Vte merge into one and a sign of
saturation too can be witnessed, which was not observed in the case of ion
streaming instability. In Fig. 2d, pure quantum case with the electron thermal
velocity, ~Vte ¼ 0 has been plotted. A moderate growth rate can be observed in this
case too, even though the thermal velocity of the electrons is zero. Three different
lines for each plasma system can be observed due to the variable parameter H.

Figure 3a–c clearly shows that the growth rate due to ion streaming instability in
a plasma having heavier multiple ion species is significantly more compared to a
plasma consisting of a relatively lighter ion species. But the case is vice versa when
dust streaming instability is taken into consideration. Figure 3d represents the
growth rate variation during dust streaming instability.

Fig. 2 Normalized growth rates ~xi ¼ xi=xpd
 �

are plotted against the normalized wave number
~K ¼ KUi0=xpd

 �
with a different dust streaming speeds Ud0 ¼ 0:001xpd , Ud0 ¼ 0:004xpd ,

Ud0 ¼ 0:008xpd ; b and c in pure classical case (H = 0) with changing electron, thermal speed
ð~Vte ¼ 17; 18; 19Þ and Ud0 ¼ 0:001xpd ; d in pure quantum case ~Vte ¼ 0 and varying H (H = 0.03,
0.06, 0.1) keeping Ud0 ¼ 0:14xpd
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5 Conclusions

Here, in this work, a general dielectric response of multi-component quantum dusty
plasma has been presented using the QHD model and Poisson’s equation. The
conclusions that can be inferred from this analysis are mentioned below. In such
plasma, the mass of the ions has got a significant effect on the growth rate, hence
the instability.

It can be clearly seen from the plots that instability in a plasma containing
heavier species grows slowly compared to a plasma consisting of their lighter
counter parts in the case of ion streaming and vice versa for dust streaming
instability. Two specific cases of instability of ion streaming and dust streaming are
presented here. The analytical and numerical calculations both show that the
thermal speeds, streaming speeds, and the quantum effects have a dominant role on
the profile of the growth rates and the real angular frequencies.

Fig. 3 Normalized growth rates ~xi ¼ xi=xpi
 �

are plotted against the normalized wave number
~K ¼ KUi0=xpi

 �
; a in pure classical case (H = 0) with electron, thermal speed ð~Vte ¼ 0:02Þ; b in

pure quantum case ~Vte ¼ 0 and H (H = 1.0) keeping Ui0 ¼ 0:01xpi; c normalized angular
frequency ð~xr ¼ xr=xpiÞ are plotted against the normalized wave number ~K ¼ KUi0=xpi

 �
with

ð~Vte ¼ 0Þ and H (H = 1.0) keeping Ui0 ¼ 0:01xpi. Normalized growth rates ~xi ¼ xi=xpd
 �

are
plotted against the normalized wave number ~K ¼ KUi0=xpi

 �
; d in pure classical case (H = 0)

with electron, thermal speed ~Vte ¼ 18
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Quantum effects are only applicable to the electron density perturbation, and the
ion species and negatively charged dust particles are treated classically. The pres-
ence of the dust particles has affected the instability of the system on a whole and
has modified the growth rate.

In pure classical treatment, the linear growth rate, which was observed is
unphysical. With the inclusion of the quantum effect we come closer to a more real
situation where the growth rate slowly approaches toward saturation. In the pure
quantum case, we can clearly see that though the normalized thermal velocity of the
electrons are zero, we can still experience instability. It is interesting to note that
finite growth rate can be observed even in absence of electron thermal velocity
when quantum effects are included, as seen from Fig. 2d. However, the growth rates
may be very small compared to the situations when electron thermal velocity is non
zero. Such effect is absent in the case of pure classical case and this typical behavior
may be attributed to the quantum effect. An analog may be drawn from the quantum
oscillators in which the zero-point energy is nonzero. Also, we observe that in the
case of hydrogen atom, the ground state energy is finite. Finally, the results may be
helpful to delve upon the underlying cause of dense astrophysical objects with
quantum dusty plasmas containing multiple ions and streaming dusts.
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5.8-GHz Antenna Array Design
for Satellite Solar Power Station

Deepak Kumar and Kalpana Chaudhary

Abstract In this work, a basic and low-cost microstrip antenna array with reduced
size has been designed and tested. In the implementation level, a microstrip array
antenna was realized to obtain the desired gain and directivity at a preferred fre-
quency of 5.8 GHz. The compact antenna array consists of 2 � 2 elements
microstrip patch antenna. Using simple and manual tuning method in electromag-
netic full-wave momentum by Agilent Advanced Design Software, a direct control
of the antenna’s resonant frequency was obtained.

Keywords Microwave � Power � Microstrip antenna � Array � Satellite solar
power station

1 Introduction

There is a population increase in worldwide. Modern civilization more depends on
the technology equipment that requires higher electrical energy production [1]. Most
of the power plants in the world are fossils fuel based. It has issues like global
warming and their limited resources for few decades. Therefore, there is a require-
ment of green energy resources. Thus, the extensive involvement of renewable
energy resources for higher electrical power generation is performed everywhere in
the world. Solar power is abundantly available on the earth in the form of heat and
light. Solar photovoltaic is to convert solar irradiance into electrical energy. However,
solar irradiance varies arbitrarily in the daytime, and in night it goes extinct.
Therefore, solar photovoltaic is not suitable for base load power [1, 2]. P. Glaser
proposed satellite solar power station (SSPS) technique in 1968 [3]. In a satellite solar
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power station, space satellite collects solar energy photovoltaic that converts it into
electrical energy. The electrical energy is then converted into microwave power and
beaming that microwave power wirelessly to receiving antennas on Earth [2–4]. The
receiving antenna connected rectifiers that convert microwave energy back to elec-
trical energy. In this way, power is available to supply terrestrial grid after suitable
processing. Therefore, it is suitable to replace conventional sources of energy. SSPS
has several benefits over terrestrial solar power due to unhindered and undistorted
solar irradiance available in space. On the terrestrial solar system, the SSPS has at
least threefold increases in electricity generation capacity. However, SSPS has some
technology challenges and major economic issues to implement [4].

2 Satellite Solar Power Station Research Worldwide

Many space research organizations have investigated SSPS, and researchers are
working on the development of its realization techniques. Wireless power transfer
for such large distance is a challenge that needs experimental performance. In the
early phase, National Aeronautics and Space Administration (NASA) and
Department of Energy (DOE) jointly suggested a SSPS reference model. While in
1997, the Fresh-Look-SSPS provided an improved model [4, 5]. The recommended
Sun Tower SSPS model has numerous pioneering ideas that reduce SSPS feasibility
operation as well as the levelized cost of energy. In the year 2001, Japanese
Aerospace Exploration Agency (JAXA) reported 5.8-GHz SSPS operation model.
The model utilized enhanced microwave technology. The chosen frequency
5.8 GHz is in the atmospheric attenuation frequency window [5].

The SSPS application in base load and non-base load power plant, a comparative
study and analysis were performed by “European space research agency” in 2005.
The study compared SSPS and land-based solar thermal with hydrogen storage. It
concludes that, for large size (more than 5 GW), SSPS is feasible and economically
comparable with land-based power plant [5, 6].

3 System Architecture

In the SSPS space segment, mainly microwave technology is involved. The ground
segment is rectenna as shown in Fig. 1; the antenna and rectifier are collectively
known as rectenna. As the space transmitting antenna is sending microwave power
that must be collected efficiently on the earth rectenna. Thus, high directivity and
high gain of the antenna are requisite. On selecting proper antenna array size, one
can design highly directive antenna. The microwave power density on the rectenna
has a limitation. According to United States Occupational Safety and Health Act
(OSHA) workplace, exposure limit for the microwave is 10 mW/cm2 [6].
The microwave power density limit decides the rectenna size for desired electrical
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Fig. 1 Satellite solar power
station diagram [2]

power production. The rectenna efficiency is a primary concern for successful
wireless power transfer. Therefore, SSPS requires highly efficient and directive
rectenna. In low-power rectenna, losses are due to threshold and breakdown voltage
and device parasitic [7]. Diode nonlinearity produces harmonics generation. These
harmonics can reradiate antenna causing injuries. Appropriate impedance matching
is required between antenna and rectifier circuit for maximum power transfer. For
microwave frequency in GHz, selection of diode is a tough task.

This work is a design and performance analysis of a 5.8-GHz antenna system
considering satellite solar power system (SSPS) [8, 9]. A four-element microstrip
antenna array design is implemented on a 1.6-mm FR4 substrate with dielectric
constant 4.4 and copper as a conductor of 35 mm thickness. The simulation and
design process is performed using Agilent ADS software (ADS). The design pro-
cess uses ADS toolboxes, microstrip line conversion tool, Smith chart for impe-
dance matching and filter design. The antenna array design uses S11 simulation and
EM full-wave simulation in ADS. As a result, high directivity and high gain have
been achieved in this design.

4 Antenna Array Design

A 2 � 2 microstrip patch antenna array is designed using Agilent ADS software.
Microstrip has been chosen because of ease of its design and fabrication [9, 10].
Microstrip patch antennas are designed on an FR4 substrate; its specifications are:
The height of the substrate is 1.6 mm and dielectric constant 4.4. The conductor
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material is 35-lm-thick copper. The antenna is designed with quarter-wave
transform matching microstrip lines. Each antenna has a gain of 6 dB. The
designed antenna array simulations are performed using ADS EM full-wave
simulation tools. Array antenna resonates at 5.8 GHz is confirmed in EM simu-
lation S11 parameter analysis and Smith chart [10].

5 Designed Antenna Performance Result

5.1 Antenna Design Specification

For the antenna design, ADS momentum simulation tool has been used. Antenna
length and width has been calculated using ADS microstrip line calculator with
conductor and substrate specifications.

The single-patch antenna of size, length 11.75 mm and width 15.74 mm is
designed. The single-patch antenna input impedance calculated is 243 X.
A quarter-wave matching transformer is utilized for matching the antenna with a
50-X microstrip line. The 50 X has been chosen for the standard connector and
coaxial cable connectivity [11]. The matching technique is used for designing
four-element antenna array considering equal power division. Antenna spacing
more than k/2 is adopted in developing process [9–12].

The antenna layout window is generated in EM simulation tool. Figure 2
describes current distribution pattern in the antenna array. The antenna radiation
pattern is directive as illustrated in Fig. 3. For radiation pattern calculation, the EM
simulation far-field computing facility is used as shown in Fig. 3. The antenna

Fig. 2 Current distribution (A/m) at 5.8 GHz
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parameter is shown in Fig. 4. For return loss analysis of antenna array, S11
parameter versus frequency is plotted. At 5.8 GHz, antenna array resonates with
return loss below 20 dBm. The S11 parameter and Smith chart are shown in Figs. 5
and 6. The gain and directivity of designed antenna are 8.928 and 10.27 dBi,
respectively. The variation of gain and directivity with theta for constant phi value

Fig. 3 Radiation pattern

Fig. 4 Antenna parameter
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is shown in Fig. 7. The calculated antenna efficiency is 73.39% as shown in Fig. 7.
The radiated power pattern is shown in Fig. 8. In this way, an antenna array with
high efficiency as well as high gain and directivity has been designed.

Fig. 5 Mag/phase of S(1,1)

Fig. 6 Smith chart
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Fig. 7 a Gain and directivity. b Radiated power

Fig. 8 Antenna gain, directivity, efficiency and power
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6 Conclusion

A 5.8-GHz antenna array had been developed, simulated and tested in ADS sim-
ulation environment considering highly directive antenna requirements in satellite
solar power application. Regardless of the possibility that lone inadequate facility of
energy harvesting from a single antenna, it is likewise conceivable to architect
components array to get more power. Reducing the size of the antenna array is
another aspect, which is implemented in this work. With the increase in frequency
and the dielectric constant not varied, the patch antenna size decreases. Initially, a
microstrip patch antenna with compact size was planned and executed in ADS
software. The antenna hypothetical outline technique is direct; the results obtained
from this design demonstrated exceptionally satisfactory exhibitions in the fre-
quency band of intrigue. The high gain and directivity is achieved using antenna
array in the design. Further, antenna input port impedance had been matched to
50 X for circuit integration. The arranged antenna array structure can be viable
executed in SSPS microwave technology.
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Development of Wireless Data Acquisition
and Control System for Smart Microgrid

Lipi Chhaya, Paawan Sharma, Govind Bhagwatikar
and Adesh Kumar

Abstract Smart grid is the most ingenious and experimental technology in the
present era. Assimilation of information and communication technologies with
electrical infrastructure is the fundamental part of smart grid deployment. Smart
grid communication architecture is a methodical framework of networks incorpo-
rating varied set of communication standards. Microgrid is the significant compo-
nent of smart grid as it facilitates and expedites the usage of renewable energy
assets. It can resolve the critical problems like unelectrified villages, electricity
theft, depletion of fossil fuels, GHG emissions and greenhouse effect. Smart
microgrid can function in two modes, namely grid-connected and island mode. It
also encompasses hierarchical communication networks for automation of entire
system. This paper describes the design and implementation of data acquisition and
control system for smart microgrid prototype using IEEE 802.3 and IEEE 802.11
standards.

Keywords Smart grid � Smart microgrid � Data acquisition and control
Wireless communication � Ethernet � Wireless local area network
Wireless monitoring and control � Renewable energy � Solar photovoltaic
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1 Introduction

A grid is a network that transfers electrical energy from power plants to customer
premises. The grid can be made brainy or smart by unification of information and
communication technologies with electrical infrastructure. At present, smart grid
technology is a significant journey toward reliable and unfailing electricity. Smart
grid technology ensures steadfast, proficient, robust and progressive energy dis-
tribution structure with numerous features. It is an intelligent power grid with
integration of various alternative and renewable energy resources [1–3]. Integration
of renewable energy resources will result into reduced carbon footprint and emis-
sions. Supervisory control and data acquisition (SCADA) system is an essential
fragment of smart grid technology. Integration of varied set of communication
standards requires analysis and optimization for different applications. The use of
specific standard can be decided on the basis of coverage area, type of network,
security constraints, data rates and bandwidth requirements. Networks can be
classified as home area networks (HANs), neighborhood area networks (NANs) and
wide area networks (WANs) as per their applications and coverage area [4–6].
Smart grid technology is beneficial for industrial as well as home consumers in
many aspects such as monitoring and control of energy usage, time of the day
billing cycle, control of home appliances and machines, production and selling of
ancillary energy and completely secured automation [7–9]. Consumer electronics
appliances communicate their energy consumption statistics to central or main
home monitor and regulator or smart meter. Smart meter sends an energy usage
statistics to the central electricity grid for monitoring, control, fault detection and
billing purposes. Consumer has a choice to operate on a specific energy source for
optimization of billing cycle and energy usage. Zigbee, Bluetooth, WirelessHART,
Wavenis, Wi-Fi, Ethernet, etc. standards can be used for home as well as industrial
applications for short-distance communications using personal or local area net-
works. The proposed system is designed for data acquisition and control within
local area networks for DC microgrid.

2 Design of Developed Prototype

The developed prototype is designed for smart energy management system for
wireless local area networks. Figure 1 shows the simplified conceptual block dia-
gram of the developed prototype.

The prototype is controlled by ATMEGA328P microcontroller. In the proposed
energy management prototype, three power sources are considered. Depending
upon the threshold current value, the DC load will be switched between grid, solar
PV or battery. The Hall effect current sensors ACS-712 are used to sense the current
from various energy sources. The sensitivity of ACS-712 sensors used in the
prototype is 66 mV/A. Figure 2 shows the circuit diagram of developed system.
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Fig. 1 Block diagram of developed prototype

Fig. 2 Schematic diagram of developed prototype (image design with Fritzing)
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The designed system can be used for data acquisition and control of home as well
as industrial networks. The designed prototype uses IEEE 802.3 and IEEE 802.11
standards for controlling the operation of smart power system. Ethernet is designed
for local area network based on IEEE 802.3 standard. ENC28J60 or W5100 Ethernet
module can be used for communication. These modules can be used with any
microcontroller with inbuilt SPI (serial peripheral interface). W5100 ethernet shield
is a stand-alone Ethernet controller with industry standard SPI. It provides encrypted
serial communication interface for physical layer security. Ethernet module is
attached to LAN port of router for remote wireless communication in local area
network. Flowcharts for working of prototype are shown in Fig. 3.

The WLAN router communicates with user terminal. Dynamic host configura-
tion protocol (DHCP) is used for communication between router and user terminals.
An intelligent router automatically assigns available IP addresses to avoid IP
conflicts. The network can be expanded using network devices. The developed
prototype uses wireless-fidelity protected access phase shift keying (WPA-PSK)
algorithm and advanced encryption standard (AES) for secured wireless commu-
nication. The designed system can be expanded for wide area network
(WAN) using port forwarding and configuration of static IP.

3 Results and Discussion

The proposed prototype is designed for remote wireless monitoring of smart
microgrid system. An HTML webpage is developed for monitoring and control of
energy sources. The data is received at the interval of one second. The system is
working successfully in the range of around 50 m in wireless local area network.
The developed prototype is tested using all three energy sources. Sequential pri-
orities are given to sources. Initially, the system works on grid. Then, the load can
be switched to solar and battery on the basis of threshold current. The prototype
represents DC microgrid. It can both operate in grid-connected and island modes.
The prototype is tested for local area network using WPA-PSK security mode.
Maximum 254 devices can be connected and regulated in the network. The other
encryption options such as wired equivalent protocol (WEP), wireless-fidelity
protected access temporal key integrity protocol (WPA-TKIP) and WPA2 are also
available. Further extension can be achieved by using different network devices
such as switches and routers. The user can monitor the data and control an entire
system by entering the predefined commands on the webpage as shown in Fig. 4.

This design can also be modified for solar rooftop system. The DC microgrid is
considered for the proposed prototype. For AC microgrid, an inverter can be used for
conversion. The design can be extended and tested for complete automation of home
and industrial network for different environments [10–12]. The developed prototype
can be further explored using mesh networks and different communication standards
based on applications and requirements [12–15]. The further expansion of the
prototype includes web-based monitoring and control of DC microgrid.
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Fig. 3 Flowcharts for a energy monitoring and b control of the prototype
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4 Conclusion

Data acquisition and control is an integral part of progressive smart grid technology.
Design of any monitoring and control system mainly relies on the choice of
communication standard. Optimization of communication standard depends on the
type of application, security aspects, coverage area, cost and complexity of the
network. The developed prototype is an optimized solution for local area network.
It can be extended for Internet of Things applications for wide area network. The
prototype can also be used for experimental investigation of the preeminent security
algorithms against cyber attacks. The developed design is applicable for both home
and industrial networks.
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Real-Time Implementation of Maximum
Power Point Methods for Photovoltaic
Systems

Akbar Ahmad and Paulson Samuel

Abstract The eco-friendly solution to the ever expanding demands of the energy
supplies has seen a substantial growth of installed renewable energy integration to
the grid in the last decade. The major portion of the installed capacity is from the
photovoltaic system due to several factors like reduction in capital investment, an
increase in efficiency of modules and converters, favorable government policies.
The maximum power point tracking enables the maximum utilization of the
available power with a constant change in environmental conditions. These tech-
niques are judged on accuracy, speed, efficiency and fewer oscillations. Several
strategies have been proposed in the last decade to maximize the power output. The
article provides an overview of the operational principle of such techniques. The
simulation and real-time hardware implementation have been done using
Atmega328 microcontroller to verify the several performance features.

Keywords Maximum power point tracking (MPPT) � Photovoltaic system
(PVS) � Real-time implementation (RTI) � Perturb and observe (P&O)
Sensors

1 Introduction

Solar PV energy conversion system has seen a tremendous growth in India from
161 MW in 2010 to 4097 MW in 2015 [1]. The motivation for such growth is
based on several factors such as the reduction in the capital investment, increase in
the efficiency of the PV modules, increased environmental awareness and favorable
feed-in tariffs designed by the government. Photovoltaic systems are majorly
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classified into the stand-alone system and grid-connected system [2]. The
stand-alone systems are useful for remote areas where access to electricity is lim-
ited. Although the stand-alone configuration may provide regulated load voltage,
but the reliability of such system is not guaranteed because of stochastic nature of
sunlight [3]. Its reliability can be improved by the installation of energy storage
batteries. The recent advancement in power electronics technology made the inte-
gration of a PV system to the grid possible with low losses and high efficiency [4].

The photovoltaic system consists of highly nonlinear characteristics of power–
voltage and current–voltage curves, which are continuously changing with the
variation in irradiation and change in temperature as shown in Fig. 1.

The MPPT controller thus plays a vitally important role in sensing and acting in
response to rapid changes in the characteristics of the photovoltaic system, thereby
ensuring the extraction of the maximum power at all times. The PV source operates
in linkage with the DC–DC converter, whose duty cycle is modulated with the
tracking dynamics on maximum power point in the curve. The classification of the
MPPT algorithm is based on the uniform and nonuniform irradiation [5].

Various methods have been shown in the recent literature for performing the
MPP tracking operation under both the uniform incidence of solar radiation and
partial shading condition. Each of these methods is different with hardware
implementation standards and requirements. An overview of MPP is shown in
Fig. 2. Their implementation and operational characteristics are analyzed to show
their performance and other features. This will assist the designer of PV power
conditioning system to choose the suitable MPP technique for the target
application.

In this paper, the real-time implementation of several techniques has been done
using the P–V characteristics generated from Agilent E 4360A solar emulator and
control using Atmega328 microcontroller. The simulation studies for the same have
been verified using MATLAB/Simulink.
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2 MPPT Techniques

The PV source operates in linkage with the DC–DC converter, whose duty cycle is
modulated with the tracking dynamics on maximum power point in the curve. The
classification of the MPPT algorithm based on the uniform and nonuniform irra-
diation is analyzed by [5]. Out of several schemes the first and foremost is the
perturb and observe which is also termed as hill climbing algorithm [6–8]. The
shortcomings of this technique were improved by the incremental conductance
method as mentioned in [9]. Due to the ease of implementation, the techniques such
as short-circuit current [10], open-circuit voltage, ripple correlation approaches
were proposed. The improvement in tracking performance and efficiency of
tracking are proposed as adaptive perturb and observe [11] and variable step size
incremental method [12–14].

Artificial intelligence-based MPP techniques such as fuzzy and neural network
algorithms are applied for achieving the desired operation. The training method
with a large set of input for real-time operation is required for such algorithms [15],
as the model of the system is highly unpredictable; hence, it offers a huge

Fig. 2 Classification of MPPT methods based on irradiation
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disadvantage. The fuzzy-based logic control for the power converters is discussed
in [16]. The main advantage of the fuzzy logic-based system is that the knowledge
of the approximate model of the system is not necessarily required. However, for
achieving the effective performance expert domain knowledge is needed for
designing of membership function and its rule-based sets. The optimization tech-
niques such as genetic algorithm and ant colony strategy are applied for parameter
tuning in [17].

The PV curve has been generated by using the technical characteristics as
mentioned in Table 1. The hardware and simulated characteristics from these data
for the change in insolation and temperature are shown in Fig. 3.

Table 1 Electrical ratings of the experimental PV panel

Maximum power (W) Pmax 15

Voltage at MPP (V) VMPP 13

Current at MPP (A) IMPP 1.27

Open-circuit voltage (V) Voc 17.2

Short-circuit current (A) Isc 1.4

Fig. 3 Detailed experimental setup and DSO output for PWM generation
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Three experimental PV panels are considered in series to increase the voltage
rating, and the current remains the same in the branch. Standard testing conditions
are followed for comparison of various MPPT algorithms for the microcontroller.
The P&O algorithm is dumped on the microcontroller to observe the MPP and the
graph has included for the same as shown in Fig. 4, it can be seen that the oscil-
lations while tracking the MPP is very high and the number of power perturbation
steps are also large. The inefficient performance and slow speed became the
motivation for the incremental conductance algorithm; the ratio of change in power
to the change in voltage is constantly checked value for identifying the MPP
location in the P–V curve. This algorithm shows an advantage with lesser oscil-
lation and efficient tracking performance. The variable step P&O was suggested to
reduce the number of power steps with improvement in efficiency. In this, the
change in duty cycle of the switch is constantly varied in accordance with a change
in power.

Adaptive P&O shows improvement with fast speed and reduced oscillation as the
duty cycle of the switch is varied with reference to the change in power, just showing
major improvement in tracking efficiency. Figure 5 shows the flowchart of the
adaptive P&O algorithm which is coded on the microcontroller to observe the
change in power with duty cycle variation. The output of the generation of the PWM
is shown in Fig. 3. The real-time peak tracking of the I–V and P–V can be seen from
Fig. 6, which is observed from Agilent E4360A. The efficiency of the algorithm is
observed more than 99% which is very effective.
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Fig. 5 Flowchart of adaptive P&O algorithm

Fig. 6 Real-time charac-
teristics for I–V and P–V
curve tracking
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3 Conclusion

The power–voltage curve of the photovoltaic array has a point where the generation
of power is at maximum. Under uniform insolation, the point is unique, whereas in
the case of the different amount of solar radiations multiple local MPP occurs. It
becomes necessary to track this unique point of maxima to reduce the power losses
in the photovoltaic energy conversion system. Each method of MPPT has some
characteristics, and they can be compared with a common factor like tracking speed
and oscillations in power. The real-time implementation of five methods is shown in
this paper to compare the efficiency and performance of these techniques, and the
adaptive perturb and observe technique has been found to be the fastest of all
compared techniques with better efficiency.

References

1. Ahmad, A., Samuel, P., Amar, Y.: Solarizing India: tapping the excellent potential. Renew.
Energy 9, 13–17 (2016)

2. David, S.N., Santosh, S.P., Narayanan, L.S.: Control strategy for power flow management in a
PV system supplying electrical loads in an air-conditioned bus. Int. Conf. Power Signals
Controls Computation 60, 3185–3194 (2014)

3. Peters, M., Schmidt, T.S., Wiederkehr, D., Schneider, M.: Shedding light on solar
technologies-A techno-economic assessment and its policy implications. Energy Policy 39,
6422–6439 (2011)

4. Kjaer, S.B., Pedersen, J.K., Blaabjerg, F.: A review of single-phase grid-connected inverters
for photovoltaic modules. IEEE Trans. Ind. Appl. 41, 1292–1306 (2005)

5. Koutroulis, E., Blaabjerg, F.: Overview of maximum power point tracking techniques for
photovoltaic energy production systems. Electr. Power Components Syst. 43, 1329–1351
(2015)

6. Remy, G., Bethoux, O., Marchand, C., Dogan, H.: Review of MPPT techniques for
photovoltaic systems

7. Mastromauro, R.A., Liserre, M., Dell’Aquila, A.: Control issues in single-stage photovoltaic
systems: MPPT, current and voltage control. IEEE Trans. Ind. Informatics 8, 241–254 (2012)

8. Femia, N., Petrone, G., Spagnuolo, G., Vitelli, M.: Optimization of perturb and observe
maximum power point tracking method. IEEE Trans. Power Electron. 20, 963–973 (2005)

9. González-Morán, C., Arboleya, P., Diaz, G., Gómez-Aleixandre, J.: Modeling photovoltaic
DC primary sources as grid connected inverter supplies considering non-linear effects. IEEE
Canada Electr. Power Conf. EPC, pp. 50–55 (2007)

10. Walker, G.: Evaluating MPPT converter topologies using a MATLAB PV model. J. Electr.
Electron. Eng. Aust. 21, 49–55 (2001)

11. Abdelsalam, A.K., Massoud, A.M., Ahmed, S., Enjeti, P.N.: High-performance adaptive
Perturb and observe MPPT technique for photovoltaic-based microgrids. IEEE Trans. Power
Electron. 26, 1010–1021 (2011)

12. Tey, K.S., Mekhilef, S., Member, S.: Modified incremental conductance algorithm for
photovoltaic system under partial shading conditions and load variation. IEEE J. Ind.
Electron. 61, 5384–5392 (2014)

13. Amine, A.M., Maaroufi, M., Ouassaid, M.: New variable step size INC MPPT method for PV
systems. In: International Conference Multimedia Computing and System (ICMCS), p. 5
(2014)

Real-Time Implementation of Maximum … 681



14. Jain, S., Agarwal, V.: A new algorithm for rapid tracking of approximate maximum power
point in photovoltaic systems. IEEE Power Electron. Lett. 2, 16–19 (2004)

15. Sheraz, M., Abido, M.A.: An efficient approach for parameter estimation of PV model using
DE and fuzzy based MPPT controller. In: Proceedings of the IEEE Conference on Evolving
and Adaptive Intelligent Systems (EAIS) Linz, Austria, pp. 1–5 (2014)

16. Afghoul, H., Krim, F., Chikouche, D., Beddar, A.: Tracking the maximum power from a PV
panels using of Neuro-fuzzy controller. In: Proceedings of the IEEE International Symposium
on Industrial Electronics (2013)

17. Adly, M., Besheer, A.H.: An optimized fuzzy maximum power point tracker for stand alone
photovoltaic systems: ant colony approach. In: 2012 7th IEEE Conference on Industrial
Electronics and Applications ICIEA, pp. 113–119 (2012)

682 A. Ahmad and P. Samuel



Deterministic Node Deployment
for Connected Target Coverage Problem
in Heterogeneous Wireless Sensor
Networks for Monitoring Wind Farm

M. Vergin Raja Sarobin and R. Ganesan

Abstract Wireless sensor network (WSN) is recognized a potential monitoring,
controlling and communication tool for future power grid, the smart grid.
Particularly for wind-based power generation application, the multifunctional
wireless sensor nodes are positioned at the possible locations of the wind mill for
monitoring. Each wind turbine is said to be a sub-network, where the sensor nodes
are deployed at the potential data points to accomplish coverage. Connectivity is
then a critical issue because the adjacent wind turbines are very far from each other.
Hence, the sensor nodes between adjacent turbines will not be within the com-
munication range. Relay nodes are employed between the turbines to bring up
connectivity. We propose a Deterministic Relay node deployment algorithm based
on Fermat point and Convex hull (DRFC) to find optimal number of relay nodes.
DRFC finds the convex hull and Fermat points recursively until it reaches the centre
of target region. The relay nodes are deployed in the Fermat points and also
between the Fermat points and the segments to establish connectivity. The DRFC
algorithm is analysed mathematically with respect to optimum number of relay
node and connectivity.

Keywords Wireless sensor network � Node deployment � Coverage
Connectivity � Relay node � Fermat points � Convex hull

1 Introduction

The WSN’s low-cost nature brings considerable benefits in health monitoring,
environmental and communication technologies [1, 2]. WSNs have been broadly
accepted as a remarkable technology that can improve today’s electric power
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systems, including power generation, transmission, distribution and utilization [3].
But the convolution and density of the complex electric power system may set
down the quality of the wireless sensor network. This work is to design WSN more
suitable for smart power system.

The wireless sensor nodes can be spread in a large scale over the field of
operation of distributed power generation components, transmission equipment or
distribution components as an intelligent monitoring platform to monitor the critical
parameters such as current, voltage or power readings. The information received
from the faulty location will be transmitted immediately to the maintenance centre
as required. This will allow the power grid to react to the varying conditions more
timely and proactively.

WSNs consist of small battery-powered devices with restricted energy resources
[4, 5]. In general after deploying the sensor network, unexpected failure in sensor
node or multiple nodes due to harsh environment may result in disjoint
sub-networks/segments. For example in battlefield application, part of the WSN
may be bombed that results in disjoint segments [6]. Also in wind farm application,
the targets are well known and the sensor node deployment is deterministic. But the
sensor nodes deployed in the wind turbines cannot communicate between the
adjacent turbines because the turbines are far away from each other [7]. This again
results in disconnected network. Hence, one of the most important issues that need
to be focused is building inter-segment connectivity [8].

Connectivity is achieved by relay nodes incorporated between the turbines or the
segments to maintain the information link. These relay nodes help to gather data
from the sensors deployed in the wind turbine and forward the same to base station
(BS). The challenge here is to optimize the number of relay nodes without affecting
connectivity and survivability. The Relay Node Deployment Problem (RNDP) is
already proved as an NP-hard problem [9]. DRFC has three phases: (1) Fixed
sensor node deployment in wind turbines/segment with the objective of establishing
target coverage. (2) Establishing convex hull and Fermat Points (FP) to find the
location of relay nodes. (3) Deploy relay nodes to establish inter-segment con-
nectivity. The different phases of DRFC are explained detailed in Sect. 3.

The rest of the paper is organized as follows. Section 2 presents the related
work. Section 3 presents the system model, and Sect. 4 elaborates the proposed
algorithm. Section 5 comprises the results, and Sect. 6 presents the conclusion.

2 Related Work

Sensor deployment can be random for the regions which are unknown and can be
deterministically for the well-known application [10]. Target coverage problem of
sensor deployment is handled in this work [11]. Sensor nodes are deployed
deterministically in this work so as to achieve maximum network lifetime and
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maximum target coverage level. The nodes and the target are static in this paper.
But the initial assumption is random deployment. The random deployment is only
for simulator. The optimal position is computed and after getting the optimal
position, the sensor nodes are deployed in the field and there is no movement of
sensor nodes [11]. Connectivity issue is not dealt in this paper.

Connectivity is a major issue, if the targets are highly separated and if multiple
sensor node failure occurs. This is handled by deploying additional sensor nodes or
by placing relay nodes between the separated targets/segments. Relay nodes in
wireless sensor network serve either for routing or connectivity purpose. When
placing relay nodes to overcome connectivity issues, the deployment could aim for
single tiered or two tiered [12]. In two-tiered relay node deployment, the first level
sensor nodes gather information from the target/segment. The relay nodes placed
between the segments collect the information from the sensor nodes and send it to
base station either through single hop or multi-hop. As a controlled scheme of relay
node placement problem, in [13] the system to deploy RNs at a set of candidate
spots is proposed. They proposed RNs to ensure survivability and connectivity
criteria by considering few constraints on the deployed area. Both the work con-
sider heterogeneous WSN comprising of sensor nodes, base station and RNs an. In
[14], constrained single-tiered relay node deployment problem is carried out and
proposed O(1)-approximation algorithms to place minimum relay nodes. Two-tired
constrained relay node deployment is carried out in [13].

Research has been initiated to exploit WSN in the wind turbine to monitor the
mechanical or electrical faults [15–17]. These literatures say that the sensor network
topology is designed with respect to single turbine. The work in [18] emphasises
target coverage by dense installation of wireless sensors in large operational tur-
bines. Sensor nodes in each turbine communicate the data to the server located at
the tower base. The information from the tower base is communicated by wired
medium to the control room. This system aims at only turbine level monitoring. The
turbine level monitoring paved the way to expand the system to monitor the whole
wind farm through wireless multi-hop mesh network. The harsh environmental
condition of wind power plant could degrade the performance of WSN by affecting
coverage, connectivity and network lifetime. Kishor has addressed these problems
and given a solution in [19]. It is stated that some sensor nodes are randomly
scattered between two towers. But to provide connectivity for such application, it is
enough to transmit the data through transceiver module of the node, and there is no
necessity of sensor module. Optimization of scattered sensors is not done here. As
an alternative to scattered sensors between turbines, relay nodes are employed
between the turbines to improve connectivity [20]. But this work has not considered
coverage issue. All the above-said approaches study the need of relay nodes and
place it efficiently; they do not emphasis on optimizing their count like DRFC.

Deterministic Node Deployment for Connected Target … 685



3 Problem Statement

3.1 Basic Network Model

Assumptions to design the monitoring system:

(1) Random deployment of base station in the target region.
(2) Once the sensor nodes, relay node and base station are deployed, they are

assumed to be static.
(3) The initial energy is considered to be similar for all sensor nodes.
(4) Communication range, energy and computational power of relay node are

relatively higher than that of the sensor nodes.
(5) The relay nodes are all considered to have similar communication range.
(6) The first-order radio model is considered to be same as Heinzelman [21].

Energy ET to transmit m-bit data to a distance ‘d’ is shown below in Eq. (1),

ET m; dð Þ ¼ mEelec þ efsmd
2 d\dr

mEelec þ empmd
4 d� dr

(
ð1Þ

Energy ER to receive m-bit data is given in Eq. (2),

ER mð Þ ¼ mEelec ð2Þ

3.2 Problem Statement

In this work, each wind turbine with static sensor nodes for monitoring is con-
sidered to achieve target coverage. Each wind turbine is considered as
sub-network/segments. Hence, this problem is similar to partitioned network with
disconnected segments. One node is defined as the candidate node from each
segment, and such candidate nodes have to be connected using relay nodes. Thus,
the primary objective of the work is to address connected target coverage
(CTC) problem, thereby providing distinctive HWSN deployment scheme for
monitoring wind farms. The proposed optimal sensor node deployment scheme is to
(1) continuously monitor each and every target and (2) connect all the targets with
BS. In addition, the deployment cost will be reduced, in terms of the number of
RNs.
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4 Proposed DRFC Approach

DRFC focuses mainly on optimum number of relay node computation to reduce
deployment cost and to establish connectivity. Connectivity is established here by
establishing an efficient inter-segment topology. DRFC operates in three phases.
The first phase aims at target coverage by fixing optimum number of sensor nodes
in the sub-network/turbine and proceeds with candidate node selection in each
sub-network. The second phase of the algorithm has two steps to provide con-
nectivity. In the first step, the border segments are identified by computing convex
hull. In the second step, the Fermat points are calculated by considering adjacent
border segments towards centre of the deployment area. These two steps are
repeated till the number of points to calculate convex hull becomes at most three
towards the centre of deployment area. The third phase deploys optimum relay
nodes to form a connected inter-segment topology and to reduce deployment cost.

4.1 Target Coverage and Candidate Node Selection

For wind farm monitoring application, the key components of each wind turbine
such as gear box, generator and tower are prone to failure. Such components have
indeed to be monitored by different types of sensor nodes. The fault detection of the
gear box and generator can simply be determined from the change of temperature,
vibration and noise. Thus, two sensor nodes capable of measuring temperature,
vibration and noise are installed one in gear box and the other in generator of the
drive train. The tower is also vulnerable to vibration during high-speed wind.
Hence, a vibration sensor node is placed in the midpoint of the tower from the drive
train to the tower base. In addition to the above sensor nodes, one sensor node is
placed at the tower base which is the candidate node for that particular turbine. The
candidate node has higher energy and communication range than that of normal
nodes. The candidate node collects the information from the sensor nodes of the
corresponding target. By this way, target coverage is achieved by the predetermined
sensor nodes deployed on the target itself.

In applications like battlefield, there is huge chance for multiple node failure
which leads to partitioned segments. A candidate node is considered in each seg-
ment to collect the information from that particular segment and to maintain con-
nectivity with base station. In case of unexpected explosion, multiple node failure
may occur. The sensor nodes very close to the affected region identify the sudden
drop in communication traffic as they could not reach their neighbours. They
become the border nodes of that particular segment. The border node which has
more residual energy and more alive neighbours becomes the candidate node as
given in Fig. 1. Now the research work becomes connecting one candidate node
from each segment using optimum number of relay nodes.
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4.2 Establishing Convex Hull and Fermat Points

Connectivity is the other issue which has to be addressed because the transmission
range of the sensor nodes in the segments/targets is very less when compared with
the distance between two adjacent targets. Thus, the targets are partitioned as shown
in Fig. 1. Connectivity is guaranteed by relay nodes. The RNs are incorporated
between the targets to maintain the information link. The shortest path between
each segment to the base station at the centre of deployment area is considered as
the initial inter-segment topology to deploy relay nodes. It needs 27 relay nodes for
the sample topology as given in Fig. 1.

Border Segment Identification Using Convex Hull
The convex hull is computed from the given graph G, by considering the candidate
nodes/segments as vertices. It gives the first tier boundary segment CH0. With the
assumption of at least three non-collinear vertices, the initial closed polygon is
formed as shown in Fig. 2. We followed Graham scan algorithm for convex hull
formation. Among the n segments, the Grahams convex hull algorithm starts from
the bottom-most y-coordinate segment. Sort the rest of (n − 1) segments with a
polar angle in counter clockwise direction. Moving from the initial segment until it
reaches the same initial segment, right-turns are strictly followed. Figure 2 shows
the first level of convex hull (CH0) with five candidate nodes, Cd_1, Cd_2, Cd_3,
Cd_6 and Cd_7.

Fermat Point Calculation
Fermat points are calculated between adjacent border candidate nodes in CH0 with
respect to BS which is at centre of deployment area. For example for each three

Fig. 1 Partitioned targets with cd_j as candidate node
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vertices {Cd_1, Cd_2 and BS}, {Cd_2, Cd_3 and BS}, {Cd_3, Cd_7 and BS},
{Cd_7, Cd_6 and BS}, {Cd_6, Cd_1 and BS}, the Fermat Points (FP) are calcu-
lated. Thus, formed FP will be considered as first tier FPs. Figure 3 shows a sample
FP calculation strategy for {Cd_2, Cd_3 and BS} with FP01 emphasized in green
colour. Figure 4 shows first tier FPs as {FP01, FP

0
2, FP

0
3, FP

0
4 and FP05}.

The following conditions should be satisfied to calculate FPs,

(i) Consider a triangle with three vertices (ex: ΔCd_2 BS Cd_3 of Fig. 3) to
calculate FP.

(ii) Length of all edges in the triangle (ΔCd_2 BS Cd_3) > R, where R is the
communication range of RN.

(iii) Angles in all the three edges in the triangle <120°.

The above-said two steps of Sect. 4.2 are repeated till the number of points to
calculate convex hull becomes at most three towards the centre of deployment
region. In the second round convex hull, CH1 is calculated by considering the first
tier FPs (FP0j ) and remaining segments (ex. Cd_4 and Cd_5 in this case).

Inner convex hulls (ex: CH1 in Fig. 4) are further optimized by the following
way,

(i) If the vertices in outer CH (CH0) have two paths to reach BS at the centre,
select the least distance path to reduce relay nodes

(ii) Also vertices in outer CH have to take common FP path if available

By the above rule, Cd_1 and Cd_2 share FP01; Cd_6 and Cd_7 share FP04; and
Cd_3 takes FP03. Here FP

0
2 is not shared by any vertices in CH0. Thus, it is omitted

Fig. 2 First round of convex hull formation (CH0)
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Fig. 3 Sample FP FP01 formation: (is the new shortest path)

Fig. 4 Second level CH formation (CH1)
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in second tier FP calculation as given in Fig. 5. The second tier FPs is FP11, FP
1
2, FP

1
3

and FP14.
Third tier CH (CH2) is formed as shown in Fig. 6. By the above optimized inner

convex hull rule, FP01 and Cd_4 share FP14; FP
0
3 and FP04 share Cd_5. The FPs is not

formed further as it does not satisfy the second and third condition of FP formation.
Finally, Cd_5 and FP4

1 are connected directly to BS.

Fig. 5 Optimized inner convex hull (CH1) formation

Fig. 6 Optimized inner convex hull (CH2) formation
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4.3 Deploy Relay Nodes to Establish Inter-segment
Connectivity

The restored topology by DRFC is given in Fig. 7. Additional relay nodes are
populated in the resultant path of DRFC algorithm. The total RN deployed using
DRFC is only 22 nodes which is very much optimized.

5 Results and Discussion

The performance of proposed DRFC approach is done based on number of relay
nodes and average path length. The proposed methodology is simulated in
MATLAB 2015b. We are considering a target region as a 2-D grid region with a
maximum of m � n grids in the field. The experiment is performed with a
square-shaped network of area size 13 � 13 units. The number of targets is set to
5–8 for the target region of 13 � 13 units including base station.

In the m � n grid field, each grid size is K/√2 units both in row and column and
the diagonal distance of a single grid is K units. For simplicity, K is equated to
1.414 units, which is scaled to 200 m. Let R be the communication range of RN.
The condition for R is R � K.

If the inter-target distance is equal to R units, only two RNs are placed one in
each target zone. If the inter-target distance is greater than R units, RNs are placed
with interval R units.

Fig. 7 Final restored topology by DRFC
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Number of Relay Nodes (N_RN): The performance of DRFC is compared with
connected single-cover problem (1CSCP) [13]. The number of RNs required
maintaining connectivity is tested with different target setup. In Table 1, the target
region of 13 � 13 with maximum of 8 targets is considered for the study.

Average trail distance: The deployment region is chosen as 13 � 13 with dif-
ferent target size ranging from 5 to 8. In simple, the average path distance is the
optimal path that the targets get connected with base station. In Table 1, the average
path distance is compared between 1CSCP and DRFC.

6 Conclusion

In this paper, connected target coverage problem in optimal deployment of
heterogeneous wireless sensor network for wind farm is discussed. A novel
deployment approach is proposed to overcome the coverage and connectivity issues
and to reduce deployment cost. Coverage is a critical problem in WSN which
decides perfect monitoring of the target by the sensor nodes. Coverage is guaran-
teed through optimal sensor node deployment, at the critical points of the target.
Connectivity and effective deployment are achieved by DRFC approach based on
recursive Fermat points and convex hull formation.
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Kinetic Instability of the Ion Acoustic
Mode in Permeating Plasma
of Electron–Positron and Ion

U. Deka and K. Shah

Abstract Kinetic instability of the ion acoustic mode is observed in permeating
plasma of electron, positron, and ion in a similar background plasma system. The
linear growth of the wave is excited only when the streaming speed of the flowing
plasma reaches a critical speed for all temperature ratios. Presence of positron,
however, only shows a quantitative modification in the critical speed of the flowing
plasma.

Keywords Kinetic instability � Ion acoustic mode � Electron–positron plasma
Streaming instability � Growth rate

1 Introduction

The quest of electron–positron plasmas has been an outstanding problem because of
its inherent challenges and interwoven physics related to various physical phe-
nomena such as wave propagation, transport properties, and production in labora-
tory comprising of inferences drawn from theoretical, experimental, and
observational mode of investigation [1]. Most of the work in the study of electron–
positron plasma was confined to the study in the outburst of short lived very
energetic pair particle beams in the early Universe [2–4], proposed to understand
the some of the physics of the early Universe. Most of the work in electron–positron
plasma is confined to the astrophysics because of many startling observations from
the observational astronomy beholding plethora of mysteries yet to be unfolded.
Likewise, the unsolved queries related to the radio emission far outside archetypal
quasar 3C279 are predicted to be due to circular polarization produced by Faraday
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conversion from electron–positron pairs as component of the plasma jet [5].
Understanding of the physics generation electron–positron plasma in the magne-
tospheres of magnetars and the related dynamics due to the self consistent radiation
is an open question due to experimental limitation [6, 7].

The puzzling facts about the existence of electron–positron plasma in the early
Universe and its process of formation in the intergalactic space have led to a wide
spectrum of problems related to the plasma dynamics. It is mentioned that persistent
flow of electron–positron plasma around hot neutron star is plausibly due to the
radiation field around the magnetars [7]. In plasma dynamics, the study of insta-
bility is an important aspect. The linear, nonlinear theories of wave propagation in
electron–positron plasma have been of great interest for the theoretical plasma
physicists. In Ref. [8], it was theoretically argued that electron–proton plasma
provides a natural background for the formation of electrostatic solitary waves and
hole structures due to streaming instability, which arises due to asymmetric inertia
between ions and electrons. In another work, it was shown that both harmonic and
spiky waves can exist with the fact that slow waves will have smaller amplitudes,
whereas high speed waves moves with large amplitudes [9]. It has been theoreti-
cally predicted that turbulence of the electromagnetic waves can be excited in
magnetized, collisionless electron–positron plasma using the linear kinetic theory
[10]. Linear dispersion theory was used by the authors to predict the existence of
two relatively long wavelengths modes that are slightly damped propagate in the
presence of a background magnetic field. It has been found that pair-ion plasma has
the capability to excite new mode seems to which can become unstable in the
presence of shear flow and is quite different from the normal electron–ion plasma
[9, 11, 12]. Moreover, the nonlinear mode of the same can form stable vortex
structures. The probable cause for such observations may be the uniformity in their
masses and magnitude of charges, which reduces the gap in the spacescales and
timescales.

The nonlinear modes of the propagation of ion acoustic wave including the
higher order compressive and rarefactive solitary waves in presence of positrons
have shown interesting results in presence of magnetic field or in its absence. The
results derived differ appreciably from the traditional electron–ion plasma [13–17].
It has been shown in some cases that negative soliton, limited in Mach number by
double layers, exists over small ranges in b, relative to positron population and
Mach number. In uniformly magnetized electron–positron–ion plasma, the per-
centage of positron density directly affects the amplitude of solitary potential
structures. The obliquely propagating soliton in magnetized plasma propagates with
subsonic speed, while in the unmagnetized case it is supersonic in nature.

The study of various instabilities in electron–positron plasma is yet another
extensive area of research studied by number of authors under various force field
configurations. In the study of counter streaming pair plasma for cold electrons, it is
observed that instabilities are observed only for two lowest longitudinal and lowest
transverse modes out of the two longitudinal and four transverse modes derived
from the dispersion relation. Moreover, unique behaviors of modes reconnection
are also observed for certain particular condition [18].
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In yet another important article [19], the application of kinetic theory reveals that
when electron–positron pairs are generated due to back reaction on highly rela-
tivistically electromagnetic wave. These waves may damp because of the pairs that
are produced and are accelerated by the electromagnetic field of the wave itself.
However, kinetic theory predicts that when electromagnetic waves propagates in
ultra-relativistic electron–positron plasmas, then such envelopes may collapsed and
may be confined into a localized region [20]. At the same time, when an
ultra-intense linearly polarized laser pulse is sent in similar plasma, the comparison
between the nonlinearity in the interaction and the relativistic light
ponderomotive-driven density responses primarily decides the amplitude of the
modulation instability [21]. It is seen that when quantum corrections are inserted to
two-stream instabilities in electron–positron–ion plasmas, then a new eigen elec-
trostatic mode is generated [22].

The impetus in the theoretical research proposing new modes and new kinds of
instability results has created a very high demand for the experimental verifications.
The hiccups in laboratory generation of electron–positron plasma have been criti-
cally analyzed by Pedersen et al., as mentioned in Ref. [23]. They have proposed an
interesting idea for such an experiment in a stellarator. The recent success in the
generation of electron–positron plasmas in controlled laboratory experiments by
using compact laser-driven setup has overcome extreme hurdles in reproduction
neutral matter–antimatter plasmas in the laboratory [24].

The success in experimental production of electron–positron plasma should pave
the way for the verification of microinstabilities driving turbulence and transport in
electron–ion plasmas [25]. Further, Helander and his co-author pointed out that
linear gyrokinetic stability properties of microinstabilities in magnetically confined
electron–positron plasmas may be explored by varying parameters such as pressure
and magnetic field curvature that can be controlled in laboratory.

The thrust of kinetic instability in electron–positron plasma requires more
extensive investigation in view of ion acoustic mode in permeating plasmas.
Vranjes and his co-authors studied instability of the ion acoustic mode using a
kinetic treatment in case of permeating plasmas has revealed that the temperature
and the velocity of the flowing plasma can control the excitation of the instability
[26, 27].

In this present work, we have proposed to investigate the kinetic instability of the
ion acoustic mode in permeating electron–positron plasma with ions. The work is
presented in four sections describing the theoretical modeling, mathematical
modeling, results and discussion, and conclusion.

2 Theoretical Modeling

In this work, we have considered warm plasma consisting of static ion, electron,
and positron along with flowing ion, electron, and positron is taken under con-
sideration in collisionless and unmagnetized quasineutral plasma. The velocities of
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the species are considered in the nonrelativistic range. Further, the static velocity
of the species is assumed to be zero. We have adopted the kinetic theory to describe
the set of equations governing the plasma system. Finally, the dispersion relation is
derived, considering certain temperature range and conditions for the velocity of the
streaming plasmas. Such situations are realized in flowing plasmas under astro-
physical situations and during explosions, novae and supernovae explosions.

3 Mathematical Modeling

We have considered the equilibrium densities of the flowing and static electron, ion,
and positron as given below. Since the whole system is considered to be
quasineutral, hence equilibrium densities of singly charged ion and positron are
considered to be half of the equilibrium density of the electron.

nfeo ¼ nfo; nfio ¼ nfpo ¼ nfo
2

ð1Þ

nseo ¼ nso:nsio ¼ nspo ¼ nso
2

ð2Þ

In general,

Tfe 6¼ Tse or Tfi 6¼ Tsi or Tfp 6¼ Tsp ð3Þ

The plasma distribution function is given by,

fjo ¼ nj0
mj

2pKBTj

� �3=2

exp � mj

2KBTj
v2x þ v2y þ vz � vjo

� �2n o� �

v2Tj ¼
kbTj
mj

ð4Þ

The kinetic equation for the collisionless plasma can be written as

@f
@t

þ v:rf þ q
m
ðEþ v� BÞ @f

@v

� �
¼ 0 ð5Þ

We use the linear perturbations theory to represent fj ¼ fjo þ fj1, with fjo as
independent of space and time and depends only on velocity to write Eq. (5) as,

@fji
@t

þ~v:rfjo þ qj
m
ð E1
�!þ v� BoÞ @fjo

@v

� �
¼ 0 ð6Þ
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We use the fourier plane wave expansion of � expð�ixtþ ikzÞ to write Eq. (6)
as,

�ixfj1 þ v*ikfjo þ qj
mj

E1
@fjo
@v

h i
þ qj

mj
v* � B

*
	 


@fjo
@v

h i
¼ 0 and obtain

fj1 ¼ � iqj

mj x� v*k
	 
 E

*

1
@fjo
@v

� �
: ð7Þ

We consider the standard, the current density expression, and the Maxwell’s
equations

~J ¼
X
j

qj

Z
~vfj1@

3~v ð8Þ

r � E ¼ � @B
@t

ð9Þ

r � B ¼ loJþ
1
c2

@E
@t

ð10Þ

Considering the flow along the z direction, we will have l0Jz ¼ ix
c2 Ez

*

. Using
Eqs. (8)–(9), we can get

1 ¼ �
X
j

x2
pj

njok2

Z
1

x=k � vzð Þ
@fjo
@vz

d3v ð11Þ

where xpj ¼ q2j njo
2omj

and fj0 is given by

fjo ¼ njo

ð2pÞ3=2V3
Tj

exp � 1
2V2

Tj
v2x þ v2y þ vz � vjo

� �2n o" #
: ð12Þ

Now, by using the plasma distribution function as given in Eq. (12), the gen-
eralized dispersion relation can be derived as given below.

1 ¼
X
j

x2
pj

njoxV2
Tj

Zþ1

�1

vz vz � vjo
� �
x� kvzð Þ fjod

3v ð13Þ

Now, Eq. (13) for electron, positron, and ions with limits of integration going
from �1 toþ1 can be written as

Kinetic Instability of the Ion Acoustic Mode … 699



1 ¼ x2
pe

neoxV2
Te

Z
vz vz � veoð Þ
x� kvzð Þ feo þ

2x2
pp

npoxV2
Tp

 
Z

vz vz � vpo
� �
x� kvzð Þ fpo þ

2x2
pi

nioxV2
Ti

Z
vz vz � vioð Þ
x� kvzð Þ fio

!
@vx@vy@vz

Using Eqs. (12) and (13) and on solving, we rewrite the dispersion relation in
terms of the plasma dispersion function Z bj

� �
as,

1þ
X
j

1

k2k2dj
1� ZðbjÞ
� � ¼ 0 ð14Þ

Z bj
� � ¼ bj

2pð Þ1=2
Zþ1

�1

expð�f2=2Þ
bj � f

df ð15Þ

where bj ¼ x� kvjo=kvTj
� �

, f ¼ vz � vjo=vTj
� �

and vz
vTj
;
vjo
vTj

are the normalized

velocities and
P
j

1
k2k2dj

¼ 1
k2

1
k2de

þ 1
k2dp

þ 1
k2di

� �
� 1

k2k2d
.

Further substituting the value of f and bj; we can rewrite Eq. (15) as,

Z bj
� � ¼ x� kvjo=kvTj

� �
2pð Þ1=2

Zþ1

�1

expð� vz � vjo=vTj
� �2

=2Þ
x� kvjo=kvTj
� �� vz � vjo=vTj

� � dvz ð16Þ

Using the integration over Landau contour as mentioned in standard text books
[28], the generalized dispersion equation for the ion acoustic wave in plasma
comprising of static electron, positron, and ion and flowing electron, positron, and
ion may be obtained as given below.

1þ 1

k2k2d
þ i

p
2

	 
1=2 xx2
pe

k3V3
Te
exp � x2

2k2V2
Te

� �
þ xx2

pp

k3V3
Tp
exp � x2

2k2V2
Tp

 !(

�xx2
pi

k3V3
Ti
exp � x2

2k2V2
Ti

� �)
� x2

pe

x2 þ x2
pe

x2 þ x2
pe

x2

( )

� 3
2

k2V2
Tex

2
pe

x4 þ k2V2
Tpx

2
pp

x4 þ k2V2
Tex

2
pi

x4

( )
¼ 0

ð17Þ

For static electron, positron and ion and flowing electron, positron and ion,
Eq. (17) can be written as,
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1þ 1

k2k2d
þ i

p
2

	 
1=2 xx2
pse

k3V3
Tse

exp � x2

2k2V2
Tse

� �
þ xx2

pfe

k3V3
Tfe

exp � x2

2k2V2
Tfe

 !"

þ xx2
psp

k3V3
Tsp

exp � x2

2k2V2
Tsp

 !
þ xx2

pfp

k2V3
Tfp

exp � x2

2k2V2
Tfp

 !

þ xx2
psi

k3V3
Tsi

exp � x2

2k2V2
Tsi

� �
þ xx2

pfi

k3V3
Tfi

exp � x2

2k2V2
Tfi

 !#

� x2
pfe

x2 þ x2
pse

x2 þ x2
pfp

x2 þ x2
psp

x2 þ x2
pfi

x2 þ x2
psi

x2

( )

� 3
2

k2V2
Tfex

2
pfe

x4 þ k2V2
Tsex

2
pse

x4 þ k2V2
Tfpx

2
pfp

x4

(

þ k2V2
Tspx

2
psp

x4 þ k2V2
Tfix

2
pfi

x4 þ k2V2
Tsix

2
psi

x4

)
¼ 0

ð18Þ

In the first term of the imaginary part under the condition V2
Tsi � xj j �

V2
Tse;V

2
Tsp and x� kVfo

� �� kVfte; kVftp; kVfti, the exponential term had been
expanded for the static electron and static positron, the second part is also obtained
on expanding the exponential term. Similarly, we consider only the first term and
ignore the rest of the terms for flowing electron, ion, and positron case also. In case,
the third term in the exponential is retained as it is and not expanded and consid-
ering the equation for static ion only.

Now, we modify the second term of the Eq. (17) related to the terms having ‘ 1x2’
for which only the static ion is considered, and similarly, the third term of the same
equation having ‘ 1x4’ term for which also we consider only the static ion. Inserting
these modifications, we can draw the equation as,

1þ 1

k2k2d
� x2

psi

x2 � 3
2

k2V2
Tsix

2
psi

x4 þ i
p
2

	 
1=2
xx2

pse

k3V3
Tse

þ xx2
psp

k3V3
Tsp

 !
þ x� kVfo
� � x2

pfe

k3V3
Tfe

þ x2
pfp

k3V3
Tfp

þ x2
pfi

k3V3
Tfi

 !"

þ xx2
psi

k3V3
Tsi

exp � x2

2k2V2
Tsi

� �#
¼ 0

ð19Þ

Equation (19) is the required dispersion relation in the ion acoustic mode in
permeating plasma in presence of positron. To further simplify the above mentioned
equation, we consider the following new parameters.
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a ¼ x2
pfe

k3V3
Tfe

; b ¼ x2
pfi

k3V3
Tfi

; c ¼ x2
pfp

k3V3
Tfp

; d ¼ xx2
pse

k3V3
Tse

; e ¼ xx2
psp

k3V3
Tsp

We can show that,

a
b
¼ me

mi

� �1=2

� Tfi
Tfe

� �3=2

� 1;
a
c
¼¼ mp

mi

� �1=2

� Tfi
Tfp

� �3=2

� 1

We assume that the temperature of the electron and positron is almost same and
higher than that of the ion due to the same mass of the electron and positron but
smaller than the mass of ion. Therefore, the ration considered a

b and
a
c is always less

than unity. Similarly, we can show that

d

x� kVfo
� �

b
¼ Tfi

Tse

� �3=2

� me

mi

� �1=2

� 1:

Now, introducing limits of the above ratios, Eq. (19) may be written as,

D ¼ 1þ 1

k2k2d
� x2

psi

x2 � 3
2

k2V2
Tsix

2
psi

x4

þ i
p
2

	 
1=2
x� kVfo
� � x2

pfi

k3V3
Tfi

 !
þ xx2

psi

k3V3
Tsi

exp � x2

2k2V2
Tsi

� �" #
¼ 0

ð20Þ

The real and the imaginary part of the dispersion equation for the acoustic wave
can be written as,

ReD ¼ 1þ 1

k2k2d
� x2

psi

x2 � 3
2

k2V2
Tsix

2
psi

x4

ImD ¼ p
2

	 
1=2
x� kVfo
� � x2

pfi

k3V3
Tfi

 !
þ xx2

psi

k3V3
Tsi

exp � x2

2k2V2
Tsi

� �" #

The growth rate from Eq. (20) is given as

xi ffi �ImDðk;xrÞ= @Re Dð Þ=@x½ 	xffixr

xi ¼ � p
8

	 
1=2
� x3

r

1þ 3k2V2
Tsi=x

2
r

� �
k2V2

Tfi

� xr � kVfo
� �

kVtfi

x2
pfi

x2
psi

 !
þ xrx2

psi

kVTsix2
psi

"

� V2
Tfi

V2
Tsi

exp � x2
r

2k2V2
Tsi

� �#
ð21Þ
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Using,
V2
Tfi

V2
Tsi
¼ Tfi

Tsi
and

x2
pfi

x2
psi
¼ nfo

nso
, Eq. (21) can be simplified as

xi ¼ � p
8

	 
1=2
� x3

r

1þ 3k2V2
Tsi=x

2
r

� �
k2V2

Tfi

� xr � kVfo
� �

kVtfi

nfo
nso

� �
þ xr

kVTsi
� Tfi
Tsi

exp � x2
r

2k2V2
Tsi

� �� � ð22Þ

Again, the frequency of the ion acoustic wave is given by,

x2
r ¼ k2k2dx

2
psi=2

	 

1þ 1þ 12k2si=k

2
d

� �1=2h i
ð23Þ

In the above equation,

k2si
k2d

¼ k2si
1

k2di
þ 1

k2de
þ 1

k2dp

" #
ð24Þ

where k2de ¼ 2oKBTe
noe2

and k2dp ¼ 2oKBTp
no=2 e2

.

Since the Te � Tp, then k
2
dp ¼ 22oKBTe

noe2
;which will givek2dp ¼ 2k2de: Now, inserting

k2de
k2di

� 1; Eq. (24) becomes k2si
k2d
¼ 3k2si

2k2de
. Now, by using this approximation, Eq. (23)

can be rewritten as,

x2
r ¼ kc2s=2

� �
1þ 1þ 18

Tsi
Tse

� �1=2
" #

We now substitute xr ¼
ffiffiffi
2

p
kcs in Eq. (22) to find,

xi ¼ p
8

	 
1=2
�

ffiffiffi
2

p
k3c3s

1þ 3k2V2
Tsi=2k2c2s

� �
k2V2

Tfi

� kVfo �
ffiffiffi
2

p
kcs

� �� �
kVtfi

nfo
nso

� �
�

ffiffiffi
2

p
cs

VTsi
� Tfi
Tsi

exp � 2k2c2s
2k2V2

Tsi

� �" #
:

ð25Þ

Further assuming 3k2V2
Tsi

2k2c2s
� 1 and replacing Vtfi

VTsi
by

ffiffiffiffi
Tfi
Tsi

q
and using cse ¼

ffiffiffiffiffiffiffi
kbTse
mi

q
,

VTfi ¼
ffiffiffiffiffiffiffi
kbTfi
mi

q
, Cse
VTfi

¼
ffiffiffiffiffi
Tse
Tfi

q
Eq. (25) can be rewritten as,
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xi ¼ p
4

	 
1=2
�kcs

ffiffiffiffiffiffi
Tse
Tfi

s !3

� Vfo=
ffiffiffi
2

p
cse � 1

	 
 nfo
nso

� �
� Tfi

Tsi

� �3=2

exp � c2se
V2
Tsi

� �" # ð26Þ

Equation (26) gives the growth rate of the acoustic wave.

4 Numerical Analysis

Equation (26) is solved numerically to observe the variation of the growth rate by
varying some of the important parameters. It is to be noted that the temperature and
streaming speed has a very important affect on the growth rate. The nature of the
growth primarily depends upon the normalized streaming speed, normalized den-
sity, and temperature as given in Eq. (26).

Further, in most of the astrophysical conditions, it is more important to find the
affect of temperature and the streaming speeds. Henceforth, the variation of the
growth rate w.r.t. the varying streaming speed has been plotted for a given tem-
perature ratio at a fixed normalized density. The density of the flowing plasma is
normalized with the density of the static plasma, i.e., the background plasma. The
variation is shown in Fig. 1a, b. The variations are observed for the normalized
speed for a given temperature ratio, s. The normalized streaming speed is varied for
a range of 0.1–1.4 and beyond in Fig. 1b for three different temperature ratio of s
equal to 1.00, 1.25, and 1.75. Similar variations are also observed for different
values of s.

Fig. 1 Variation of the growth is plotted against the normalized streaming speed. a The
normalized streaming speed is varied up to a value of 1.4 and b the normalized streaming speed is
varied beyond 1.4, which appears to be critical value
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The temperature of static electron and static ion is considered to be 105 K and
103 K, respectively. The growth rate (xi) is seen to be a function of temperature
ratio (depending basically on the temperature of flowing ion), flow velocity (Vfo),
and density of the plasma species considered (nfo; nso). As shown in Fig. 1, the
growth rate for all the values of s is initially negative and starts becoming positive
when for Vf 0=Cse ! 1:4127; which indicates that the growth rate described under
the linear theory is observed when the flow velocity ratio Vf 0=Cse reaches a critical
value.

5 Results and Discussion

The complete expression for the growth rate is given in given in Eq. (25). However,

under the condition of 3k2V2
Tsi

2k2c2s
� 1, the expression for the growth rate is simplified as

given in Eq. (26). From Eq. (26), it is evident that the growth rate depends upon
number of parameters of the considered plasma system. The growth rate is affected
whenever there is a variation on the following ratios, (i) temperature ratio of the
static electrons to the flowing ions (ii) temperature ratio of the flowing ions to static
ions (iii) equilibrium density ratio of the flowing to static plasma, and (iv) ratio of
streaming velocity of the ion beam to the ion acoustic speed. It is being observed
that the introduction of the positrons modifies the growth rate quantitatively.

From Fig. 1, we can observe that the growth rate is negative until the streaming
speed of the flowing plasma reaches a critical value as mentioned in the previous
section. It indicates that the wave gets excited and grows when the streaming speed
of the flowing plasma for almost all the temperatures for the considered normalized
density of nso=nfo ¼ 1:66 reaches 1.4127. This is an interesting result observed
from our calculation. Using a root finding method, we find that the critical nor-
malized streaming speed lies at approximately 1.4127. From this, we can confer that
all waves in the flowing plasma may not exhibit instability. Only those ion acoustic
waves whose velocity crosses a threshold value only becomes unstable. Hence, we
can confer that the streaming speed acts as the free source of energy only after a
minimum threshold value. Further, we note that the threshold value for excitation of
the instability is same for all temperature ranges. The nature of growth rate remains
linear throughout for all velocity ranges.

We would also like to mention that the presence of positrons modifies the
threshold value only quantitatively. The nature of instability remains the same
without significant variation in the instability condition, when compared to the
instability as derived in Ref. [27]. It is noted that, as the temperature ratio s
increases, the growth rate decreases. The plausible reason for only quantitative
modification may be that the presence of the positively charge ions, which are more
massive than the positrons. It will be more fruitful to include the ions as some
impurities to electron–positron plasma and investigate the effect of fractional den-
sities of the ions maintaining an overall quasineutrality condition.

Kinetic Instability of the Ion Acoustic Mode … 705



6 Conlcusion

When an ion acoustic wave is excited in flowing electron–positron plasma with ion
in presence of similar background plasma, it is observed that the certain acoustic
modes can grow linearly. The growth rate primarily depends upon the streaming
speed of the flowing plasma and the temperature ratio of the different plasmas, i.e.,
the flowing and static plasma. The permeation of plasma can be the source for the
instability of an acoustic mode only after attaining a particular threshold value. The
presence of positrons, though do not exhibit any such qualitative modification in
the growth rate but small quantitative modification, is observed. The plausible cause
may be their similar mass as that of the electrons does not affect the wave propa-
gation as compared to any other positive ions or dusts in the system.
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Comparative Study and Yield Productivity
of Nano-paint and Nano-fluid Used
in a Passive-Type Single Basin Solar Still

Amrit Kumar Thakur, Deepak Agarwal, Prashant Khandelwal
and Saty Dev

Abstract Water is necessary for all living beings. It is particular the most important
factor for the sustenance of mankind. More than 66% of the earth is covered with
water in which 97% of available water from various sources stands brackish which
includes some harmful microbes, and 2% water is frozen in the form of icy masses
and freezing tops. Solar still (SS) is a device used to convert brackish water into
distilled water, but it has very limited productivity which is the major concern. To
improve the yield of simple solar still (SS) in this work, black paint is mixed with
Al2O3 + water to make it nano-paint and it is coated outside the glass cover of solar
still. Al2O3 can be placed inside water sink to increase the vaporization rate, and due
to this, yield productivity increases. Experiments were conducted from 25 June to 27
June for common depth of 0.01 m for simple solar still and nano-fluid in water basin
of solar still and nano-paint with nano-fluid both combined for SS in climatic
conditions of Jaipur, India. The theoretical performance of the passive solar still and
nano-paint and nano-fluid in solar still is compared with effectiveness and yield
productivity. Simple solar still gives the water output of 4.47 L for 0.01 m water
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depth whereas simple SS with Nano fluid give output of give output of 5.25 L and
SS with Nano fluid in water basin and Nano paint on glass cover of SS give yield of
5.56 L for all three cases for same water depth.

Keywords Nano-paint � Nano-fluid � Solar still � Evaporation � Effectiveness

1 Introduction

Water is necessary for all living beings. It is particular the most important factor
essential constituent for the sustenance of mankind. More than 66% of the earth is
covered with water in which 97% available water from various sources stands
brackish which includes some harmful microbes, and 2% is solidified in icy masses
and glacial freezing tops. Subsequently, just 1% from the total available water is
used for consumption and household [1, 2]. Underground water in many regions is
not generally used as drinking water just because of excessive amount of dissolved
solid and mineral in water. The majority of the human illnesses are because of
contaminated or non-filtered water. For improving eminence of drinking water,
several approaches are used by people but these approaches use energy via them-
selves such as reverse osmosis and boiling through electrical energy. Among the
various available methods, solar energy will be a good source especially in western
and northern parts of India where temperature reaches above 40 °C in summer. The
yearly sun-powered vitality that achieves the world’s surface is roughly
3,400,000 EJ [3]. Desalination is the process which is used to improve water
quality by removing excess salt and mineral from water to make it suitable for
domestic use and other purposes. The world’s aggregate renewable energy sources
utilized for desalination is just around 0.02% of the total vitality available [4]. Solar
still (SS) is a device used to convert brackish water into distilled water, but it has
very limited productivity which is the major concern. Various methods and designs
have been studied from research papers [5–14] and implemented for this experi-
mental work to achieve optimum results.

2 Methodology

In this work, an impassive-type solitary sink solar still has been studied. Fabrication
and Research work has been carried out at Jaipur, Rajasthan, under the Indian
climatic conditions for month of June, 2016. In this work, glass cover of solar still
has been black painted, then Al2O3 + water which is mixed with black paint and
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this mixture has been painted on glass cover to increase its absorptivity of still.
Al2O3 + water is placed inside water sink to increase the vaporization rate, and it
increases effectiveness and yield of SS.

3 Explanation of Experimental Setup and Observations

The complete layout of experimental setup is shown in Fig. 1 in which glass is
black painted and thermocouple is fixed on to it for measuring temperature. The
experimental setup is installed at Jaipur, India (26.9124°N latitude, 75.7873°E
longitude). Solar stills are south fronting to collect the maximum solar radiation.
The SS having sink area of 1 m2 is made up by using an aluminum sheet of 1.8 mm
thickness. Boundaries of solar still is protected by a 2.5 cm thicken plywood and
thermocol to protect side heat losses to surrounding. To increase the absorption of
solar radiation, basin liner is blackened on its upper and lower surfaces and it also
mixed with Al2O3 (nano-fluid) + water to form nano-paint. The glass cover of the
still is of 4 mm thick and inclined at the angle 26° as from past work angle should
be equal to latitude of experimental site to achieve maximum productivity of still.
Experimentations are conceded in interval period of 7:00 a.m.–7:00 a.m. for 24 h
on typical days in June 2016 but temperature reading of different thermocouples has
been used from 7 a.m. to 7 p.m., as in night its reading is almost negligible, only
complete night yield productivity in liter from 7 p.m. to 7 a.m. has been considered.
The temperatures are recorded by using three J-type thermocouples. The ambient
temperature is recorded by using temperature meter (J-type). Pyranometer with
accuracy of ±25 W/m2 and range of 0–1750 W/m2 has been used to monitor the
solar radiation. The comparative performance of simple SS&SS with nano-fluid and
SS with nano-fluid and nano-paint has been analyzed at the water depths of 0.01 m.

Fig. 1 Experimental setup picture
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4 Mechanism

Solar emanation is conveyed over single slant SS shield, and then, temperatures of
water in basin of still rise. Black paint done on glass cover of still increases its
absorptivity and rate of convection increases. Nano-fluid Al2O3 has been used in
water basin to increase the rate of evaporation. Nano-fluid has the ability to absorb
heat, it is very helpful when value of solar radiation decreases, then stored heat of
nano-fluid gives a better yield, and it also increases the night productivity. In this
work, nano-paint has been formed with the help of black paint mixed with Al2O3 +
water which is coated on to outer surface of glass cover of SS which increases the
heat absorbing capacity of SS as compared to both cases. The location of various
thermocouples is shown in table below.

Thermocouple Position

T1 Upper glass surface

T2 Ambient air temperature

T3 Absorber plate temperature

5 Results and Discussion

Thermal effectiveness: Generally, thermal effectiveness of arrangement under
dynamic method of action is considered as

g ¼ Mse � l � 3600
Asað Þ � Ir tð Þ

where Ir(t) = solar energy on glass shield of SS, l = latent heat of
evaporation = 2270000.00 J/kg, Mse = full day yield, Asa = basin area = 1 m2.

Figures 2, 3, and 4 show the temperature distribution of solar still at various
locations which is measured by thermocouple. From graph, it was observed that for
depth of 0.01 m when simple SS is used, absorber plate has highest temperature
value of 73 °C at 1 p.m. and ambient temperature has lowest value. When Al2O3 is
used in basin of SS, temperature of absorber plate reaches a value of 76 °C at 12
noon for depth of 0.01, and when nano-paint is used in glass of SS with nano-fluid
in water basin, then 79 °C highest temperature was achieved by lower glass surface
which is 81 °C at 12 noon.

Figures 5, 6, and 7 show the global radiation and production of distilled water.
Wind velocity plays a very important role in productivity of SS. For simple SS with
water depth of 0.01 m, radiation reaches a value of 3.37 MJ/m2 at 12 noon and it
gives a yield of 0.42 L at 1 p.m. When nano-fluid is used in water basin then at
depth of 0.01 m, radiation attains a value of 3.61 MJ/m2 at 1 p.m. to give yield of
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0.49 L. For nano–paint, radiation has maximum value of 3.62 MJ/m2 at 1 p.m. and
production is highest at 12 noon of 0.50 L (Fig. 8).

Full day production Full day efficiency

Depth 0.01 (simple SS) 4.47 L 39.03%

Depth 0.01 (nano-fluid) 5.25 L 44.14%

Depth 0.01 (nano-paint) 5.56 L 46.75%
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Fig. 2 Temperature of simple SS on June 25, 2016, for 0.01 m depth
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6 Conclusion

When nano-fluid is mixed with black paint and coated on to glass surface, it gives
highest yield and thermal efficiency. In this research objective, nano-fluid and
nano-paint have been combined in an experiment to determine a better yield of solar
still. Following conclusions have been observed from the experimental results:

• Nano-fluid has energy-absorbing properties due to which night productivity in
both the cases of SS increased due to the fact that at the time of high radiation, it
absorbs energy and when it is needed, supplied back it to the system.

• Wind velocity has huge impact on condensation and evaporation rate and
directly helps to achieve better yield.

• Absorber plate is made up of Al sheet which has better thermal conductivity as
compared to G.I sheet and gives improved yield productivity.
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7 Future Recommendations

• Various designed Concentrator can be used with Nano painted SS and other
good yield designed still for achieving better results.

• Forced circulation can be used to improve rate of reaction and productivity of
SS.
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