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Preface

The International Conference on Biomedical Engineering is a series of international conference in biomedical engineering held
in Singapore and is jointly organised by the Faculty of Engineering of the National University of Singapore (NUS) and the
Biomedical Engineering Society (Singapore) (BES). The objective of ICBME 2016, held from 7 – 10 December, was to
provide local and international participants an invaluable opportunity to stay current on the latest scientific developments and
emerging challenges of the biomedical engineering field.

Biomedical engineering is applied in most aspects of our healthcare ecosystem. From electronic health records to diagnostic
tools to therapeutic, rehabilitative and regenerative treatments, the work of biomedical engineers is evident. Biomedical
engineers work at the intersection of engineering, life sciences and healthcare. The engineers would use principles from
applied science including mechanical, electrical, chemical and computer engineering together with physical sciences including
physics, chemistry and mathematics to apply them to biology and medicine. Applying such concepts to the human body is very
much the same concepts that go into building and programming a machine. The goal is to better understand, replace or fix a
target system to ultimately improve the quality of healthcare.

ICBME 2016 received some 350 abstracts from 25 countries and the programme featured more than 120 speakers who
spoke on new research and developments in six themes including BioImaging and BioSignals, Bio-Micro/Nanotechnologies,
BioRobotics and Medical Devices, Biomaterials and Regenerative Medicine, BioMechanics and Mechanobiology,
Engineering/Synthetic Biology across the four-day programme comprising 60 sessions.

Special sessions included the topics of Advances in Microfluidics and Nanofluidics, Bioelectronic Devices, Bioengineering
the Heart, Bioimaging, Biomedical Engineering/Clinical Engineering, Biomedical Nanotechnology, Cardiovascular Flows,
Engineering Biology/ Synthetic Biology, Flexible and Wearable Technologies, Health Informatics, IFMBE Health Technology
Assessment, Integrated Nano-biomechanics: Biological Flow, Mechanobiology, Rehabilitation Robotics, Stem Cells and
Organs-on-Chips, Surgical Robotics and Navigation.

The programme was also headlined by seven plenary lectures which include “Cell Therapy of Diabetes Mellitus and its
Complications: How Far are we?” by Bernat Soria Escoms, “Bio-integrated and Bio-inspired Stretchable Electronics” by
Yonggang Huang, “Recent Advances on Nature Inspired Tissue Engineering Approaches for the Regeneration of Different
Tissues” by Rui L. Reis, “Innovative Healthcare is in the Palm of your Hand” by Luke Lee, “ Droplet Microfluidics for Single
Cell Studies” by David A. Weitz, “Making MRI Safe for Implanted Devices” by John M. Pauly, and “Need Driven Innovation
in Medical Technology: From I to I” by Lawrence Ho.

ICBME has attracted a greater number of participants on every occasion that it has met and we are proud to have received
the continued endorsement of International Federation for Medical and Biological Engineering (IFMBE) and for the first time,
the endorsement of the Agency for Science, Technology and Research (A*STAR), as well as those of many local and regional
societies. Their support is a testament to the quality of the conference and we are heartened to have the participation from an
impressive roster of highly respected and internationally renowned speakers to lead the programme. The faculty represented
the region’s best of biomedical engineering and we hope it has provided an excellent opportunity for our fellow colleagues to
contribute research and to keep abreast of the exciting developments in our field.

February 2017 Prof. James GOH
Chairman

Prof. Chwee Teck LIM
Scientific Programme Chair

Assoc. Prof. Hwa Liang LEO
Scientific Programme Co-Chair

16th ICBME Organising Committee
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Development of an intelligent pillow with multiple flexible actuators 
Akisue Kuramoto*1, Wataru Inoue1, Yasuhito Otake1, Hitoshi Kimura1, Norio Inou1, Sacha Krivokuca2,  

Tomu Ichikawa3, Hiroyuki Ono3, Naoto Sekiyama3 

1Department of Mechanical and Control Engineering, Tokyo Institute of Technology, Tokyo, Japan 
*1kuramoto.a.aa@m.titech.ac.jp 

2Polytech Paris UPMC, School of Engineering, Paris, France  
3Fujibedkogyo Co., Ltd., Tokyo, Japan 

 
Abstract— This study aims to develop an intelligent bedding that 
automatically provides a comfortable sleep condition for each 
person. This paper proposes a pillow-type device which actively 
changes its shape and stiffness. The device is composed of multi-
ple flexible actuators which are driven by air pressure. Each actua-
tor has two types of sensors: an internal pressure sensor and five 
contact pressure sensors. These sensors are used for monitoring the 
support condition of user’s head and neck. We developed a pillow 
system capable of controlling the internal pressure and contact 
pressure of each actuator in order to realize a comfortable condi-
tion for sleep. The pillow system successfully controlled the center 
of contact pressure to the target position. To elucidate comfortable 
and uncomfortable support conditions, pressure distributions on 
the head and neck were measured by the system. The result indi-
cates that accurate control of the center of contact pressure is im-
portant for comfortableness. 

Keywords—sleep; comfortable; intelligent bedding system; flexible 
actuator; feedback control; pressure; posture 

 

I.  INTRODUCTION 
 

Comfortable bedding, especially pillow, is important for 
health and quality of life. There is a lot of possible factors to 
provide comfortable pillows. Many researchers tried to eval-
uate comfortableness of pillows with those factors such as 
stiffness [1][2], shape [3][4][5][6][7] and thermal properties 
[8]. Some researchers reported development of an active air 
mattresses for controlling thermal condition of bedding [9] 
or preventing bedsore of a patient [10] [11] by pressurizing 
or depressurizing air bags with predetermined routine. How-
ever, those mattresses do not have an active function to 
transform their shape to provide an appropriate posture for 
each user. In addition, there are a few discussions of such 
beddings for healthy people. We expect the contact pressure 
acting on the head and neck area and the sleep posture are 
important factors for comfortableness of a pillow because 
they are related to biomechanical conditions of users.  

This study aims to develop an intelligent bedding system that 
automatically provides a comfortable position and pressure 
distribution. This paper discusses about a new pillow device 
as a part of the intelligent bedding system. Although there is 
a report about a pillow device [12], it focuses to maintain 
breathing easy during sleep and the viewpoint is different 
from our purpose. This paper describes the pillow device and 
comfortable support condition. 
  

II.   THE INTELLIGENT PILLOW DEVICE 

A. Overview 

Figure 1 shows the intelligent pillow system. This 
system is composed of a transformable pillow, control unit, 
air valves and air compressor. The details of the parts are 
described below.  
 

B. Transformable pillow 

Figure 2 shows a transformable pillow. The pillow part 
is composed of eight flexible actuators; three for the upper 
layer (Fig. 2(a)) and five for the lower layer (Fig. 2(b)). 
Each actuator is made of a soft rubber tube, which is 
reinforced with a fibrous cover sheet. The actuator can lift 
about 600 N weight, representing a human body, without air 
leak. It has two types of sensors: an internal pressure sensor 
and five contact pressure sensors. The internal pressure 
sensor (MIS-2500-015G, Metrodyne Microsystem Corp.) is 
connected to fluid path of each actuator. Contact pressure 
sensors (FSR406, Interlink Electronics) are put on a surface 
of actuator. These sensors are used to monitor pressurized 
condition and contact condition of the actuator. Each 
actuator also has two valves for controlling internal 
pressure. As detailed in the following section, the control 
unit gives to the valves a command to open or close based 
on contact pressure distribution and internal pressure value. 

 
© Springer Nature Singapore Pte Ltd. 2017  
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wide area. In contrast, when the subject feels uncomfortable 
(Fig. 8(c)), neck strongly touches the pillow and the pressure 
peak is on the neck area. This result shows that appropriate 
support condition is necessary to realize automatic comfort-
able pillow.  

 

 
Fig. 7. Remote control board for a pilot study 

 

TABLE I. THE NUMBER AND FUNCTION OF CONTROL BUTTONS  

No. Target actuator  Function 

1 Upper, Top-side 

Pressurize 
2 Upper, Middle 

3 Upper, Neck-side 

4 Lower actuators 

5 Upper, Top-side 

Depressurize 
6 Upper, Middle 

7 Upper, Neck-side 

8 Lower actuators 

9~12 None None 

             

 
When subjects feel comfortable, the CCOM, which is 

calculated from eq. (1), is located in near the neck area. On 
the other hand, when subjects feel uncomfortable, the 
CCOM is located inside the neck area. Although the differ-
ence of CCOM locations relative to the body is small, there 
is a large difference of feeling. This result indicates the im-
portance of controlling the CCOM accurately for comforta-
bleness.  

 

 
(a) in the best setting (comfortable) 

 
(b) comfortable pillow 

 
(c) in the worst setting (uncomfortable)  

Fig. 8. Pressure distribution of head and neck area (White colored 
areas are pressurized.) 
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During our tests, we confirmed that the maximum pres-
sure of neck-side bag should be less than 5 kPa. If it is higher 
than 5 kPa, the feeling of contact in the neck area is too hard. 
The user seems to be the most comfortable when the COM is 
near the neck while having at the same time not too high 
pressure on the neck-side bag. This information will help to 
improve the control algorithm as to set the TCOM automati-
cally. 

 
The proposed device is also applicable when customers 

choose an ordinary pillow. The number of pillows trial to 
find a good one can be decreased if customers find a com-
fortable pillow height with this device. 

 

IV.   CONCLUSION 
 
This study proposed the intelligent pillow system as a 

part of an intelligent bedding system. The system is com-
posed of a transformable pillow, control unit, air valves and 
air compressor. We developed the control algorithm of the 
pillow device. In head and neck area, the distance between 
current center of mass (CCOM) and the target center of mass 
is controlled with less than 10 mm. With several subjects, 
support conditions for comfortableness and uncomfortable-
ness are also examined. The result indicated that the location 
of the CCOM relative to human body is important for the 
comfortableness. Pressurized condition of actuators is also 
important for a feeling of contact in neck area. Considering a 
hysteresis loop of actuators should be necessary for a more 
accurate control of CCOM. Increasing the number of sub-
jects is also necessary for developing the evaluation method 
of body support condition.   
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Abstract. This paper presents an analysis method that ex-
tracts the features of “ skin texture ” and “unevenness of 
skin color ” from skin images. We determine the effective 
features for the evaluation of skin texture using a two-
sample t-test on the cheek and underside of the chin. The 
results show that the total number of cristae cutis as well as 
the mean and standard deviation of their area are effective 
features for skin texture analysis. In addition, the maximum 
value of an a* image as well as the standard deviation and 
kurtosis value of a b* image are effective features for as-
sessing the unevenness of skin color. The results of tests 
show that the standard deviation of the area with changing 
colors is an effective feature for skin texture analysis. 

Keywords: skin analysis, skin texture, color unevenness, 
blotch, skin pore, cheek, underside of the chin 

1 Introduction 

Conventional skin texture evaluation is mostly performed 
by skilled beauty technicians, and is performed using visual 
assessment. In recent years, skin texture can be measured 
objectively using the optical characteristecs of the skin and 
newly developed measurement approaches [1-5]. However, 
even now, most systems require great care and are not suit-
able for general use. Moreover, it is difficult to extract skin 
texture, area, and color unevenness and assess the skin 
quantitatively. 

In this paper, we focus on “skin texture” and “color une-
venness” of skin images, which characterize the skin condi-
tion well. Further, we aim to determine the quantitative 
features that are available for measuring skin texture. An 
intensity image was investigated for skin texture analysis 
and a polarized light image was investigated for color une-
venness in [6]. Fine body hair and skin pores affect color 
unevenness [7, 8]. We use frequency information [9] to 
extract skin pores. New approaches are proposed for the 
extraction of color information and color assessment, and 
effective features are selected using discriminant analysis. 
Moreover, objective assessment is performed by comparing 
the skin of the cheek with that of the chin.  

 
 

2 Skin Texture Experiments 

2.1  Photographing Skin 

In this study, a microscope (USB Microscope M3, Scalar 
Corporation) [10] is used for taking skin images (Fig. 1). 
The resolusion of the images is 1, 280 x 1, 024 pixels. As 
shown in Fig. 2, the LED of this microscope has a polarized 
light filter and controls the light reflected from the object. 
Texture images of the skin surface, which can be concave or 
convex, are clearly obtained when the polarized filter is 
used. Blemish information is better obtained when the po-
larized filter is not used. Both images are required to evalu-
ate the texture of skin. 

2.2  Imaging Regions 

The condition of the skin degrades as each person ages. 
However, these conditions are different at different sites. 
We define the skin on the cheek to be the averageskin con-
dition on the face and the skin under the chin to be the most 
youthful part. The cheek and chin parts are photographed 
for each subjects using both the polarized and non-polarized 
modes of the microscope. Figure 3 shows an example of 
cheek and chin images of the same person. The chin image 
has better condition than the cheek image with respect to 
skin texture. The image format is 32-bit PNG, and the reso-
lution of the image is 458 x 334 pixels. 

2.3 Subjects of the Experiments 

In this study, all the subjects were graduate school students: 
16 males and 20 females. We first preprocessed the image. 
Because we determined that male facial hair affects the 
subsequent results, we omitted the images of male faces, 
and analyzed the skin texture of females only. 

2.4 Experiment Conditions 

Skin condition is greatly affected by the weather. In the 
present study, we collected skin images in the autumn. The 
date collection covered a period of two days, except for the 
part of the photo. 
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Fig. 1. USB Microscope M3  

 

Fig. 2. Mechanism of lighting. 

 

Fig. 3. Example of cheek and chin images 

Day 1: 2014 November 13 (10:00-19:00) 
Day 2: 2014 November 14 (10:00-19:00) 
The average air temperature and precipitation on these 
days were as follows.  
Day 1: Average air temperature 16.97 °C, precipitation 
0.0 mm  
Day 2: Average air temperature 14.35 °C, precipitation 
0.0 mm 
 

3 Proposed Method for Skin Texture Meas-

urement 

Figure 4 shows the flowchart of the proposed method. First, 
texture and color unevenness images are collected by the 
microscope. The images are preprocessed by filtering and 
the skin features are quantitatively computed from the ob-
tained images. Discriminant analysis is performed using the 
computed skin features. Finally, the number, fineness, and 
proportionality of the skin grit are obtained from the final 
skin grit images. The color unevenness and spots on the 
skin are computed from the skin grit images. 

3.1  Skin grit 

The following four preprocessing steps performed to obtain 
skin grit images. 

(1) Conversion of the image from RGB color space to 
L*a*b* color space 

(2) Adaptive binarization for the L* component image 
(3) Component labeling 
(4) Removal of the outliers of the feature values  
Each of these preprocessing steps are described below. 
 

(1) Conversion of the image from RGB color space to 
L*a*b* color space 

It is difficult to extract the skin grit from an image in 
RGB color space, because the difference in hue between 
grooves in the skin and pichu on the skin is small. In this 
study, we focus on the difference of the intensity between 
the grooves and pichu on the skin using CIE1976 L*a*b* 
color space. 

(2) Adaptive binarization 
Because the light on the head of the camera illuminates 

the area that is imaged, the obtained images have color 
unevenness. It is difficult to extract the features using a 
fixed threshold on such images. Therefore, adaptive 
binarization is used, in which the threshold changes accord-
ing to each pixel of the input image. 
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Fig. 4. Flowchart of the proposed method 

We denote a Gaussian filter of size of N as M. The adap-
tive binarization Iadaptive of an arbitrary pixel (x, y) is com-
puted by 

      (1) 

In the (1),  is the filter operation on arbitrary pixel 
I (x,y). A value of 1 is assigned to the pixel if the intensity 
is more than the threshold, and a value of 0 is assigned to 
the pixel otherwise. The subtracted constant reduces the 
effects of noise and flicker in the background region, spe-
cially when the intensity of the near-field region resembles 
that of the object. In this study, N  =15 x 15 pixels and the 
subtraction constant is set to be 2 empirically. 
(3) Component labeling 

Because there are many connected components in one 
image, the components must be numbered for the subse-
quent processing. Here, the component labeling is per-
formed to number each connected component. 

(4) Removal of the outliers of the feature values 
The regions with an area of more than 500 pixels and 

less than 5 pixels are removed from the set of labeled re-
gions. Regions with an area of more than 500 pixel corre-
spond to unsuitably illuminated regions near the edge of the 
image, and regions with an area of less than 5 pixels corre-
spond to regions that are much smaller than skin grit. The 
threshold levels are decided empirically using comparison 
with the original image. Figure 5 shows examples of the 
obtained skin grit. 

In Figure 5, the red lines indicate the connected compo-
nents after the removal of outlier connected components. 
The total number of objects (skin grit) as well as the aver-
age and standard deviation of the component areas  

are computedfrom the preprocessed images. These values 
correspond to the proportionality index of the skin grit. 
 

 

Fig. 5. Example of skin grit extraction 

3.2 Color unevenness of the skin 

The conversion of RGB images into L*a*b* and the re-
moval of noise (fine facial hair) are performed before the 
evaluation of the color unevenness. In the following, the 
noise removal is described. 

Especially in chin images, fine facial hair sometimes in-
fluences the subsequent results. Therefore, we formulate the 
process of fine hair removal from the image as noise re-
moval. First, a mask image is constructed for the fine hair, 
and is superimposed on the original image. The obtained 
image is interpolated with respect to the fine hair parts, as 
shown in Fig. 6. In this figure, the red pixel is the reference 
pixel. The average value is assigned to the reference pixel 
by raster scanning the whole image and by checking the 
skin density of the nearest neighbors. 

The maximum value, standard deviation, kurtosis, and 
skewness of the pixel density are computed as the color 
unevenness features. 

 

Fig. 6. Interpolation of pixel density for noise removal 
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3.3 Blotches and skin pores 

The conversion of RGB images into L*a*b* space, noise 
removal, construction of a frequency image, measurement 
of the frequency distribution are the preprocessing steps 
needed for blotch and skin pore evaluation. In the follow-
ing, the construction of the frequency image and measure-
ment of the frequency distribution are detailed. 

(1) Frequency image 
A frequency image is an image in which the frequency of 

occurrence of the pixel value in the original image is shown, 
which is the color frequency information. Although a histo-
gram is often used to represent frequency information in an 
image, the histogram has the disadvantage that the position 
information is lost in the process of computation. The frequen-
cy image has both the position and frequency information. The 
original and frequency images are shown in Fig. 7. 

 

 

Fig. 7. Original image in RGB color space and the resulting fre-
quency image 

 

Fig. 8. Profile of the frequency image 

(2)  Frequency distribution measurement 
In order to estimate the frequency image, we make a pro-

file of the frequency image in the middle row of the image, 
as shown in Fig. 8. 

 
The peaks and valleys of the graph correspond to the parts 

in which the color unevenness is high. When the valleys are 
deep and broad, the color unevenness is large and dark. 

We use four thresholds at the frequency values of 5,000, 
10, 000, 15, 000, and 20, 000 in Fig. 8. The number of peaks 
and valleys, width of the valleys, and the standard deviation 
of the valley width are computed at each threshold. When the 
frequency value is small and the above feature values are 
distinct, the color unevenness of an aggregated uneven region 
appears dominantly. The threshold value is empirically de-
cided from the shape of profile image and the condition of the 
blotches and skin pores. In the subsequent analysis, we define 
the threshold value of 5,000 to be Level 1, 10,000 to be Level 
2, 15,000 to be Level 3, and 20,000 to be Level 4. Although 
only one profile image in the middle of the image is demon-
strated above, the same processing is performed over the 
entire region and the average values are computed for each 
index. The averaged indexes correspond to the number, area, 
and standard deviation of the area. 

 
3.4 Discriminant analysis 
A t-test at a 5% significance level was performed for the 
features obtained by skin grit, color unevenness, and skin 
pore processes. We then determined the effective features 
that have a significant difference between the index values 
in the cheek image and the chin image. 

4 Results 

The results of the test for the skin grit features are shown in 
Table 1, those of the color unevenness features are shown 
in Table 2, and those of the blotch and skin pore features 
are shown in Table 3. The values in the tables show the p 
values of the tests. In Table 1, the total number of the skin 
grit components, the average area of the grit components, 
and the standard deviation of their area are effective fea-
tures for the assessment of skin grit. Table 2 shows that the 
maximum frequency value and standard deviation in the a* 
component images are effective for analysis, and that the 
standard deviation and kurtosis of the b* component images 
are also effective. Furthermore, Table 3 shows that the 
standard deviation of Level 1 in the a* component image as 
well as the average value and standard deviation of Levels 
1, 3, and 4 are effective features. 

Table 1. Results of skin texture feature discriminant analysis 
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Table 2. Results of color unevenness feature discriminant 
analysis 

 
 

Table 3. Results of blotch and skin pore feature discrimi-
nant analy 

 
 

 

5 Conclusion 

In this study, we proposed an analysis method to extract 
skin texture and skin color unevenness features from mag-
nified images of skin. In addition, we obtained effective 
features for the evaluation of skin condition by conducting 
two-sample t-tests on features extracted from images of the 
cheek and underside of the chin. As a result, for skin tex-
ture, we found that the total number of cristae cutis as well 
as the mean and standard deviation of those areas are effec-
tive features. For skin color unevenness, the maximum 
value of the a* image as well as the standard deviation and 
kurtosis of the b* image are effective. In addition, we cre-
ated frequency images of colors for L*, a*, and b* images 
and analyzed the distribution and depth of the color. In this 
way, we obtainrd features for color unevenness, especially 
changes in colors, which correspond to blotches and skin 
pores. The test results show that the standard deviation of 
the area with color changes whose color frequencies are 
under 20,000 in an a* image and the mean and standard 
deviation of the area with color changes whose color fre-
quencies are under 20,000, 10,000, and 5,000 in a b* image 
are effective. 
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Abstract. Cisplatin (CDDP) is a widely used platinum-
based compound that is effective against a broad spectrum 
of solid neoplasms. Although CDDP often leads to an initial 
therapeutic success, associated with partial responses or 
disease stabilization, many patients are intrinsically resistant 
to cisplatin-based therapies. The essential cytotoxic factors 
of photodynamic treatment (PDT) are reactive oxygen spe-
cies (ROS). The reaction of ROS with cytoplasmic peptides 
and proteins may reduce the degree of inactivation of 
CDDP. In this study, we applied low-level PDT, which 
demonstrated no remarkable cytotoxic effects on CDDP–
resistant HeLa cells (HeLa/CDDP) and examined whether 
PDT can reduce the CDDP-resistance level. There were no 
remarkable cytotoxic effects without CDDP in the PDT. 
The viability of the HeLa/CDDP-PDT group at a CDDP 
concentration of 10 µM was equal to that of normal HeLa 
cells. These findings suggest that PDT, which does not have 
sufficient cytotoxic effects, reduces the resistance level of 
HeLa/CDDP. 
 
Keywords: Cisplatin, Photodynamic therapy, HeLa cells. 

1 Introduction 

Chemotherapy is one of the three most common types of 
cancer treatment alongside surgery and radiotherapy. The 
problem of acquired resistance to anticancer agents has been 
always a serious concern in addition to side effects. The 
mechanisms of resistance to anticancer agents in cells have 
been elucidated using mainly cancer cell lines. The presence 
of various mechanisms including reduction in drug uptake, 
enhancement in drug excretion, reduction in drug activation, 
drug inactivation, increase in target protein, decrease in the 
affinity to target protein, and enhancement in DNA repair 

has been shown in these cell lines [1]. Cisplatin (CDDP) is a 
platinum-based agent, whose efficacy has been demonstrated 
in a range of cancers, and it plays a central role in the current 
treatment with anticancer agents. Similar to other anticancer 
agents, continuous use of CDDP is known to lead to ac-
quired resistance. In acquired CDDP-resistant cells, CDDP is 
inactivated through binding to metallothionein (a metal-
binding protein) and glutathione (a peptide), within the  
cells [2]. 
    Photodynamic therapy (PDT), a laser cancer treatment, 
has been established as a minimally invasive curative treat-
ment for early superficial cancers [3]. PDT utilizes photo-
chemical reactions leading to necrotic cancer cell death by 
oxidation, in which cancer patients are administered an 
oncotropic photopigment (photosensitizing agent) in ad-
vance. When the pigment is accumulated in a lesion, the 
pigment is excited, commonly by laser irradiation, to induce 
reactive oxygen species (ROS). We have sought to explore 
potential applications of PDT and previously reported the 
temporary activation of cell growth by PDT with low-level 
exciting red laser light, in addition to the enhancement in 
cytotoxicity of bleomycin combined with PDT [4, 5]. In this 
study, we built on our previous work in which we found that 
low-level PDT did not induce significant cell death and it 
regulates cellular function. We examined the effects of PDT 
on the reduction in resistance in HeLa cells with acquired 
CDDP-resistance (HeLa/CDDP cells), where a protein asso-
ciated with the inactivation of CDDP in particular is present 
in excess levels. 

2   Materials and Methods 

We used HeLa cells derived from human cervical cancer 
(RIKEN CELL BANK). The culture medium was Ham’s  
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The cell viability values in the test groups are shown in 

Table 1. In Hela cells, the cell viability was kept ≥70% at a 
light dose of 0.5–1.0 J/cm2, while it decreased to ≤45% at 
3.0 J/cm2. In the group where 10 µM CDDP, which is 80% 
of the IC50 value, was added into HeLa cells, the cell viabil-
ity was kept ≥50% at a light dose of up to 1.0 J/cm2, while it 
was below 30% at 3.0 J/cm2, which shows a remarkable 
superimposed effect of PDT. In contrast, in HeLa/CDDP 
cells, the cell viability was kept ≥80% at a light dose of 3.0 
J/cm2 as well. Bi et al. showed that the intracellular amounts 
of ROS measured in acquired anticancer-resistant HeLa cells 
were approximately 3-fold higher than normal HeLa cells 
and suggested that acquired drug-resistant cells may have 
high resistance to ROS [7]. Once cells acquire resistance to 
an anticancer agent, they may become resistant to not only 
the anticancer agent, but also PDT, in which ROS are the 
major cytotoxic factors. In the group where 10 µM CDDP 
was added into HeLa/CDDP cells, the cell viability was kept 
≥70% at a light dose of up to 1.0 J/cm2, while it was ≤30% at 
3.0 J/cm2, which was nearly the same value as that observed 
in HeLa cells without resistance. In addition, this value is 
significantly lower than that in HeLa/CDDP cells, which 
indicates that the cytotoxicity of CDDP was effective in 
acquired CDDP-resistant HeLa cells and the degree of re-
sistance is considered to be reduced by PDT.  

Our findings in the present study suggest that ROS, cyto-
toxic factors in PDT, had some effects on the binding activi-
ty of metallothionein and glutathione, both of which are 
largely associated with the inactivation of CDDP in acquired 
CDDP-resistant cells. 
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PDT 
light dose 
[J/cm2] 

 % Cell viability  

HeLa 
HeLa + 
CDDP  
(10 µM) 

HeLa/CDDP 
HeLa/CDDP + 
CDDP (10 µM) 

0.0 100 ± 8.0 68.0 ± 2.0 100 ± 9.0  95.0 ± 9.0 
0.5 83.0 ± 5.0 65.0 ± 3.0 92.0 ± 6.0  83.0 ± 11 
1.0 74.0 ± 4.0 56.0 ± 5.0 94.0 ± 9.0  76.0 ± 7.0 
3.0 44.0 ± 12 27.0 ± 5.0 92.0 ± 10  28.0 ± 8.0* 
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where: v – pulse wave velocity; E – the Young’s modulus of 
the arterial wall; h – the arterial wall thickness; ρ – blood 
density; r – the arterial radius. 

The basic hemodynamic parameters that affect the pulse 
wave velocity, and hence, the pulse waveform is arterial 
stiffness, which in turn, is an effective and reliable prognos-
tic marker of atherosclerosis and endothelial dysfunction 
[5]. Thus it is undeniably very important to create novel 
approach for pulse wave contour analysis in order to esti-
mate the arterial stiffness by using simple, reliable, nonin-
vasive and inexpensive diagnostic methods based on record-
ing and digital processing of arterial pulse waves. 

III. MATERIALS AND METHODS 

Currently in clinical practice for the contour analysis of 
digital pulse waves the reflection index (RI) and the stiff-
ness index (SI) are widely used. These indices are defined 
as follows: 

2

1

100%,
A L

RI SI
A

= ⋅ =
Δ

 

where: L is the subject’s height expressed in meters.  
The time of the pulse wave reflection ∆ estimates arteri-

al stiffness and also depends on the length of corresponding 
arterial bed. The variation of arterial path length with a 
patient’s height could be addressed by means of a stiffness 
index defined as height divided by the time of the pulse 
wave reflection. The reflection index RI is determined by 
the intensity of pulse wave reflections and depends on the 
tone of small muscular arteries and impedance mismatches 
in arterial system [1, 3]. 

However using traditional indices for contour analysis 
of the pulse wave for patients with severe arterial stiffness is 
associated with a number of obstacles and difficulties, the 
main of which is the complication of detecting the reflected 
wave maximum (so called dicrotic peak) and the further 
definition of its amplitude and temporal position [6]. Below 
you may see the visual confirmation of this well-known 
phenomenon.  

As an alternative index for the pulse wave contour anal-
ysis we could propose to use the form factor of pulse wave 
defined as follows [8]: 

'' '

'

/

/
x x

x x

FF
σ σ=
σ σ

 

where: FF is the form factor; σx'' is the standard deviation of 
the second derivative of the considered pulse waveform; σx' 
is the standard deviation of the first derivative of the con-

sidered pulse waveform; σx is a standard deviation of the 
considered pulse waveform. 

The transition from the time domain to the frequency 
domain by using the spectral Fourier transform allows to 
obtain a clearer assessment of the pulse wave morphological 
characteristics. Given the fact that in practice the pulse 
wave signal processing is realized by software, the transi-
tion to the frequency domain is implemented by means of 
discrete Fourier transforms. In this case the expression for 
the amplitude spectrum of the pulse wave could be deter-
mined as follows: 

21

0

( ) ( )
N j nk

N

n

X k x n e
π− −

=

= ⋅  

where: x(n) is a sample of the pulse wave in time domain; n 
is sample’s number in the time domain; k is sample’s num-
ber in the frequency domain; N is a total number of samples 
in the considered sequence of pulse waves; X(k) is a sample 
of the pulse wave in the frequency domain. 

To obtain novel index for pulse wave morphology as-
sessment we perform Fast Fourier Transform for the se-
quence formed by consecutive replication of a single pulse 
waveform with removed dc component. For accurate extrac-
tion of single pulse waveform from raw biosignal sequence 
the adaptive detector of pule wave beats was used [7]. This 
detector is characterized by small errors in detecting maxi-
mums and onsets of pulse waves, contaminated by various 
types of artifacts and noise of different origin and intensity.  

Analysis of the obtained spectral characteristics for dif-
ferent types of pulse waveforms has shown significant dif-
ferences in the structure of the amplitude spectrum. For 
numerical evaluation of these spectral differences we sug-
gest the use of spectral harmonic index (SHI) defined as the 
amplitude ratio of the first harmonic (As1) to the second 
harmonic (As2): 

1

2

As
SHI

As
=  

For practical studies of different approaches to the pulse 
wave contour analysis it is necessary to collect clinical 
pulse wave recordings from people with various conditions 
of arterial vessels. The pulse wave signals were recorded by 
using certified photoplethysmography device ELDAR 
(“New Devices Ltd”, Samara, Russian Federation) with the 
probe located at the cuticle of forefinger of the right hand, 
sampling rate of 100 Hz, ADC resolution of 10 bits, band-
width of 0,05 – 15 Hz.  

Three groups of volunteers, consisting of 75 people aged 
from 20 to 70 years were examined. The 1st group (Group 
A) consisted of 30 young healthy people aged 20 to 35 
years; the 2nd group (Group B) consisted of 25 people at 
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Abstract— Cancer is a type of deadly disease where a particular 
group of cells display growth which becomes uncontrollable after 
a certain period of time. Breast Cancer is a type of cancer which 
affects the inner lining of the milk ducts. The symptoms of breast 
cancer include the shape alteration of the breast size, nipple dis-
charge, swelling of the lymph node and pain in the nipple. There 
are several types of breast cancer like lobular carcinoma, ductal 
carcinoma, invasive lobular carcinoma, inflammatory breast carci-
noma etc. The risk factor of breast cancer includes factors like sex, 
hormonal fluctuations, alcohol intake, environmental and genetic 
factors, other abnormalities in the human body along with a high 
fat diet. In this work, a simple, cost effective and non-invasive 
strategy to detect the breast cancer at an early stage is proposed 
with the help of techniques such as Gaussian Mixture Model 
(GMM) and Radial Basis Function (RBF). As cancer staging is 
divided into clinical and pathological stage, the TNM (Tumour 
Node Metasis) prognostic tools are identified and the TNM varia-
bles such as tumour size, history of breast feeding, menstrual cy-
cle, hereditary, food habits, etc. are used as input variables for both 
the types of classifications. The data collection was obtained from 
the cancer centre of Kuppuswamy Naidu Memorial Hospital, Co-
imbatore, India. The Performance Metrics taken here are Specifici-
ty, Sensitivity, Accuracy, Perfect Classification, Missed Classifica-
tion, False Alarm and Performance Index. Results show an average 
accuracy of 89.60% is obtained with GMM classifier and an aver-
age accuracy of 92.75% is obtained with RBF classifier. 

Keywords— Breast Cancer, RBF, GMM, TNM, Accuracy 

1 Introduction 

One of the biggest threats to human life is cancer and today 
more women in the world are affected by the Breast Cancer 
[1]. It has become the need of the hour and a big challenge 
to fight against cancers from a medical and scientific point 
of view. Cancer in the early stage is somewhat easy to treat 
whereas cancer is the most advanced stages are absolutely 
difficult to treat. The staging of any form of cancer is divid-
ed into two stages, namely, clinical and pathological stage 
[2]. Cancer is a group of disease which involves the cell 
growth in an abnormal manner with the potential to severely 
spread to various other organs of the body. All the tumours 

need not be cancerous and benign tumours cannot spread 
fastly to other sections of the body. The most common 
symptoms include abnormal bleeding, a lump, prolonged 
cough, change in bowel movements, and an unexplained 
weight loss. In the TNM stage (Tumour, Node, and Metasis) 
stage, prognostic tool are traced and new innovative tech-
niques for development of prognostic tools have been de-
veloped [3]. With the help of pre-operative tests which in-
clude mammography, core needle biopsy, fine- needle aspi-
ration cytology, accompanied by various other types of 
physical examinations, then the diagnosis of the palpable 
breast lesions can be accurately done. For screening purpos-
es, mammography is quite often used hence it gives the 
maximum possibilities for a physician to trace the exact 
location of micro calcifications and other possible indicators 
in the tissue of breast. 

The patient is sent for further consultation to the 
pathologist if a suspicious region is found. Due to its low 
cost, easy nature and fast approach, fine needle aspiration 
technique is used as it allows the pathologist to examine the 
breast tissue more closely. Several automated works are 
proposed in the literature as follows. The machine learning 
techniques to diagnose breast cancer from image-processed 
nuclear features of fine needle aspirates was done by Wil-
liam et al [4]. Lukasz et al showed the classification of 
breast cancer malignancy using cytological images of fine 
needle aspiration biopsies [5]. Nithya and Santhi did a 
comparitive study on feature extraction method for breast 
cancer classification [6]. The feature selection for breast 
cancer malignancy classification problem was reported by 
Filipczuk et al [7]. The system for remote cytological diag-
nosis and prognosis of breast cancer was explained by Wil-
liam N.Street [8]. Breast mass classification based on cyto-
logical patterns using RBFNN and SVM was reported by 
Subashini et al [9]. The support vector machines combined 
with feature selection for breast cancer diagnosis was done 
by Akay [10]. Ensemble strategies for a medical diagnostic 
decision support system for a breast cancer diagnosis appli-
cation was done by West et al [11]. The multisurface meth-
od of pattern separation for medical diagnosis applied to 
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breast cytology is done by Wolberg and Mangasarian [12]. 
The breast cancer prediction using the isotonic separation 
technique is given by Ryu et.al [13]. A new hybrid method 
based on fuzzy- artificial immune system and K-nn algo-
rithm for breast cancer diagnosis is given by Sahan et al 
[14]. Ubeyli implemented an automated diagnostic system 
for breast cancer detection [15]. In this paper, the classifica-
tion accuracy of the TNM staging process is compared with 
the Chi-square test, RBF and GMM. In this study, the total 
numbers of patients with breast cancer studied are 82. For 
all the types of classifications, the input variables are noth-
ing but the TNM variables (such as distance Metasis, tu-
mour size, number of positive and negative nodes, history 
of breast feeding, hereditary, menstrual cycle etc...) It is 
observed that the Chi-Square classification are pretty close 
to the investigations done in a clinical manner. Artificial 
Neural Network (ANN) such as RBF is more accurate and 
GMM is also one of the best measure to classify the breast 
cancer. To increase the classification accuracy,new prog-
nostic factors can be added to the ANN. The block diagram 
of the work is shown in Figure 1. The paper structure is as 
follows. In section 2, the materials and methods are dis-
cussed followed by the application of GMM, RBF and Chi-
Square Test for the correct classification in section 3. Sec-

tion 4 deals with the results and discussion followed by the 
conclusion in Section 5. 

2 Materials and Methods 

The figure 1 clearly depicts the entire process. Initially the 
meta data , i.e the clinical values are converted into a nu-
merical form of values. The obtained numerical values has 
to undergo, Chi-square test. The values obtained through the 
Chi-square test is then compared with the various TNM 
stages of classifications. The breast cancer stages are classi-
fied with the help of RBF and GMM. Totally 82 patients 
with breast cancer are taken for the study. The data was 
obtained from the Oncology Department from 
Kuppuswamy Naidu Memorial Hospital, Coimbatore. This 
study analysis was dependent on the consolidated analysis 
obtained in the referral letters, hospital charts, operative 
reports, radiological studies, radiation therapy and patholog-
ical reports. The cancer patient were clearly sorted and ana-
lyzed based on the parameters like general habits, food hab-
its, marital status, family history cancer, age of menarche, 
menstrual cycle, menstrual duration, number of abortions, 
menopause, family planning, Breast feeding factors, overall 
health and hygiene, IDL-DL scope, T-stage, Breast size, 

 

Figure 1 Block Diagram of the Work 
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Breast nipple position, Breast nipple level, lump location, 
lump size, lump T-stage, CVS, CNS, RS, and Abdomen 
readings. Based on the standard 1992 classification of the 
UICC (International Union Against Cancer), the clinical 
staging of tumours are done. The stage distribution accord-
ing to the UICC classification is as follows. In stage I, 20 
patients are present, in stage II 28 patients are present, in 
stage III 11 patients are present and in stage IV 23 patients 
are utilized as controlled patients for the validation and 
classification purposes. Chi-Square test is used to verify the 
usage of classification of Breast Cancer Classification. 

2.1 Chi-Square Test: 
The first step in Chi-square test is that the null hypothesis 
should be formulated. As the clustering process is highly 
random in nature and inconsistent, the significant level α is 
selected. The value of χ2 is computed as 

 

where the observed frequency is denoted as f0 and the ex-
pected frequency is denoted as fe. 
The distribution quantity χ2 is carefully examined. The null 
hypothesis is rejected as χ2 > χ2 α0; df where χ2 α0; df gives 
the significance level α0 and df denotes the degree of free-
dom. The degree of freedom represents the total number of 
independent frequencies. The values of Chi square were 
done from the T tests and F tests respectively for the 26 
variables on the 82 cases and the results are tabulated in 
Table 1. 

Table 1 Performance of Chi Square Test for the Breast Cancer 
Patients 

 
 

Based on the T test and F test, the values of Chi-square are 
tabulated for 26 variables belonging to the 82 patients. The 
T1 stage showed a particular result of 3.84-19.52 and it 
shows the initial prognosis stage of Tumour 1. The T4 stage 
showed a particular result of 41.92-90.08, which is a very 

dangerous state and invasive stage of breast cancer. The 
classification accuracy of Chi-square test in terms of its 
efficiency is compared to the clinical data. The observations 
show that the values obtained through Chi-square test is 
close to the values obtained clinically and so this technique 
can be used to detect the classification of cancer very earli-
er. With the advent of various artificial neural networks 
tools and bioinformatics tools, further decision making of 
classification of breast cancer can be done more accurately. 

3 Classifiers Used Here for Breast Cancer 
Classification 

The two important post classifiers used here are Radial 
Basis Function and Gaussian Mixture Model 

3.1 Radial Basis Function: 

One of the non-linear and statistical tools for modeling the 
data is neural network and it is utilized for modeling very 
complex relationships in between the inputs and outputs. To 
seek the different patterns in a dataset, RBF is used mostly 
[16]. This type of neural networks comes under the category 
of feed forward neural network, comprising of three layers 
such as input layers, hidden layer and output layer. Differ-
ent tasks are performed by each layer. Determination of the 
outputs of the input layer in RBF networks is important and 
it is done by calculation of the respective distances between 
the network inputs and the centre of the hidden layer. The 
second layer is called the hidden layer which is linear in 
nature and the outputs of this hidden layer are weighted 
forms of the outputs of the input layer. In hidden layer, each 
neuron has a vector parameter representation called centre. 
The expression is as follows 

 

Euclidean distance is the norm assumed here and Gaussian 
function is the radial basis function assumed here and is 
defined as 

 

where the total number of neurons in the hidden layer is 
represented by P and the total number of neurons in the 
output layer is represented as S . The weight factor between 
the pth neuron and the sth output is given by the term mps. 
The radial basis function is represented as φ. The respective 
spread parameter of the pth neuron is αp. The input data vec-
tor is denoted as f, the centre vector of the pth neuron is 

Performance of Chi -Square Test

M inimum 
Value

Maximum
Value

Average
Value

T1 3.84 19.52 11.7

T2 21.2 32.96 26.9

T3 30.72 40.85 35.5

T4 41.92 90.08 66
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represented as dp. The bias value of the output sth neuron is 
represented as βs. The network output of the sth neuron is 
represented as ̂ݖ௦. 

In RBF networks, L dimensional inputs (f1,...., fq) is pre-
sent in the input layer, which later broadcasts the inputs to 
the hidden layer. There are totally P neurons in the hidden 
layer and the Euclidean distances between the inputs and 
centres are calculated in this layer. The function which is 
nothing but an activation function is present in the hidden 
layer. The usually chosen radial basis function is Gaussian 
function and to shape the curve (α1,...., αp) it has a spread 
parameter. The (m11,...., mps) outputs from the hidden layer 
are then transferred to the output layer. Here 
P(p Є {1,2,...P}) represents the total number of neurons in 
the hidden layer and S(s Є {l,2,....S}) represents the dimen-
sions of the output. The linear combination of the outputs is 
in the hidden layer along with the bias parameters is calcu-
lated by output layer and at the end, the output of the RBF 
networks is obtained (̂ݖଵ, . . . . ,  .௦ሻݖ̂

To decide the total number of neurons in the hidden layers, 
the most important procedure in the design of RBF network. 
So to get the desired output of the RBF network m,α,d,β pa-
rameters should be properly adjusted. MSE is the standard 
error metrics reference to evaluate the performance of the 
network. Error expression of the RBF network is as follows 

 

Here the derived output is denoted as ys and ݕො௦ denotes the 
output of the RBF neural network. Training has to be car-
ried out in the RBF network so that the error function is 
minimized. 
KF algorithm is used here as a training algorithm. A finite 
and non linear dimensional system has a discrete time is 
represented as 

 

where θe denotes the state of the system at a time instant e, 
we represents the noise process, ze represents the observation 
vector and te represents the observation noise and h repre-
sents the vector function of the state which is non linear in 
nature. As a least squares minimization problem, the 
Kalman Filtering algorithm is utilized to optimize both the 
centre vectors and weight factors. In RBF networks, the 
target output vector is denoted as 

 

The vector θ is having all RBF parameters as 

 

3.2 Gaussian Mixture Model: 
The univariate Gaussian distribution is represented math-

ematically as follows, , where μ repre-

sents the mean and σ represents the variance. The multivari-
ate Gaussian distribution is represented as follows 

 

μ represents the mean and S represents the covariance. 
The estimation of it can be done by Maximum Likelihood 
estimation or Expectation Maximization Algorithm. The log 
of Gaussian distribution is considered as 

 

The derivative is obtained and equated to zero and is ex-
pressed as follows 

 

The above equations imply the following 

 

where N represents the number of data points or samples 
The linear position of Gaussians is represented as follows 
[17] 

 

Where K represents the number of Gaussians and πk repre-
sents the mixing coefficient which represent the weightage 
for each Gaussian district. 
The normalization process should satisfy the following 
condition as 

 

If the log likelihood function is considered as follows 

 

As there is no closed form of solution here, ML does not 
work here and so the parameters are calculated only based 
on the EM algorithm. 
The mixing coefficients are assumed as prior probabilities for 
the components. For a particular value of'x', the posterior 
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probabilities also called as responsibilities are evaluated easi-
ly. From the Bayesian rule , the latent variable is given as 

 

where  

One of the optimization technique operated iteratively and 
in a local manner is EM algorithm. It consists of two steps 
namely E-step and M-step. 
E-step: The expected values of the latent variable for a set 
of parameter values can be computed easily in this stage 
M-step: Using the latent variables which are calculated from 
ML method, the parameters of the model is updated. 

3.2.1 EM Algorithm for GMM: 
The main goal is to maximize the likelihood function based 
on the parameters which consists of mean and covariance 
only 
Step :1 The mean μj, covariance Σj. and the mixing coeffi-
cients πj. are initialized and then the initial value of the log 
likelihood is initialized. 
Step :2 The responsibilities using the present parameter 
values are evaluated as 

 

Step 3: The parameters using the present responsibilities are 
re-estimated using M step as follows 

 

 

The log likelihood function is evaluated as 

 

If there is convergence, then the process is terminated and if 
there is no convergence then the procedure is returned to 

step 2. Table 2 shows the MSE Estimation for various archi-
tectures in Radial Basis Function Networks 

Table 2 MSE Estimation for Various Architectures in RBF Net-
works 

 

4 Results and Discussion 

For the in-depth Performance measures of GMM and RBF 
Classifier for Classification of Breast Cancer, the bench 
mark parameters taken for the analysis is False Alarm 
measures, Perfect Classification Measures, Missed Classifi-
cation Measures, sensitivity and specificity measures and 
accuracy measures are given by the following mathematical 
formulae as 

 

PC is abbreviated as Perfect Classification, MC is abbrevi-
ated as Missed Classification and FA is abbreviated as False 
Alarm. The Sensitivity, Specificity and Accuracy measures 
are mathematically expressed by the following formulae 

 

Table 3 depicts the Performance Analysis of GMM Classi-
fier for the different stages of Breast Cancer. Table 4 shows 
the Consolidated Analysis of Clinical Values with the 
GMM and RBF neural network for the various stages Clas-
sification of breast cancer. 
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5 Conclusion 

The application of neural networks is a great boon to all the 
doctors, physicians and oncologists for the breast cancer 
classification. The neural network approach is highly desir-
able as it minimizes the biasing possibilities of the observer 
because it gives a good result comparison with the other 
classification techniques and the results are quite reliable. In 
this paper, the classification of breast cancer was done with 
three techniques such as Chi square test, GMM Classifier 
and RBF Classifier. The best results show a highest accura-
cy of 100% is obtained when GMM classifier is used in T1 
stage, for T2 stage an accuracy of 91.665% is obtained in 
GMM classifier, for T3 stage and T4 stage RBF classifier 
performs better with an average accuracy of 92% and 93% 
respectively. Thus with the advent of neural networks and 
GMM classifier the different stages of breast cancer was 
classified successfully. Both the performance of the classifi-
ers seem to be efficient and promising in one way or the 
other. Future works plan to implement the analysis of the 
different stage of breast cancer with different modifications 
in neural networks and post classification techniques. 
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Abstract. Ventricle septal defects (VSDs) are an important 
form of congenital heart disease. This study presents a new 
approach to VSD size estimation based on the discrete 
wavelet transform and artificial neural network classifica-
tion of heart sounds. Heart sounds was recorded for 20 chil-
dren with a VSD aged 19 ± 12 months when visiting the 
pediatric heart clinic of Shaheed Modarres Hospital in Teh-
ran. The detection system was trained using 70 percent of 
the data and evaluated using the remaining 30%.  It was 
found to be 96.6 percent accurate for small-size VSD 
(dhole<0.3daorta) and 93.3 percent accurate for large-size VSD 
(dhole>0.7daorta). Our results suggest that this approach may 
offer clinical utility in detecting and classifying VSDs in 
children. 
 
Keywords: Biomedical signal processing, Discrete wavelet 
transforms, Neural networks, Phonocardiography, VSD. 

 
 

1   Introduction 
 

Ventricular septal defect (VSD), a “hole in the heart”, is a 
common congenital heart defect presenting at birth [1]. VSD 
occurs as a hole in the separating wall of the heart's lower sep-
tum and allows blood to shunt from left to right side of the 
heart. The oxygen-rich blood then gets pumped back to the 
lungs instead of out to the body, causing the heart to work 
harder. VSDs are divided into three groups by the hole size: 
small- (defect diameter less than 5 mm), medium-, and large-
sized VSDs. When the VSD size is large, the supplementary 
blood is pumped into the pulmonary artery and for this reason, 
lungs must work harder and they may become congested. If the 
defect is small, in most cases these problems do not occur, then 
surgery and other treatments are not required often as the de-
fects close on their own [2]. The disease is generally diagnosed 

by chest X-ray, electrocardiography, ECG and auscultation [3]. 
Among all these methods, auscultation (listening to heart 
sounds) using a stethoscope is the simplest and most common 
diagnostic method. Auscultation is widely used in evaluating 
heart function during medical checkups, assisting in VSD de-
tection [4], fetal heart beat analysis [5], diagnosing valvular 
heart diseases and diagnosing heart failure [6]. Heart sounds 
are produced by vibrations induced by valvular closure, un-
common valvular widening, chest vibrations, and abnormal 
blood flows [7]. 

    In the frequency domain, many researchers including 
Syed et al. [8] and Wu et al. [9], struggled to take out the char-
acteristics of local frequency analysis.  To classify cardiac 
sounds, artificial neural networks (ANN) are a good-quality 
method regularly employed as a classifier. Using ANN and 
discrete wavelet transform based features, this paper identifies 
two types of VSD. As observed in this section, there was an 
introduction into the types of VSD and common diagnostic 
methods. Second part introduces method. The stages including 
how to provide signals, pre-processing, wavelet transform, 
features extraction, finally classifying signals are then ex-
plained. A review on results is presented at the third part. And 
the final part is allocated to discussion and conclusions.  

2    Methods 

2.1   Data Collection 
 
Heart sounds were recorded for 90 seconds in 20 children 

with VSDs aged 19 ± 12 months at the pediatric heart clinic of 
Shaheed Modarres Hospital in Tehran, Iran. 10 of 20 samples 
were small VSDs and 10 were large. The information about the 
size of VSD was obtained by the echocardiographic report and 
by consultation with a pediatrician. Signals were recorded 
using a computer-based phonocardiogram (PCG) record sys-
tem invented in the Sciences and Research Branch, Islamic 
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Azad University, Tehran, Iran [10]. This system is able to rec-
ord concurrently the heart sound and the single lead ECG by a 
standard 44.1kHz sampling frequency with 16 bits resolution. 
The best place for identifying VSDs via auscultation is be-
tween third and fourth left intercostal space, so the stethoscope 
was inserted in this location. All experiments was conducted in 
an acoustic noise-isolated room. 

 
 
 
 

2.2   Pre-processing 
 

Before analysing each sample's signals, the signal was di-
vided into 10-second pieces. Each of these HS signals was 
normalized by the following common relation: 

                                  (1) 
 

In this equation, N is the number of data points, x is a HS 
signal, and xnorm is the normalized HS signal. 

 
2.3   Feature Extraction 

 

It is clear that the derived features play an important role in 
the ultimate system accuracy. Regarding to [11], we used 
DWT to extract 8 levels of detail coefficients. Then using 5 
last levels. We used 6 different mother wavelet functions 
like Haar, db2, db4, db10, sym8 and coif4 shown their ca-
pabilities in previous researches. Figure 1 provides a sample 
recorded Heart Sound signal and obtained details using 


=

= N

i
i

i
normi

x

x
x

1

2
,

 
Fig. 1. Obtained details and approximate decomposition using discrete wavelet transform for a HS signal 
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The primary purpose was to determine VSD size among  
children only by using auscultation signal. This method was 
found to be 96.6 percent accurate for small-size VSD and 93.3 
percent accurate for large-size VSD after complete 5-fold ma-
chine learning procedure. In other words, this scheme is 95.0% 
accurate to predict the size of ventricular septal defect broadly. 
As shown in Figure 2 these results obtained using db4 mother 
wavelet function and using 45 or 50 neurons in hidden layer of 
MLP classifier. This research shows that db4 is more capable 
for extracting characteristics of heart sound signal. From Figure 
2, we can also find that db10 with a minor difference (less than 
one percent) is in second place. 

     Proposed multi-level DWT-based method in this study 
achieved almost a high accuracy for classifying VSD size, and 
its accuracy is not only greater than approximate accuracy of 
cardiologists when using auscultation, but also is comparable 
with the findings of other researches on diagnosing cardiac 
abnormalities using HS. For example, in [12], the wavelet 
transform was used to extract features and the neural network 
for classification. The accuracy of normal cardiac signals and 
diagnosis were 70.5 and 64.7 respectively. In [13], 
phonospectogram were employed to analyze cardiac murmur. 
The levels of specificity and sensitivity were respectively esti-
mated at 90% and 91%. In [14], using support vector system to 
categorize cardiac abnormalities, Choi et al. reached the accu-
racy of 71 to 99.6 percent. It should be borne in mind that a 
direct comparison of the performance our algorithm compared 
to other candidate algorithms would require that they be tested 
against the same clinical database. For this reason, we would 
support the launching of a large, world-wide, internet-based 
phonocardiographic database that would allow investigators 
from around the world to collaborate and compete. 

Our research results show that this approach presents fa-
vourable results in taking features out of heart sounds re-
garding the unique audible features of each cardiac illness, 
sizes of VSD in particular. This research studied the subject 
of determining whether the VSD size is large or small 
among children. By employing minor changes, this ap-
proach might also be implemented on such heart disorders 
as aortic stenosis (AS), pulmonary stenosis (PS), atrial sep-
tal defect (ASD), and mitral stenosis (MS) both among chil-
dren (the aim of this research) or among adults. 
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Abstract— In this paper, we present a non-invasive method 
of classifying a subject’s health as “Healthy” or “At Risk” of 
cardiovascular disease (CVD). The novelty of the work lies in 
recognizing the rare case of a young subject with cardiovascu-
lar disease as well as old subjects who are healthy, and the 
real-time implementation of CVD risk analysis. Thirty healthy 
and thirty pathological signals are pre-processed using Empir-
ical Mode Decomposition (EMD), later, the analysis of the 
acceleration plethysmogram (APG) signals are carried out. 
Seven features of the wave contour are extracted along with 
actual age of the subject, four classes are identified using an 
extreme learning machine (ELM) classifier, and we made four 
groups which are, Healthy Young, Unhealthy Young, Healthy 
Old, and Unhealthy Old. Implementation of the proposed 
system is done on a Raspberry Pi 2 using the Python pro-
gramming language. The training of the classifier and predic-
tion of CVD risk group, using the extracted features, takes on 
average 17.83 milliseconds. The overall accuracy of the system 
is 86%. 

Keywords— Cardiovascular diseases, APG signals, Empiri-
cal Mode Decomposition, Real-Time implementation, Extreme 
Learning Machine. 

I. INTRODUCTION  

Cardiovascular Diseases, also called Heart Diseases, are 
related to the functioning of the Heart and blood vessels. 
Arrhythmia, Heart Attack, and Stroke are some common 
examples of cardiovascular disease. In the recent past, car-
diovascular diseases have been responsible for approximate-
ly 17.5 million deaths every year [1]. 

The diminished capability of an artery to expand and 
contract in response to pressure changes is described by 
arterial stiffness whereas vessel stiffness is described by two 
parameters, compliance and distensibility. As the above two 
parameters reduce, propagation velocity of the pressure 
pulse along the arterial tree, called pulse wave velocity 
(PWV) increases. Arterial Stiffness is usually found to in-
crease with age, though, some studies report a linear rela-
tionship with age, and others have found accelerated stiffen-
ing between the age of 50 and 60 years. Arterial stiffness, 
taken as a measure of carotid-femoral PWV, is an inde-
pendent indicator of cardiovascular morbidity and mortality 
in type 2 diabetes, hypertensive patients, elderly popula-

tions, and in end-stage renal disease. Given the predictive 
power of PWV, discovering strategies that prevent or re-
duce stiffening may be significant in the prevention of car-
diovascular events [2] [3].  

PPG signals are recorded based on the principle of 
transmission or reflection of light wave of particular wave-
length at the fingertips of the subject. The difference in light 
absorption (by the blood vessels) of oxygenated and deoxy-
genated blood is used find the oxygen saturation (SpO2) by 
a pulse oximeter. The shape of the wave is due to the vary-
ing volume of blood at the fingertips, as the heart goes 
through its cycles. A number of physiological processes in 
the body introduce artifacts in the PPG wave, and therefore 
this signal can be used to monitor other processes like respi-
ration. 

There is a qualitative relation between the fingertip PPG 
and the pressure pulse, and therefore features of the PPG 
wave can be used to estimate the generalized arterial stiff-
ness that occurs with age. However, the PPG is a relatively 
smooth wave and identification of inflection points is not 
easy [4]. Ozawa introduced two methods the first and se-
cond derivative of the PPG signal. This allows easier inter-
pretation and more accurate recognition of the inflection 
points of the original PPG wave [5] [6]. It is observed that 
the second derivative signal which is also known as, accel-
eration plethysmogram (APG), is more regularly used than 
the first derivative. APG signals contain a lot of noise. Em-
pirical Mode Decomposition (EMD) is used to eliminate the 
components that contribute to the high-frequency noise in 
the signal. This technique decomposes a given signal into 
multiple single tone functions called Intrinsic Mode Func-
tions (IMFs). Obtaining an IMF performs as a filter on the 
time-series; the frequency range covered by each IMF is 
limited. The first IMF that always contains the highest fre-
quencies; each following IMF contains frequencies lesser 
than the previous one. A zero mean test is used to identify 
the high-frequency components that constitute noise and not 
data [7].  

Extreme Learning Machines (ELM) [8] are a faster im-
plementation of Neural Network Classifier with a hidden 
neuron layer. The 2 features of ELM, as stated in [9], are: 
(a) ELM theories prove that hidden neurons are important 
but can be randomly generated and free from applications. 
(b) ELMs, which can be biologically inspired, offer major  
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Abstract. Human-machine interface (HMI) not only assists 
disabled people to perform tasks and activities, but also helps in 
acquisition of motor skills for rehabilitation. Therefore, it is 
critically important to qualitatively assess the motor skill 
acquisition process during the operation of HMI. Some of the 
recent studies observed and analyzed that changes in bio-signals 
were closely related to the improvement of motor skill. This paper 
presents a HMI for balancing the control of virtual inverted 
pendulum using electromyography (EMG) signals. The proposed 
HMI was developed using an open-source control software RTAI 
(Real Time Application Interface) on Linux platform. EMG 
signals from the forearm were recorded using two EMG electrodes 
placed around the extensor carpi radialis longus and flexor carpi 
ulnaris muscles. Moreover, the motor skills were evaluated by 
classifying the EMG signal patterns (i.e., muscle activation 
patterns), and measuring the motion of inverted pendulum 
including angular position, speed, and acceleration. An experiment 
was conducted using the proposed HMI with 8 subjects in 
laboratory. The results showed that the proposed HMI is useful to 
examine the motor skill acquisition process, as the EMG signal 
patterns closely resembled to that of human motor process. 

Keywords: Human-machine interface, motor skill, EMG, Open-
source Linux. 

1 Introduction  

With the advancement of computing and bio-sensing tech-
nology, a variety of human-machine interfaces (HMIs) are 
being intensively studied to augment human abilities [1, 2]. 
Many bio-signals can be sent to a machine/computer as 
command signals to control it. For instance, a functional 
prosthetic hand was developed for improving the daily 
reaching and grasping activities of disabled people using 
surface electromyography (EMG) signal [3]. 
 

Such assistive HMI not only assists disabled people to 
perform tasks and activities, but also helps in the acquisition 
of motor skills for rehabilitation [4]. To develop a user-
friendly HMI, it is necessary to make a qualitative assess-

ment of the motor skill acquisition process during its opera-
tion. In the conventional approach, the accuracy of motion 
and time for completing a task is usually used for evaluating 
scores. However, some of recent studies indicated that ob-
serve and analyze the changes of bio-signals were closely 
related to the improvement of motor skill [5]. 

For this study, we developed an EMG-based HMI for 
evaluating the motor skill acquisition process via analysis of 
EMG signals. The proposed HMI design phases consisted of 
signal acquisition, signal processing, feature classification, 
and performance evaluation. First, we adopted an open-
source signal acquisition hardware and signal processing 
software on a real-time Linux operating system. Next, a 
simple inverted pendulum simulator was constructed digital-
ly. The EMG signals from the forearm were used for balanc-
ing control of this inverted pendulum. Then, a neural-
network classifier was trained using the EMG data, and  
finally the motor skill acquisition process was analyzed of-
fline and eventually evaluated in the laboratory by conduct-
ing experiments on the subjects.  

2  Methods and Material  

2.1  EMG-based HMI hardware development and 
software configuration on Linux platform 

The HMI is developed on a low-cost and open-source 
digital control software RTAI (Real Time Application Inter-
face, for Linux) [6]. A block diagram of the proposed HMI is 
shown in Fig. 1. Subject operated the HMI for balancing 
control of virtual inverted pendulum on a moving cart using 
EMG signals. The EMG signal was defined as pushing the 
cart to the left, during wrist flexion, whereas, pushing the 
cart to the right, during wrist extension. EMG signals are 
obtained from two EMG sensors (Sikikou Engineering  
Ltd., TYE-1000M, Japan) attached to the forearm around 
extensor carpi radialis longus muscle and flexor carpi ulnaris 
muscle. A data acquisition card (Incite Technology Ltd., 
USB-DUX-fast, UK) converted the signals to digital signals 
with a sampling rate of 1000 Hz. The EMG signals from the  

© Springer Nature Singapore Pte Ltd. 2017  
J. Goh et al. (eds.), 
IFMBE Proceedings 61,  
DOI: 10.1007/978-981-10-4220-1_   8
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forearm used for balancing control of the inverted pendulum 
simulator, was a two-dimensional animation created via 
OpenGL (a computer graphics library). The physical param-
eters and values of inverted pendulum are shown in Table 1. 

 

Table 1. The physical parameters of inverted pendulum. 

Description Value 

Mass of the cart 1.0 kg 

Mass of the pendulum 0.1 kg 

Length of the pendulum 1.2 m 

 
Fig. 1. EMG-based human-machine interface. 

2.2  EMG Signal feature extraction and neural-
network classifier for analysis of motor skill acquisition 
process  

EMG signals from the forearm muscle were filtered us-
ing a 100 point moving average filter after full wave rectifi-
cation (Fig. 2). Thereafter, time and frequency domain fea-
tures were extracted i.e., percentage of EMG data to maxi-
mal voluntary contraction (MVC) and EMG power spec-
trum. Due to the high dimensional features of EMG, a neural 
network (the Kohonen’s Self-Organizing Map, SOM [7]) 
was used for the off-line classification. SOM have been suc-
cessfully used as a tool for classification in numerous studies 
in the past [8, 9]. The major advantage of SOM is the capa-
bility to visualize two-dimensional views of high-
dimensional data as SOM maps. 

2.3  Subjects and experiment procedure 

Eight subjects (six males, two females) with an average 
age of 24 years participated in the experiment. All subjects 
were deemed healthy with no known history of neurological 
abnormalities or musculoskeletal disorders. 

Each subject was seated in front of a display, and asked to 
control the animation of the on-screen inverted pendulum. 
The balancing control started with an initial setting of 
pendulum’s angle at 0.001 radians, with increments up to 0.5 
radians. The subjects continued to operate the HMI until they 
succeeded in gaining control over the inverted pendulum  
 

 
Fig. 2. Block diagram of EMG signal processing, featuring extraction, and neural network (the Kohonen’s Self-Organizing Map) 

for classification of the EMG signal patterns. 
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with no failure for 180 s. For the offline analysis of  
the motor skill acquisition process, the EMG signals and 
motion of the pendulum including angular position, speed, 
and acceleration were recorded by a laptop PC. 
 
 

3  Results and Discussion 

3.1  Evaluating the motion of inverted pendulum 

As shown in Fig. 3, all subjects could continuously con-
trol the pendulum without failure for 180 s, after successful 
completion of the training to use HMI. Most subjects felt 

 

Fig. 3. Continue balancing control time and trial number for all subjects in training phase. All subjects could continuously control 
pendulum without failure for 180 s, when they completed the training of using HMI. 

Table 2. The standard deviation of pendulum's angle, controlled time, and %MVC in each trial 

 Time [s] Angle (SD) [radian] %MVC

  FCUM ECRLM 

Trial 1 30.1 0.18 18.0% 18.0% 

Trial 2 55.6 0.15 18.0% 20.0% 

Trial 3 76.0 0.11 9.0% 12.5% 

Trial 4 62.6 0.18 9.0% 12.0% 

Trial 5 32.4 0.12 9.0% 12.0% 

Trial 6 31.9 0.14 7.5% 15.0% 

Trial 7 29.6 0.18 8.5% 17.0% 

Trial 8 54.5 0.12 4.5% 8.5% 

Trial 9 86.3 0.1 3.5% 8.0% 

Trial 10 185.6 0.1 4.0% 9.0% 

Trial 11 137.1 0.11 4.0% 7.5% 

FCUM: Flexor Carpi Ulnaris muscle 

ECRLM: Extensor Carpi Radialis Longus muscle 

SD: Standard deviation 
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that they achieved good control of the pendulum after re-
peatedly training over 8－13 times. Subject A and subject F 
showed poor performance in completion time, however con-
tinuously improved their performance. 

 

 
Fig. 4. The measured EMG signals from the forearm during the 

grasping, wrist flexion, and wrist extension motions 

In order to further investigate the learning phase in each 
trial, the standard deviation of the pendulum’s angle, con-
trolled time, and %MVC of subject B was summarized (see 
Table 2). It was observed that after completing the learning 
phase, subject B could continue controlling pendulum with-
out failure for 185.6 seconds. The %MVC and the standard 
deviation of pendulum’s angle were decreased from 18.0% 
to 4.0% and 0.18 radians to 0.1 radians, respectively. This 
confirmed that subject B improved their motor skill and 
gained good understanding on how to operate the HMI. The 
same results were also be observed for the other subjects. 

3.2  SOM classifier for analysis of motor skill acquisition 
process  

The measured EMG signals from the forearm around ex-
tensor carpi radialis longus muscle and flexor carpi ulnaris 
muscle for subject’s grasping, wrist flexion and wrist exten-
sion motions are shown in Fig. 4.  

Time and frequency domain features of EMG signal 
(i.e., %MVC and EMG power spectrum) were input to SOM 
map for classification of the learning phases in each trial. 
The classified SOM map of the fastest learner (subject H) 
and the slowest learner (subject F) were compared on basis 
of the improvement of the motor skills. Subject H completed 
the training of using HMI in 5 trials, whereas subject F 
showed poor performance by completing the training in 22 
trials. Moreover, a skill acquisition process was defined over 
initial, middle, and final phases. The SOM clusters corre-
sponded to each learning phase. As shown in Fig. 5, subject 
H’s learning phases were classified into three clusters, where 
the transition period from the initial to the final phase was 
short. However, subject F’s learning phases were classified 
into six clusters, where the transition period from the initial 
to the final phase was much longer than the other subjects. 

4  Conclusion 

In this paper, an EMG-based HMI was developed for 
evaluating the motor skill acquisition process. The results 
demonstrated that a qualitative assessment of motor skill 
acquisition was achieved using the proposed method, as 
during operation of HMI, the skillfulness from EMG signal 
patterns closely related to that of a human’s natural motor 
process. 

 

 

Fig. 5. SOM map for classification of the learning phases on subject H and subject F. 
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Abstract— We conducted a visual search experiment with

varying task-loads to elicit frustration. Eight participants were

asked to sort postal codes in a computer simulation with varying

levels of task difficulty, from low to high. We collected electroen-

cephalography (EEG), galvanic skin response (GSR), and gaze

tracking data, and subjective data from a NASA Task-Load-

Index based questionnaire to assess frustration during task per-

formance. Such studies can help with work-flow process plan-

ning.

We found that low beta EEG had greater power in tasks

with higher difficulty. Eye blink rate and blink duration were

higher as task difficulty increased. Finally, subjective frustra-

tion scores increased with task difficulty. We hypothesize that

frustration can be detected by monitoring power in the low beta

band, and rate and blink of eye duration, although this is by no

means conclusive. Future work will focus on creating tasks that

can directly measure frustration while keeping task difficulty

the same.

Keywords— Electroencephalography (EEG); Eye-tracking;

Galvanic skin response (GSR); Multi-modal; NASA Task Load

Index (TLX).

I. INTRODUCTION

The investigation of human interactions in the real world is

an intriguing topic with varying applications spanning from

the study of nature to the study of human behavior in var-

ied settings such as at work or home. In that connection, ob-

serving how feelings (frustration, anxiety etc) influence or

impact the execution of work tasks can offer some insight

to develop countermeasures that enhance work performance

when a decline in performance is detected. We hypothesize

that user levels of frustration and mental exhaustion in rela-

tion to task difficulty are valuable indicators which can be

utilized to come up with ways and means to enhance work

process forms and planning [1, 2].

Frustration can occur in an individual when, during a task

execution, hindrance or interruptions from task completion or

goal attainment are experienced. Many possible factors have

been identified to cause frustration at work, including both

incidental and individual factors. Incidental factors include

the severity of interruptions during task execution, and loss of

time [3]; individual factors include emotions such as anxiety,

attitude, state of mind and mood while performing tasks. If

frustration is not controlled, it can cause further impediments

to performance of work, more negative emotions and stress-

related reactions.

II. MATERIALS AND METHODS

The participants’ feedback on the workload demands of

the experiment was collected electronically via a question-

naire at the beginning and at selected intervals based on

NASA Task-Load-Index self-reporting instrument [4]. To-

tal number of correct responses (CR) and response times

(RT) were collected continuously throughout the experiment

(behavioral response data). Pick-A-Mood (PAM) characters

were also used as stimuli to collect gender information and

the negative mood of the participant right before the exper-

iment and then, after the experiment (moods used: Neutral,

Bored, Sad, Irritated and Tense) [5].

Electroencephalographic (EEG) signals, eye gaze patterns,

and Galvanic Skin Response (GSR) were captured for analyz-

ing physical and physiological responses. These signals were

time-stamped for time-series alignment.

A. Apparatus

An EEG ASALab system (from Advanced Neuro Technol-

ogy or ANT, Enschede, Netherlands) with a Waveguard head

cap (32 Channels EEG) and with provision to capture GSR

and other modalities was employed. GSR data was acquired

by attaching a finger-worn sensor to the participants’ non-

dominant hand index and middle fingers. GSR signals were

recorded synchronously with EEG. LEDALAB, a Matlab-

based toolbox [6, 7], was used to analyse the GSR data

in terms of the Phasic and Tonic Skin Conductance levels

(unit in microSiemens) after pre-processing (downsampled to

10Hz, 4th order IIR filter, cutoff frequency 2Hz, smoothing

with moving average window of 100 span and segmentation
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of data using the event triggers). EEG data was analysed us-

ing EEGLAB [8]. A 30Hz eye-tracker (SMI REDn Scientific

eyetracker from SensoMotoric Instruments GmbH) was used

for eye-gaze capture. A Logitech webcam (Logitech C920)

captured video of the participants. The experiments were

conducted in a spacious room with lighting condition kept

to about 80 lux, measured using a light meter (ISO-TECH

ILM 1335). Sound levels were monitored using a Soundme-

ter (Sauter SU 130) with ambient sound levels maintained at

about 60 dB SPL (Sound Pressure Level). A Cedrus Stim-

Tracker (Cedrus Corporation, San Pedro, CA) was used to

collect the event triggers due to stimulus changes (light sen-

sor), and the user key presses from a Cedrus RB730 Response

Pad. The response pad had colour coded buttons (keys), and

the participant was asked to indicate his/her choices by press-

ing the appropriate colour-coded button according to the task

given. The STIMTracker simultaneously sent out correspond-

ing event triggers to the EEG amplifier via a 25 pin paral-

lel port connection. Thus, timing was synchronised for EEG,

GSR, Stimulus presentation and user response. The exact

time stamps capturing stimulus onsets and user responses

were also captured in SuperLab and screen recording of the

visual stimulus presented via the eyetracking software SMI

Experiment Center.

B. Participants

A cohort of healthy subjects (6M/2F, 24-55 years of age,

median age of 30) were selected to participate in the study.

All participants had good vision, corrected or uncorrected.

Two were left eye dominant, and withal, right eye dominant.

For one of the participants wearing spectacles, eye-tracking

data was discarded because the eye-tracker could not reliably

capture the eye-gaze patterns. Written informed consent was

gathered from the participants prior to the experiment [NUS

IRB Ref: B-15-038].

C. Stimuli

The stimulus presentation consists of a postal code in red

font, picked randomly from a list of postal codes. A look-up

list to infer from was shown to the participant on the left side

of the screen, with colour coded tabs and ranges of postal

codes assigned to each colored tab respectively. Participants

were asked to look at the given postal code shown on screen,

and compare the entry with the look-up list to make the selec-

tion of the matching categorized range the given postal code

belongs to.

On the top right corner of the stimulus screen, a light

sensor patch was used to enable tracking of stimulus screen

Fig. 1: Stimulus presentation (generated in Superlab 5).

changes via the CEDRUS StimTracker. This was also cap-

tured by the EEG amplifier as event triggers signifying stim-

ulus presented or user response detected upon button press

onset of the RB730 Response Pad. Visual feedback to partic-

ipants included the number of trials they have to answer (as

they progressed in the experiment), the number of correct en-

tries, and also a pie chart which indicated their progress (0%,

10%, ... 100%).

D. Procedure

The stimulus presentation consisted of 9 segments in to-

tal, with the last 2 segments being identical (CTN111 and

CTN111A). The tasks given to the participant varied in dif-

ficulty from low to high over 8 levels in total with 40 tri-

als each (shown in Fig.3). Factors which contributed to task

difficulty include response time, and visual search activity.

Hypothetically, CTN000 was defined as the baseline seg-

ment.However, distractions were presented just before the

last segment CTN111A (such as the Blue Screen of Death;

10 seconds duration) that hindered the participant from per-

forming the task.

The arrangements of the colour codes(C), the postal code

category (N) displayed on screen as well as time to respond

(T) were manipulated. Brain responses (via EEG and ERP),

eye gaze patterns (via Eye-tracking), physiological responses

due to varying stimuli (via Galvanic Skin Response) and real-

time EEG-synchronised video acquisition were collected and

analysed. To keep up consistency in the test environment, the

experiments were directed in low-light and relatively quiet

conditions (see above).

To vary the difficulty levels, the arrangement of the colored

tabs (C), the postal code range arrangement (N) and/or the

time (T) given to the participant to make a choice selection

after the randomly given postal code is shown were manipu-
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Fig. 2: Experiment protocol.

lated. The difficulty was increased sequentially, from single

variable (C or T or N), dual variable (CT or CN or TN) to all

variables (CTN).

Total number of correct responses (CR) and response

times (RT) were collected continuously throughout the exper-

iment (behavioral response data). The participants’ feedback

on the workload demands of the experiment was collected

electronically at the beginning and selected intervals (time

instances A/B/C/D referring to Fig. 2) based on questions

adapted from the NASA Task-Load-Index (NASA TLX) self-

reporting instrument, which measures the perceived demands

of the experiments (mental, physical, temporal, performance,

effort and frustration). The 15 piece-wise comparison was not

administered in this experiment to keep the experiment under

about 1 hour.

III. RESULTS

In this paper, we report the significance of the different

modalities (EEG/GSR/Eye-tracking) in correlation with the

assigned hypothetical levels of difficulty in the experiment

protocol. One-way Analysis of Variance (ANOVA) was done

for each of the modalities with respect to the protocol and the

hypothetical level of difficulty (from easy to very hard).

A. Behavioral Data

Behavioral data was collected via Superlab. In general,

the rate of correct responses by the participants followed

a general trend of decline from the start of the experiment

(CTN000) to the end of the experiment (CTN111) as can be

observed from Fig. 3. The parameters measured include the

total number of correct responses, incorrect responses (also

called erroneous response rate), absence of response, and the

response/reaction times (RT). A correct response is recorded

when the expected response (match or no response required)

is the same as the participant’s response. There were also in-

stances where the participant was not required to key in any

response for the given postal code, which was counted as a

valid correct response for that particular trial.

Fig. 3: Number of correct responses per segment (SuperLab).

Fig. 4: Grand average NASA Task Load Index results (raw).

The GSR was elevated during CTN000, decreased af-

terwards and only increased again in the CTN111 and

CTN111A segments. Between the CTN111 segments, the

GSR was higher after the presentation of the distractors (in

which the participants had to face a situation where they were

unable to interact with the computer). However, in general,

GSR data showed that the participants were aroused at the

beginning of the experiment and during the last 2 segments

of the experiment.

B. Eye Tracking Data

Blink rate increased as difficulty levels increased (p =

0.0467) and also in segments where time was manipulated

(p = 0.0084). Blink duration decreased for blocks where

postal code categories varied (N=1). In other words, blink du-

rations were significantly shorter in segments where variable

N was varied (condition N=1) with p = 3 ·10−7.

Fixation rate was shorter in the blocks with worst perfor-

mance (p = 0.06). Fixation duration was longer in blocks
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with better performance (p = 0.0283).

C. EEG Data

Low beta frequency (12.5 to 18 Hz) was more prominent

in later parts of the experiment when task difficulty was in-

creasingly higher, especially in the frontal lobe, parietal and

the occipital regions. Alpha frequency (7.5 to 12.5Hz) was

also more prominent during the harder tasks, which we ad-

vocate was due to the task over-challenging the ability of the

participants.

Fig. 5: EEG topography plots based on most active electrode regions.

IV. DISCUSSION

This was a nomothetic study where we studied a group

of participants with a common task in similar conditions to

extract multi-modal information relating to frustration. EEG,

GSR and eye-tracking were used to collect the data and cor-

related with the participants’ subjective ratings (NASA TLX

based questions) and their performance (Superlab). The data

was grand-averaged, and the findings indicate the elicitation

of frustration in terms of Beta frequency waves (EEG), higher

levels of arousal (GSR), and higher blink rates (eye-tracking)

in more difficult segments. This is a preliminary study, and

our population size was small. The experimental protocol

demonstrated some issues. Most importantly, frustration lev-

els were not directly controlled, but were only inferred indi-

rectly from correlations with level of task difficulty. Further,

the NASA TLX based questions should have been imple-

mented after each segment to gather a more accurate repre-

sentation of the participants subjective ratings. The 15 piece-

wise comparison based on the NASA TLX could yield a more

accurate representation of the subjective component in this

experiment. We are currently redesigning the experiment so

that the level of frustration can be changed directly while

maintaining a given level of task difficulty. These and other

experimental design changes will be taken up in future work.

V. CONCLUSIONS

This experiment was aimed at collecting data that can pro-

vide cues and signature information about frustration onset

during work tasks. While we have some preliminary evidence

that frustration may be elicited based on the task difficulty,

this is by no means conclusive. Future work will include mod-

ifications to the experiment protocol to directly vary frustra-

tion levels (which was not directly controlled), taking surveys

at more appropriate points in the experiment, and recruiting a

larger number of participants.
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Abstract— Photoplethysmograph (PPG) and Arterial Blood Pres-
sure (ABP) are good indicators of cardiovascular performance. 
Although ABP is more widely employed, the invasive procedure 
of signal acquisition may cause skin rashes and inconvenience to 
the patients. Also, it does not allow continuous monitoring of 
cardiac activity. PPG, on the other hand, uses infrared light to 
measure the blood volume changes, which is a simple, non-
invasive and can be used for continuous measurement. This paper 
focuses on analyzing the similarity between ABP and PPG using 
various features like average slope, peak position, time period, 
elasticity, amplitude of the signal. A segmentation algorithm was 
used to segment out cycles of ABP and PPG from physionet data-
base taken from 19 patients with respiratory failure and the values 
of each feature were extracted for each person. Considering the 
population, using Pearson’s correlation coefficient, the coefficient 
for the average slope of the PPG and peak to peak amplitude of 
ABP was found to be 0.55 indicating that other factors such as 
vessel diameter, thickness must be considered. The upstroke time 
period of both ABP and PPG was found to have a small difference 
in the range of 0.02s to 0.1s, whereas the time period of the heart 
cycles remained the same irrespective of the disease or healthy 
condition. The peak value of both ABP and PPG was found to 
occur with constant time difference. The elasticity with peak to 
peak amplitude of ABP was found to have a correlation of 0.822, 
and with systolic blood pressure, a correlation of 0.7622. When 
considered for individuals, parameters like the diastolic average 
slope of PPG and systolic blood pressure were found to have a 
good correlation coefficient ranging from 0.6 to 0.96 among other 
parameters which include systolic average slope, maximum and 
minimum slope of PPG, and the diastolic blood pressure. 

Keywords— Arterial Blood Pressure (ABP); PPG; Elasticity of 
artery; Segmentation; 

1 Introduction 

Arterial Blood Pressure (ABP) is one of the important sig-
nals used for cardiovascular monitoring. ABP can be used to 
derive parameters like elasticity of artery and total peripheral 
resistance, which are strong markers of cardiovascular disease. 
The procedure for obtaining ABP is invasive, this makes the 
strong markers not easily available for regular clinical monitor-
ing. ABP is a continuous signal with fundamental frequency as 
1Hz and this pressure fluctuation is basically caused by the 
pumping of heart.Photoplethysmography (PPG), discovered by 

Hertzman, is a non-invasive, simple and inexpensive technique 
that is used to measure the volume changes in the blood. Infra-
red light emitting diode (IR LED) can be used as a source to 
irradiate the blood vessel. A part of light would be reflected 
back corresponding to the pulsatile blood flow, which is con-
verted in to an electrical signal using photodetector. The 
amount signal reflected back is inversely proportional to the 
amount of blood flowing through the artery [1]. 

If heart can be considered as a pump, ECG is the electrical 
impulse given to the pump, ABP and PPG are the pressure 
and volume details of the fluid (blood) being pumped out 
respectively. ABP and PPG have the same source of excita-
tion (heart) hence very good correlation is expected between 
the signals. A good correlation is established between the 
time domain and frequency domain features of radial PPG 
and ABP [2].Improved correlation is established between 
ABP and PPG, by inducing vasodilation using local heating 
[3]. Pulse transit time is measured from ECG and PPG, using 
which systolic and diastolic pressure can be estimated [4]. 
Establishing a good correlation between ABP and PPG will 
aid the continuous, non-invasive estimation of ABP. 

Stationary relationship between ABP and PPG is estab-
lished. When a small number of cardiac cycles are segment-
ed, the relationship is found to be reproducible. But when 
the time period was greater than 20 minutes the relationship 
wasn’t stationary [5]. A consistent intra-beat relationship 
between PPG and ABP is difficult to establish though there 
was consistency, when the mean amplitude values were 
averaged. Estimation of BP using PPG can also be done 
without the use of ECG [6]. Two different age groups were 
taken, below and above 25 years and they found a good 
correlation between both systolic and diastolic blood pres-
sure with the diastolic time instant and the time delay be-
tween the diastolic and systolic peak in PPG. 

From healthy volunteers, four parameters of PPG, such 
as width of the half pulse amplitude, width of two-third 
pulse amplitude and rising slope time and the diastolic time 
were chosen [7]. The volunteers were made to rest, 
climb and exercise for ECG, PPG and blood pressure 
measurement. They found that diastolic time and systolic 
blood pressure has good correlation. 
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2 Methodology 

The arterial blood pressure (ABP) and Photoplethy-
smograph (PPG) of 19 subjects with respiratory failure , from 
MIMIC II database is used to analyze and estimate the corre-
lation between them. Features of ABP and PPG are correlated 
by the following the steps shown in Fig. 1. 

 

 

Fig. 1. Methodology Block Diagram 

2.1 Filtering of ABP and PPG 

Moving average filter was used to eliminate noise in all 
signals. With a window size (N) of 3. The larger the win-
dow length, larger the smoothing, however the sharp transi-
tions cannot be detected for a higher window size. Moving 
average filter is implemented as in (1). 

               
(1)

 

where x[n] is the input signal, y[n] is the output signal, N is 
the number of samples in the window and n is the sample 
number. All the features used in this work depend on either 
the peak instant or the average slope of the signal for a 
small period. Increasing the window size would have a seri-
ous effect on the accuracy of the feature value. 

2.2 Segmentation of ABP and PPG 

The filtered signals are segmented, to separate the cardi-
ac cycles. The segmentation algorithm uses the input signal 
as reference to generate slope trace wave (STW). The STW 
generated resembles the smoothened envelope of original 
signal. The signal samples corresponding to one cycle of 
STW is segmented out as one cardiac cycle. STW is gener-
ated by following the signal during the ascending slope  
with corresponding sample time as T1. The condition x[n]> 
[n-1], is the condition of an ascending slope. When the peak 
value is reached the STW is retained with the peak value for 

ABP and PPG from Database 

Denoising 

Segmentation 

Extraction of features 

Estimation of correlation 
coefficients 

 
 

Fig. 2. Working of Segmentation algorithm 
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a delay period tf. During the delay period the average slope 
(AS) of the input signal is calculated using (2). STW fol-
lows the input with 0.75AS as slope for a period tf. AS is 
updated with the average slope of the signal during tf. This 
is repeated till AS becomes a positive value. When AS be-
comes positive the sample time instant is recorded as T2. 
The input signal from T1 to T2 will be segmented as one 
cardiac cycle. This decrease in slope is necessary to seg-
ment the cardiac cycle with dicrotic notch. ABP or PPG can 
be the input signal x. 

               (2)
 

Where,x[i] and x[i-1] sample value of the signal x with sam-
ple number i,and i-1 respectively. Fig. 2 shows the output of 
modified algorithm to segment out the upstroke signal. 

2.3 Feature Extraction from ABP and PPG and correlation 

The various features that were extracted are average slope 
of both ABP and PPG, time period of ABP and PPG, peak to 

peak amplitude of ABP and PPG, peak time instances of ABP 
and PPG, systolic blood pressure and diastolic blood pres-
sure, elasticity .Elasticity was calculated by equating (3) and 
(4). The Bramwell-Hill equation is given by (3) and (4) is 
Moens-Korteweg equation . The radius, thickness of the 
blood vessel and the density of blood is assumed to be con-
stant for a subject when the feature was extracted. 

                      (3)
 

                       (4)
 

Where, PWV is pulse wave velocity, Einc is the incremental 
elastic modulus, H is the vessel wall thickness, p is the den-
sity of blood, R is the vessel radius, V is the volume of the 
unexpended artery, that is equivalent to the average value of 
PPG, dP and dV represents difference in pressure and vol-
ume respectively. Correlation is used to determine how 
much the two sets of variables are similar. 

Table 1. Different feature value of one subject for 15 cardiac cycles 
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1 4.8 37.5 0.59 0.58 115.3 77.9 4736 1.14 0.17 0.22 
2 4.7 37.0 0.59 0.60 114.2 77.2 4998 1.03 0.75 0.81 
3 4.5 36.8 0.60 0.60 113.7 76.9 5267 0.95 1.35 1.40 
4 4.4 36.7 0.60 0.59 113.5 76.8 5140 0.95 1.95 2.00 
5 4.4 36.3 0.59 0.60 113.2 76.9 5018 0.95 2.54 2.60 
6 4.5 35.6 0.60 0.60 114.1 78.5 5133 0.94 3.14 3.19 
7 4.6 36.9 0.59 0.58 116.2 79.3 4691 1.09 3.74 3.79 
8 4.8 38.3 0.59 0.60 116.2 77.9 4563 1.21 4.33 4.38 
9 4.7 38.1 0.61 0.60 115.4 77.3 5204 1.04 4.93 4.98 
10 4.5 37.0 0.60 0.61 114.2 77.2 4998 1.00 5.53 5.58 
11 4.6 36.5 0.60 0.60 113.4 76.9 5144 0.98 6.14 6.18 
12 4.6 36.0 0.60 0.60 113.5 77.6 4932 1.00 6.74 6.78 
13 4.5 36.1 0.60 0.60 115.1 79.0 4863 1.01 7.34 7.38 
14 4.7 38.0 0.60 0.60 116.6 78.6 4773 1.13 7.94 7.98 
15 4.5 37.8 0.60 0.60 115.4 77.6 4631 1.11 8.54 8.58 



50 T. Abhay, N. Kayalvizhi and J. Rolant Gini 
 

 IFMBE Proceedings Vol. 61  

  

 

               (5)
 

From (5), correlation coefficient ‘r’ can be calculated. The 
value of r ranges between -1 to +1, where the value close to 
+1 or -1 is considered to have very good positive correlation 
or very good negative correlation. When the value is close 
to zer, the features are said to have poor correlation coeffi-
cient. 

3 Results and discussions 

For each subject the features are extracted for 15 consec-
utive cardiac cycle. Correlation between different features 
are found for 15 consecutive cardiac cycles. Table 1. shows 
the feature value extracted for 15 consecutive cardiac cycles 
of a single subject. The feature values extracted were corre-
lated with other feature values. Table.2 shows the correla-
tion of elasticity with peak-peak value of ABP, Systolic 
blood pressure and diastolic blood pressure. Not all the 
combination of features have good correlation. The feature 
combination for which the correlation is close is to one, is 
chosen for population study. Before doing a correlation 
study for a population size of 10 - 19 subjects, the feature 
value of a subject is taken as the average of the feature val-
ue for 15 cardiac cycles. When the average feature value is 
obtained for all the subjects, the feature values are normal-
ized. Correlation coefficients for the feature combination 
are found. Fig.3-5 shows the correlation of features with 
linear fit and correlation coefficient as inset. 

Table 2. CORRELATION OF ELASTICITY WITH ABP 
PARAMETERS 

 
 

The Table 2 shows results for a subject. From the table, 
we can see that systolic blood pressure has a better correla-
tion than the diastolic blood pressure with elasticity. Fig 3 
shows the correlation of normalized value of elasticity of 
the artery to the normalized systolic blood pressure. Elastic-
ity value of subject calculated was not validated, because of 
the unavailability of the information in database. Also (3) 
and (4) are derived by considering the blood flow in artery 
as one dimensional flow, which could be one of the reason 
for lower correlation coefficient. 

Fig 4 shows the correlation coefficient for the normalized 
time period of ABP and PPG. The correlation coefficient is 
0.99, but there is a finite difference of 0.04s to 0.05s be-
tween peak instant of ABP and PPG. ABP peak occurred 
earlier than PPG peak. The finite difference can be due to 
effects of blood flow parameters like density of blood, vary-
ing elastic nature of the arterial wall etc., . Fig 5 shows the 
correlation coefficient for normalized upstroke time period 
of ABP and PPG. Though Fig.4 shows a correlation coeffi-
cient of 0.99 between the normalized time periods, the up-
stroke time period of ABP and PPG has only 0.78 as corre-
lation coefficient. This clearly shows that pressure and vol-
ume of fluid does not vary at same rate, which can again be 
attributed to parameters like varying elasticity of artery. 

 

PP-ABP SBP DBP 

Elasticity 0.822 0.7662 -0.0172 

 
 

Fig. 3. Normalized Elasticity versus Normalized Systolic Blood Pressure for a population 
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Conclusion 
ABP features and PPG features of a single subject also 

varies between the cardiac cycles, like any other biological 
parameter. Hence correlation coefficient for same feature 
combination is not consistent across subjects. Though the 
signals in consideration (ABP and PPG) have a non-linear 
relationship, not all the feature exhibits the non-linear rela-
tionship. The time period of signals have very good linear 
correlation coefficient as 0.99. Heart being the source of both 
the signals, this result can be expected. But the other features 
are dominantly controlled by the other anatomical parameters 
rather than pumping action of heart alone, and hence showing 

a reduced correlation coefficient. This work can be extended 
with an experimental setup to validate signal analysis results. 
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Abstract— Aerosol medicine exhalation through the nose (ETN) is 
one of promising and comprehensive treatment methods for 
Eosinophilic Chronic Rhinosinusitis (ECRS) with asthma. In this 
treatment, the patient inhales aerosol of inhaled corticosteroid 
(ICS) medicine from mouth using portable inhaler. Then a part of 
the aerosol still floats and remains in upper airway. When the 
patient exhales inhaled air through the nose, the aerosol is effec-
tively transported on the walls of middle meatus and olfactory 
fissure. This study performed Computational Fluid Dynamics 
(CFD) analysis for the transport phenomena of aerosol medicine 
during exhalation period in order to evaluate the curative effect of 
ETN numerically. As a result of CFD analysis, ETN formed im-
pinging flow toward upper wall of nasopharynx, subsequently 
complex swirl and circulation flow in the nasopharynx region. In 
addition, main flow of ETN passed upper region of nasal cavity. 
Such the tendencies affected on aerosol transport characteristics; a 
part of aerosol particles moved into ethmoindal sinuses. 

Keywords— eosinophilic chronic rhinosinusitis, computer fluid 

dynamics, exhalation through nose 

1 Introduction 

Eosinophilic chronic rhinosinusitis (ECRS) is considered a 
refractory and intractable disease. Patients with ECRS pre-
sent with asthma, thick mucus production, long-term nasal 
congestion, loss of sense of smell, and intermittent acute 
exacerbations secondary to bacterial infections. Despite 
medical and surgical interventions, there is a high rate of 
recurrence with significant impairment to quality of life. 
The recent increasing prevalence of ECRS in east and south 
Asian countries and the strong tendency of ECRS to reoccur 
after surgery should be considered. The majority of cases 
need repeat surgery, and histological examinations of these 
cases show eosinophilic-dominant inflammation. The deg-
radation and accumulation of eosinophils, release of cyto-
kines, and mucus secretion have important roles in the path-
ogenesis of ECRS [1]. Aerosol medicine exhalation through 
the nose (ETN) is one of promising and comprehensive 

treatment methods for ECRS [2]. In this treatment, the pa-
tient inhales aerosol of inhaled corticosteroid (ICS) medi-
cine from mouth using portable inhaler. Then a part of the 
aerosol still floats and remains in upper airway. When the 
patient exhales inhaled air through the nose, the aerosol is 
effectively transported on the walls of middle meatus and 
olfactory fissure. Almost of all patients with ECRS obtain 
the efficacy of ETN. On the other hand, there are some 
patients who could not obtain the efficacy. The detail mech-
anism of how ETN improves ECRS with asthma is still 
controversial even though ETN gets a lot of attention as a 
treatment method for ECRS. In fact, it has been found that 
the efficacy of ETN strongly depends on expiration condi-
tion (expiration velocity, time and pattern) from clinical 
findings. This study performed both Computational Fluid 
Dynamics (CFD) analysis Experimental Fluid Dynamics 
(EFD) analysis for the transport phenomena of aerosol med-
icine during exhalation period in order to evaluate the cura-
tive effect of ETN numerically and experimentally. 
 

 

Fig. 1. 3D anatomically patient-specific model (nasopharynx) 

2 Case Data and ETN Therapy 

A 75-years-old male, who had ECRS with asthma and a 
history of endoscopic sinus surgery, was selected as an 
analysis case in this study. Figure 1 shows the CT images of 
the patient. In this case, endoscopic sinus surgery had oper-
ated and his ostium of ethomoidal sinus had been enlarged. 
These morphology of the patient’s nasal cavity elucidate 
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aerosol transport phenomena in nasal-pharynx region. A 3D 
anatomically accurate patient-specific model was recon-
structed from the data obtained using multi-detector CT 
scanner with medical imaging software package, Mimics 
(Materialise Co.) [3]. The entire series was loaded into the 
software, and then the nasal-pharynx airway was identified 
in each of the axial images based on predefined threshold of 
500 Housfield units relative to the surrounding tissue. Fig-
ure 2 is 3D model of the nasal-pharynx airway. This model 
is composed by left and right common nasal meatuses, 
ethomoidal and sphenoidal sinuses, and a nasopharynx. 
 

 

Fig. 2. 3D anatomically patient-specific model (nasopharynx) 

In the ETN therapy, the patient inhales ICS aerosol med-
icine from mouth using portable inhaler. HFA-BDP 
(QuvarTM) is commonly used as the portable inhaler for 
ETN therapy in Japan [1,2]. Inhale this medication through 

mouth and exhale via nose is usually two times in a day. 
One puff of this inhaler includes ICS aerosol medicine of 60 
mg, and its mean diameter is 3 μm. According to researches 
reported by Yeh and Schum [4,5], the aerosol deposition on 
trachea branches and lung depends on diameter of aerosol 
and forced expiratory volume, and its deposition fraction is 
50% during a inhalation period. That is half of inhaled ICS 
aerosol medicine reach nasal-pharynx region at the exhala-
tion period. Transport characteristics of such the ICS aero-
sol medicine is significantly important to obtain the efficacy 
of the ETN. 

3 Computer Fluid Dynamics Analysis 

The nasal-pharynx airway model was exported into CFD 
meshing software package to generate discrete volume cells 
[6]. This study used both a Euler-Lagrange particle transport 
model for aerosol transport and a Large Eddy Simulation 
(LES) model for complex intranasal turbulent flow [7, 8]. 
These models are able to account for the transient transport of 
mass and turbulent energy, and consequently, provides highly 
accurate predictions of the amount of flow separation under 
adverse pressure gradients [9-11]. Expiratory flow through 
the nose was analyzed using the analysis models in this study. 
The expiratory flow inflow the nasal-pharynx airway model 
from the pharynx (the bottom of Fig. 2), flow through the 
nasopharynx and nasal cavity, and finally flow out from nos-
tril. This study assumed forced expiratory volume 1.5 l in all 
analysis conditions, and considered three expiratory flow rate 
conditions on an inlet boundary, 30 and 90 l/min, respective-
ly. These flow rate conditions are based on quiet breathing 
state of adults. The expiratory times are 3.0 and 1.0 seconds, 
respectively. These boundary conditions were applied in a 
step state at the beginning of the analysis. As for aerosol 
transport analysis, in order to evaluate the amount of aerosol 
deposition on each areas of nasal-pharynx airway, this study 
considered and evaluated the amount of the aerosol deposi-
tion on four areas in right and left nasal-pharynx, respective-
ly; a nasopharynx, a sphenoid, an ethomoid sinus and a com-
mon nasal meatuses as shown in Fig. 2. The rate of inflowed 
aerosol medicine to nasal-pharynx region was set at 30 mg/s. 
These analysis conditions are summarized in Table 1. 

Table 1. Summary of analysis conditions 
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4 Result and Disucssion 

This study conducted visualization experiment of expira-
tory flow in the actual ETN therapy using a green sheet 
laser (3 W power) and a high sensitive CCD camera (par-
ticle visualization system, Shin Nippon Air Tech.). Fig-
ure 3 shows the results of the visualization experiment in 
expiratory flow rate 30 and 90 l/min, respectively. White 
jet flow areas are confirmed in the results. These white 
areas indicate that expiration flow contains ICS aerosol 
medicine, namely, ICS aerosol medicine can effectively 
reach nasal-pharynx region during exhalation period. The 
contrast of the white area reflects particle density of ICS 
aerosol medicine in the expiratory flow, and the contrasts in 
both conditions are almost same. The comparison of the 
contrasts between two conditions suggests that the particle 
density in the expiratory flow does not depend expiratory 
flow rate and and the expiratory flow rate just affects on 

aerosol expiratory time. Further experiment is required to 
make clear expiratory flow characteristics quantitatively. 

Figures 4 and 5 show the results of CFD analysis, tra-
jectories of aerosol particle during ETN. From the re-
sults, ETN formed impinging flow toward upper wall of 
nasopharynx, subsequently complex swirl and circulation 
flow in the nasopharynx region. In addition, main flow of 
ETN passed upper region of common nasal meatus. Such 
the tendencies affected on aerosol transport characteris-
tics; a part of aerosol particles moved into ethmoindal 
sinuses. Table 2 shows deposition fraction of ICS aerosol 
medicine on each areas during ETN. The deposition de-
pended on flow rate of exhalation. This tendency was 
more remarkable on the upper wall of nasopharynx. On 
the other hand, according with a result of transient deposi-
tion characteristics on the left ethmoidal sinuses shown in 
Fig. 6, the deposition rate of aerosol on the ethmoidal sinus-
es did not appear strong correlation with expiratory flow 

 
Fig. 3. Visualization of expiratory flow during exhalation through the nose: expiratory flow rate (a) 30 l/min and (b) 90 l/min 

 

 
Fig. 4. Trajectories of aerosol transport in expiratory flow rate 30 l/min 
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rate. These results indicate that the phenomena of aerosol 
transport and deposition during ETN has non-stationary 
characteristics strongly. In past researches concerning CFD 
analysis for intranasal aerosol transport, steady-state turbu-
lent flow model had been applied as CFD model [12-15]. 
New finding of this study is that unsteady turbulent model, 
the LES turbulent model adopted in this study, is needed in 
the further investigation for ETN and to reveal the mecha-
nism how ETN treats ECRS. 
 
Table 2. Summary of deposition fractions in nasal-pharynx region 

 

5 Conclusion 

This study performed CFD analysis for the transport phe-
nomena of ICS aerosol medicine during exhalation period in 
order to evaluate the curative effect of ETN numerically. 
Furthermore expiratory flow visualization was also con-
ducted using the flow visualization system. As the result of 
CFD analysis, ETN formed impinging flow toward upper 
wall of nasopharynx, subsequently complex swirl and circu-
lation flow in the nasopharynx region. In addition, main 
flow of ETN passed upper region of nasal cavity. Such the 
tendencies affected on aerosol transport characteristics; a 
part of aerosol particles moved into ethmoindal sinuses. 
Total aerosol deposition amount during ETN depended on 
flow rate of exhalation. This tendency was more remarkable 
on the upper wall of nasopharynx. The result of flow visual-

 

Fig. 5. Trajectories of aerosol transport in expiratory flow rate 90 l/min 

 
Fig. 6. Comparison of transient deposition characteristics on the left ethmoidal sinuses between expiratory flow rates, 30 and 90 l/min 
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ization suggests that the particle density of ICS aerosol 
medicine in expiratory flow during ETN therapy is not af-
fected by expiratory flow rate and there is saturation value 
of the density. Further experiment is required to make clear 
expiratory flow characteristics quantitatively. 
 

Acknowledgement 
This work was supported by JSPS KAKENHI Grant Num-
ber No.16K06098.  

References 
1. Kohno, T., Yamamoto, Y., Kurokawa, M.: Effect of inhaled 

corticosteroid on allergic rhinitis, Asthma, 19(4), 72-76 (2006) 
2. Kobayashi, Y., Asako, M., Kanda, A., Tomoda, K., Yasuba, 

H.: A novel therapeutic use of HFA-BDP metered-dose inhal-
er for asthmatic patients with rhinosinusitis: Case series. Int. 
J. Clin. Pharm. Th., 52, 914-919 (2014) 

3. Materialize Inc.: Mimics Users Guide. Materialize Inc, Leu-
ven, Belgium (2014) 

4. Yeh, H.C., Schum, G.M.: Models of human lung airways and 
their application to inhaled particle deposition. Bulletin of 
Mathematical Biology, 42, 461-480 (1980) 

5. Schum, G.M., Yeh, H.C.: Theoretical evaluation of aerosol 
deposition in anatomical models of mammalian lung airways. 
Bulletin of Mathematical Biology, 42, 1-5 (1980) 

6. Lorensen, W.E., Cline, H.E.: Marching Cubes - A high reso-
lution 3D surface construction algorithm. In: 14th annual 
Conf. Computer-graphics and Interactive Techniques, New 
York, USA (1987) 

7. ANSYS Japan Inc.: ANSYS ICEM CFD Release 15.0 Manu-
al. ANSYS Japan Inc., Tokyo, Japan (2014) 

8. ANSYS Japan Inc.: ANSYS CFX-Solver Theory Guide Re-
lease 15.0, ANSYS Japan Inc., Tokyo, Japan (2014) 

9. Jeong, S.J., Kim, W.S.: Numerical investigation on the flow 
characteristics and aerodynamic force of the upper airway of 
patient with obstructive sleep apnea using computational fluid 
dynamics. Medical Engineering & Physics, 29(6), 639-651 
(2009). 

10. Gemci, T., Ponyavin, V., Chen, Y., et al.: Computational 
model of airway in upper generations of human respiratory 
tract. Biomechanics, 27, 2047-2054 (2008) 

11. Mylavarapu, V., Murugappan, S., Mihaescu, M., et al.: Vali-
dation of computational fluid dynamics methodology used for 
human upper airway flow simulations. Biomechanics, 42(10), 
1553-1559 (2009) 

12. Yamamoto, T., Nakata, S., Monya, M.: Computational Fluid 
Dynamics for intranasal heat and mass transfer. Oto-rhino-
laryngology Tokyo, 52(1), 24-29 (2009) 

13. Kuroda, K., Yamamoto, T., Hirose, T.: CFD analysis for me-
dicinal aerosol transport characteristics in nasal cavity flow. 
In: JSME Bioengineering Conference 2015, 181. JSME, 
Tokyo (2015) 

14. Doorly D.J., Taylor D.J., Schroter R.C.: Mechanics of airflow 
in the human nasal airways. Respiratory Physiology & Neu-
robiology, 163(1-3), 100-110 (2008) 

15. Nomura T., Ushio M., Kondo K., Yamasoba T.: Effects of na-
sal septum perforation repair surgery on three-dimensional 
airflow: an evaluation using computational fluid dynamics. 
Eur. Arch. Oto-Rhino-Laryngology, 272(11), 3327-3333 
(2015)  

 



58

Multi physiological signs model to enhance accuracy of ECG peaks detection 

A. Delrieu1, M. Hoël1, C.T. Phua2 and G. Lissorgues1  

 
1ESIEE-ESYCOM, Paris, France 

2School of Engineering, Nanyang Polytechnic, Singapore 

 
Abstract- Accurate R peaks detection in electrocardiogram 
(ECG) is an important process to assess the cardiovascular 
health of an individual (e.g. heart arrhythmia, heart rate 
variability, etc.). Many studies have presented various 
methods to detect R peaks in ECG using single physiologi-
cal signal (i.e. ECG) and are highly subjective to the quality 
of the ECG signal. In this paper, an accurate R peaks detec-
tion algorithm is proposed based on the use of electro-
mechanical physiological signals (i.e. ECG and 
photoplethysmography (PPG)). Concurrent processing of 
both ECG and PPG is able to reduce the need to have high 
quality ECG and allows the use of simple signal processing 
algorithms to identify the locations of R peaks in ECG sig-
nals. The flexibility of our method was demonstrated 
through concurrent implementation on a low cost platform 
(i.e. BeagleBone Black (BBB)) and FPGA platform (i.e. 
myRIO from National Instrument), achieving respective 
accuracy of 96% and 98%, using physiological signals ac-
quired in real-time. The accuracy provided by our method is 
able to be applied on wearables and supports accurate real-
time assessment of cardiovascular health. 

Keywords- Electrocardiogram (ECG), QRS complex, R-
peaks, Photoplethysmography (PPG). 

I-   INTRODUCTION 

The electrocardiogram (ECG) is an important and well-
studied biological signal used in multiple medical applica-
tions. ECG comprises of multiple features where most life-
style application is focused on the detection of the R-peaks 
within the QRS complex. The ability to determine R-peak 
accurately is often required in R-R intervals analysis to 
determine ECG anomaly due to heart arrhythmia.  

Many research had been conducted on methods to detect 
QRS complex1-2-3. The best known methods are the differ-
entiation methods4, digital filters5-9, neural networks10-12, 
filter banks13, hidden Markov models14, genetic algorithm15 
and maximum a posterior (MAP) estimator16-17. In the paper 
by Balda RA18, they proposed the differentiator operator to 
detect QRS complex, and this method was later used by 

Ahlstrom and Tompkins19, Friesen20 and Tompkins21 to 
develop methods that are able to determine the sensitivity of 
QRS complex to noise. Finally, methods based on the Hil-
bert transform22-23-24 have the ability to distinguish between 
dominant peaks in signal among other peaks. Though these 
methods have shown good results, however they may fail in 
cases of low amplitude R wave.  

An effective way to pre-process R-peaks generally re-
quires the setting of a threshold value, which is manually 
fixed at the lowest value possible aiming at preventing the 
detection of P and T waves; and baseline noise. However, it 
is a challenge to determine a threshold value that fits the 
ECG signal due to baseline wondering, motion artefacts and 
variations in P and T waves. Xu and Li25 have shown that 
using adaptive thresholding for automatic determining of 
threshold provides suitable results for the detection of R-
peaks. However, this algorithm dependent on the quality of 
ECG signal acquired.  

To-date, concurrent acquisition of ECG and 
photoplethysmography (PPG) has become possible. In this 
paper, an algorithm to automatically detect R-peaks in ECG 
with poor signal to noise ratio (SNR) through concurrent pro-
cessing of ECG and PPG signals was developed. This algo-
rithm was implemented onto low-cost embedded platforms to 
demonstrate accurate real-time ECG R-peaks detection.  

II-   METHODOLOGY 

The algorithm developed in this paper is divided into 3 
parts. The first part is the pre-processing of the raw ECG and 
PPG signals to remove environmental noise. The second part 
is to apply an adaptive threshold to detect dominant peaks in 
the pre-processed ECG and PPG signals. Finally, cross com-
parison of peaks detected in ECG and PPG signals is used to 
enhance the accuracy of R-peak detection in ECG. 

A   ECG and PPG signal acquisition 

To acquire the ECG signal, commercially available 
Plessey’s EPIC sensors were used. The sensors come in a 
pair and are used as dry electrodes held by each hand to 
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Through experimentations, it was found that a cluster 
of a five ECG and PPG peaks is able to give reliable and 
repeatable PTT. Equation 2 was derived from these experi-
ments to define the lower and upper limits of PTT to differ-
entiate ECG R-peaks from noise and artefacts.  

 
LimitsPTT = MeanPTT ± (3.182/2) * StdPTT       Equation 2 
 
where MeanPTT = Mean PTT from cluster of 5 peaks 

 StdPTT = Standard Deviation PTT extracted from 5 peaks 

III-   RESULTS 

The algorithm outlined above was implemented on both 
the BBB and myRIO platforms. Measurements were con-
ducted on 6 volunteers where data were analysed in real-
time and at the same time, stored. Post processing, using 
manual counting of peaks, was done to extract the accuracy 
of each implementations and the results are tabulated in 
Table 1 and Table 2.  

Table 1. Measurement results using myRIO platform 

Volunteer   Accuracy Average accuracy 

1 99%  
 

98.6% 
2 99% 
3 100% 
4 100% 
5 95% 
6 99% 

 

Table 2. Measurement results using BBB platform 

Volunteer   Accuracy Average accuracy 

1 99%  
 

96.5% 
2 99% 
3 95% 

4 99% 
5 92% 

6 94% 
 

IV-   CONCLUSIONS 

Concurrent processing of both ECG and PPG is able to 
reduce the need to have high quality ECG and allows the 
use of simple signal processing algorithms to identify the 

locations of R peaks in ECG signals. This method is able to 
improve the accuracy in the detection of R-peaks in ECG 
with Signal to Noise Ratio (SNR) of 1-3dB, which is a chal-
lenge in existing methods due to the presence of noise; P 
and T-waves in ECG. The flexibility of our method was 
also demonstrated through concurrent implementation on a 
low cost platform (i.e. BeagleBone Black (BBB)) and 
FPGA platform (i.e. myRIO from National Instrument), 
achieving respective accuracy of 96% and 98%, using phys-
iological signals acquired in real-time. The accuracy pro-
vided by our method is able to be applied on wearables and 
supports accurate real-time assessment of cardiovascular 
health. 
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Abstract—Breast cancer is the major cancer diagnosed in 
both, developed and developing countries. Early detection 
and treatment of breast cancer is necessary to moderate the 
associated fatality rates. Mammography is the widely ac-
cepted modality for screening breast cancer. Breast density 
is considered one of the major risk indicators for Breast 
cancer. Nevertheless, low contrast and subtle nature of ab-
normalities reduces the sensitivity of mammograms, espe-
cially in dense breast. In this paper we present an automatic 
method for breast density classification based on two level 
cascaded support vector machine (SVM) classifiers. Particle 
Swarm Optimization (PSO) has been employed for SVM 
parameter optimization that resulted in a low set up time for 
building the system. The proposed system was tested on 
mini-MIAS database, and an overall classification accuracy 
of 82% was achieved. Also the system could prompt the 
radiologists on high-risk cases, thereby gaining more atten-
tion from them for diagnosis of such cases. 

Keywords - particle swarm optimization; mammogram; 
breast density. 

1. INTRODUCTION 

Breast cancer is the prime mover, for cancer related death 
in women. According to World Health Organization, this 
cancer has been a main health issue in both developed and 
developing countries. Although breast cancer is a fatal dis-
ease, primal detection can reduce the mortality rate. By now 
mammography is the most coherent tool for screening of 
breast cancer. Low contrast and subtle nature of abnormali-
ties especially in dense breast render the radiologists finding 

to be subjective in nature. High breast density is lined with 
high risk of breast cancer [1]. Breast density classification 
also leads to false positive reduction so that unwanted biop-
sies can be eliminated [11]. 

This paper aims to classify breast tissues into different cate-
gories based on its density. In this paper a reliable automatic 
method for density classification of mammogram is investi-
gated. Further it increases the scope for computed aided 
detection of abnormalities in order to assess the breast com-
position. The proposed work employs a combined SVM 
classifier for breast density classification. PSO has been 
employed for SVM parameter optimization that resulted in a 
low set up time for building the system. 

Further the work is organized as follows. Part I impart 
the motivation and objective whereas, II covers the litera-
ture review related to this work. III describes the methodol-
ogy and IV provides the results and discussion. Section V 
gives a conclusion to this work. 

2.  PREVIOUS WORK 

Major works related to breast density classification is 
listed below. A novel density classification method[1] clas-
sifies the breast tissue into fatty and dense tissues. In this 
work Bayesian combination is used for classification, with 
textural and morphological features, were two data sets 
have been used. In this work both automatic and radiologist 
assessment, on Breast Imaging Reporting and Data System 
(BIRADS) showed high correlation. In[2], breast tissue 
classification is performed based on weighted voting  
tree scheme, which classifies the tissues based on textural 
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features. Here different classifiers combined together with 
linear discriminant analysis showed better performance. In 
[3], breast tissue is classified into dense, glandular and fatty 
using SVM classifier without optimizing the parameters. 
Statistical features of 43 normal mammograms were used, 
and obtained an accuracy of 95.44%. Work in [4] deter-
mines the mammographic risks, using a topographic map 
and breast density was estimated, and tissue classification 
was performed. In a recent work[5], breast tissue classifica-
tion is performed using texture features. Here principal 
component analysis is carried out for feature selection, 
SVM and probabilistic neural network classifiers were used. 
In [6] an approach for tissue classification was proposed, 
where for different tissue type determines a distribution and 
based on this distribution each tissue type is classified. 
SVM and k nearest neighbor (kNN) were used as classifiers, 
and it showed SVM outperforms kNN. 

Parameter selection is a crucial step in classification. 
Classifier with optimal parameters results in better classifi-
cation. There are various approaches for parameter selection 
of SVM classifier. PSO, an optimization technique is one 
among the widely used method. In work[7], it shows that 
PSO been used for the parameter selection, as well as for 
feature selection. As density is highly lined with cancer, 
further fusion of different modality images can be utilized 
for high risk categories [10]. 

In the proposed work the parameters for SVM classifier 
is been optimized using PSO, which resulted in the im-
provement of generalization performance of the classifier. 

3. METHODOLOGY 

Breast tissue classification is done using various tech-
niques. Mammogram images are taken, and it undergoes 
various image processing steps before classification. To 
improve the image quality, images undergoes various pre-
processing techniques. From the pre-processed image fea-
tures are extracted and then fed to the classifier, for the 
classification. The proposed work flow is depicted in Fig. 1 

3.1 Preprocessing 

Preprocessing techniques are performed prior to high 
level image processing to enhance the quality of mammo-
gram image, aiding in higher classification accuracy. As 
mammograms are low contrast image, it undergoes prepro-
cessing steps. Presence of noise deteriorates the quality of 

the image. Mammogram posses quantum noise. Wiener 
filter is applied for the noise removal, which calculates the 
variance and mean of the neighborhood pixels thereby 
smoothens the image. 

 

 

Fig.1. Proposed work flow 

Table I. Extracted textural features 

Sl.No. Features 
1 Energy
2 Contrast
3 Correlation 
4 Variance 
5 Sum average 
6 Sum entropy 
7 Sum variance 
8 Entropy
9 Difference variance 
10 Difference entropy 
11 Correlation information 1 
12 Correlation information 2 
13 Homogeneity 1 
14 Homogeneity 2 
15 Cluster shade 
16 Cluster prominence 
17 Autocorrelation 
18 Dissimilarity 
19 Maximum probability 

Being low contrast, it is always good for mammograms 
to undergo some contrast enhancement techniques. In this 
proposed work Contrast limited adaptive histogram equali-
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zation (CLAHE) is adopted in which the function operates 
on small regions of the images named tiles. 

Features are extracted from the breast region, i.e., region of 
interest, other than that acts as an artifact. Artifacts are removed 
by thresholding and connected component labeling [3]. 

 

Pectoral muscles are present on mammograms, which are 
high density regions whose presence affects the density 
based tissue classification. Thus pectoral muscles are elimi-
nated using Seeded region growing algorithm [8]. 

3.2 Feature Extraction 

To obtain relevant information for the classification pro-
cess, essential features are required. Total of 19 textural 
features [9] has been extracted for this purpose. Features are 
extracted from Gray-level co-occurrence (GLCM) matrix. 
Features are calculated considering pixel distance by 1 pixel 
position and oriented along different directions including  
0 °, 45°, 90° and 135°. Extracted textural features are shown 
in Table I. 

3.3 Classifier 

In recent studies, SVM acts as an emerging classifier, 
which is widely used in different areas for classification 
purpose. In this work SVM Classifier is applied, for the 
breast tissue classification.SVM is a supervised machine 
learning algorithm based on the concept of maximizing the 
margin. Classifier is trained with a set of features, and based 
on this trained system, set of features are tested and classi-
fied. 

In this work, breast density classification is performed by 
two-level cascaded SVM classifiers, in which the first SVM 
performs the classification of breast tissues into high and 
low dense tissues, whereas in the second SVM, low dense 
tissue is further classified into fatty and glandular. Both are 
non-linear SVMs that employ the radial basis function 
(RBF) kernel [5]. Choosing optimal parameters of the clas-
sifier has a great impact on classification accuracy. The 
RBF kernel parameters, C and gamma of SVM classifier are 
optimized by 10-fold cross validation. 

k fold cross validation is a technique, were the total samples 
are partitioned randomly with equal k folds.k-1 folds are used 
for training and remaining for testing. This process repeats k 
times, thus each fold used as validation set at least once. In this 
work to obtain the optimal parameters for the classifier, k-fold 
cross validation is performed, with k value 10. 

3.4  Optimization of parameter using PSO 

PSO is an optimization technique which has similarity 
with the evolutionary algorithms. It is a population oriented 
technique. In an optimization problem, the particles repre-
sents the potential solution [7] and it search for an optimal 
solution by updating its velocity and position based on its 
fitness value. In this work PSO is used to optimize the C 
and gamma values of the SVM classifier. Cross validation 
accuracy acts as the fitness function in this problem. Objec-
tive behind the PSO optimization is to improve the compu-
tational cost of the system. Advantage of PSO is, it is sim-
ple to implement and faster comparing to other optimization 
techniques [7]. 

PSO is initialized with a group of random particles (solu-
tions) and then searches for optima by updating generations. 
Algorithm defines each particle in the D-dimensional space 
as Xi = (xi1, xi2,....,xiD), where the subscript 'i' represents the 
particle number and the second subscript is the dimension, 
number of parameters defining the solution. The memory of 
the previous best position is represented as Pi = 
(pi1,pi2,....,PiD), and a velocity for each dimension is inde-
pendently established as Vi 

= (vi1, vi2,...,viD). After each itera-
tion, the velocity term is updated using equation 1, and the 
particle is moved with some randomness in the direction of 
its own best position, pbest, and the global best position, 
gbest. This is apparent in the velocity update equation, giv-
en by 

 

                (1) 

 

The position is updated using this velocity given in  

equation (2).  

 

                                 
(2) 

where U [0,1] samples a uniform random distribution, t is 
a relative time index, ψ1 and ψ2 are weights trading off the 
impact of the local best and global best solutions’ on the 
particle’s total velocity. 

 
4.  RESULTS AND DISCUSSION 

As part of preprocessing, various techniques have been 
performed on mammogram images to enhance the quality of 
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the image. Quantum noise is the significant noise that 
mammogram possess, and it was removed by applying 
Wiener filter. To quantify the performance of the filter it has 
been compared with median filter by estimating its PSNR 
value. Performances of two filters are given in Table 2. The 
PSNR value proves that Wiener filter outperforms median 
filter. 

 

 
Fig. 2. Preprocessing. (a) input image (b) noise removal (c) label  

removal (d) pectoral muscle suppression (e) contrast enhancement 

Table 2. Performance of filters 

Image PSNR for Wiener 
(dB) 

PSNR for Median 
(dB) 

mdb001 53.59 53.18 
mdb002 51.60 49.01 
mdb003 52.80 50.63 
mdb004 52.64 52.35 
mdb005 51.26 50.78 
mdb006 51.04 50.90 

The region of interest in the proposed work is breast re-
gion alone, hence labels present on mammogram acts as 
artifacts and it was removed by connected component label-
ling and thresholding. Pectoral muscles were removed by 
performing seeded region growing algorithm, and further 
the image undergone the contrast enhancement. Fig. 2 
shows resulted images that underwent the mentioned pre-
processing techniques. 

19 textural features are extracted, and are fed to the SVM 
classifier. An obtained result shown in table 3 shows that, 
SVM classifier gives an overall accuracy of 82%. SVM-1 
gives the classification results between low and high dense 
breast tissues. This classifier gives an accuracy of 86.82%, 
whereas SVM-2 that gives the classification results between 
the low dense breast tissues, which is further classified into 
fatty and glandular. It gives an accuracy of 81.81%. 

During classification it is essential to have optimal pa-
rameters for a classifier. A nested two-level 10-fold cross 
validation is performed for parameter tuning and perfor-
mance assessment. The RBF kernel parameters, C and 
gamma of SVM classifier are optimized by 10-fold cross 
validation. To avoid exhaustive search which is time con-
suming, especially for two classifiers, particle swarm opti-
mization (PSO) is employed for the validation process. The 
proposed work emphasize on the improvement in the com-
putational time 

 

Optimization technique PSO was performed to optimize 
the SVM parameters. Optimization results are shown in the 
Table 4. It shows that computational time taken by 10 fold 
with PSO is considerably lesser, comparing with that of 10 
fold cross validation without PSO. Overall accuracy of the 

classifier was maintained with PSO, which concludes PSO 
performed without compromising the classifier accuracy. 

 
 

5.  CONCLUSION 
In this work PSO-SVM framework is used for breast 

density classification. 10-fold cross validation was a time 
consuming process when implemented as an exhaustive 

(a) (b) (c) (d) (e)

Table 3. Classification results. 

Classifier True positive True negative Total test images Accuracy 

SVM-1 16 96 129 86.82% 
SVM-2 43 46 110 81.81% 
Total accuracy of the classifier : 82% 

 

Table 4. Improved computational COST. 

Classifier Time taken without PSO Time taken with PSO 

SVM-1 106 hr 36 hr 
SVM-2 47 hr 20 hr 
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search process of two cascaded SVMs. Thus PSO, an opti-
mization technique was used to implement the validation 
process. Results showed that time taken for parameter selec-
tion of the classifier was considerably reduced. Parameter 
selection with k-fold cross validation and PSO were com-
pared and analyzed, that PSO based classifier is better, 
which improved the computational cost by reducing the 
computational time. Images from Mini-MIAS database 
were considered in this work. Accuracy obtained by classi-
fier without PSO was 82%, and PSO could achieve the 
same accuracy value with less computational time. 
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Abstract. Research-grade Electroencephalogram (EEG) 
instruments offer the brain's electrical activity recording with 
high accuracy and a wide range of functionalities. Due to 
rigorous component requirements, these devices are usually 
expensive and elaborate. Recent advancements in electronic 
enable smaller designs to achieve comparable measurement 
results with similar functions such as impedance measure-
ment. In this paper, we present the design of WEEG –A 
Wearable 8-channel System EEG recording device with inte-
grated hardware and software interface. The circuit board 
which is smaller than a credit card size contains a power 
management system, an ADS1299 Analog to Digital Con-
verter (ADC) to capture brainwaves and a microcontroller to 
handle a part of digital processing tasks. It communicates 
with a host computer via Bluetooth/Serial. Extensive evalua-
tions were deployed to evaluate the performance of WEEG. 
We compared the signal quality of WEEG to that of the 
Biosemi Active Two -a conventional high-quality EEG re-
cording system. Results came out comparable, indicating a 
high accurate recording of the proposed system. Also, Steady 
State Visually Evoked Potential (SSVEP) based game was 
devised. The high performance of users in the game suggests 
usage of our device in a wider range of Brain Computer 
Interface applications.  

Keywords: Wireless EEG recording, Low-cost device, 
Brain-Computer Interface, System validation.  

1  Introduction  

The design of a low-cost and wireless EEG recording system so 
called was described by Vo et al in a presentation at BME6[1]. 
According to Fig. 1, the platform consists of a power management 
module, the microcontroller-wireless module and the analog to 
digital converter module. The ADS1299 is the central component 
of the sysstem because it determines overall specifications[2].We 
also have a peripheral controller STM32F4 that takes recording 
data from the Analog to Digital converter via SPI interface. The 
data package consists of 3 status byte information and 24 EEG 
data bytes. The microcontroller converts these two complement 
values to decimal and repackages them. The counter is added to 

these packages as a rudimentary way to monitor data integrity.  
A checksum or other techniques may be implemented to improve 
this process.  
After processing the data, the STM32F407 chip sends data in 
packages to the computer via serial/Bluetooth for real-time 
display and data recording. Users may access these data via 
Bluetooth. This is system is performing at 380400 baud rate with 
a reliable output. During our investigation to use Bluetooth Low 
Energy (BLE) for the design, we find out that this protocol data 
transfer rate is slow, and the package size is limited to 20 bytes 
or less. It opposed to high data transfer rate of EEG recording 
devices whereas multiple channel information is recorded 
simultaneously. In the next stage, data will be processed within 
the STM32F407 chip on the device. It will be possible to use 
BLE to send status data to a smartphone or computer.  
This design has been upgraded and extensively validated in 
order to improve the performance. In this paper, we present 
these design upgrades and system evaluations.  

2  Update on overall specification  

The most notable change was the system miniaturization. In 
the last modification, the circuitry was optimized, resulting in 
the total size of 6.5cm x 4 cm of the main board. Error! Ref-
erence source not found. shows the difference in size between 
the last version and the upgraded one. The minimized size of 
the current prototype provides versatile portability that tradi-
tional EEG recording systelms lack of. Another improvement 
was on the transfer rate. The firmware and the corresponding 
data-receiving software were enhanced to boost the speed of 
communication up. Specifically, the device reaches a remarka-
ble wireless transfer rate at 500 Sample Per Second (SPS) for 
simultaneous eight channels. This data rate exceeds the speed 
of other consumer grade EEG devices. Other applications usu-
ally transfer at 250 SPS or lower.  

The hightransferrate providesa powerful meantoinvestigate the 
brain’sactivitiesin new dimensions. For example, onset epilepsy 
seizure detection requires high EEG freq uency detection[4]  

,The 16th International Conference on Biomedical Engineering



68   T.T. Vo 
 

 IFMBE Proceedings Vol. 61  

  

 

This prominent feature can also enables more advanced Brain 
Computer Interface (BCI) applications. The high rate of transfer-
ring data allows designing highly responsive BCI systems,  

especially those that favors temporal features such as Event-related 
Potential (ERP) ones. Nonetheless, in a more general perspective, 
high transfer rate benefit all BCI applications since more data 

 
                                   Host Computer  

Fig. 1 WEEG system block Diagram  

 

Table 1 General specification comparision[3]  

System  Manufacturer  Sampling 
rate (Hz)  

Bandwidth 
(Hz)  

Wireless 
transmission  Bitrate  

WEEG  BME-IU  500  0.3-200  Bluetooth  24 bits  

B-Alert X10  ABM  256  0.1–100  Bluetooth  16 bits  

EPOC  Emotiv  128  0.2–43  Proprietary 
wireless  16 bits  

HMS  QUASAR  240  0.02–120  Proprietary 
wireless  16 bits  
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transferred in a shorter period of time means less delay during 
operating process, which yields better user using experience. This 
characteristic of is even more crucial in applications involving 
learning and training using EEG signals.  

3  System Validation  

3.1 Comparisons with Biosemi’s ActiveTwo  
The Biosemi’s ActiveTwo is a well-known “gold standard” 
system among researchers.  
Compare Power Signal Densities (PSD) at alpha band: 
The PSD of the brain are measured by both the WEEG and 
Biosemi’s ActiveTwo during eye closed for comparison. 
Electrodes of WEEG are placed the same as Biosemi’s 
ActiveTwoset up. As shown in Fig. 3, the recorded channel is at 
O2, the Common Mode Sense (CMS) and Driven Right Leg 
(DRL) of both system are at the same location near Pz.  

 
Fig. 3. Electrode placement for comparison with Biosemi's 

ActiveTwo  

The experimental protocol is presented as follows. Two 
healthy subjects (all male, age 27 and 21) participated in the 
study. None had a history of diabetes, epilepsy, or any other 
chronic disease and were not taking regular medication. Sub-
jects sit and relax on a chair with his eyes open for 45s. There 
are none stimuli in front of the subject’s eyes. Second, the 
subject closes his eyes in 45s. This protocol is illustrated in 
Fig. 4. One run consists four trials. Gelled Electrodes are 
placed on the subject’s scalp according to the Biosemi head 
cap. One channel is recorded at O2 location. One Ground 
(bias) electrode is placed on the DRL location of the cap. The 
differential pair is placed on the O2 and the CMS location. 
The sampling rate is 250 Hz for WEEG and 256Hz for 
ActiveTwo. EEG data was high-pass filtered at 0.3Hz to 
avoid DC drift and a low-pass filter at 43Hz for both systems.  
Use Welch’s method to estimate power spectral density. 20 second 
of data during eye closed are analyzed. The data are divided into 8 

segments with 50% overlap. Each section is windowed with a 
Hamming window. Four epochs are averaged out to get the final 
mean. The WEEG signal is normalized for a straight forward 
comparison. The result is demonstrated in Fig. 5.  

 
Fig. 4. Alpha waves comparison protocol 

The WEEG’s signal in blue is similar to the Biosemi’s sig-
nal in red. Power in the alpha band from 8 Hz to 13Hz is 
significantly higher than other frequencies. Both graphs roll 
off gradually from 15Hz toward 22Hz. Higher frequencies’ 
powers are notably trending down steeply. The normalized 
cross-correlation between two signal is very high at 0.9  

Compare SSVEP PSD: This experiment is set up based on the 
SSVEP phenomena, a common technique in BCI. When stimulus 
(e.g flickering screen) is presented to the subject at a certain 
frequency, his/her brains wave will boost up at this frequency 
significantly.  
We compared the PSD of the brain signals measured by the 
WEEG and by the Biosemi’s Activetwo during stimulation at 
a fixed frequency 6.6Hz.The goal of this analysis is to 
evaluate the sensitivity of the system in measuring particular 
brain waves. Compared to the alpha wave, the SSVEP signals 
are much harder to detect, a qualified EEG recording device 
should able tocapture these types of EEG’s pattern.  
The subjects, who were introduced in the above section, sit 
on a chair and stares at the LCD screen. The flickering screen 
will alternate between stimuli (showing flickering at 6.6Hz) 
for 10s and non-stimuli (showing black screen) for 10s. 
Gelled electrodes are placedonthe subject’sscalp. One chan-
nel is recorded at O2 location. The DRL of the WEEG is put 
at the left mastoid, where as the reference electrode is placed 
at Oz. The sampling rate is 250 Hz for WEEG and 256Hz for 
ActiveTwo. EEG data was high-pass filtered at 0.3Hz to 
avoid DC drift and a low-pass filter at 43Hz for both systems.  

Data recorded by the Biosemi’s ActiveTwo is normalized 
from 256 SPS to 250SPS for comparison. Ten seconds of 
measurement data from both systems were analyzed. The 
magnitude squared coherence spectrum were calculated by 
Matlab function mscohere.  
According to the definition of the term, the magnitude-squared 
coherence estimate is a function of frequency with ranges 
between 0 and 1 that indicates how well x corresponds to y at 
each frequency. The magnitude-squared coherence is a func-
tion of the power spectral densities, Pxx(f) and Pyy(f), of x 
and y, and the cross power spectral density, Pxy(f), of x and y.  
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At target frequency and its harmonics, there is strong coher-
ence (> 0.7) between data sets from both systems (Fig. 6). It 
proves that the WEEG can produce meaningful data for the 
certain experiment.  

Fig. 6. Coherence Estimation via Welch’s method 

 

3.2  SSVEP BCI Application – A Cursor Game  

We extended the SSVEP experiment to a full Brain-
Computer Interface application which consisted of 4 different 
stimuli. A 26-year-old subject sits on a chair and stares at the 
stimulus LCD screen. The flickering screen will alternate 
between stimuli (showing flickering at 6.6Hz, 7.5Hz, 8.75Hz, 
and 10Hz) for 10s and non-stimuli for 10s as shown in Fig. 7. 
We record four trial in a run. The subject looks at one of these 
frequencies, 6.6Hz, 7.5Hz, 8.75Hz, and 10Hz, respectively 
for every trial. Electrodes placements and filters setting are 
the same as the previous experiment.  
Using SSVEP, we can design a system that allows users select 
different targets, for example, navigating an electrical wheelchair. 
In this experiment, the user played a cursor game in which he had 
to control the Super Mario avatar and navigated it into the location 
of the Princess icon (Fig. 8). The subject was able to move the 
avatar at the rate of 3.3 second/movement.  
Fig. 9 displays the spectrogram of the recording. The window for 
the spectrogram calculation is 2000; window overlap is 80%; 
sampling rate is 250 sample/second. Red marks in the spectrogram 
represent high power area where as blue marks denotes low 
power. Long red stripe at target frequencies (6.6Hz, 7.5Hz, 
8.75Hz, and 10Hz) indicate Evoked Potential of the brain.  

 

Fig. 5. A comparison of PSDs for WEEGandBiosemi recordings for the “eyes closed.”  
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Fig. 10 illustrates the FFT -Amplitude Spectrum of recorded 
brainwaves when the stimulation is at 6.6 Hz. The window 
length is 512 data point; zero padding to 1024 FFT point for 
better frequency resolution. The figure shows three majors 

peaks at the base frequency 6.6Hz, harmonics at 13.2Hz and 
20.26Hz. During a good recording run, the mean Signal to 
Noise Ratio (SNR) at stimulation frequencies is 13 dB. A 
typical mean SNR is at 10dB. These conclusions are 

 
                 Fig. 7. Illustration of a SSVEP test session         Fig. 8. The Cursor Game Interface  

 
Fig. 9. Spectrogram of an SSVEP session  

 
Fig. 10. Amplitude Spectrum during stimulation 
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withdrawal from 5 runs at the different target frequency.  
The SNR is calculated based on the equation below:  

 
, where:  

 Signal is the amplitude at the stimulus frequency  

 Noise: is the average amplitude of frequency within the 
interest range from 5Hz to 25Hz  

 

4  Conclusion  

In this work, updates on the WEEG – wireless EEG 
recording system is presented. Two major improvements are 
miniturization of the main board, resuting in the total size of 
a credit card. The other is the increase in data-transferring 
rate, up to 500 samples per second for 8 channels recorded 
at the same time.  

Another contribution of this study is to provide an extensive 
evaluation on WEEG, establishing an original reference of 
the system’s quality and capabilities. In the signal quality 
testing, we compared signals acquired by WEEG with those 
of a “gold standard” devices, Biosemi’s ActiveTwo. The 
coherence between signals collected by 2 system at some 
target frequencies is higher than 0.6, which is comparable. 
This analysis shows that the proposed system can acquire 
signal that is as good as the traditional one. In some applica-
tions, the WEEG is also a better choice because of its porta-
bility and simplicity.  

In another evaluations, a SSVEP-based BCI game was de-
vised to demonstrate WEEG system’s capability of per-
forming wider ranges of applications. With the total accura-
cy was up to 90%, the system was proven to be highly func-
tional and versatile in a broad band of usage.  

 
 
 
 
 
 
 
 

5  Discussion  

This novel platform paves the way to develop endless medi-
cal devices based on EEG signal. Between conventional 
hundred thousand dollar system and not having anything at 
all are a huge gap to fill in. Unequipped hospital in remote 
areas will be beneficial from these new low-cost devices. 
The Community Health Medical Center, in Ho Chi Minh 
City, Vietnam, expresses their interest to  use this platform 
as a sleep monitoring device at patients’ home. Abundant 
requests to diagnose sleep disorders contrast with limited 
equipment in the center. This device can play a vital role to 
alleviate similar pressing issues.  
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Abstract. Photoplethysmography (PPG) is widely used to 
estimate the blood flow of skin by utilizing the infrared 
technique. Parameters such as blood pressure, oxygen satu-
ration levels, blood saturation levels and cardiac output 
levels can be measured easily. As PPG is non-invasive in 
nature and it has a low production and maintenance cost, it 
is widely used in clinical practices. The performance analy-
sis of Gaussian Mixture Model (GMM) as a post classifier 
is utilized in this paper for the classification of normal and 
abnormal segments in PPG Signals. The main objective of 
the paper is to identify normal and abnormal PPG Segments 
of the PPG waveform observed in the long time monitoring 
of the Physionet Data Base available online for a particular 
patient. The PPG Signals are sampled at 100 Hz. The PPG 
data sample length obtained is 1, 44, 000 and it is segment-
ed into equal intervals comprising of 200 samples totally. 
Therefore the entire data consists of 720 segments. Totally 
ten different features such as mean, variance, standard devi-
ation, skewness, kurtosis, energy, approximate entropy, 
peak maximum, maximum slope, and Singular Value De-
composition (SVD) are extracted and normalized. Based on 
the SVD values, each segment is labeled as normal or  
abnormal segment. The normalized features are given as 
inputs to the GMM classifier to classify the normal and 
abnormal segments in the PPG Signals. The performance 
metrics analyzed in this work are specificity, sensitivity, 
accuracy, precision and False Discovery Rate (FDR). Re-
sults show that an accuracy of 98.97% is obtained, precision 
of 100%, nil FDR, specificity of 100% and sensitivity of 
97.95% is obtained. 

Keywords: PPG, GMM, SVD, Normal, Abnormal 

1 Introduction 

PPG is a non-invasive technique which has a very low 
cost and it is an easy maintenance tool for the purpose of 
monitoring the changes in the blood volume incessantly in 
the tissues with respect to function of time [1]. It is one of 
the standard non-invasive techniques for the measurement 
analysis of oxygen saturation level and has been widely 

acknowledged by both European committee for standardiza-
tion and International Standard Organization (ISO). In vari-
ous clinical fields like critical care unit, surgical recovery 
units and in anesthesia, PPG is used efficiently. Due to its 
portable and non-intrusive nature, the techniques involved 
with PPG have been a subject of extensive and in-depth 
research in the recent decades. With drastic changes and 
improvements emerging in the field of clinical instrumenta-
tion, Digital Signal Processing, opto electronics and so on 
PPG has achieved a versatile spectrum of different applica-
tions initiating from vascular assessment, physiological 
monitoring in a clinical manner and evaluation of autonomic 
functions [2]. During the measurement process, the PPG 
signals can be affected easily which paves the way for inac-
curate analysis of PPG waveform. Some of the major errors 
raised in PPG are due to the ambient light source at the pho-
to detector or the peripheral tissues which can have a poor 
blood perfusion and the effect of motion artifacts. In envi-
ronments such as home care settings, these potential errors 
are very frequently acting as obstacles for the reliable usage 
of PPG derived parameters in both continuous and real time 
monitoring applications. So it is necessary to provide a trust 
metric of the signal quality so that with the in-depth analysis 
of algorithms, a high level of trust can be obtained in the 
parameters which are desired. 

In the medical field analysis, finger PPG is a commonly 
used technique because of its various applications and utili-
ties. It is based on the strong determination of the optical 
properties of a particular area of skin. Inside the skin, infra-
red light which is non-visible is emitted. Depending on the 
volume of the blood in the skin, more light can be absorbed 
or less light can be absorbed. The light which is back scat-
tered corresponds only to the different variations of the vol-
ume of blood. The determination of the changes of blood 
volume can be easily done by measuring the light which is 
reflected, thereby making complete use of the optical prop-
erties of blood and the skin tissue. The most wonderful ap-
plications of the PPG waveform analysis is that it provides a 
rapid biophysical measure of various diseases  
and aging process [3]. An approximate estimation of coeta-
neous blood flow is provided by the PPG. The dynamic 
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attenuation of infrared light is measured by PPG depending 
on the volume of blood present in the tissue. If the PPG’s 
contour is analyzed in the context of crest time, it can reveal 
the age dependence and the most significant clinically vary-
ing health diseases such as hypertension, arteriosclerosis and 
so on. In PPG, the arterial pulsations form an important 
aspect. The oscillatory component of the PPG describes a 
pulsatile wave, whose respective contour provides useful 
description and content about the vascular health. The wave-
form of PPG has a pulsatile (AC) physiological waveform 
and with each heart beat, it is attributed to cardiac synchro-
nous change in the volume of blood. The PPG measures are 
done in the index fingers as it is quite easier for recording. 
The pulse shape has been characterized by the quantitative 
measures and the derivatives of it are highly useful for the 
analysis of PPG signal. For the assessment of various health 
diseases, the peripheral pulse is commonly used. 

Some of the related works in the PPG signal analysis is as 
follows. Allen reviewed in a detailed manner about the PPG 
and its applications in clinical physiological measurement. 
The signal quality measures for pulse oximetry through 
waveform morphology analysis were performed by Sukor et 
al [4]. A computational system to optimize noise rejection in 
PPG signals during motion or poor perfusion states was 
developed by Foo and Wilson [5]. Gray Beal and Petterson 
showed that adaptive filtering and alternative calculations 
revolutionizes pulse oximetry sensitivity and specificity 
during motion and low perfusion [6]. Yan explained the 
reduction of motion artifact in pulse oximetry by smoothed 
pseudo Wigner-Ville distributions [7]. The motion artifact 
reduction in PPG using ICA was developed by Kim and 
Yoo [8]. The aortic and arterial stiffness determination by 
PPG techniques was done by Huotari et.al [9]. The 
Photoplethysmographic characterization of the vascular wall 
by a new parameter called minimum rise-time was devel-
oped by Gavish [10]. The utility of the photoplethysmogram 
in circulatory monitoring was developed by Reisner et al 
[11]. The Artificial Neural Network (ANN) approach to 
PPG signal classification was done by Mohamed et.al [12]. 
The analysis of the effect of ageing on rising edge character-
istics of the PPG using a modified Windkessel model was 
done by Edmond et al [13]. The Photoplethysmographic 
analysis of artery properties in patients with cardiovascular 
diseases was done by Rubins et al [14]. The PPG peaks 
analysis in patients presenting with erectile dysfunction was 
performed by Qawqzeh et al [15]. Validation of a device to 
measure arterial pulse wave velocity of a 
Photoplethysmographic method was done by 
Loukogeorgakis et al [16]. Photoplethysmographic augmen-
tation index as a non-invasive indicator for vascular assess-
ments was done by Gonzalez et al [17]. In this paper, the 
normal and abnormal PPG segments are classified with the 

help of a Bayesian based GMM model for a single patient 
suffering from respiratory disorder. The block diagram of 
the work is shown in Figure 1. The section methodology of 
the paper is as follows. In section 2, the materials and meth-
ods are discussed followed by the feature extraction and 
labeling of SVD in section 3. Section 4 explains in detail 
about the usage of GMM as a validator for classification 
purposes followed by results and discussion in section 5. 
The paper is concluded in section 6 followed by the  
references. 

 

 
 

Figure 1 Illustration of the Work 
 

2  Materials and Methods 

The data has been obtained from the Physionet Database 
(MIMIC II waveform database) available online [18]. Thou-
sands of recordings of multiple physiologic signal wave-
forms and the time series representation of important signs 
called as numerics are collected from bedside patient moni-
tor screens for neonatal adult Intensive Care Unit (ICU) in 
this database. It is closely related to the MIMIC II Clinical 
Database, which has a lot of useful clinical information for 
many patients represented in the database of waveforms 
[19]. Depending on the numerous choices done by the ICU 
Staff, the numerics and recorded waveforms vary. The 
waveforms mostly include one or few ECG signals, finger-
tip PPG signals, arterial blood pressure waveforms, respira-
tory waveforms and various other waveforms. In the 
numerics, various measures like heart and respiratory rates, 
SpO2, systolic blood pressure, diastolic blood pressure and 
mean are together available. The length of the recordings 
can vary greatly, some recordings take a few days duration 
and some take several weeks, some are shorter and some are 
longer. The reading of a single patient who is suffering from 
respiratory disorders is efficiently used in this study analy-
sis. 
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Generally, the PPG signal data acquisition procedure is as 
follows. Initially, in the transmitter mode PPG system, as a 
light source ultra-red LED of about 660 nm is used and as a 
photo detector, filter, amplifier and ADC, light dependent 
resistor (LDR) is used. The finger probe should comprise of 
LED and LDR that is mounted in an enclosure and can easi-
ly fit over the tip of the index finger of the patient. The fin-
ger probe should have very good contact to the surface of 
the skin and their respective optical axes should be parallel 
to each other. The LED and LDR are highly sensitive and 
has a rapid response and can be easily matched in their 
compactness and wavelength. If the power is on, the LED 
emits the light and it transmits through the finger of the 
patient. The photo detector is utilized to detect the transmit-
ted light which is unabsorbed. With the periodic contraction 
of the heart, at the extremities, the blood is forced and the 
total amount of blood in the finger increases. The optical 
density is altered so that the transmission of light through 
the finger reduces and the voltage present in the output cir-
cuit of the photo detector changes significantly because of 
the changes in resistances of LDR. Using an amplifier, the 
low magnitude voltage is amplified with a suitable gain. To 
reduce the size of the dominant DC component, a high pass 
filter is also used. It also allows the boosting of pulsatile AC 
component to reach a nominal peak to peak level. The PPG 
signals can be later further digitized, monitored and stored 
safely in a system with the help of dedicated Data acquisi-
tion system which should have a built in ADC. 

3 Feature Extractions and Annotation Using 
SVD 

In the context of pattern recognition, signal and image pro-
cessing, machine learning etc. feature extraction aims to get 
a set of non-redundant and informative data from an initial 
set of any considered data [20]. Building or developing 
derived values is the main goal of feature extraction. It al-
ways leads to a better interpretation by humans. When an 
input data is too large for processing an algorithm, and if it 
is suspected to contain a lot of redundant factors, and then 
feature extraction techniques can be employed to transform 
the input data into a particular set of reduced values named 
as features. If the complex data is considered for perfor-
mance analysis, then a major chunk of problems starts from 
the total number of variables involved in it. If a larger num-
ber of variables are to be analyzed, it definitely requires a 
lot of memory, computational time and power. Also over 
fitting problems occurs easily in the classification algo-
rithm. So it is necessary to extract the features of the PPG 
signals. 
3.1 Feature Extraction Parameters: 

Some of the features extracted here are mean, variance, 
standard deviation, skewness, kurtosis, energy, approximate 
entropy, peak maximum, maximum slope and SVD. 

a) Arithmetic Mean: 
To compute the arithmetic mean of a particular set of data, 
all the values of data represented as x should be added first 
and then it should be divided by the total number of values 
(n). The values that are to be summed is indicated by the 
symbol Z and so the formula for the mean (x) is represented 
as 

                                     
 

b) Variance: 
In the theory of probability and statistics, variance is the 
expectation value of the squared deviation of a random 
variable from its mean. It informs how far a particular set of 
randomly generated numbers are spread away from the 
mean. 
The mathematical definition is represented as 

              Var (X) = E( X 2) - E( X )2 
Some of the properties of Variance are as follows 

  Var (c) = 0, Var (cX) = c2Var (X), Var (X + c) = Var (X) 

c) Standard Deviation: 
As the variance is measured in terms of x2 , the standard 

deviation is represented as . Unlike variance, 
the standard deviation is measured in the same units as ap-
plicable to the original data. 
 

d) Skewness: 
A fundamental and major task in many statistical analysis 
techniques is to characterize the two input parameters clear-
ly namely the variability and location of the data set. If we 
need to characterize the data further, then skewness can be 
analyzed. The variations of the data set are known with the 
help of measure of dispersion. The direction of the varia-
tions of the data set is given by skewness. It is a measure of 
symmetry or to be more precise, the lack of symmetry. A 
dataset or a distribution is said to be symmetric if it looks 
identical to both the sides, left and right if the centre point. 
For an univariate data Y1, Y2,.....,YN, the skewness is repre-
sented as 
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Where Y is denoted as mean, S represents the standard 
deviation and N represents the total number of data points. 
 

e) Kurtosis: 
It is a measure of the “tailedness” factor of the given proba-
bility distribution for a real time variable which is random 
in nature. The shape of a probability distribution is given by 
Kurtosis. For an univariate data Y, Y,--, Yr, the Kurtosis is 
given as 

              

Where Y is denoted as mean, S represents the standard devi-
ation and N represents the total number of data points. 

f) Peak Maximum: 
A local peak in a data sample that is largest than its neigh-
bouring samples represent the peak maximum value. 

g) Slope: 
The slope of a particular line is nothing but a number that 
explains both the steepness and directions of the line. It is 
often denoted by the alphabetical letterm . The letter m is 
usually denoted for slope, because m represents multiple in 
the equation of straight line as 
                             y = mx + c 
The direction of a line can be decreasing, increasing, vertical 
or horizontal. The slope is called positive, if the line is in-
creasing when it goes up from Left to Right (m > 0). The 
slope is called negative, if the line is decreasing going down 
from Right to Left (m < 0) . The slope is undefined if the 
line is vertical in nature and if the slope is zero, the  
line is horizontal in nature and this indicates a constant func-
tion. 

h) Energy: 
The energy of a discrete-time signal x(n) is given as 
 

               
 

i) Approximate Entropy: 
It is used for the exact quantification to assess the amount 
of regularity and fluctuation unpredictability over a given 
time-series data. The value of Approximate Entropy is quite 
low for regular time series data and the value of Approxi-

mate Entropy is high for irregular time series data which is 
quite complex. 

j) SVD: 
As a feature extraction technique, it is used in applications 
like finding pseudo inverse, total least squares minimiza-
tion, rotation and scaling purposes, finding orthonormal 
bases and solving homogeneous linear equations. Suppos-
ing Q is considered as a q x r matrix, where the entries of it 
has come from a field L , then there exist a factorization 
technique called SVD of Q, of the form 
 

                       
 

where A denotes q x q unitary matrix. Z represents the diag-
onal of q x r matrix which has real numbers which are non-
negative on the diagonal and B = r x r unitary matrix over L . 
B* is the conjugate transpose of the r x r unitary matrix B . 

 
3.2 Annotation of SVD: 

The labeling annotation of SVD is done for the easy classi-
fication purposes [21]. The threshold values are fixed as 60 
to identify the normal and abnormal segments due to the 
respiratory problem. If the Eigen values of the SVD are 
more than 60, then it is denoted as abnormal value because 
of the respiratory problem and if the value of SVD is less 
than 60, it shows that the value is perfectly normal. The 
labeling of SVD as shown in Table 1 is done with the help 
of a physician and set as a gold standard. 

Table 1 Annotation of PPG Signals Using SVD 

 
 

The Table 1 shows the feature extracted values along with 
the labels done by SVD for just six segments. As the PPG 
data sample length obtained is 1, 44, 000 and it is segmented 
into equal intervals comprising of 200 samples totally with 
the entire data consisting of 720 segments, here  
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in table 1, it shows only 6 segments for understanding pur-
pose. For the rest of the 714 segments, similar types of 10 
features are extracted. From table 1, it is obvious that each 
segment has 20 samples and 10 features are extracted from 
it. Finally the feature extracted annotated values of PPG are 
classified and validated with the help of a GMM classifier.  

4   GMM Classifier 

A Bayesian model based GMM Classifier is used for classi-
fication here. To assess the class posterior probability, the 
Bayesian rule is followed as 

                
 
where d Є{l, ........ , D} and D represent the total number of 
classes. The denominator can be easily neglected as it only 
scales q(d|hn). The posterior probability q(d|hn) is used to 
model the probability of d, if the feature vectors of the nth 
sample hn is given. Using Maximum posterior (MAP) esti-
mation, the class label d* is estimated, i.e, making optimum 
use of the class posteriors the class label d is determined as 
 

  
 
The above equation is a solution of the minimization 

problem involving the Bayesian Risks with a 0/1-loss func-
tion. The class prior distribution is represented by the term 
q(d) . GMM is used for modeling the terms q(hn|d) , i.e., for 
each and every class d , a GMM q(hn|Θd ) is produced. A 
GMM q(hn|Θd ) is actually the weighted sum of F > l Gauss-
ian components  in , where 

 signifies the weight of each component f = {l,...., F}. 
These weights are assumed or constrained to be positive 
values as  and . The GMM is represented by 
a set of specific parameters, , 
where the mean vector  specifies the Gaussians and the 
covariance matrix is specified by . The 
most commonly used algorithm which is used alternately 
with the  converges to a local opti-
mum point [22]. Only depending on the choice of the initial 
parameters, the performance of the EM algorithm is deter-
mined. 
 
 

5 Results and Discussion 
 
For the Performance Analysis of GMM Classifier for Classi-
fication of Normal and Abnormal Segments in PPG Signals, 
the bench mark parameters taken for the analysis is Sensitiv-
ity, Specificity, Precision, False Discovery Rate, Accuracy, 
Fl score and the values are computed in Table d. The sensi-
tivity, specificity, precision, FDR, accuracy and Fl score is 
expressed by the following mathematical formulae as 
 

             
 
 

Table 2 Consolidated Analysis of a GMM Classifier 

 

6  Conclusions 

PPG Signals are used for various purposes such as to moni-
tor heart rate and cardiac cycle, respiration, depth of anes-
thesia, hypovolemia, hypervolemia etc. Therefore the volu-
metric measurements of a particular organ can be provided 
by a PPG. With the help of a pulse oximeter, PPG readings 

PARAMETERS Values 

Sensitivity (%) 97.95% 

Specificity (%) 100% 

Precision (%) 100% 

FDR (%) 0 

Accuracy (%) 98.97% 

FI Score 98.96% 
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are obtained where the skin is illuminated and the changes 
in the light absorption is measured. Here in this paper, the 
PPG reading of a single patient who is suffering from res-
piratory disorder is analyzed. The features were extracted 
successfully from the PPG signals of the patient and then 
classified with GMM Classifier. Results show that an accu-
racy of 98.97% is obtained, a sensitivity of about 97.95% is 
obtained, a specificity of about 100%, nil FDR and FI score 
of 98.96% is obtained. Future works may analyze the case 
for a lot of patients employing various other types of post 
classifiers for the classification of the extracted features to 
identify the normal and abnormal PPG segments for a pa-
tient with respiratory disorder. 
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Abstract. Epilepsy is one of the most commonly occurring 
neurological disorders and is characterized by hyper-
synchronous neuronal firing. The unexpected and continous 
electrical disturbances in the brain can be very disturbing to 
the patient thereby affecting the overall quality and happi-
ness of the patient’s life. Electroencephalography (EEG) 
signals helps in the analysis and diagnosis of epilepsy by 
recording the activities in the cortical regions of the epilep-
tic patient. Epilepsy is characterized by the abnormal EEG 
signal flow. The recordings of the EEG signals are too huge 
to process and hence the necessity of dimensionality reduc-
tion is mandatory. The total number of epileptic patients 
analyzed in this work is twenty. Initially the dimensions of 
the EEG signal are reduced with the help of Fuzzy Mutual 
Information (FMI). The dimensionally reduced data is then 
transmitted with the help of a 2 x 2 Orthogonal Space Time 
Block Coded Multiple Input Multiple OutputOrthogonal 
Frequency Division Multiplexing (OSTBC MIMO-OFDM) 
System. As the OSTBC MIMO-OFDM System suffers a 
high Peak to Average Power Ratio (PAPR), a unique ap-
proach of Singular Value Decomposition Based Partial 
Transmit Scheme (SVD-PTS) is proposed to reduce the 
PAPR and Bit Error Rate (BER) at the receiver side. Also at 
the receiver side, Gaussian Kernel Based Support Vector 
Machine (G-SVM) with a Kernel value of 10 is utilized 
thoroughly in this work. The performance metrics such as 
Specificity, Sensitivity, Time Delay, Quality Value, Per-
formance Index and Accuracy are analyzed here. Results 
show that an average accuracy of 95.38% is obtained, aver-
age perfect classification rate is 90.76%, time delay is 2.19 
seconds and quality value is 20.53. 

 

Keywords: Epilepsy, EEG, FMI, SVD-PTS, Accuracy 

1 Introduction 

To control the overall coordination of the nerves and 
muscles in the human body, brain is utilized and it is con-
sidered as one of the complex parts of the entire human 
body. There are a lot of neurological disorders which affect 

the brain and one such disorder is epilepsy [1]. Considered 
as one of the most commonly occurring neurological disor-
der, epilepsy is a huge threat to the mankind. It is often 
recognized as a chronic condition of the human nervous 
system. Stemming from sudden and temporary abnormal 
discharges of the electrical activities of the brain, epilepsy 
occurs and it leads to unprovoked seizures. It is also known 
as fits because it causes loss of consciousness and memory, 
various alterations in behaviour, emotion and sensation. All 
the epileptic patients cannot be cured with the help of medi-
cines and antibiotics, because for some patients medicines 
may not respond and cause a lot of allergy. So depending on 
antiepileptic drugs is not the only solution for such people. 

To identify the psychological and physiological situa-
tions in the human and to trace the functional activities of 
the brain, EEG is used [2]. As EEG is highly non linear and 
non-stationary, a good analysis is required to differentiate 
between normal EEG and seizure affected EEG signals. 
Thus analyzing the signals of the brain through EEG lays a 
direct form of communication between the physician and 
the brain. EEG serves as a good clinical tool for the assess-
ment of human activity and it gives valuable data of the 
patients who suffer from epilepsy. For the epileptic patient, 
the EEG signal flow is quite abnormal and the amplitude of 
the spikes generated in the EEG waveform need not always 
represent the seizure severity and it is important to differen-
tiate between the seizure period and the period between the 
seizure stages [3]. So to record the electrical activities of the 
brain, EEG seems to be the most flexible, easy to use tech-
nique and has a relatively lower cost. Since the recordings 
of the EEG are long, the detailed analysis of it seems to be 
very difficult as it requires trained and specialized visual 
encephalographers. Moreover the decision can be erroneous 
due to a lot of factors. So in the past two decades a lot of 
reliable automated detection algorithms for the classifica-
tion and detection of epilepsy has been proposed. Since this 
work has been implemented for telemedicine applications, 
some of the top works done in the field of seizure classifica-
tion and the implementation of it to the wireless telemedi-
cine applications is discussed here. A general framework to 
assess and compare seizure prediction methods was given 
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by Winterhalder et al [4]. The seizure anticipation by pa-
tients with focal and generalized epilepsy and a multicentre 
assessment of premonitory symptoms was given by Schulze 
et al [5]. The epileptic seizure prediction using hybrid  
feature selection over multiple EEG electrode contacts was 
reported by D’Alessandro et al [6]. The time delay neural 
network and ICA for EEG based prediction of epileptic 
seizures propagation was reported by Mirowski et al [7]. 
The recurrent neural network based prediction of epileptic 
seizures in intra and extracranial EEG done by Petrosian et 
al [8]. Testing statistical significance of multivariate time 
series analysis techniques for epileptic seizure prediction 
was done by Schelter et al [9]. The Factorization concept 
and Particle Swarm Based Sparse Representation Classifier 
for Epilepsy classification was implemented for Wireless 
Telemedicine Applications was developed by Sunil and 
Harikumar [10]. The epilepsy diagnosis using probability 
density function of EEG signals was reported by Orhan et al 
[11]. The Epilepsy Classification Using Discriminant Anal-
ysis and Implementation with Space Time Trellis Coded 
MIMO- OFDM System for Telemedicine Applications was 
modelled by Sunil and Harikumar [12]. The automatic epi-
leptic seizure detection in EEGs based on line length feature 
and ANN was reported by Guo et al [13]. A robust principal 
component analysis algorithm for EEG-based vigilance 
estimation is done by Shi et al [14]. The Hadamard Trans-
form Based PAPR Reduction for Telemedicine Applications 
Utilized for Epilepsy Classification by Sunil and Harikumar 
[15]. A PCA Based Selective Mapping Technique for Re-
duced PAPR Implemented for Distributed Wireless Patient 
Monitoring Epilepsy Classification System was developed 
by Sunil and Harikumar [16]. Entropy Based PAPR Reduc-
tion for STTC System Utilized for Classification of Epilep-
sy from EEG Signals Using PSD and SVM was modelled 
by Sunil and Harikumar [17]. Wireless Systems with Re-
duced PAPR Using K-means Modified PTS Implemented 
for Epilepsy Classification from EEG Signals was devel-
oped by Sunil and Harikumar [18]. The Efficient Wireless 
System for Telemedicine Application with Reduced PAPR 
Using QMF Based PTS Technique for Epilepsy Classifica-
tion from EEG Signals was modelled by Sunil and 
Harikumar [19]. 

In this work, using FMI, the dimensions are reduced and 
then it is transmitted through a 2 x 2 OSTBC MIMO-
OFDM system. Since the system suffers from a high PAPR, 
SVD Based PTS (SVD-PTS) is used to reduce the PAPR 
and at the receiver side, GK-SVM is used to classify the 
epilepsy from EEG signals. Figure 1 shows the block dia-
gram of the system. 

 
 

Figure 1 Block Diagram of the Entire Work 
 

2 Materials and Methods 

In this section, the acquisition of EEG data, the need for 
dimensionality reduction and how FMI is employed to re-
duce the dimensions of the EEG data is discussed here. 

2.1 Acquisition of EEG Data and the Preference for  
Dimensionality Reduction  

From the Department of Neurology of Sri Ramakrishna 
Hospital, Coimbatore, India, readings of 20 epileptic pa-
tients who were taking their treatment in the hospital was 
taken for this evaluation. The required permission was ob-
tained from both the patients and doctors. The obtained 
EEG data set is in European Data Format (EDF). According 
to the International 10-20 system, the 16 channel electrodes 
are placed on the scalp of the patient. Before the placement 
of the electrode on the scalp, it is cleaned well using any 
cleansing agent and then with the help of electrode paste, it 
is placed on to the scalp of the patient. The referencing of 
the electrodes is done to a common potential point like ear. 
For different periods like awake stage, sleeping stage, rest-
ing stage and so on the readings are taken at a speed of 30 
mm/s for more than 40 minutes duration. Using suitable 
EEG machines, amplification of the signals can be done 
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easily. As there are 16 channels for each patient, each chan-
nel recording is split into three or four epochs with two 
second duration. The two second epoch is widely preferred 
because it can easily detect and trace the most vital changes 
happening in the signal. For this analysis the tool employed 
to do the work is MATLAB 7.0 version. Since 50 Hz is the 
frequency of the EEG signal, the sampling frequency has to 
be twice more than it based on the Nyquist criterion and 
sampling theorem and so 200 Hz is taken as the sampling 
frequency. Each and every sample of the data will have the 
instantaneous amplitude values of the signal and so totally 
400 sample values are present for a single epoch in a single 
channel. So to process all the sample values for the epochs 
in all the channels for the entire twenty patients is a very 
difficult job to perform and so dimensionality reduction is 
required. 

2.2 Dimensionality Reduction Using Fuzzy Mutual Infor-
mation 

Mutual information in general tells how much data one 
random variable conveys about another random variable. 
The Mutual Information for any two random variables a  
and b  denoted by I (a ,b )  is expressed as 
 

 
The information which b  tells about a  is just the reduc-

tion measures in uncertainity about a due to the in depth 
knowledge of b  and vice-versa. If the value of I (a ,b )  is 
more, then a lot of information is told by both a  and b  . 
The normalized mutual information for the two attributes a  
and b , represented as Ĩ (a ,b )  is expressed as 

, in such a manner that I (a , a )  =  H (a )  

and the rules are then constructed. For FMI, the steps are as 
follows:  
a) For the qualitative data, the pre-processing step is done 

which includes defining fuzzy sets and membership 
function 

b) Then the Normalized MI is computed for each and 
every pair of attributes. 

c) Using NMI, the potential and frequent item sets are 
selected 

d) The association rules are then generated with respect to 
the attributes selected alone with the fuzzy sets 

e) The adjusted difference for all the rules generated is 
calculated. 

f) Based on the adjusted difference, the filtering rules can 
be modeled. 

 

g) The filtered rules have to be joined for generating more 
rules. 

h) Unless a new rule is generated, the process is repeated. 
The fuzzy association rules designed will reduce the 
dimensions of the data. 

The preprocessing using Fuzzy K means clustering is done 
initially. For finding the membership of each value, fuzzy 
k-means clustering is used. For the clustering of the attrib-
ute value, the total number of 'k ' points is placed into the 
space represented by the objects which are prone to cluster-
ing. Such points represent the initial group centroid. Each 
object is assigned to the group which has the closest cen-
troid. After the assignment of all objects, the position of the 
k- centroid is recalculated. Until the centroid can move no 
longer, the process is continued. The main aim is to reduce 
the objective function (squared error function) 

 

where the distance measure chosen between the attribute 
value ( )j

ia  and the cluster centre cj. is represented as 
(a i  —  C j )2. It indicates the distance of the number of rec-
ords (N ). The resulting clusters are associated with the  
'k ' linguistic terms. Based on the cluster centres and the 
attribute nature, the linguistic terms are associated and final-
ly the membership value is computed for each and every 
value. The Normalized Mutual information is computed. 
Each quantitative value is transformed into a fuzzy set 
which has linguistic terms with the help of membership 
functions and then the normalized mutual information is 
calculated for all attributes on the transaction data. In be-
tween the distinct pair of attributes, the value of normalized 
mutual information is calculated [20]. If the two adjusted 
variables are denoted as a i  and bj , then  repre-
sents a very strong relationship in between the attributes. 
The rules are generated and then selection of the rules is 
done accordingly. The interesting association between the 
two attribute values is identified and as a result the dimen-
sionality is reduced. 

 
3 Design for Telemedicine Application 

As the epilepsy classification is designed for Telemedicine 
Application, the dimensionally reduced values are transmit-
ted through the system implemented here, that it, Orthogo-
nal Space Time Block Coded MIMO-OFDM System. As 
the system has a high PAPR, SVD-PTS algorithm is used to 
reduce the PAPR. 
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3.1 OSBTC MIMO-OFDM System 

In the past decade, OFDM has attracted a lot of interest for 
the standardization purposes of wireless systems. OFDM 
technique is a multicarrier modulation technique implement-
ed with the help of FFT/IFFT algorithms. It is highly robust 
against frequency-selective fading channels and so it is 
adopted for transmission system such as Worldwide interop-
erability for Microwave Access (WiMAX), Wireless Fidelity 
(Wifi), Digital Video Broadcasting (DVB) and Long Term 
Evolution (LTE). To improve the spectral efficiency and to 
enhance the link reliability, OFDM is combined with MIMO 
[21]. To compensate the problem of fading, MIMO is used. 
In MIMO, the same signals can be sent through the different 
MIMO antennae and the different antennae at the receiver 
side will receive the signals travelled from diverse paths. For 
increasing the capacity of the channel MIMO is used such 
that different set of data is transmitted at the same time 
through different MIMO antennae without the automatic-
repeat request of the transmission. In MIMO system, to attain 
maximum efficiency, the spacing of the antennas needs to be 
at least half of the transmitted signal. FFT algorithm is used 
for the efficient implementation of MIMO-OFDM system 
enhanced by MIMO encoding techniques such as Space Time 
Block Codes and Space Time Trellis Codes (STTC). In this 
paper, Orthogonal Space Time Block Codes (OSTBC) is 
used [22]. Space time block coding is a great boon for com-
munication over the Rayleigh channels with the help of mul-
tiple transmits antennas. Using a space-time block code, data 
is encoded and it is split into 'n' streams. The 'n' streams are 
transmitted simultaneously by using 'n' transmit antennas. 
The signals which are received at the receiver antenna are 
nothing but a linear superposition of the total 'n' transmitted 
signals which is perturbed by noise. Through the decoupling 
operation of the signals which are transmitted from various 
antennas, maximum likelihood decoding is achieved. This 
makes use of the orthogonal structure of the STBC and so a 
maximum-likelihood decoder by linear processing is operated 
at the receiver. These codes are designed for the maximum 
achievement of the diversity order for a total number of 
transmit and receive antennas. It is simply subject to the con-
dition of having a simple decoding algorithm. 

3.2 PAPR Problem in OSTBC MIMO-OFDM and SVD-
PTS technique to mitigate it: 

As the OSTBC MIMO-OFDM system is engaged here, a 
high PAPR is a problem and using a modified algorithm 
called SVD Based PTS, the PAPR is reduced to a great 
extent. 

Some of the peak values of the transmitted signals are larger 
than the typical values. If the PAPR is high in the transmit-
ted signals of the OFDM, then there is a reduction in BER 
performance, intermodulation effects on the sub carriers, the 
energy is spilled into the adjacent channels and the power 
amplifiers suffer from non linear distortion [23]. The reason 
for a high PAPR in the time domain of the OFDM signal is 
due to the actual sum of the narrowband signals. At some 
places, the total sum of those narrowband signals is much 
larger than the average values. So with this high PAPR, if 
the signals are transmitted through a non linear power am-
plifier, a spectral broadening is created and the dynamic 
range of the Digital to Analog Converter is increased. As a 
result, the cost of the system increases and the efficiency 
reduces. The time domain representation of the complex 
baseband OFDM signal is expressed as 

 
where zn represents the n t h  component in the OFDM out-
put symbol, Zk represents the k t h  modulated data symbol in 
the frequency domain of OFDM, N  represents the number 
of subcarriers. 
The PAPR (dB) of the transmitted OFDM signal is repre-
sented as 

 
where E[.] denotes the expected value operation. The theo-
retical maximum of the PAPR for Z  number of sub carriers 
is as follows 

 
PAPR is represented as a random variable as it is a function 
of input data. The Complementary Cumulative Distribution 
Function (CCDF) for various PAPR values is given as 

 
The SVD Based PTS is implemented as follows to get a 
reduced PAPR 

1) The inputs are generated randomly from the input data 
block. 

2) It is multiplied by various phase sequences. 
3) A modified data block is obtained after multiplying it 

with various phase sequences 
4) To get the time domain series, the independent se-

quences are inserted into IFFT 
5) The choosing of the side information is done so that the 

PAPR is minimized. 
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6) After this, the Side Information (SI) is multiplied with 
the mapped input data. 

7) The symbols with the least PAPR are disjoined into sub 
blocks. 

8) For each of the partitioned sub blocks, SVD is applied 
and then multiplied by a corresponding complex phase 
factor [24]. 

9) The least PAPR is obtained by choosing the preferred 
phase vector. 

10) All the sets of phase vectors are searched to find the 
optimum set of phase factor.   

 

The simulation parameters of the system designed are 
shown in Table 1.  

Table 1 Simulation Parameters 

 

4 Support Vector Machine (Gaussian Kernel) at 
the Receiver 

The SVM is a machine learning algorithm which is utilized 
to solve classification problems [25]. It utilizes a flexible 
representation of the boundary classes. To reduce over 
fitting, it implements the automatic complexity control. It 
has a single global minimum value which is found in the 
polynomial time. It is highly popular because, it can be 
easily used, and it has a very good generalization perfor-
mance. With a little tuning, the same algorithms are used to 
solve a variety of problems. 
The main goal of it is to separate the two classes without 
the loss of generality. The separation of the set of training 
vector which belongs to two different classes are represent-
ed as 

 
 
with a respective hyperplane represented as 

 
It is said to be optimally represented by the hyperplane if 
the separation is done without errors. Also the distance be-
tween the hyperplane to the closest vector should be maxi-
mal for the set of vector to be optimally separated. Without 
the loss of generality, it is good to consider a canonical 
hyperplane, where the parameters w,c  are constructed by 

  
The constraint should be preferable to the simplification of 
the formulation of problem. The norm of the weight vector 
should be definitely equal to the inverse of the distance 
points, closest to the hyperplane. 
A canonical form, a separating hyperplane must meet the 
following constraint as 

 

The distance is represented as  

By maximizing the margin, the optimal hyperplane is ob-
tained. For the optimal separation of data, a hyperplane is 
used so that it minimizes the condition 

 
With the explanation of the technique to obtain an optimal 
hyperplane, the support vector machine classifier for a func-
tion f (q ) with Gaussian Kernel is represented as 

, where α i  are known as weights and can 
be zero too sometimes, q i  is denoted as the support vector 
here. The Gaussian kernel representation  

The Kernel value is set to be around 10 in this case. 
 

5  Results and Discussion 

For the telemedicine application implemented for the 
STBC MIMO-OFDM System engaging FMI as a dimen-
sionality reduction technique and Gaussian Kernel Support 
Vector Machine (SVM) as a post classifier at the receiver 
side, the results are analyzed and computed in this section 

 

Modulation Technique Used QPSK 
System analysed 2 x2 OSTBC MIMO- 

OFDM 
Nature of Space Time Block Codes Orthogonal 

Number of subcarriers 512 
No of sub-blocks 4 

Maximum symbols loaded 1e5 
Symbol rate Analyzed 250000 
Total No. of time slots 2 

Windowing function used Blackman-Haris 
HPA Model analysed SSPA 
No of frames utilized 10 

Total No of OFDM symbols/ frame 4 
Bandwidth Taken 5 MHz 

Oversampling factor Used 4 
No of Phase Factors in PTS Scheme 4 
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5.1 PAPR Results:  
From the Figure 2, it is evident that a PAPR reduction of 
about 3.5 dB is achieved if the SVD-PTS algorithm is em-
ployed for the OSTBC MIMO-OFDM System. The Bit 
Error Rate is tabulated in Table 2. 

 
 

 
Figure 2 PAPR Result Analysis usign SVD-PTS Algorithm 

 

Table 2 BER Analysis 

SNR BER 

0 0.1416 

2 0.1218 

4 0.1109 

6 0.0913 

8 0.0723 

10 0.0514 

12 0.0218 

14 0.0048 

 
5.2    Classification Results: 
   The standard performance metrics considered here are 
Performance Index (PI), Sensitivity, Specificity and Accu-
racy are tabulated in Table 3 and are given by the respective 
formulae as follows 
 

 
 

where PC stands for Perfect Classification, MC stands for 
Missed Classification and FA stands for the False Alarm. 
The Sensitivity, Specificity and Accuracy measures are 
stated by the following 

 
 
The Quality Value QV is defined as 
 

 
C 

where the scaling constant is represented by C  
The total number of false alarm per set is represented as Rfa 
The average time delay of the onset classification (seconds) 
is represented as Tdly 
The percentage of perfect classification is given as Pdct and 
The percentage of perfect risk level missed is denoted by Pmsd 
The time delay is given as follows 

 
 
 

Table 3 Average Classification Results of FMI-GKSVM at 
the Receiver Side 
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6 Conclusion 

Thus in this paper, the dimensions of the EEG signal are 
reduced with the help of FMI and then transmitted through 
the OSTBC MIMO-OFDM System and then classified at 
the receiver side with the help of Gaussian Kernel SVM. 
The results were analyzed here in terms of PAPR, BER, PI, 
Specificity, Sensitivity, Accuracy, Time Delay and Quality 
Values. The results show that when SVD-PTS algorithm 
was used to reduce the PAPR in the system designed for 
telemedicine applications, the PAPR was reduced by 3.5 dB 
and a low BER was also achieved easily. If the classifica-
tion results are analyzed in the receiver side, it shows that 
an average perfect classification as of 90.76%, average PI of 
89.36%, average time delay of 2.198 seconds, average qual-
ity values of about 20.533 and an average accuracy of 
95.38% is obtained. Future works plan to implement various 
system analysis designed for telemedicine applications, 
various post classification schemes and different dimen-
sionality reduction schemes. 
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Abstract— Drowsiness is a major patron to road accidents. Detec-
tion of drowsiness while driving is a challenging objective in acci-
dents avoidance systems. This study reports a new index to assess 
the drowsiness state of drivers using Joint Time-frequency analysis 
of Electroencephalography (EEG). Fifteen healthy male partici-
pants proffered in this study by performing a tedious driving task 
on a static simulator for 60 min. The subjects are deprived of sleep 
for at least 18 hrs and sleep music (Delta waves) played in the 
background, induces sleep during the task. Acquisition of EEG 
signals was implemented by eight channel Octal Bio-Amplifier 
(AD Instruments) at a sampling frequency of 1000Hz. The elec-
trodes positioned at the four lobes of the brain namely Frontal, 
Temporal, Parietal, and Occipital lobes and further analysis has 
been carried out in MATLAB™ 2007b (Math works, Inc., USA). 
The EEG signals are de-noised by Chebyshev filter (0.5-40 Hz) 
and subsequently decomposed into various rhythms of EEG such 
as Beta (CD5: 14-30 Hz), Alpha (CD6: 8-13 Hz), Theta (CD7: 4-7 
Hz), and Delta (CA7: 0.5-3.5 Hz). Two parameters viz., Relative 
Wavelet Packet Energy (RWPE) and Power within the RMSD 
(PRMSD) are computed in this study to analyse the driving per-
formance of the subjects against the subjective assessment inferred 
from the video recordings. The parameters RWPE, PRMSD within 
Beta and Alpha has reduced relatively in the Parietal lobe, occipi-
tal lobe, and temporal lobe as the subjects fall into the drowsy 
stage. This analysis is clinically correlated as the cortical activity 
reduces slowly during the onset of sleep. It is clearly evident that 
these features are significant (p< 0.05) in the detection of drowsi-
ness with Confidence Interval of 14. This study also reports a 
significant correlation (p< 0.05) between PRMSD of Total mean 
with Active mean and Drowsy mean with R2 value of 0.82. 

Keywords— Drowsiness, Relative Wavelet Packet Energy 
(RWPE), and Root Mean Square Deviation (RMSD) 

1. INTRODUCTION 

Universally, the macroscopic phase transition in the 
transportation made the roads utterly engaged with an en-
semble of motorized vehicles. Road fatalities counts as the 
most probabilistic causes of death and gage 2.2% across the 
planet. Lamentably, drivers intermittently err the danger and 
adorn their adroitness to withstand the drowsiness behind 

the wheel. The National Highway Traffic Safety Admin-
istration declared that every year one lakh road accidents 
ensue owing to drowsy driving and driver fatigue [1][2]. 
Diseases such as Acute Insomnia and Sleep Apnea Syn-
drome can also induce drowsiness during prolonged driving. 
The National Transportation Safety Board (2010) has pro-
claimed that driver fatigue causes crashes which results in 
either bruises or ends up in death. 

Several drowsiness detection technologies exist based on 
the fusion of various categorised parameters namely vehicle-
based, physiological and behaviour parameters.Many re-
searchers analysed the physiological study of EEG through 
different techniques namely Independent Component Analy-
sis, Power Spectrum and Discrete Wavelet Packet Decompo-
sition (DPWD). Belyavin et al., 1987 proposed that the de-
crease in Beta ( ) activity is a valuable indicator to detect 
drowsiness [3]. Kecklund et al.,1993 reported the variation of 
energy levels amid listening to music. In spite of numerous 
attempts in drowsiness detection through Power within Spec-
trum (PSG) and Relative Wavelet Packet Energy (RWPE), 
the quantification of drowsiness states is yet uncertain. 

This study aims at the quantification of drowsiness states 
of the subjects. This quantification is achieved through the 
assessment of Relative Wavelet Packet Energy (RWPE) and 
Power within RMSD (PRMSD). Some significant variations 
in physiological parameters were observed to detect drows-
iness levels. 

2. MATERIALS AND METHODS 

2.1.   Protocol and Simulation Task: 

The experimental setup consists of a static driving simu-
lator, Data Acquisition System, A Graphical User Interface 
(Lab Chart 8 software), Audio system, and a high definition 
camera as shown in fig.2.1. Fifteen male participants chosen 
are deprived of sleep for last 18 hours with a valid Light 
Motor Vehicle (LMV) license. The average height, weight, 
age of the participants is 1.72±0.08 m, 62.7±11.2 kg, and 
27.76±10.77 years respectively. A predriving task of 30 
mins is given before the experiment to familiarise about the 
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driving simulator and experimental protocol. A monotonous 
driving track is selected to perform the driving while sleep 
music (delta waves) is played in the background to induce 
the sleep. The participants performed the driving tasks on 
the static driving simulator for one hour. All the experi-
ments are video graphed (16 MP: inbuilt-simulator) while 
driving to validate the results by subjective assessment. The 
calibration of the experimental setup, for the electrical safe-
ty by using Fluke- Electrical Safety Analyser (ESA115B) 
based on the standards IEC-60601-1 helps in assuring both 
patient and operator safety. 

2.2   Physiological signal analysis: 

The study uses multi-channel Octal Bio Amplifier from 
AD Instruments, Netherlands with Labchart8 software to 
acquire the EEG signals of the participants who are under the 
simulated driving condition. The steps followed in analysis 
adopted in this work are shown in Fig.2.2. The EEG signal 

acquired from the four lobes of the cerebral cortex, i.e., 
Frontal (F3, F4), parietal (P3, P4), occipital (O1, O2) and 
temporal (T3, T4) lobes based on 10-20 electrode system of 
EEG. EEG signals acquired from the subjects are analysed in 
the Mat Lab R 2007b to extract the features to classify the 
subjects into active and drowsy. A digital filter with cutoff 
frequencies 0.5-40 Hz is applied to remove the noise associ-
ated due to movement artifacts, eyeball movements, and 
power line interference. A non-stationary EEG signal is fur-
ther processed by using Discrete wavelet transform (DWT). 

Discrete Wavelet Transform (DWT) is a tool to convert 
the time domain signal into small waves (wavelets) with 
different frequency bands. DWT decomposition tree shown 
in Fig.2.3 consists of 2 filters High pass filter (Go), Low 
pass filter (Ho) at each stage, to divide the signal into dif-
ferent frequency bands, followed by the process of 
downsampling. This sort of sampling divides the length of 
the signal to exactly half at every stage to improve the 

 
Fig.2.1. Experimental setup consists of a static driving simulator, Data Acquisition System 

 

Fig.2.2. Physiological signal analysis 
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frequency resolution. The DWT of the signal at every stage 
separates the signal into lowfrequency components a [n] 
called as the Approximation Coefficients (CA), high-
frequency components d[n], called as the Detailed Coeffi-
cients respectively(CD). 

The raw EEG signal acquired for nearly 1 hour with the 
sampling frequency of 1000 is shown in Fig.2.4, is decom-
posed up to 7 levels of the segmentation. The EEG data is 
divided into various rhythms of EEG such as Beta (CD5: 

14-30 Hz), Alpha (CD6: 8-13 Hz), Theta (CD7: 4-7 Hz), 
and shown in Fig.2.5. The Feature Extraction of EEG 
rhythms Beta, Alpha, and Theta are performed to derive 
certain parameters namely Relative Wavelet Packet Energy 
(RWPE), Root Mean Square Deviation (RMSD). These 
parameters are found to be useful in the detection of drows-
iness from the EEG signal. 

Relative Wavelet Packet Energy is defined as the energy 
within the wavelet packets derived from the discrete 

 
Fig.2.3. Decomposition tree of Discrete Wavelet Transform 

 
Fig.2.4. Normalized EEG signal 

 
Fig.2.5. Decomposed EEG signals and their Relative Wavelet Packet Energy 
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wavelet transform. The Energy within the wavelet packets 
is estimated over a period with a window of length 128K 
samples with 50 percent overlap as given in equation (1). 

          (1) 

X (k) is the Segmented EEG data by DWT 
p(n) is the RWPE of the signal 
M is the length of the signal 
 
The length of the window (128K) is chosen such that the 

Energy within the signal for every 2 minutes is computed 
with a moving window. The for all rhythms of EEG as the 
number of samples are different in each of them due to 
down sampling as shown in Fig.2.5. 

The Root Mean Square Deviation (RMSD) is an aggre-
gation of the magnitudes of the errors in predictions for 
several times into a single measure of predictive power 
(Hyndman et al., 2006). RMSD [r (n)] was estimated on the 
Alpha ( ), Beta ( ) and Theta by using equation (2). 

                 (2)
 

Where, xn denotes the EEG signal  
 denotes the mean of the signal N  

denotes the length of the window  
n denotes the index of the samples 
 
A window of length 128k (k = 1024) with 50% overlap 

was chosen to find the predictive power (PRMSD) within 

 
Fig.2.6. Decomposed EEG signals and their Power within the RMSD (PRMSD) 

 
Fig.2.7. Drowsiness ratings given by the neuro-physicians based on subjective assessment 
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RMSD using the Eqn. 3. The predicted power (PRMSD) 
was normalised, and a drowsiness index was proposed in 
Time-Domain for Beta, Alpha and theta rhythms (Fig. 2.6). 

         (3) 

2.3.  Subjective assessment 

The EEG data recorded is evaluated by three neuro-
physicians who are real sleep experts. The experts gave the 
ratings, within the scale 1-5. A score of "1" as Sleepy and the 
score of "5" as Extremely Active. These clinical examinations 
correlated with the video recordings of the drivers to categorise 
the data into various stages of drowsiness. The Fig.2.7 shows 
the ratings given by the sleep experts along with normalised 
beta signal waveform. As can be seen from the Figure both of 
them correlate well with each other..Apart from this subjective 
assessment, both the Simulator's Driver Rating and Self-
feedback by the subjects were also considered to validate the 
accuracy of the obtained parameters. Fig.2.7 shows the scoring 
given by the experts for the EEG data recorded from a subject 
clearly indicates the drowsiness levels ranges from 1-5 on the 
time axis. These ratings are used to compare and alidate the 
results obtained by using RWPE & PRMSD.  

3. Results and discussions: 
The EEG Rhythm analysis (Beta, Alpha, and Theta 

rhythms of temporal, parietal, occipital, and temporal lobes) 
is carried out through the features such as RWPE, and 
PRMSD Shown in Fig.2.5 & 2.6 respectively. The RWPE, 
PRMSD profiles of a subject clearly shows the close corre-
lation with the subjective assessment shown in Fig.2.7.The 
RWPE, PRMSD are normalised, and a threshold of 0.5 is 
found to be the discriminating factor between the Active 
and Drowsy stages. The RWPE, PRMSD values of 15 sub-
jects compared to the subjective assessment ratings to quan-
tify the drowsiness levels. 

Table 3.1 shows the statistical analysis of PRMSD, 
RWPE values of the 15 subjects who are under simulated 
driving condition. The power within the Beta, Alpha, and 
Theta decreases significantly in the drowsy condition across 
all the subjects. The cortico-neural activity of the brain de-
creases when a subject is performing a monotonous activity 
for longer periods of time. The drowsiness index proposed 
in concern with RWPE and PRMSD is clearly distinct in 
both  active and drowsy cases of all the subjects, and it is 
statistically significant (p < 0.05) as the deviation from the 
mean is minimum (Fig.3.1). This same applies for the 

 
Fig.3.1. Drowsiness Index from the RWPE 

 

Fig. 3.2. Drowsiness index of Alpha, Beta, and Theta of Parietal lobe. 
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PRMSD, and there exists a clear distinction between the 
active and drowsiness levels as can be seen in Fig.3.1. 

Table.3.1. Drowsiness index derived from PRMSD and 
RWPE 

 
 

Regression analysis of RWPE and PRMSD shows that 
there exists a significant correlation (p< 0.05) in the detec-
tion of drowsiness with Confidence Interval of 14. This 
study also reports a significant correlation (p< 0.05) be-
tween RWPE of Total mean with Active mean R2 of 
0.857.A regression line between the PRMSD of Total mean 
and the drowsy mean means, it shows the close correlation 
of R2 of 0.856. The drowsiness index derived from the 
RWPE and PRMSD is found to be less than 0.5 for drowsy 
state and greater than 0.5 for the active condition. The 
Drowsiness index constitutes significant correlation for 
rounded four lobes namely temporal, parietal, occipital, and 
frontal. The power of the signal is reduced in Alpha, Beta, 
and Theta rhythms during the drowsy condition are clearly 
indicated in Fig.3.3. 

Figure3.3 (a, b) shows the correlation between the total 
mean of drowsiness index derived from RWPE and PRMSD 

versus Drowsy mean. The study shows a positive correla-
tion of R2 of 0.83-0.96 between the total mean and Drowsy 
mean, which is significant (ρ < 0.05) with a confidence 
interval of 11. 

4. Conclusion: 

Drowsiness detection through EEG based statistical pa-
rameters is executed on a virtual driving environment. The 
PRMSD of subjects shows there is a significant change in 
the attention levels of all the subjects. The subjects condi-
tioned for long term monotonous driving tasks results in the 
decrease of the cortico-neural activity. Wavelet packet de-
composition (7- levels) of Beta, Alpha, and Theta has been 
done and two parameters PRMSD & RWPE for total mean 
and drowsy mean are found to be significant with a positive 
coefficient of correlation 0.856 and 0.857. The total driving 
profiles of the subjects are classified into Active and 
Drowsy and are validated by using subjective assessment. 
Drowsiness index has been derived from PRMSD and 
RWPE of Beta, Alpha and Theta. It is observed that the 
drowsiness index from PRMSD, RWPE in active and 
drowsy stages of Alpha and Beta are statistically significant. 
A relation is proposed between the Total mean of PRMSD, 
RWPE and Drowsy mean of PRMSD, RWPE for Alpha and 
Beta. There is a strong correlation between 0.83-0.92 the 
total mean and drowsy mean of PRMSD and PSG. Among 
the two methods RWPE is easy to implement in real time 
compared to the PRMSD as it requires many computations. 
Though the study proposed a novel method for detection of 
drowsiness the validation of it in real time scenario yet to be 
explored. Wireless sensors with Real-Time analysis on DSP 
processor would be a potential tool for the commercial ap-
plications. 
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Abstract— Haematocrit are recorded during artificial 
dialysis resulting in remarkable changes in the blood 
conductivity that can reach up to 20%. Traditional 
methods for HCT-measurement like centrifugation or 
photometry are well known and precise. The drawback 
of the first method is the need for extracting a blood 
sample out of the closed loop system, which takes time 
and increases the cost. The latter method requires an 
optical window to access the blood and therefore it does 
require an additional precision fabricated disposable 
component. In order to eliminate the disadvantages of 
the mentioned HCT- measurement methods a new ap-
proach for blood bioimpedance modeling is presented.  

The principles of functional identification of electrical 
impedance of biological tissues are considered. To de-
termine the frequency characteristic of the electrical 
impedance the method of transient functions is pro-
posed. Transient function of electrical impedance rec-
orded as a response on unit step-current. The frequency 
characteristic is defined as the Carson—Heaviside trans-
form of the electrical impedance transient function. 
Functional identification realized by Levy method.  

For modeling the component analysis of a biological 
tissue the electrical impedance frequency characteristic 
is considered in the state space of parallel RC circuits, 
where the state variable has the meaning of electrical 
charge. The modeling of electrical impedance in blood 
samples with different haematocrit level is carried out. 
The dependences of the equivalent circuit parameters 
upon the haematocrit level are obtained. The obtained 
dependences of the impedance modulus characteristic 
frequency and the equivalent scheme parameters upon 
the haematocrit level may be used for the haematocrit 
level determination in a blood sample. 

Keywords— bioimpedance, electrical equivalent circuit, fre-
quency characteristic, state-space model, transient response. 

I. INTRODUCTION  

The study of biological tissue properties that determine 
their ability to conduct electrical current is an important 
field of biophysical research, the results of which are widely 
used in the impedance spectrometry of biological objects 

and non-invasive methods of medical diagnostics, such as 
reography, impedance cardiography and tomography [1]. 
An urgent line of development in the studies of bioelectrical 
impedance is the creation of methods for express-evaluation 
of the structural composition of biological tissues, e.g., the 
fraction of fat tissues or free fluid in the organism [2], as 
well as the assessment of haematocrit level in blood sam-
ples [3]. 

Bioimpedance methods of measuring tissue electrical 
properties are based on the determination of amplitude-
frequency characteristics of the bioelectrical impedance 
parameters. The determination of the frequency characteris-
tic of bioelectrical impedance is often implemented by 
measuring the components of the complex electrical imped-
ance of the tissue at different frequencies of the alternating 
electrical current. For this aim a sinusoidal current from a 
tuneable-frequency generator is supplied to the fragment of 
biological tissue under study, and the amplitude and phase 
measurements of the voltage drop at this subcircuit at dif-
ferent frequencies. Using the obtained data the determina-
tion of the bioelectrical impedance in frequency domain is 
performed. However, in this case it is difficult to acquire 
complete information about the frequency characteristics of 
the bioelectrical impedance, first of all, because of the lim-
ited number of frequencies at which the measurements are 
carried out, as well as because of the requirements of using 
small amplitudes of acting current. 

II. THEORY  

To obtain the frequency characteristic of the bioelectri-
cal impedance it is reasonable to use the method of func-
tional identification of systems [4]. The functional identifi-
cation (Figure 1) is implemented by testing the object under 
study using the impacts that allow the determination of its 
transfer function, relating the object response with the ex-
erted action. In the identification of systems the stepwise, 
pulsed, or noise action is used as a testing one [5]. The 
analysis of the transfer function allows the determination of 
frequency characteristic of the object with respect to the 
class of used testing actions. 

Assume that in the functional identification of bioelec-
trical impedance the electrical current is used as the input 
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testing action, and the recorded response is the voltage that 
appears at the considered subcircuit. Then the transfer func-
tion describes the time variation of the bioelectrical imped-
ance, and its processing yields the impedance frequency 
characteristic. 

 
Fig. 1. Functional identification of bioelectrical impedance 

The following conditions are considered as the basic as-
sumptions in the modeling of bioelectrical impedance: 

-the configurations and the parameters of the electrical 
impedance of the studied biological object do not vary in 
time; 

-the characteristics of the bioelectrical impedance of the 
studied biological objects possess the property of linearity, 
i.e., the superposition principle is valid for them; 

-the biological object exhibits the property of dissipativ-
ity under the action of the electrical current. 

Let us use the Heaviside method [6] to find the fre-
quency characteristic of the bioelectrical impedance. We 
make use of the decomposition of the input action into 
components by beams of the unit Heaviside function having 
the form: 

1, 0
( )

0, 0

t
t

t

≥γ = 
<

    (1) 

When the step function of the form γ(t) is applied to the 
input of the object, the output reaction of the object is pre-
sented by the transfer function g(t) characterizing the re-
sponse temporal behavior. Let us present the arbitrary cur-
rent described by a continuous function and used as the 
input action in the form of the expansion: 

( ) ( ) ( ) ( ) ( )10 ni t i t i t t i t n t= ⋅ γ + Δ ⋅ γ − Δ + + Δ ⋅ γ − ⋅ Δ  

where γ(t) is the Heaviside function. 
The voltage on the studied object will be determined as 

a sequence of reactions of the object to the sequence of 
Heaviside functions: 

( ) ( ) ( ) ( ) ( )10 nu t i g t i g t t i g t n t= ⋅ + Δ ⋅ − Δ + + Δ ⋅ − ⋅ Δ  

Making the increments to be infinitely small, we get: 

 (2) 

For the operator impedance, introduced as a ratio of the 
operator voltage to the operator current, i.e., representing 
the transfer function of the system, we arrive at the expres-
sion that presents a Carson transform of the transfer func-

tion of the object under study: 

0

( ) ( ) exp( )Z p p g p d
∞

= ⋅ ⋅ − τ τ τ   (3) 

For p = jω 

   (4) 

where F{g(t)} is the Fourier transform of the transfer func-
tion g(t). 

The expression (3) allows determination of the operator 
impedance of the studied biological object in the form of the 
integral Carson transform. Therefore, the frequency charac-
teristic of the biological object electrical impedance can be 
determined step by step using the scheme “testing by step-
wise current- recording the transfer function – the transfor-
mation (4)”. 

To assess the structural composition of biological tissues 
the bioelectrical impedance is presented in the form of an 
equivalent circuit [7]. Resistive component of the imped-
ance characterize the current propagation in the electrolyte 
media (blood plasma, lymph, interstitial fluid, etc.) and are 
related to the charge transfer in the electrical circuit. The 
capacitive components of the impedance are related to 
charge separation phenomena that occur in multicomponent 
media due to polarization currents. If the electrical proper-
ties of the object structure element are presented by a cell, 
consisting of a parallel connection of the active resistor Ri 
and the capacitor Ci, then the description of the relation 
between the cell voltage Ui(t) and the current I(t), passing 
through the considered element, is determined by the equa-
tion: 

( ) ( )
( )i i

i i
i

dU t U t
R C I t

dt R
+ =    (5) 

The corresponding operator impedance has the form 

( )
1

i
i

i i

R
Z p

pR C
=

+
    (6) 

The electrical properties of a multicomponent tissue are 
determined by a high-order differential equation, which can 
be reduced to a set of first-order differential equations using 
the state space method. In accordance with this method [8] 
the variables characterizing the state of the system are in-
troduced. These variables form the state vector that de-
scribes the behavior of the system. Such approach allows 
the most complete description of the modeled system, and 
in many cases using the methods of structural identification, 
the representation of underlying mechanisms. 

Thus, a multicomponent tissue is modeled by the equiv-
alent circuit, including a series connection of the active 
resistor R0 and N parallel cells RiCi with the operator im-
pedance:  
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Introducing the state variable 
( )

( )
1i

i i

I p
S p

p
R C
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+

   (8) 

and transforming to originals, we get the set of state equa-
tions describing the electrical properties of the model 

.
S AS BI

U CS DI

 = +
 = +

   (9) 

where I is the input action (current) vector, U is the output 
response (voltage) vector, S is the state vector, A,B,C,D are 
matrices of coefficients. 
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 It is easy to understand that the state variable here has 
the physical meaning of the electrical charge, accumulated 
in the elementary cell. Modeling diagram corresponding to 
equations (7) is shown on Figure 2. 

 

Fig. 2. State-space model of the bioimpedance 

To identify the bioelectrical impedance model it is suffi-
cient to transform the frequency characteristic obtained as a 
result of the experimental data processing by calculating 
Z(jω), into the expression for the transfer function (e.g., by 
means of the Bode or Levi methods [5]). Then, in corre-
spondence with the model, the transfer function is presented 
as a fractionally rational expansion, and by equating the 
constant coefficients the values of the model RiCi parame-
ters are obtained. The interpretation of the model parame-

ters yields the information about the structural composition 
of the studied object. 

III. RESULTS 

This technique was used to estimate the blood haema-
tocrit level. To begin the study, the electrodes forming a 
tetrapolar measuring system are immersed by the fixed 
depth in the measuring cell containing the blood to be ana-
lyzed. The measuring current from the appropriate generator 
is supplied to the electrodes and propagating through the 
blood gives rise to the voltage drop, recorded by an ampli-
fier. From the amplifier output the voltage that carries in-
formation about the value of the studied blood impedance 
comes to the microcontroller, where the total complex resis-
tance of the studied blood is calculated. 

The resulting frequency characteristics for blood sam-
ples with different haematocrit level are shown in Figure 3. 

 

Fig. 3. Frequency characteristics of the impedance modulus for the blood 
samples with different haematocrit level: 1 – 22 %; 2 – 25 %; 3 – 28%;       

4 – 32 %; 5 – 38 % 

The dependence of blood impedance upon the frequency 
is complex. For “low” frequencies (<1 Hz) the impedance 
absolute value amounts to a few kiloohm and weakly de-
pends upon the frequency. For “medium” frequencies (1 – 
20 Hz) the impedance falls to the level of tens of ohms, and 
then in the region of “higher” frequencies the impedance 
demonstrates minor variation. 

In the process of synthesizing the equivalent circuit of 
the bioelectrical impedance model the number of variables 
in the model (7) is determined by the number of parallel Ri 
– Ci connections. To evaluate the haematocrit level the 
blood is presented as a two-component system “haematocrit 
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– environment”.  With the appropriate choice of approxima-
tion for the measured frequency characteristic, the model 
consists of three elements (Figure 4). 

 

Fig. 4. Electrical equivalent circuit for the bioelectrical impedance 

The parameters of this model for the obtained frequency 
characteristics are summarized in Table 1. 

Table 1. Parameters of the bioimpedance model for the different 
haematocrit level 

Haematocrit, % Parameters 
R0, Ω  R1, kΩ C, μF

23 86 8.9 6.6 
25 64 10.1 7.1 
28 56 11.2 7.4 
32 48 11.9 9.1 
38 40 12.5 10.9 

 

 
Fig. 5. Blood haematocrit level versus parameter R0 

IV. CONCLUSION 

The obtained dependence (Figure 5) of the impedance 
modulus characteristic frequency and the equivalent scheme 
parameters upon the haematocrit level may be used for the 
haematocrit level determination in a blood sample. 

Modeling of the bioelectrical impedance of haematocrit 
by state space method has shown that with changing of 
haematocrit level there is a change of the impedance model 
parameters. 
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Abstract: Diabetic Retinopathy (DR) is a chronic, progres-
sive ocular disease in which the human retina is affected 
due to an increasing amount of insulin in blood. The preva-
lence and incidence of DR is associated with people having 
prolonged hyperglycaemia and other symptoms linked with 
diabetes mellitus. DR, if not detected and treated in time 
poses threat to the patient’s vision ultimately causing total 
blindness. Among the various clinical signs, 
microaneurysms (MAs) appear as the early and first sign of 
DR. The accurate and reliable detection of microaneurysms 
is a challenging problem owing to its tiny size and low con-
trast. Successful detection of microaneurysms would be 
more useful for a proper planning and appropriate treatment 
of the disease at the early stage. The work mainly envisages 
the improvement of the classification accuracy by employ-
ing a hybrid classifier which combines Support Vector Ma-
chine (SVM), Naïve Bayes Classifier and the decision tree. 
In contrast to many other classifiers the proposed classifier 
works efficiently, proves to be simple in terms of computa-
tional complexity and also gives good results. The perfor-
mance is evaluated using publicly available retinal image 
database DIARETDB1.The hard decision fusion among the 
three classifiers carried out using the majority voting rule 
gives accuracy, sensitivity and specificity of 82.2916%, 
82.692%, 81.818% respectively. 

 
Keywords: Diabetic Retinopathy. Microaneurysm. Support 
Vector Machine 

 
I.   INTRODUCTION 

 
Diabetes mellitus (DM) is a chronic condition characterized 
by abnormally high levels of sugar in blood. It occurs either 
when there is an insulin deficiency or when our body be-
comes resistant to the insulin. When DM lasts for a  

period of 10 years or more, it results in a disease called 
Diabetic Retinopathy (DR).In India more than 62 million 
diabetic individuals are currently diagnosed with the dis-
ease. The prevalence of diabetes is predicted to double 
globally from 171 million in 2000 to 366 million in 2030 
with a maximum increase in India. It is predicted that by 
2030 diabetes mellitus may afflict up to 79.4 million indi-
viduals in India. 

DR is an important complication of DM and may cause 
visual disability in diabetics as it progresses.[1]. Studies 
show that it is major cause of blindness and sight problems 
over the entire population. The incidence of DR is 50% 
after 10 years and 90% after 30 years of acquired diabetes 
[1].Some of the common symptoms of DR include spots or 
dark strings floating in your vision , fluctuating vision, im-
paired color vision, dark or empty areas in vision and sud-
den vision loss. The severity of the disease is determined by 
the number and type of lesions present in fundus image [1].  
 
DR is classified into two stages depending upon the presence 
of clinical features which are Non- proliferative Diabetic 
Retinopathy (NPDR) and Proliferative Diabetic Retinopathy 
(PDR). NPDR is the beginning stage in which symptoms will 
not be much evident. This stage contains the early signs of 
presence of DR such as microaneurysm and dot hemorrhages 
caused by break in tiny vessels called capillaries [2]. The only 
way to detect NPDR is by fundus photography. PDR is the 
second stage where the abnormal new blood vessels which 
are formed at the back of the eye bursts and bleeds which 
finally leads to blurred vision. [2],[3]. 

 
Among the various clinical indications of DR, 
microaneurysm being the first sign, the proper and reliable 
detection of MA will aid in preventing further development 
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of DR. But the challenge is that MAs are small in size and 
similar to blood vessels in colour. So accurate and reliable 
detection of MAs is still an open problem. In already pro-
posed systems using medical image processing techniques, 
various segmentation and classification methods were dis-
cussed for the purpose. Many of which are quite complicat-
ed and time consuming. 

 
In this work, a hybrid classifier for the detection of 
microaneurysms in diabetic retinal images has been pre-
sented. It is a fusion of three classifiers and the results were 
verified by applying hard decision rule. 
 
Further the work is organized as follows. Part I presents the 
motivation and objective, II covers the literature review 
related to this work, III explains the methodology and IV 
shows the results obtained. Section V briefly provides a 
conclusion to this work and finally VI discusses the scope 
of the work and any possible enhancements of the work 
done. 

 

II. PREVIOUS WORK 
 

In [4], a hybrid method for the detection of fine 
microaneurysms from non-dilated diabetic retinopathy reti-
nal images is discussed. In this work, the first level of seg-
mentation was carried out using morphological operations 
and the second level of  segmentation using Naive Bayes 
classifier. In [5], an ensemble-based framework was pro-
posed to improve microaneurysm detection. In this work, a 
combination of internal components of microaneurysm 
detectors, namely preprocessing methods and candidate 
extractors was used. The algorithm gave good results with a 
promising AUC.In [2], a hybrid classifier was presented 
which used a combination of Gaussian mixture model 
(GMM), support vector machine (SVM) and an extension of 
multimodel mediod based modeling approach in an ensem-
ble to improve the accuracy of classification. The method 
proposed in [6] realizes MA detection through the analysis 
of directional cross-section profiles centered on the local 
maximum pixels of the preprocessed image. Naïve Bayes 
classification was employed to exclude spurious candidates. 
In [7], a new approach to the computer aided diagnosis 
(CAD) of diabetic retinopathy was discussed. This approach 
is based on multi-scale correlation filtering (MSCF) and 
dynamic thresholding. 

 

III. METHODOLOGY 

The retinal images are taken from DIARETDB1 database. 
In the following section, the various steps like prepro-
cessing, segmentation feature identification and extraction 
and classification are explained in detail. 

 
Preprocessing 
Non uniform illumination, noise, low contrast, pigmentation 
and differences in camera are some of the factors that de-
grades the quality of an  image. The preprocessing helps in 
the attenuation of such image variations and improves the 
quality of the image. The green plane (Ig) of the RGB im-
age is extracted as the vessels and MAs are best represented 
in green channel of the image. A median filtering operation 
is performed on Ig for the noise attenuation. In median fil-
tering, the median value is one of the pixels in the neigh-
borhood, it doesn’t create a new pixel for replacement. Con-
trast limited adaptive histogram equalization (CLAHE) is 
performed on the median filtered image after which the dark 
region in the image gets dominated. Then, a shade correc-
tion algorithm is applied on the image in order to avoid the 
variation of brightness across the image. 

 
Exudates and Vessel elimination 
Exudates are bright lesions that have to be removed prior to 
the process since there are chances that cause false positives 
of MAs due to their similarity in appearance. The other 
element which has to be eliminated prior to the MA detec-
tion are blood vessels. This is because, both MA and vessels 
are similar in appearance and as per the clinical information, 
there are no chances for MAs to occur on vessels. Morpho-
logical closing is the method chosen for vessel removal. 

 
Segmentation using extended minima transform 
Image segmentation simplifies an image into something that 
is more meaningful and easier to analyze. The segmentation 
results in a set of segments that collectively cover the entire 
image. In this study, extended minima transform is applied 
to the vessel eliminated image for the segmentation of 
microaneurysms. In extended minima transform, the com-
putation of h minima transform is followed by the computa-
tion of regional minima of the result. The h minima trans-
form suppresses all the minima in the intensity image whose 
depth is less than or equal to a predefined threshold. The 
regional minima are connected sets of pixels with the same 
intensity value whose external boundary pixels all have  
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a higher value. This segmentation algorithm helps in the 
enhancement of microaneurysms by suppressing all other 
background structures. 

 

 
 

Fig. 3.2. Proposed work flow 
 

Feature extraction 
This stage helps to extract the most relevant features with-
out much loss of information in the image. Various shape 
features like area, perimeter, major axis length, minor axis 
length, eccentricity and texture features like energy, entro-
py, correlation, autocorrelation, homogeneity and contrast 
are extracted for the classification stage.  

Mathematical calculations
 The features like entropy, homogeneity, energy, correlation 

are second order statistical features.
 

          Entropy =                (1) 
 

           Energy =                     (2) 
 
          Homogeneity =          (3) 
 
      Correlation =          (4) 
 

Pij is the occurrences of the gray level pair (i,j) where pixels 
are separated by some specific distance within a given 
neighborhood at a particular angle. 

 
 
 

Classification 
The extracted features are fed to the classifier. A hybrid 
classifier which is a fusion of SVM, DT and NB are used 
for classification in this work. The important advantage of 
SVM is that it can be used for both linear and non linear 
classification. Also, SVM works well on a wide range of 
classification problems, even problems in high dimensions 
and that are not linearly separable. The disadvantages of 
SVM are that the key parameters need to be set correctly to 
achieve the best classification results for any given problem 
and also, this works only for two class classification and 
does not work in case of multilevel classification. The other 
disadvantage is that SVM is computationally expensive.

Naïve Bayes classifier is a probabilistic classifier which 
obeys Bayes Theorem. The main advantage of this classifier 
is that it has a very low computational expense. But the 
disadvantage is that it results in loss of accuracy. 

Decision tree classifier uses tree-structured algorithms 
for classification .The main advantages are, the classifier is 
robust and also simple to understand and interpret. But the 
main challenge is that , the criteria to decide when to stop 
the growing process of tree should be known. 

All the three classifiers are entirely different from each 
other and the main idea is to bring a better result by fusing 
these classifiers. The result is verified using the majority 
voting rule. 

  
IV.  RESULTS  

 
A total of 240 samples from 30 retinal images are used for 
the detection of MA in this work. Forty percentage of sam-
ples are used for testing and sixty percentage of samples are 
used for training in the classification stage. The algorithms 
developed for MA detection are written in MATLAB and 
are carried out on a laptop with an Intel core 2.53GHz pro-
cessor and a 3GB RAM. 

 
The results obtained from this study are evaluated quantita-
tively by comparing the results with ophthalmologists 
ground truth images quantitatively. The input images are 
colour retinal images of dimension (1152×1500) which are 
obtained from DIARETDB1_v.1.1 database as shown in the 
Fig. 4.1(a). As part of the preprocessing stage, green plane 
extraction were performed because microaneurysms and 
vessels have higher contrast in the green plane. Fig. 4.1(b) 
shows the green plane extracted image. After green plane 
extraction, median filtering was performed. The result  
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of denoising is shown in Fig. 4.1(c). PSNR (Peak Signal to 
Noise Ratio) value were calculated for different images and 
it was found that PSNR value obtained after performing 
median filtering is high. The PSNR value obtained after and 
before filtering is shown in the Table 4-1. Fig. 4.1(d) shows 
the result after performing the Contrast Limited Adaptive 
Histogram Equalization (CLAHE). This helps in the en-
hancement of the image by highlighting certain characteris-
tics of an image. Then, shade correction is performed in 
order to reduce the shading effect of the image which is 
caused due to the non uniform illumination. Fig. 4.1(e) rep-
resents the shade corrected image.Exudates and blood ves-
sels have to be removed prior to the process because they 
can be wrongly detected as MAs due to their similarity in 
appearance. For eliminating exudates, morphological recon-
struction is performed and is shown in Fig. 4.1(f). The 
blood vessels are first extracted and then are removed by the 
method of morphological closing which is shown in Fig. 
4.1(g) and in Fig. 4.1(h). 

Then, segmentation is performed using extended minima 
transform and the candidate microaneurysms obtained after 
segmentation is given in Fig. 4.2(a). After this, each of the 
microaneurysms from the segmented result is cropped and 
is fed to the next phase which is the feature extraction stage. 
The cropped microaneurysm is shown in Fig. 4.2(b). 

The next stage is feature extraction, where features like 
the perimeter, area, eccentricity, major axis length, contrast, 
correlation, auto correlation, homogeneity, energy, minor 
axis length and entropy are calculated and based on the 
result obtained from decision tree algorithm, prominent 
features like perimeter, area, eccentricity, major axis length, 
minor axis length, homogeneity and contrast are selected 
and given as input to the classifiers. 

Then, classification is performed using three classifiers 
which are Support Vector Machine, Naïve Bayes and Deci-
sion Tree. In order to improve the classification accuracy, 
the classifiers are fused by using a hard decision rule. Vari-
ous parameters such as sensitivity, specificity, positive pre-
dictive value (PPV) and accuracy evaluate the performance 
of the proposed system and are shown in Table 4-1. 

 
The results of preprocessing, exudates and vessel elimina-
tion and segmentation stages are given in the figure. 

 
 
 
 
 
  

 

   
 

(a)                            (b) 
 

   
 
                  (c)                 (d) 
 

   
 
                  (e)                  (f) 
 

   
 

            (g)                           (h) 
 

Fig.4.1. (a) original image, (b) green plane of the image, 
(c) median filtered image, (d) enhanced image, (e) exu-

date detected image, (f) extracted blood vessels,  
(g) vessel eliminated image, (h) segmented image 
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The calculation of these parameters are done by using 
following equations respectively: 

           Sensitivity =

ct

FNTP
TP

          (5) 

 

               Specificity =
FPTN

TN
              (6) 

 

                    PPV =
FPTP

TP
               (7) 

 

   Accuracy =
TNFNFPTP

TNTP
      (8) 

 
           

True Positive(TP) is the number of correctly detected MA 
pixels, False Positive(FP) is the number of non-MA pixels 
which are detected wrongly as MA pixels, True Nega-
tive(TN) is the number of non-MA pixels that are correctly 
identified as non-MA pixels and False Negative(FN) is the 
number of MA pixels that are not detected. The classifica-
tion results obtained are as in Table. 

 
 
Sensitivity and specificity are used to create ROC (Re-

ceiver Operating Characteristics) curve of the classifiers 
used in the proposed method. The ROC curve of all the 
three classifiers are shown in Figure.  

 
 
 

  
 

Fig.4.2. (a)Detected microaneurysms along with false 
positives, (b)Cropped microaneurysm (In Fig.4.2. (a) 

microaneurysms are detected along with false positives. 
So from these, true positive microaneurysms are cropped 

one by one and is given to the next stage which is the 
feature extraction stage as shown here). 

Table 4.1. The classification results 
 

Factors SVM NB DT HC(weighted 
average) 

HC(majority 
voting) 

TP 42 38 34 38 43 

TN 28 30 35 33 36 

FP 19 18 13 11 8 

FN 7 10 14 14 9 

Sensitivity 85.714 79.166 70.833 73.07 82.692 

Specificity 59.574 62.5 72.916 75 81.818 

PPV 68.85 67.857 72.34 77.55 84.31 

Accuracy 72.916 70.833 71.875 73.95 82.2916 
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Computational time is also an important parameter for 
the evaluation of our system. The time taken by all the three 
classifiers in this work is given in the table. 

 
 

Table 4.2. Time taken by the classifiers 
 

Classifier Computational time (s) 
SVM 92.8125  
NB 44.3511  
DT 36.9098  

 
 

V.  DISCUSSIONS AND CONCLUSION  
 
This work presented a hybrid classifier for the accurate 

detection of microaneurysms in diabetic retinal images. A 
fusion of the three classifiers namely the Support Vector 
Machine, Naïve Bayes and Decision Tree was employed 
with a view of improving the classification accuracy. Sensi-
tivity, specificity and accuracy were used as performance 
metrics for evaluating the performance of the proposed 
system. The system produced an accuracy of 82.29% with 
sensitivity of 82.692% and specificity of 81.819% by the 
method of majority voting. The hybrid classifier employed 
proves to be simple as well as efficient in terms of computa-
tional complexity. In contrast to the existing state of art 
approaches, this proves to involve less complications and  
 

at the same time gives a comparable and good performance. 
The decision tree method also helped in reducing the num-
ber of features. 

 
 

VI. FUTURE SCOPE OF THE WORK 
 
The performance of the system can be improved further 

by selecting the most prominent features for the classifica-
tion stage and also by reducing the shading effect of the 
retinal image. In future, the faint and small MAs can be 
detected by modifying the existing algorithm and also, the 
training time can further be reduced by reducing the feature 
dimension. The promising development in image resolution 
and computer processing power in the future allows more 
accurate and sensitive detection. In addition the work can be 
properly modified and directed towards the development of 
an automated system for early detection and grading of 
Diabetic Retinopathy (DR) using heterogeneous sources of 
data. The automated diagnostic system for DR can help in 
reducing the chances of complete blindness due to DR, 
along with lowering the work load on clinicians. Heteroge-
neous data sources including image features and personal 
profile data are likely to project different perspectives on the 
severity of the disease. These perspectives may potentially 
be complementary and hence a combination of these data 
from independent sources can aid in the holistic assessment 
of the disease.  

 

 
Fig 4.3. ROC curve of all classifiers 
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Abstract— During multiple fetus pregnancy, degree of risk for 
distinguishing the information of mother and fetus health condition 
is high. A proper distinguishable ECG of each fetus and mother 
gives information about the health conditions of individuals. In 
case of multiple fetal conditions, the heartbeat of the fetuses will 
be almost at the same rate. This algorithm has been aimed to sepa-
rate mECG and the fECGs of the individual fetus. First, the signal 
for different medical conditions like Fibrillation, Apnea, Ventricu-
lar Ectopy, Singleton and Normal has been considered. The syn-
thetic abdECG signal for the above mentioned cases has been 
formulated by preprocessing and considered as the input signal. R-
Peak of mECG in the abdECG signal has been located using First 
Order Gaussian Differentiator and Zero Crossing Detector. QRS 
complex has been considered around the identified R-Peak of 
abdECG. Identified QRS has been removed from the abdECG 
signal to obtain fECG with residual noise. 

The QRS complexes of fECG are detected the same way as 
mECG QRS were detected, and is represented as binary signals. 
The separation of the fetal ECG is done based on the individual 
presence of the fetus in the signals using Inter-beat averaging and 
Inter-beat standard deviation of the binary signal. The algorithm 
has been tested for above mentioned cardiac conditions during 
prenatal. The algorithm has been able to achieve 99% accuracy for 
particular cardiac condition with overall system accuracy of 
80.4%. The standard cardiac signals of different cases have been 
sourced from Physionet database to construct the abdECG. 

Keywords— Twin fECG (fetal ECG), fetal Heart Rate (fHR), 
Cardiac Monitoring, Inter Beat Standard Deviation. 

1 Introduction 

The analysis of an individual is done for their wellbeing. 
The most important and significant health condition is 
known by the ECG of a person. During pregnancy, the 
health of Mother and Fetus is very important [9]. Extraction 
of ECG is one the most needed non-invasive method of 
analysis of the fetus for understanding its health condition, 

which is still an emerging area of research. If succeeded in 
extracting the ECG of the fetus in a non-invasive manner, it 
will be very useful to deliver any assistance required, pre-
venting any kind of potential disorder or conditions, due to 
deterred monitoring [11]. This will improve the fetus health 
condition for better living and reduce the fetal or infant 
mortality rate. This monitoring is imperative, when the 
mother can have potential medical conditions like Atrial 
Fibrillation, Ventricular Ectopic or Apnea, etc. This can 
also affect the fetus health [8]. Therefore to monitor the 
conditions of fetal heart, the most optimum method is to 
detect the ECG signal of the fetus in an uncomplicated 
method. 

The ECG signals are generally obtained by the method of 
electrode placement at the abdomen of the mother. These 
electrodes are placed in the abdomen as a set in standard 
positions, depending on the kind of placement required and 
chosen by the doctor. A typical 8-electrode system compris-
es of eight electrodes and a reference electrode, which al-
lows acquirement of eight abdominal ECG channels [7]. 
Under multiple pregnancy condition, the recording of the 
abdECG signal alone, will not give an overall information 
about the health of the individual fetus [5]. Hence, an algo-
rithm has to be formulated, that will not only separate the 
mECG signal from the abdominal recording, but will also 
separate the individual fECG signal, in order to monitor 
individual fetus. 

This work aimed to develop an algorithm to identify and 
extract the ECG of corresponding fetus during multiple 
pregnancies. The maternal ECG signals are first separated 
from recorded abdominal signals, by the method of QRS 
detection and separation of the mECG. After removal of 
mECG, the QRS complex of the fECGs are detected, and 
converted to a binary signal. Separation of individual fECG 
signal is done by heuristic method. It is then converted to 
analog signal, giving the ECG of individual fetus. This 
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method was tested, by synthetically creating the signals. 
Different medical conditions of heart, such as, Atrial Fibril-
lation, Ventricular Ectopic and Apnea along with Singleton 
pregnancies, were tested by synthetic method of signal gen-
eration and separation. This paper had briefed the existing 
method in the literature review section, followed by the 
discussion of signal generation, extraction of fECG and 
discussion of result in the following sections. Finally the 
conclusion of the work had been summarized. 

2 Literature Survey 
The method of separation and extraction of signals, for 

the analysis of fetal health, is an important aspect and char-
acteristic feature of this work. The method of analysis, as 
well as the method of separation, for multiple fetal pregnan-
cies, is still an area under research. The computation for 
analysis has various methods. 

Blind Source Separation (BSS) algorithm, is one of the 
separation method [12]. In this method, a series of source 
signals are separated from a series of mixed signals, without 
any or less provision of information about the source sig-
nals, by method of assimilation. There is various processes 
for executing the method of BSS like nonnegative matrix 
Factorization, imposing Structural restraints on source sig-
nals. The structural restraints model is justified by good 
empirical performance. This approach becomes more effi-
cient if one does not require a whole signal, but purely the 
salient feature of the signal and BSS is unlikely to eliminate 
any desired results. This can be used with real time signals, 
during a multiple fetal pregnancies, under a condition, that 
the fECG's signals are strong enough i.e., the SNR between 
the noise and the fECG should be high but not possible in 
real time at present since fECGs are not strong signals. 

Independent Component Analysis (ICA), is another 
computational method of separation [6]. Here a multivariate 
signal is separated into an additive Sub-components. It is 
based on the assumption that sub-components are non-
Gaussian signals, that are independent of each other. ICA 
tries to decompose a multivariate signal into independent 
non-Gaussian signals. Blind ICA gives very good results 
when separating mixed signals, once the Statistical assump-
tion made is correct. These assumptions also contribute to 
the basic Principle of the ICA analysis. It is an iterative 
process to extract fECG from abdECG using ICA based 
methods. To make ICA effective in processing time, there is 
advancement in the ICA and known as Fast ICA [1]. Even 
though it needs only one channel input for processing, the 
complexity in this is to decide the no of iterations requires 

for extracting the fECG signal. Hence, introduces difficulty 
in real time computation. 

Like ICA, Principle Component Analysis (PCA), is an-
other statistical method of analysis. This method gives an 
additional advantage in reducing the mECG interference 
appreciably in the analysis [15]. They are demanding in the 
computation process, limiting their use in separation of 
signals during real time analysis. 

Twin fECG extraction had been done using a statistical 
calculation after identifying the mECG and separated by 
averaging and subtracting process [2]. Twin ECG had been 
separated where mother and fetus had normal health condi-
tions and resulted with good accuracy and sensitivity. Even 
though it yields good results, the process of averaging and 
subtraction may not prove to be effective during prolonged 
or high baseline wander. It had not given with the result 
where there may be any cases of other cardiac conditions. 

fMCG monitoring had also been tested in observing the 
fetal heart health in case of multiple pregnancies [5]. This 
observation used ICA for separation of mECG and twin 
fECGs and was found effective from second trimester. The 
fMCG device was used on the abdomen of the mother after 
identifying the fetus location in the womb by Ultrasonic 
Observation. This has been proved with good quality of 
extraction with a possibility of good quality retrieval of the 
source signal from the device. The above mentioned factor 
shows that it is dependent on other devices or skilled person 
to locate the fetuses before usage and quality of extraction 
strongly depends on the signal acquisition quality. The sep-
aration of the signal depends on the assumptions that there 
is a synchronization of QRS complexes of the beat of indi-
vidual fetus, which may not be possible at every measure-
ment. 

A statistical approach proposed in this work for extrac-
tion of twin fECG for different cardiac conditions and re-
sults were discussed with acceptable accuracy levels. 

3 Methodology 
3.1 Generation of input ECG signals 

Formation of input signals has been done by synthetic 
generation of signals. The abdominal signal is a result of 
superposition of mECG and fECG signals [10]. The algo-
rithm assumed electrode placement as an eight-channel 
electrode arrangement on the mother’s abdomen. The over-
all flow of the extraction has been summarized in Fig.1. 

Two different natured signals (x1 and x2) have taken 
from MIT-BIH Normal Sinus Rhythm Database, available 
in Physio-Net [13] which was sampled at the rate of 128Hz. 



108 Rolant Gini J., Ramachandran K.I. and Ceerthibala U.K. 
 

 IFMBE Proceedings Vol. 61  

  

 

One (x1) is the record of a normal individual for generating 
twin fetus ECG. One more record (x2) which mimics differ-
ent cardiac conditions of an individual have been considered 
and used to generate mECG. The signals have been com-
bined based on the nature of the mECG and fECG to gener-
ate abdECG(x) of different electrodes [2]. 

           (1) 
\where f1, f2 and f3 denote different functions to generate 
the required signal based on the signal nature and generated 
input signal is given by Fig. 2. The extractions of twin 
fECG have been studied for different cardiac conditions of 
the mother after generating the corresponding signals syn-
thetically. 
 

 
Fig. 1. Algorithm for Extraction of Twin fECG 

3.2 Detection of mECG by finding R-Peaks of mother 
The presence of mECG in the ECG signal will not help 

in the proper detection of the fECG signals. To detect 

mECG peaks, few major steps are followed in order to re-
move the mECG signal from the input signal. First is the 
thresholding, which helps in identifying the mECG since 
the amplitude of fetus will be very less when compared to 
the amplitude of the mother [14]. R-peak detection followed 
in the signal after thresholding, which is necessary for vari-
ous types of ECG applications that includes identifying 
QRS complex, heart rate monitor (HRM), ECG wave delin-
eator, etc., [4]. Some preprocessing has been done to adopt 
the signal for R-Peak detection. 

 

 
Fig. 3. mECG R-Peak Detection 

3.3 Detection of R-Peaks of twin fetal ECG 

Remaining signal after mECG removal is the ECG of 
two fetuses and the noise signal. The first step in fECG 
extraction is the R-peak detection of fECG. The R-peaks of 
fECG also undergoes the same process as R-Peak identifica-
tion of mother with a change in the thresholding procedure 
since the nature of mECG and fECG are different [3], [14]. 
This resulted in identification of real fetal R-Peaks present 
in the signal as shown in Fig.4. and Fig.5. 

These detected R-Peaks are the R-Peaks of both the fe-
tuses present in the signal. To extract individual fetus ECG, 
the identified peaks have to be related only with the corre-
sponding fetus. 

3.4 Separation of Twin fetal ECG 

After identification of all the fetal peaks, it had been 
converted into onset binary series. While converting the 

 
Fig. 2. Synthetically generated abdECG of a channel which contains Twin fECG 
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onset binary series, the corresponding time stamp also done 
by noting the sample no. All the eight channels are used for 
separation of twin fetal ECG. Hence after the detection of 
all fetal R-peaks, binary series had been obtained. 

The extraction of first fetus ECG had been done based on 
IBAVG (Inter beat averaging) and no of R-Peaks detected 
in every channel. Two channels which is high in inter beat 
average and less in number of peak detection will be giving 
the ECG of one fetus [3]. Those two channels had been 

identified and one fetal ECG had been extracted from the 
same. Similarity components of the same in other six chan-
nels had been removed. 

The extraction of second fetal ECG had been extracted 
based on IBSTD (Inter beat standard deviation) of remain-
ing six channel signal and no of peaks detected in every 
channel. Two channels which show less inter beat standard 
deviation and number of peaks detected at least above the 
minimum beat required had been considered to give the 

 
Fig. 4. mECG removed signal with fECG R-Peaks marked 

 
Fig. 5. Fig.5. identified entire R-Peaks of twin fECG in a channel 

 
Fig. 6. (a) Input Signal (synthetic abdECG) of a channel; (b) Extracted fECG of fetus1; (c) Extracted fECG of fetus2 
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ECG of second fetus. Those channels had been identified 
and the fECG of second fetus had been extracted from those 
two channel signal. The extracted twin fetal ECG had been 
shown in Fig.6. 

4 Results and Discussions 
In this work, an algorithm to identify and extract the 

ECG of corresponding fetus during multiple pregnancies is 
presented. This algorithm was tested on synthetically gener-
ated signals. This algorithm is used to identify and separate 
individual fetal ECG signals in case of multiple pregnancies 
with effective detection of mECG, its removal and identifi-
cation of fECG. The algorithm shows high dependability 
when it is tested for single and multiple pregnancies. 

Twin ECG separation of different cardiac condition of a 
mother had been studied. For cases like mother having Ap-
noea, Atrial fibrillation, Ventricular Ectopy and Singleton 
pregnancy had been studied and their accuracy of separation 
had been tabulated in Table 1. 

Table 1. 
Cases Accuracy 

Apnoea 75% 
Atrial fibrillation 70% 
Ventricular Ectopy 92% 
Singleton Pregnancy 99% 

 
Further increasing the accuracy of the system is still possi-

ble. This algorithm is based on assumption that at least one of 
the leads predominantly records the heart rate of one fetus. 

5 Conclusions 
The algorithm was successfully tested and can be used 

effectively for the separation of individual fetuses in the 
case of medical conditions like Apnea, Ventricular Ectopy, 
Atrial fibrillation etc. The algorithm was tested affectively 
for each of the case and gave an accuracy of around 80% for 
each of the case .The algorithms achieved near 100% accu-
racy when it was tested for the singleton case. The overall 
accuracy of the system was found to be 80.4%. 

Even if the algorithm is tested for single and twin preg-
nancies we believe that the same can be used for QRS detec-
tion of the fetus when more than two fetal sources are present 
but with a compromise in accuracy. The algorithm has certain 
limitations, assumptions to be tested on real time signals. The 
overall accuracy of this system is 80.4%. The system can be 
made more reliable by increasing the accuracy. 
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Abstract— This paper presents a method to enhance the reception 
performance of capacitive micromachined ultrasonic transducers 
(CMUTs) working in conventional mode and water immersion by 
adjusting the framework of vibrating membrane. The core concep-
tion of the enhancement is to reduce the system stiffness to im-
prove both static membrane deflection under DC bias voltage and 
membrane displacement by harmonic analysis under acoustic 
pressure. Two modified structures of slotted membrane and corru-
gated membrane are presented respectively and the CMUT model-
ing is constructed and analyzed via finite element analysis (FEA) 
simulations by means of COMSOL Multiphysics. By using the 
modified membrane structures, FEA simulation shows that both 
the electromechanical coupling coefficient and receiving sensitivi-
ty are improved up to 20.9% and 50.5% for slotted membrane and 
5.0% and 38.3% for corrugated membrane, respectively. 

Keywords— CMUT Receiver; Sensitivity Enhancement; Slotted 
membrane and Corrugated membrane. 

1 Introduction 

Ultrasound has been widely developed and applied in many 
industries and medical fields such as nondestructive examina-
tion (NDE), ultrasound imaging and therapy [1]. CMUT is 
based on the micro-electro-mechanical system (MEMS) 
techniques and can solve the problem of mismatching of 
acoustic impedance between Lead Zirconate Titanate (PZT) 
and human tissue [2]. Compared to PZT, CMUT has many 
advantages such as low cost, wider bandwidth, easy in fabri-
cation, better matched acoustic impedance to human body 
and more compatible with integrated circuit (IC) technique. 

A CMUT cell can be regarded as a parallel plate capacitor 
which is composed of a vibrating membrane with a top elec-
trode, a substrate also as the bottom electrode and separated 
by a vacuum gap. According to the diverse excited sources, a 
CMUT can act either as a transmitter or a receiver. Similar to 
output pressure of transmission CMUTs, performance of 
reception sensitivity is also important to the overall 
performance and few published papers focus on the behavior 

of receiving CMUTs recently [3,4]. Due to the core working 
principle of CMUTs receiver as a membrane forced vibration, 
this paper is aimed to improve the reception performance via 
increasing the membrane displacement. 

To do this, two modified membrane structures are pro-
posed on reception CMUTs which are slotted membrane 
and corrugated membrane. The transmitter CMUTs perfor-
mance of slotted structure has been studied [5] and corru-
gated membrane is widely used in fields of condenser mi-
crophone which has a similar working principle with 
CMUT receiver [6]. The FEA simulation models are built 
via COMSOL Multiphysics (COMSOL,Inc.,Stockholm, 
Sweden) to analyze the CMUT receiving performance. 
Simulation results show the membrane deflection and out-
put voltage across the series resistor. With these data, elec-
trometrical coupling coefficient and receiving sensitivity 
can be calculated. The following section 2 shows the meth-
odology of modified membrane structure. In section 3, FEA 
simulation of CMUT receiver is introduced. Simulation 
results and discussion are given in section 4. Finally, section 
5 gives the conclusion part. 

2 Methodology 

For the theoretical research on the working principle of 
CMUT, the CMUT can be set as a forced damping vibration 
mechanical system [7]. CMUT works at the first resonance 
frequency and the resonance amplitude of membrane affects 
the performance of a CMUT. According to mechanical 
methodology, system stiffness presents the extent to which 
it resists deformation in response to an applied force [8]. 
For an ideal circular plate system with fixed rim, the flexur-
al stiffness D is shown as (1) and the forced deflection w is 
expressed in (2) as a function of radial position [9]. 

                      (1)
 

,The 16th International Conference on Biomedical Engineering



112 X. Jiang et al.
 

 IFMBE Proceedings Vol. 61  

  

 

                   (2)
 

Where r is the radial position, a is the plate radius, P is 
the external pressure, E is the Youngs modulus, tm is the 
plate thickness and v is the Poissons ratio. The equations 
show that for a given force, a smaller stiffness will lead to a 
larger deflection. 

For an ideal circular CMUT cell, the membrane deflection 
can be described in equation (2) which is related to the system 
stiffness shown in (1). In the slotted membrane design, some 
ring-shaped trenches are located at the surface of the CMUT 
membrane as depicted in the Fig. 1. When the trenches are 
constructed, the overall equivalent thickness of membrane 
decreases. This change will lead to the reduction of system 
stiffness and increasing of membrane displacement. Fig. 1 (a) 
shows the structure of the 4 trenches slotted membrane. 

The other type of modified membrane structure is corru-
gated membrane which is widely applied on condenser mi-
crophone fields which have a similar working principle with 
CMUT receiver. In this paper, corrugated membrane is 
implemented by modifying the slotted structure with adding 
rings on the non-slotted regions between the trenches. 
Hence it is a rectangular-corrugated shape and 1 ring corru-
gated structure is related to 2 trenches, 2 rings corrugated 
membrane is related to 3 trenches and so on. Fig. 1 (b) 
shows the framework of 3 rings corrugated membrane. Sim-
ilar to the slotted membrane, with the corrugated structure, 
membrane deflection will also increase [10]. 

 

 
Fig. 1. Cross-sectional view and framework of CMUT receiver for 
(a) slotted membrane and (b) corrugated membrane. 

For a receiver CMUT, membrane is biased by a DC volt-
age and vibrated by the effect of ultrasound pressure. When 
the DC bias voltage increases, the deflection of CMUT 
membrane also increases until the electrostatic force caused 
by DC voltage is larger than the restoring force of mem-
brane, and then the membrane will collapse to the bottom 
plate of CMUT. This voltage is called collapse voltage [7] 

or pull-in voltage and a CMUT works under a voltage larger 
than the pull-in voltage is called collapse mode. On the 
other hand, a CMUT works lower than the collapse voltage 
is called conventional mode. This paper focuses on the 
property of receiver CMUTs under conventional mode due 
to the safety and energy cost consideration. Meanwhile, for 
a receiver CMUT, the collapse voltage is a very important 
index since the value of DC bias voltage will directly affect 
the reception performance of CMUTs [11]. Generally, for 
receiver CMUTs, DC voltage is set close to the collapse 
voltage and 90% of collapse voltage is used in this work. 
The numerical expression of collapse voltage is given by 
following equation (3), where k is spring constant, d is gap 
distance,  is material permittivity and S is electrode area. 
Since the spring constant is influenced by system stiffness 
and less stiffness will leads to smaller k, so the collapse 
voltages of modified membrane structures will decreases. 
What is more, the membrane natural frequency is given by 
equation (4) where ρ is material density and other parame-
ters are the same as that in former equations (1) (2). Due to 
the spring softening effect, the CMUT center frequency is 
smaller than the membrane nature frequency. From the 
equation (4), it is derived that with the modified membrane 
structure, the center frequency will downward shift due to 
the decrease of effective membrane thickness. 

                      (3)
 

                   (4)
 

The electromechanical coupling coefficient . is de-
fined as the ratio of delivered energy to the load over the 
total energy stored in the device. For the parallel plate struc-
ture approximation, it can be expressed by the following 
equation (5) where x is the effective displacement of top 
plate [12]. And tm, m are the thickness and material relative 
permittivity of membrane and ti, i are the thickness and 
material relative permittivity of insulator layer, respectively. 
The deff is effective gap distance of a CMUT expressed in 
the equation (6). 

                       (5)
 

                    (6)
 

3 FEM Simulation 
This part elucidates the FEM modeling process of reception 
CMUTs. FEM is a common tool for CMUTs simulation and 
the COMSOL Multiphysics presents a good performance in 
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multiple physics modeling. According to the basic framework 
shown in Fig. 1 and working methodology of reception 
CMUT, 2D axisymmetric FEM simulation models are com-
pleted via COMSOL Multiphysics for a conventional CMUT 
receiver and modified membrane CMUTs. Dimensions and 
material parameters are shown in Table 1 and Table 2. The 
reception CMUT cell consists of three physics domains: 
electromechanism (emi), acoustic pressure (acpr) and elec-
trical circuit (cir). The emi module is used to construct the 
CMUT cell with silicon nitride (Si3N4) membrane, vacuum 
gap and silicon dioxide (SiO2) insulator which is set between 
the vacuum gap and bottom electrode to prevent electrical 
short circuit with the outer medium part. Half top electrode 
[13] is applied as the boundary condition of membrane sur-
face and terminal type is selected as circuit to coupling with 
the cir physics. Moreover, 1 atm additional pressure is ap-
plied on the surface of membrane to describe the atmospheric 
pressure affected by the vacuum gap. The acpr module con-
tains the outer hemispherical condition with 1000 m radius 
to describe the working environment of water immersion. 
The boundary conditions of acoustic load per unit area and 
normal acceleration are set to couple the multi-physics and 
describe the influence of water immersion, respectively. 
CMUT receiver can transfer energy from mechanical energy 
to electrical one. Hence with the effect of acoustic pressure, 
electrical voltage signal is generated through the connected 
resistor. The cir physics presents the additional circuit con-
nected to the CMUT receiver and the output voltage is calcu-
lated through the series 500 k  resistor. 

Table 1. CMUT modeling material parameters in FEM simulation 

 

Table 2. CMUT modeling dimensions in FEM simulation 

 
 

Two study steps of Stationary and Frequency-Domain, 
Perturbation are used in COMSOL FEA simulation. For the 
Stationary study, the CMUT is deflected by a DC bias volt-
age and static membrane deflection is used to calculate the 
electro-mechanical coupling coefficient. As mentioned be-
fore, with the modified membrane structure, the collapse 
voltage will decrease and 90% of collapse voltage is used, 
so determining the value of changing collapse voltage is 
necessary above all when applying modified membrane 
structures. In the Frequency-Domain, Perturbation study, a 
10 Pa harmonic external pressure is applied on the surface 
of membrane as a boundary load from 1.5 MHz to 4 MHz 
with a step of 10 KHz. The output voltage cross the series 
resistor can be measured via COMSOL and hence receiving 
sensitivity can be calculated. 

After the FEA simulation of a conventional CMUT receiver 
is constructed, the next step is to replace the vibration mem-
brane to modified structures. First of all, position consideration 
is given for applying one trench under different radial posi-
tions. Then up to 4 trenches for slotted membrane and at most 
3 rings for corrugated membrane are presented. The details of 
simulation result will be shown in the Section 4. 

4 Results and Discussions 
First of all, position consideration is given. Then slotted 
membrane and corrugated membrane structures are con-
structed to compare with the conventional receiving CMUT. 
FEA simulation results and further discussions of the modi-
fied membrane are presented in this section. 

4.1 Position configuration 

This part will show the optimized position of modified mem-
brane. Firstly, a conventional CMUT receiver is built via 
FEA to determine the receiving sensitivity. Then a trench 
with 1 m width and 0.4 m height is set in different radial 
position of the inner part of trench from 11 m to 20 m, 
which means when radial position stretches over 19 m, the 
trench width will decrease accordingly and 20 m represents 
conventional structure. Receiving sensitivity will be deter-
mined as simulation results compared to the conventional 
CMUT to get the sensitivity enhancement in Fig. 2 (a) and 
the details from 18 m to 20 m is shown in (b). From Fig. 2, 
it is determined that with the increasing of radial position, 
better performance is obtained and the optimum value occurs 
at 18.9 m, from 19 m to 20 m, opposite behavior occurs 
due to the decreasing of trench width. When the trench is 
located close to 15 m, the enhancement is slight. For en-
hancement consideration, the modified structure should be set 
on the edge side of the membrane. Even though during the 
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18 m to 19 m region, better performance is presented, 
however the support part of the membrane part is too thin. It 
may lead to structural unstable and difficulty in fabricating. 
Hence in the later simulation, the modified structure is set on 
edge side start with 18 m radial position and then gradually 
closes to mid part of the membrane. 

4.2 Slotted membrane 

In this slotted membrane part, up to 4 trenches are set sur-
rounding the edge of membrane as ring form as the structure 
shown in previous Fig. 1 (a). As analyzed in the methodolo-
gy part, with the modified membrane structure, the collapse 
voltage will decrease. This section will show FEM result for 
 

 
Fig. 3. Comparison of receiving sensitivity of slotted membrane 
and conventional CMUT. The collapse voltage of conventional 
CMUT and slotted from 1 to 4 are 184.5 V, 134.7 V, 129.8 V, 

127.4 V and 121.9 V respectively. 

slotted membrane under 90% collapse voltage. Static aver-
age membrane deflection and voltage through the series 
resistor will be determined as simulation result to calculate 
coupling coefficient and sensitivity, respectively. For the 
coupling coefficient calculation, the expression used is 
shown in equation (5). The simulation results and detailed 
peak values are displayed in Fig. 3 and Table 3. Simulation 
results show that with slotted membrane, both coupling 
coefficient and receiving sensitivity are improved. With the 
increasing of trenches quantities up to 4, the enhancement 
increases at most 20.9% and 50.5% of 4 trenches membrane 
for coupling coefficient and receiving sensitivity respective-
ly. As predicted before, by using the slotted membrane, 
center frequency will downward shift and more enhance-
ment will bring larger frequency shift. What is more, the 
bandwidth decreases and it is not predicted before. 

Table 3. CMUT modeling dimensions in FEM simulation 

 

4.3 Corrugated membrane 

This part will present the FEA simulation results for corru-
gated membrane structure. Up to 3 rings corrugated mem-
brane are implemented in the simulation. Similar to the 
process of slotted membrane, the simulation results and 
details peak values of  and sensitivity are shown in Fig. 
4 and Table 4. With the corrugated membrane, similar to the 
previous one,  and sensitivity are also improved with 

 
Fig. 2. FEA results of sensitivity enhancement under different radial position for (a) 11 m to 20 m with step of 1 m and (b) 18 m 

to 20 m under step of 0.1 m. 
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some degree of frequency shifts. However on the contrary 
to slotted membrane results, with the increase of rings, the 
performance will decrease which means 1 ring corrugated 
membrane has the optimized performance for an enhance-
ment of 5% and 38.3% for  and sensitivity respectively. 
Compared to the slotted membrane, the enhancement of 
corrugated membrane is less while frequency downward 
shift also decreases. The reduction of bandwidth also exists 
after corrugated membrane. 
 

 
Fig. 4. Comparison of receiving sensitivity of corrugated mem-
brane and conventional CMUT. The collapse voltage of conven-
tional CMUT and corrugated from 1 to 3 are 184.5 V, 132.8 V, 

137.7 V and 143.2 V, respectively. 

Table 4. CMUT modeling dimensions in FEM simulation 

 

5 Conclusion 
This paper presents two improving methods on receiver 
CMUT by modifying the membrane to the structure of slot-
ted membrane and corrugated membrane. Supported by the 
methodology analysis and FEA simulation results, both 
static membrane deflection under electrostatic force of DC 
bias voltage and harmonic membrane displacement by 
acoustic pressure are improved with the modified mem-
brane structures. This will lead to the enhancement of 
electromechanism coupling coefficient and receiving 

sensitivity respectively. For the slotted membrane, within 
the range of 1 to 4 trenches, 4 trenches structure has the 
maximum enhancement. According to the section 4.1 and 
4.2, continue adding the quantity of trench may bring more 
enhancements, however the improvement changes slightly 
since the radial position is more close to the midpoint of 
membrane. 

Hence 4 trenches structure may be the optimal design for 
the slotted membrane under the given size and material 
configurations. For the corrugated membrane, 1 ring struc-
ture has the optimized performance. Compare to the corru-
gated membrane, slotted membrane structure has a better 
performance on a CMUT receiver, however center frequen-
cy will reduce more. For fabrication consideration, the pro-
cessing of slotted membrane is easier compared with the 
corrugated membrane. 

Since the modified membrane structures are applied on 
the top surface of the membrane, the interconnection will be 
affected and 2D asymmetric FEM model cannot describe 
the situation. Hence 3D FEM model with aluminum inter-
connection on the surface on modified membrane was simu-
lated. The enhancement of receiving performance and the 
frequency shift are very close. This represents that the mod-
ified membrane structures will also enhance the receiving 
performance of CMUTs when the interconnection is set in 
multi CMUT cell fabrication. 

Although these modified membrane structures can im-
prove the performance of reception CMUTs, the center 
frequency downward shift is an issue worth considering 
which could be recovered by other methods such us thin-
ning membrane. Also solving the reduction of bandwidth 
and additional fabrication process will be researched in 
future. 
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Abstract. A Silent Speech Interface (SSI) aims to substitute natural 
speech production using various electronic techniques to aid the 
vocally challenged or impaired. Such interfaces have been experi-
mentally developed using several technologies such as imaging of 
the lip, tongue and throat regions; mapping of articulatory infor-
mation, direct mapping of electroencephalogram details, Brain-
Computer Interfaces and lip movement tracking mechanisms. Sever-
al unimodal as well as multi-modal systems are in the experimental 
stages. The SSI discussed in this paper was built using lip region 
segmentation from facial images via Chan-Vese algorithm, simple 
feature extraction from these images, matching features to words 
using a Multi-Class Support Vector Machine Classifier and a text -
to-speech module producing synthesized speech implemented using 
MATLAB, with a recognition accuracy of 97.5% for four words – 
‘cat’, ‘dog’, ‘eat’ and ‘mum’. A multimodal system with facial 
electromyographic input for validation purposes has been explored.   
 
Keywords:  Assistive speech technology ∙ Silent speech interface ∙ 
Image segmentation ∙ SVM   
  
1  Introduction  
  
The natural mechanism for human communication is voic-
ing speech [1]. However, in several situations – such as in 
the case of congenital speech defects or after laryngectomy 
or other surgeries of the vocal tract – human beings are 
unable to use this method for normal communication. Silent 
Speech Interfaces are designed to enable speech communi-
cation in the absence of pertinent and useful audible signals 
from the natural speech production pathway. Such devices 
can be used in enabling speech-impaired individuals to 
communicate, ranging from basic words like ‘on’ and ‘off’ 
to complex sentences at conversational rates. In events 
where oral communication cannot be possible, Silent 
Speech Interfaces stand to be a suitable and viable rehabili-
tative option. Such interfaces could also potentially be used 
in situations where discretion is of high importance and in 
environments of high disturbance where it is difficult to 
produce an intelligible audio signal. Currently available 
Silent Speech Interfaces use various methodologies for 
acquiring and processing signals and designing solutions; 

used in standalone models as well as multimodal systems. 
Some examples are devices taking input from brain activity 
by recording an electroencephalogram, direct reading of 
neural activity in the formation of words by using Brain 
Computer Interfaces (BCIs), conversion of sensed articula-
tory motion into speech using an Electromagnetic 
Articulograph (EA), detection and extraction of lip contours 
via various processing algorithms to produce audible 
speech, vocal tract feature extraction from ultrasound imag-
ing to drive speech synthesis, surface and facial electromy-
ography to create speech signals from the movement of 
muscles during word formation, etc. Non-invasive systems, 
including visual processing via optical cameras, are an in-
teresting area of research, with possible refinement via other 
modes. These methods vary widely in terms of invasive-
ness, cost, market-readiness, efficiency, ease of usage and 
success rates of the finished product, but the products have 
not trickled down into the moderately priced to low-cost 
end of the economic spectrum. Thus, very few devices ac-
tively make it out of laboratories and into the marketspace, 
which is still dominated by pneumo-larynxes and electro-
larynxes as a means for producing silent speech. These de-
vices require some level of vocalisation or airflow in the 
respiratory pathway to perform their function, and hence 
cannot be grouped with Silent Speech Interfaces. Yet, they 
provide consumers with low-cost solutions and are widely 
used. A recent example is the ‘Aum’ voice prosthesis de-
veloped in Bengaluru, India, which caters to throat cancer 
patients and is priced at less than USD 1. Among the SSI 
technologies discussed, special attention is now being given 
to Brain Computer Interfaces (BCIs) and multimodal sys-
tems, from a research perspective. BCIs are useful for indi-
viduals who no longer possess control of their muscular 
activity. This field is being researched for various potential 
uses, especially Artificial Intelligence (AI). Advances will 
most likely be seen in the next 5 years.   

Multimodal systems offer the benefit of accuracy via  
redundancy. Among SSIs, this is a regular phenomenon, an 
example being integrating ultrasound and optical input of 
the jaw region. These systems are especially useful in creat-
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ing customised solutions catering to the comfort and capa-
bilities of the user, but increasing complexity leads to solu-
tions that are difficult to maintain and troubleshoot.  

The aim of this paper is to explore a user-friendly, non-
invasive communication device for speech-impaired indi-
viduals – a system known as Silent Speech Interface. The 
described model will focus on predicting the words 
mouthed by the user using facial gesture recognition and 
various classification techniques. A refinement of the model 
by including facial electromyography is also proposed.   
  
2  Methodology   
  
The proposed solution works on digital lip-reading principles 
[2], wherein the users position themselves in front of the 
camera and mouth a word without any audio input, and in 
turn, hear the word in the form of computerized speech.  

The process is initiated by a Graphical User Interface 
(GUI), which performs processing on a training database, 
which consists of 20 samples each of different people mouth-
ing four different words – ‘hello’, ‘cat’, ‘dog’ and ‘eat’.  
    The final methodology employed was as follows:  
a) A video of the user saying one of the four words is ac-

quired and is displayed in the GUI.   
b) The video is split into frames and the Chan-Vese Seg-

mentation algorithm is applied to all relevant frames.   
c) Features such as Area, Convex Area, Equivalent Diame-

ter, Eccentricity, Orientation, Major Axis length and Mi-
nor Axis length are extracted from all segmented frames.   

d) The Fine Gaussian SVM classifier, which has been 
trained with similar data, is provided with the extracted 
features, based on which it classifies the test video to one 
of the four classes.   

e) The identified class label (word) is then displayed as text 
in the GUI.   

 

f) The Text-to-Speech module converts the displayed text 
to voice output.   

 
2.1 Data Collection   
  
To validate the segmentation procedure and obtain suffi-
cient information to observe patterns that exist in the data, a 
collection of video sequences was required. Creation of a 
sufficiently large database is complex and time consuming 
with several ethical conundrums. Thus, the database con-
sists of four students of VIT University, Vellore uttering the 
words ‘cat’, ‘dog’, ‘eat’ and ‘hello’ five times each. Each 
time a word was uttered, a video was captured and its 
runtime was truncated to a value between one and two se-
conds to maintain a standard. The subjects were requested 
to wear black lipstick to increase the visibility. The video 
camera was positioned such that only the region of face 
below the nose bridge was captured. The segmentation al-
gorithm detailed in the next section employs a colour to 
greyscale transformation and this causes the lip region to 
become indistinguishable from the background. Many im-
age enhancement techniques were applied at this stage to 
accentuate the lip region, but were not as effective at aiding 
the segmentation as the application of black lipstick before 
video capture. The videos were the split into frames as de-
tailed in Chapter 3. Features were extracted from each 
frame and tabulated, following which they were fed to the 
classifier for training.   
  
2.2 Segmentation   
  
Over the years, detection of the lip contours has been em-
ployed in gesture recognition systems where the recognized 
contours are used to drive many other applications. The 
Chan-Vese model [3] is a powerful and flexible implemen-
tation of the active contours model. The initial contour is  
 

 

  
Fig. 1. Functional Block Diagram of the methodology  
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to be specified by the user and then the curve deforms as per 
an evolution equation, which is also specified by the user.  
The evolution equation can be formulated via several  
methods. The energy functional which comprises of both 
internal and external energy terms generally has several 
parameters and searching for a solution that minimizes this 
functional can be a complex computational task. Instead of 
trying the optimal solution of the curve that minimizes the 
energy functional, it may be easier to redefine the problem 
in terms of level sets. This is the basis of the Chan-Vese 
algorithm. In this method, a function is defined with the 
following parameters: image co-ordinates in the x and y 
directions and time t. This is called the level set function. 
For any instant of time t, the level set provides a boundary 
contour and an image portion segmented based on the pro-
vided boundary. When this segmented image is validated 
and it is determined that the segmentation is imperfect, the 
level set evolves and the procedure is repeated until the 
stopping point is reached.   
 

Area Convex  
Area 

Equivalent  
Diameter 

Eccent- 
ricity 

Orientatio-n Major  
Axis 

Minor  
Axis 

 
36849 

 
38300 

 
216.6047 

 

 

0.545  

 

 

-83.7716 
 

239.51 
 

200.67 

 
 
The Chan-Vese Segmentation algorithm was applied to se-
lected frames of each video sample in the collected database 

and features were extracted which were later used in the 
training of the classifier. Information obtained from the seg-
mentation process is tabulated as seen in Table 1. The values 
obtained are in accordance with the default measurement 
scheme employed by MATLAB’s inbuilt command 
‘regionprops’.   
 
2.3 Classifier Training and Implementation   
  
A variety of classifiers was evaluated for the proposed  
SSI. The minimum requirements were capability of  
employing supervised learning algorithms, quick training 
process and easy deployment. Neural networks do not  
produce consistent results when the quantum of data is  
relatively low. Linear Discriminant Analysis classifiers 
provided low accuracy for project data, and k-NN classifiers 
did not learn from the training data, instead using the  
data from scratch for each iteration. Decision trees tend to 
develop overly complicated trees that do not deal well  
with generalization of data, and thus were rejected in favor 
of Support Vector Machines (SVMs).   

SVMs are machine learning models that allow for super-
vised learning with dedicated algorithms and analysis tech-
niques that are used to solve classification problems. When 
provided with labelled training data, an SVM algorithm 
attempts to create a classification model that can classify 
similar but new data into either class. Traditional SVMs  
 
 

 
  

 
  

Fig. 2. Classifier training – confusion matrix, illustrating True Class vs Predicted Class performance for each of the words. 
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are binary and can only categorize data into one of two 
classes. A simple illustration of how the SVM algorithms 
work can be achieved by visualizing the training data as 
points in space. The SVM classifier attempts to categorize 
the examples belonging to each group while maintaining a 
clear divide in space between the two groups. The wider 
this gap is, the better the classification. When the classifier 
is presented with new data, it allots the data into one of the 
two classes based on which side of the gap they fall on. This 
gap is often called a hyperplane [4]. Our problem however 
is not a binary classification problem, but a multi-class 
problem. For this purpose, an extension of the binary SVM 
was considered in which the multiclass problem is reduced 
to binary problem. To validate that SVM’s are indeed the 
best possible classifier for this problem, several types of 
Support Vector Machine algorithms were implemented on a 
trail run via the MATLAB Classification Leaner Applica-
tion. Cubic SVM, Fine, Medium and Coarse SVMs, Linear 
and Quadratic SVMs are some of the different algorithms 
provided by the application hosted by MATLAB 2016. Of 
these, Fine Gaussian SVM gave the highest accuracy for the 
training data.  
 
The overall accuracy of the trained classifier was 97.5%, 
with 10% error in True Class vs Predicted Class confusion 
matrix for the word ‘eat’ (Fig. 2.). Intuitively, this seems 

plausible as the words ‘eat’ and ‘cat’ may have similar  
initial area values as both words involve significant opening 
of the mouth.   
 
3  Results  
 
The test video is subjected to segmentation and feature extrac-
tion. Segmentation is performed on the frames with the maxi-
mum relevant information for a word, for 550 or more itera-
tions, to get a perfectly segmented binary image of the lip re-
gion, while the mouth is in motion. As shown in Fig. 4 and Fig. 
5, every fifth frame was considered in a video captured at 25fps 
(thus, frame numbers 1, 5, 10, 15, 20, 25 were selected and 
processed). Features (area, convex area etc.) for each processed 
frame were extracted and forwarded to the classifier.   
 
The above segmentation process begins with a GUI that 
plays the test video, and performs segmentation and classi-
fication on the activation of the respective push-buttons 
(refer Fig. 6). On activating classification, the trained SVM 
classifier processed the extracted features, and assigns the 
video to a specific class. This class (word) is then displayed 
in the GUI as the recognised word. Electronic/computerised 
speech is used via a text-to-speech interfacing module to 
generate audio.   

  
  

Fig. 3. Segmentation of a single frame 
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4  Discussion  
  
The proposed solution is easy to learn, easy-to-use, technol-
ogy-driven and accurate. The device is to act as a suitable 
substitute for voiced speech and/or as an aid for the vocally 
challenged or impaired. Alternatively, it can be used as a 
communication tool in noisy environments.  
 
Future work includes incorporation of laryngeal EMG 
which serves to differentiate between optically similar 
words. For example, the words DOG and CLOCK have 

quite similar mouth movements and can be misjudged by 
the designed purely visual system. The difference between 
the words is evident when one observes the tracheal muscle 
movement when the word is vocalized. Contrary to popular 
opinion, it is possible to view this movement even when the 
person is unable to produce the sound. However, this view 
is not currently supported by significant research and in 
depth studies will need to be carried out to validate this 
hypothesis.   
  
 

  
Fig. 4. Multiple frames of subject pronouncing a single word  

  

 
Fig. 5. Final segmentation of the corresponding frames shown in the previous figure  
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Silent Speech Interfaces are currently in experimental stages 
and these devices have not commercially reached the assis-
tive devices market. The reasons for this have been outlined 
in the introduction to this paper. Most SSIs today are teth-
ered to large systems that do real time processing of the 
data, which is of course the desired result, but such systems 
are harder to commercialize because one of the trade-offs 
would be the ability to process data in real time versus port-
ability. The solution proposed in this paper circumvents this 
issue by not attempting to process the data in real time. If a 
significantly large database of words can be obtained with 
multiple speakers with varying facial features, then the clas-
sifier can be taught to classify more words with greater 
efficiency. This type of an approach to silent speech devices 
offers the possibility of integration into mobile systems like 
smart phones and PDA’s. Considering the portability of 
computing languages and the relative ease with which mo-
bile applications are produced, it can be safely assumed that 
silent speech devices hosted on a mobile environment can 
become a reality sooner than expected.   
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Fig. 6. GUI displaying the corresponding class-label (word)  
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Abstract. One of the most commonly occurring cancers is 
oral cancer. The incidence of the oral cancer seems to be 
increasing exponentially in the world. The clinician has to 
undergo a higher level of dilemma every time in order to 
differentiate the cancerous lesions from other controversial 
and poorly defined lesions that are present in the oral cavity. 
Early stage carcinomas and its subsequent manifestations 
are highly misinterpreted because at the initial stage there is 
minimum discomfort in the patient and they simply mimic 
many similar benign lesions. The analysis to be done by the 
doctors is often delayed and therefore there is a high risk for 
the cancer to spread in the body. Squamous cell carcinoma 
is the most common malignant neoplasm present in the oral 
cavity. Therefore the accurate diagnosis and management of 
this particular Squamous cell carcinoma which originates 
from the surface of the oral muscle has to be done well. The 
main aim of this work is to assess the clinical features, di-
agnostic procedures and treatment required for oral cancer 
patients. The staging of the cancer is generally divided into 
two stages namely, clinical and pathological. In TNM (Tu-
mour, Node, Metasis), a lot of novel prognostic tools have 
been traced and new methodologies for the prognostic fac-
tors have been drastically improved and developed. This 
paper compares the classification accuracy of the TNM 
staging system with the aid of Multi Layer Perceptron 
(MLP) and Gaussian Mixture Model (GMM) classifiers. In 
this work, totally 75 oral cancer patients are studied. For 
both the classifiers, the input variables are nothing but the 
TNM variables such as tumour size, number of positive 
regional nodes, distance metastasis, hereditary etc.  Out of 
the two post classifiers utilized here, GMM provided a bet-
ter result as of 94.18% average accuracy for all the stages 
while Multi Layer Perceptron (MLP) showed an average 
accuracy of about 89.5% for all the stages. In this paper, 
Extreme Learning Machines (ELM) is also employed as a 
post classifier later for the oral cancer classification and the 
performance of it is compared to the performance of both 
the GMM and MLP.  
  
 
Keywords: Carcinoma, TNM, GMM, MLP, ELM, Accuracy 
  
 

1  Introduction  
 
In majority of the population, one of the commonly occurring 
diseases is oral cancer [1]. Diagnosing it medically is ex-
tremely crucial and an intricate task to perform because it 
requires a high amount of proficiency and exactness. Oral 
cancer begins in the oral cavity which includes the entire 
mouth, lips, the inner lining of the lips and cheeks, the teeth 
gums, the portion of the mouth below the tongue, the hard 
palate or the bony roof of the mouth, the area behind the wis-
dom teeth and etc [2]. If oral cancer can occur, it can easily 
spread to various other parts such as lungs and neck. In the 
lymph nodes of the neck, a common metastasis occurs so that 
the cancer cells spread throughout. Due to the drastic and 
rigorous improvements in the treatment of oral cancer, a high 
rate of oral cancer disappearance has been achieved, but there 
are high chances for the disease to evolve again, that is, re-
mission stage can be easily attained. At the starting stage of 
the remission process, no clinical and laboratory evidences 
can be found out and hence the patient is considered only 
cancer free. But suddenly at any point of time some particles 
of diseases which are invisible to eyes might emerge out 
which leads to the immediate spread of this deadly disease. In 
the context of oral cancer, the occurrence of the remission 
stage is pretty high and therefore one has to maintain a very 
healthy lifestyle. The patient who suffer from oral cavity 
cancer has to cope up with the terrible effect of this disease, 
such that the lack of ability to eat well and speak well, physi-
cal appearance of the face due to the surgical procedures and 
treatment and so on. A lot of factors attribute to the reoccur-
rence of cancer which involves factors such as infection site, 
age, sex, primary tumour location and its respective histolog-
ical features etc.   

The main symptoms of oral cavity cancer are severe pain 
in the mouth that does not heal for months, a lump in facial 
cheeks, problems in chewing and swallowing, movement of 
the tongue and jaw becomes difficult, loosening of the teeth, 
severe pain in the teeth accompanied by voice changes, 
severe weight loss, prolonged bad breadth, red patches on 
the tonsils, gums and tongue [3]. If the above symptoms 
persist for more than two weeks, it is recommended to  
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consult an oncologist as early as possible. Recently, with 
the advent of the soft computing techniques, the classifica-
tion of oral cavity cancer can be done reliably. Soft compu-
ting is a particular or special branch of computational intel-
ligence unit which employs a lot of statistical, optimization 
and probabilistic measures that allows the computer to learn 
from the previous examples and to trace the hardest patterns 
from very large, complex and noisy data sets. This feature 
of soft computing techniques suits well for medical applica-
tions especially, those dependent on genomic and complex 
proteomic measurements. So computational intelligence 
technique is widely used for cancer detection, prediction 
and prognosis. A lot of work has been proposed recently in 
literature for the oral cancer classification and some im-
portant work is reviewed in this paper. Parkin et al showed 
the estimates of the worldwide incidence of twenty five 
cancers [4]. Aziz showed the oral sub mucous fibrosis as an 
unusual disease [5]. A national epidemiological survey of 
oral mucosal lesions was reported by Zain et al [6]. The 
application of artificial intelligence to identify people at risk 
of oral cancer was done by Rosmai et al [7]. The prediction 
of oral cancer survivability using classification algorithms 
was performed by Kaladhar et al [8]. The determination of 
the critical success factors of oral cancer susceptibility pre-
diction using fuzzy models was developed by Rosmai et al 
[9]. The prediction of Hospital charges for cancer patients 
with the help of data mining techniques was done by Kang 
et al [10]. A framework for early detection and prevention 
of oral cancer using data mining was reported by Sharma 
and Om [11]. The advances in oral cancer detection using 
optical coherence Tomography was reported by W.Jung 
et.al [12]. The diagnosis of oral cancer using genetic pro-
gramming was done by Simon Kent [13]. The oral lesion 
classification using true colour image was done by 
Chodorowski et al [14]. The wavelet based texture classifi-
cation of oral histopathological sections was done by 
M.R.Krishnan et al [15]. The performance of data mining 
technique for oral cancer prediction was compared by Neha 
Sharma et al [16]. Colour-based tumor segmentation for the 
automated estimation of oral cancer parameters was done by 
Yung-nien Sun [17]. A novel wavelet neural network based 
pathological stage detection technique for oral precancerous 
condition was represented by R.R.Paul et al [18]. In this 
work, the usage of post classifiers like GMM, MLP and 
ELM were employed to classify the oral cancer levels. The 
block diagram of the work is shown in Figure 1.  
  

  
  

Figure 1 Block Diagram of the Classification Procedure  
 

2  Materials and Methods  
 
For a total of 75 patients who suffer from oral cancer, the 
dataset was obtained from Department of Oncology of G 
Kuppuswamy Naidu Hospital (GKNM) Hospital, Coimba-
tore, India. Based on the reports from referral letters, opera-
tive reports, hospital charts and radiological studies, radia-
tion therapy and pathological report, this study is mainly 
dependent on it. Based on the various factors such as tobac-
co chewing habit, smoking, quality of life style, food habits, 
tumour size and location, sex and age, the patients are ana-
lyzed. Based on the International Union against cancer 
(UICC), the tumour is clinically staged into 4 stages such as 
stage I, stage II, stage III and stage IV. Stage I has 16 pa-
tients, stage II has 22 patients, stage III has 26 patients and 
stage IV has 11 patients.   
  
3  Classifiers used here  
 
After the patients are grouped in the four stages, the post 
classifiers such as MLP, GMM and ELM are employed to 
analyze the oral cancer here.  
  
3.1 MLP  
 
The multilayer perceptron neural network is a feed forward 
type of neural network which has one or more hidden layers 
[19]. MLP networks with one or more hidden layers have a 
good capability for approximating the continuous functions 
upto a certain level of accuracy. Depending on the structure of 
the neural network and the training algorithm applied, the 
performance of classification of the MLP is determined. The 
training algorithms called Levenberg-Marquardt (LM) is uti-
lized to examine the applicability of the MLP network. MLP 
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can apply non linear discriminant for classification purposes 
and non linear regression functions for regression. MLP is 
usually called or two-layer network as there is no computation 
performed in the input layer. The non linear transformation is 
made by the hidden units from the d dimensional input space 
to the H dimensional space which is spanned by the hidden 
units. In the obtained new H dimensional space, the linear 
function is implemented by the output layer. For implement-
ing more complex function of the inputs, multiple hidden 
layers are used often but to learn the weights in the network in 
such deep networks is a more complicated task.  
  
LM Algorithm  
As the LM algorithm has a better learning rate and a relative-
ly high stability when compared to the famous Back Propaga-
tion Algorithm, it is used here. The Gauss-Newton algorithm 
can be approximated to get a LM algorithm, so that a faster 
learning rate is obtained than the BP algorithm which uses 
steepest descent algorithm. The LM modification to the 
standard Gauss-Newton algorithm is expressed as follows  

 
 

where μ represents the Marquardt adjustment parameters and 
I represents the identity matrix. If μ is small, then the approx-
imation of Gauss-Newton algorithm is done by LM algo-
rithm. Since the convergence is faster and more accurate in 
Gauss-Newton algorithm, shifting it quickly is possible. Un-
less the error change obtained is positive, the value of μ is 
decreased. If the value of μ is large, then the LM algorithm is 
used to approximate the steepest descent algorithm.  

The standard results of the MLP back propagation neural 
models when trained with the LM learning algorithm are 
shown in Table 1. The momentum α (0.5), learning rate or 
gain rate η (0.3) and various training epochs are tabulated 
for each MLP architecture   
  
 
 Table 1 Estimation of Mean Square Error in Various MLP 

Network Architectures  

 
 

In this case the architectures selected are (24-12-4), (4-4-1) and 
(2-4-2) MLP network architectures because they have lesser 
number of training epochs. If more number of training epochs 
are considered then it means that the system can be easily ru-
ined due to the high complexity.  
  
3.2 Gaussian Mixture Models  
 
The finite mixture models always provide a very flexible 
approach for the purposes of statistical modeling of a wide 
range of random phenomena. The flexible approach is be-
cause it has the capability to trap the heterogeneity in the 
context of cluster analysis. A finite mixture of normal densi-
ties can approximate any continuous distribution very well 
and so GMM provides a good semi parametric structure and 
shape [20]. When a single parametric family does not give a 
satisfactory model for observing the local variations in the 
data, then mixtures can be used. Also the GMM should 
provide the scope of inference in a versatile manner. Let 
(A1,....,An) be assumed as a random sample of size 'n' where 
Aj is nothing but a 'd'-dimensional random vector with 
probability distribution  on Qd. The vector of the nodal 
parameters is denoted as θ. The g-component mixture mod-
els in a suitable parametric form is given as  
 

 
 
where has the unknown parameters. 
The model parameters for the ith mixture component is rep-
resented as θi and denotes the vector values 
of the mixing properties with . The mixture compo-
nents has a multivariate Gaussian distribution and each 
component in the mixture is represented by 
 

 
 
where the multivariate Gaussian density is denoted by ф 
with its respective mean vector μi and a covariance matrix 

. 
Ultimately the Gaussian mixture model is of the form  
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For the evaluation of the mixture distributions, techniques 
such as graphical models, maximum likelihood (based on 
EM), method of moments, and Bayesian approaches are 
present. In this paper, the most popularly used maximum 
likelihood technique based on EM is used.  
  
3.3 Extreme Learning Machines (ELM)  
 
Assume the training data which has number of samples is 
represented by  where  and  a feed 
forward neural network which has a standard single hidden 
layer. This type of neural network has hidden neurons an an 
activation function and  is represented as  
 

 
 
Here wi and αi are known as the weight vectors which con-
nects the various inputs to the ith hidden neurons and its 
respective output neurons too. For the ith hidden neurons, ci 
is denoted as the threshold and zj is denoted as the output 
from a single hidden layer feed forward neural network for 
the particular data point j. The random generation of the 
weight vector wi is done and it is based on a continuous 
probability distribution. To approximate F training data 
with zero errors, a standard single layer feed forward neural 
network with totally H hidden neurons and an activation 
function  is represented as  
 

 
 

Therefore , where j = 1,...,F for particu-
lar values of αi, wi, and ci. The above equation can be ex-
pressed in a compact form as follows  
 

Jα = V 
 
where J represents the hidden layer output matrix of the 
neural network and is expressed as  
 

 
  
If the hidden layer output matrix of the neural network J is 
not known , then a gradient based learning algorithm is 
utilized so that  is minimized by adjusting a vec-
tor W which is nothing but a set of biases (cj) and weights 
(wj, αi). It is done iteratively as per the following equation  

 
 
where the learning rate is denoted as and to compute the 
gradient in a feed forward neural network, Back propaga-
tion learning algorithm is utilized well.  

If randomly assigned input weights and hidden layer bi-
ases are present in the single layer feed forward neural net-
work with any non zero activation function, the universal 
approximation of any continuous function on any particular 
input dataset is done. If the least square solution of the line-
ar system is found out, then this problem is solved and rep-
resented as  
  

 
 
Using the smallest norm least squares solution of  Jα = V, 
the solution becomes   
 

 
 
where  is denoted as the Moore-Penrose generalized 
inverse of matrix J. The most important property of this 
solution is that the minimum training error is achieved easi-
ly and the best generalization performance is obtained.  The 
Extreme Learning Machine (ELM) as proposed in [21] is 
summarized as follows:  
If a training data set  is assumed initially, 

, having totally F number of samples, 
a standard single hidden layer feed forward neural network 
algorithm which has H hidden neurons and activation func-
tions d(x) is working as per the following steps.  
Step 1: The input weight is randomly assigned along with 
the bias ci, i = 1,....H. 
Step 2: The hidden layer output matrix J is calculated J 
Step 3: The output weights α is calculated by  
α = J@V 
Step 4: The different activation functions handled in ELM 
technique are Sigmoid, Radbas and Hard Lim. For 20 hid-
den neurons and 30 hidden neurons, the analysis is per-
formed and comparison is done.  
  
3.4 Effect of Overfitting in the Classification Procedure:  
In the context of  statistics  and  machine learning theory, 
one of the most common tasks is to fit a "model" to a specif-
ic set of  training data, so as to be able to make reliable 
predictions on general untrained data. In over fitting, a  
statistical model explains  random error or noise instead of 
the underlying relationship. Over fitting can occur when a 
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model is too complex, such as having too many parameters 
relative to the total number of observations. A model that 
has been over fit has very poor  predictive performance, as 
it overreacts to even minor fluctuations in the training data. 
But in our case, though the data base seems to be complex 
with many parameters, it cannot be treated to the total num-
ber of observations because it is staged into 4 different stag-
es of oral cancer based on the severity levels and so the 
complexity of the data is greatly reduced and there are no 
chances for the over fitting to occur. As the data is clinically 
staged into 4 stages such as stage I, stage II, stage III and 
stage IV. Stage I has 16 patients, stage II has 22 patients, 
stage III has 26 patients and stage IV has 11 patients.  As it 
is grouped into 4 different stages of oral cancer, the relative 
number of patients in a particular class or group is quite 
small and therefore the effect of over fitting is very less for 
our case and so using three different classifiers such as 
Gaussian Mixture Model (GMM), Multilayer Perceptron 
(MLP) and Extreme Learning Machine (ELM), the classifi-
cation has been done very well and it is proved through the 
results obtained in the performance analysis and compari-
son. So the models are definitely not over fitted for the giv-
en data set and so the results obtained are quite good and 
versatile.  
  
4  Results and Discussion  
 
For the crystal clear analysis of the three classifiers , MLP, 
Elman and GMM for Classification of Oral Cancer, the 
standardized parameters taken for the analysis is False 
Alarm measures, Perfect Classification Measures, Missed 
Classification Measures, sensitivity and specificity 
measures and accuracy measures are given by the following 
mathematical formulae as   
 

 
 
PC is expressed as Perfect Classification, MC is expressed 
as Missed Classification and FA is expressed as False 
Alarm. The Sensitivity, Specificity and Accuracy measures 
are mathematically given by the following formulae  
 

 
 

The Table 2 shows the results of GMM Classifier. The re-
sults of ELM Classifier with Sigmoid Function and 20 hid-
den neurons are shown in Table 3. The results of ELM 
Classifier with Hard Lim Function and 20 hidden neurons 
are shown in Table 4. The Table 5 shows the Results of 
ELM Classifier with Radbas Function and 20 hidden neu-
rons. Table 6 shows the Results of ELM Classifier with 
different activation functions for 20 hidden neurons. The 
Table 7 Results of ELM Classifier with different activation 
functions for 30 hidden neurons. The Table 8 Consolidated 
Performance Analysis of all the Post classifiers for Oral 
cancer classification.  
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5  Conclusion  
  
Thus oral cancer is one of the significant problems of the 
health affecting both men and women throughout the world. 
It is the fourth commonly occurring cancer in men and 
eighth commonly occurring cancer in women. Tumours 
arising from odontogenic tissues (tooth forming tissues) are 
referred as odontogenic tumours and it can be either malig-
nant or benign. Malignant tissues are mostly cancerous as it 
affects the entire oral cavity which includes tongue, lips, 
gum tissues and the inner lining of cheeks. The treatment 
cannot be successful if the oral cancers are identified and 
diagnosed at a later stage and hence early detection and 
perfect classification techniques are required. This cancer 
classification procedure helps the surgeons to come up with 
novel therapeutic measures for the welfare of the patients. 
In this paper, three different post classifiers like MLP, 
GMM and ELM are employed to classify the risk of oral 
cancers in the different stages. In the T1 and T2 cancer 
stages, the GMM classifiers provided an accuracy of 100%, 
in the T3 cancer stage, the ELM classifier with Hardlim 
activation function with twenty hidden neurons provides an 
accuracy of 97.37% and in T4 stage, the ELM Classifier 
with Hardlim activation function with twenty hidden neu-
rons provides an accuracy of 94.12%. All the post classifi-
ers classified the oral cancer with a pretty good percentage 
of accuracy as shown in the comparison Tables 2-8. Future 
work plans to implement different schemes of post classifi-
ers for a better classification of oral cancer.  
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Abstract. An experimental setup for measuring   pulse 
transit time (PTT) using two photoplethysmographic (PPG) 
signals is proposed. The pulse wave velocity is calculated 
from the measured PTT, for its potential use in monitoring 
arterial stiffness and continuous non-invasive arterial blood 
pressure. The PPG sensors are placed in-line separated by 
1cm, over the arterial branch under consideration. PTT is 
determined by using the fact that there exists a time differ-
ence be-tween PPG signals obtained from the two sensors. 
The outputs from the sensors are bandlimited and amplified. 
The signals are then made TTL- compatible, to determine 
pulse transit time. The final output is in the form of a rectan-
gular pulse whose width is equal to the PTT. A phase shifted 
sinusoid generated by an all-pass filter is used to validate the 
proposed experimental setup. Placing the sen-sors over the 
digital artery of the index finger, 1 cm apart, the PTT for 13 
healthy volunteers was measured. PTT is averaged for 10 
cardiac cycles to obtain mean PTT. From mean PTT the 
Pulse Wave Velocity (PWV) is calculated for a volunteer. 
The maximum of 2.6 and a minimum of 0.4 standard devia-
tion was observed, for a single volunteer. The overall mean 
PTT was 10.1 ms and the mean PWV was 1.1 m/s.  
 
Keywords: Pulse Transit time, Wave reflections; Inline 
sensors; Aurdino  
 
1  Introduction  
 
Photoplethysmography is a widely accepted clinical method to 
measure the physiological parameters such as cardiac output, 
oxygen saturation. Its compactness and cost effectiveness 
makes it a better option for studying cardio vascular health [2]. 
Also studies prove that PPG can be obtained calibration free 
[8]. PPG can be used to determine an important parameter 
called Pulse Wave Velocity (PWV). PWV can be used to infer 
information about arterial stiffness and blood pressure. Algo-
rithms have been proposed to estimate arterial blood pressure 
from the PWV [1].  PWV can be determined with the help of 

Doppler ultrasound technique [11]. But the apparatus for Dop-
pler ultrasound is expensive. Two other methods have also 
been proposed for measuring PWV from PPG. Pulse transit 
time is considered to be the time between peak in PPG signal 
and R peak in ECG signal [3]. The drawback of this method is 
that there is a finite time delay between the actual ventricular 
compression and R- peak in ECG [4]. PTT can be measured, 
by measuring the time difference between the two PPG signals 
from the in-line sensors placed at a distance apart [5]. The 
obtained time difference is Pulse Transit Time. The PWV can 
be calculated using (1).The inline sensors are positioned such 
that, one sensor is placed at wrist and the other at the foot of 
pinky finger. The PPG sensor at the wrist senses PPG in radial 
artery, and sensor in the pinky finger senses the signal from 
digital artery. Near the wrist the radial artery divides into five 
digital arteries. In this method, measuring the PWV over long 
arterial lengths can lead to ambiguity over the path lengths. 
Further there may be influence of blood wave reflections due to 
branching of the artery [6]. To address the above issues, the 
PWV is measured over small arterial lengths where the sensors 
are placed at small distance apart. This PWV is known as the 
local PWV [7].In this paper, design of a hardware module to 
measure the PTT and hence the local PWV over the digital 
artery in the index finger is proposed. The circuit is automated 
to measure PTT and hence can be a potential tool for monitor-
ing arterial stiffness and continuous non-invasive measurement 
of blood pressure.    
  
2  Determination of PTT  
 
The block diagram for the hardware module is shown in the 
Fig. 1. It is to be ensured that the response of the two cir-
cuits must be identical i.e. the phase shift induced on a sig-
nal by circuit 1 must be equal to the phase shift induced on 
the same signal by circuit 2. This is necessary because the 
circuit giving non-identical phase shifts will impart addi-
tional phase which will be a serious source of error.  
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Performance of the hardware is verified in two stages. The 
identical working of both PPG circuits is verified by analys-
ing their frequency response plots. The correctness of the 
PTT calculation is verified by an all-pass filter. The all-pass 
filter generates the phase shifted version of the input sinus-
oid. Both the original sinusoid and the phase shifted version 
of it is given to the circuit module and a time difference is 
calculated. This time difference must correspond to the 
phase shift induced the all-pass filter. The methodology for 
obtaining the PPT is explained in the following sections. 
The circuit employs two identical circuits to acquire PPG 
from two sensors placed in-line on an arterial site. The cir-
cuit involves an LED excitation circuit .  

2.1  Acquiring PPG   
The whole design is based on reflectance type PPG. The 
PPG signals are acquired from the digital artery using two 
sensors. The sensor constitutes an IR LED and a photodiode 
adjacent to each other. The sensor used is shown in Fig. 2. 
The IR led is used because light has maximum penetration 
in human tissue for the wavelength in the range of 650 to 
1350 nm [9]. Also the photodiode used has maximum re-
sponse for IR LED. The voltage across the LED is regulated 
using a zener diode. The current through the LED can be 
varied by a potentiometer in series with the LED. The blood 
in arteries reflects back the IR light in accordance with the 
pulsatile flow within. The reflected light falls on the photo-

 
Fig. 2: DCM03 sensors. 

 

 
Fig. 1: The circuit block diagram 
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diode and generates a current which corresponds to the 
intensity of the reflected light.   
 
2.2  Current to voltage conversion  
The photodiode is connected to an I to V converter which is 
realized using an op-amp with a RC feedback network to 
give a voltage proportional to the input current from the 
photodiode. The transresistance of the amplifier is 220k . 
The photo-diode is biased in photo-voltaic mode.  
 
2.3  Bandlimiting the signal  
The PPG signal obtained from I to V converter has contribu-
tions from many frequency components, but dominant contri-
bution is from the components with frequency less than 20Hz. 
Also, the DC voltage has to be removed to identify the zero 
crossing points correctly. Hence the PPG signals are 
bandlimited to 0.5 to 20 Hz. The voltage signal obtained con-
tains noise and is first passed through a high pass filter (HPF) 
to remove DC voltage. The HPF is designed for 0.5 Hz cut-off 
frequency. Since the voltage levels are very less at the range of 
few millivolts, the signal is amplified using a non-inverting 
amplifier. The amplifier is designed using a potentiometer with 
which the gain can be varied according to required amplitude.  
Further it is passed through a low pass filter having a cut-off at 
20Hz. Both the filters are second order filters based on sallen-
key topology [10]. Another passive high pass filter is added to 
further attenuate the very low frequency components and the 
effects of DC induced by the op-amps.   
 
 
 

2.4  Conversion to square wave  
Upon observing on an oscilloscope, a minute phase differ-
ence should be observed between the signals which is to be 
determined. To find the PTT, the signals are passed to a com-
parator to convert them into square pulses. Upon conversion, 
we obtain two square pulses with a small phase difference. 
These signals have voltage levels of +10V and -10V. Since 
we are using digital logic gates, the signals have to be made 
compatible. So, the signals are converted to the compatible 
logic of +5V and 0V using the circuit shown in Fig. 3.  
  
2.5  Determining the PTT  
The signal from the lagging sensor is negated using a digital 
NOT logic gate. Further, digital AND logic is performed i.e. 
considering the PPG waveforms as A and B, digital opera-
tion A.B’ is performed using logic gates. This output of the 
AND gate will be a rectangular pulse whose width is the 
required PTT.  
 
2.6  Programming the Microcontroller  
The microcontroller, Arduino UNO, is used to measure the 
duration of the pulse obtained from the digital logic opera-
tion. The clock frequency of the UNO board is 16MHz. The 
time period of its clock is 0.0625us.The Pulse transit time 
can be found as a product of the counter output and the 
clock period i.e. 0.0625 us. A small delay of 300ms is given 
between the measurements of successive samples to avoid 
measuring unwanted transitions which occurs sometimes 
due to dicrotic notch of PPG signal. The UNO board is fur-
ther interfaced with a 16x2 LCD display to display the 
measured time.  

 
Fig. 3: Level conversion circuit used. 
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2.7  Calculation of Pulse Wave Velocity  
The PWV was calculated by the formula  

                    PWV = D / PTT                  (1)  
Where D is the distance between the sensors. The sensors 
are placed at a distance of 1cm.  

3  Experimental validation  
 
3.1 In-vivo measurements  
 
The PTT was measured for 13  healthy volunteers in the 
age group of 21-35 years. Also their PWV was calculated 

 

Fig. 4: PPG waveforms of volunteer A 
 

Table 1. Calculated Mean PTT, standard deviation and PWV  
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using (1). Mean and standard deviation were calculated  
for 10 PTT samples for every volunteer. The signals were 
acquired from the radial artery of the index finger. The 
Fig.4 shows the PPG waveform of volunteer A and the cur-
sor measuring the PTT. The calculated results and measured 
results have been tabulated.  
 
3.2 Validation using phase shifted sinusoid  
The circuits were given phase shifted sinusoids as inputs. The 
required phase difference was achieved using an all-pass 
filter. The measured time difference was compared with the 
phase difference induced by the all-pass filter and has a min-
imum error of 0.03ms to a maximum error of 0.9ms.  
 
4  Conclusions  
  
The design of a hardware module for measurement of Pulse 
Transit Time from two PPG signals was presented. A max-
imum and minimum standard deviation of 2.6 and 0.4 re-
spectively was observed, for single volunteer. The mean 
PTT for 13 volunteers was determined to be 10.1 ms and the 
calculated mean PWV was 1.1m/s. The validation of circuit 
was done by using the phase shifted sinusoids and the out-
put of the circuit matched the phase difference induced by 
the all-pass filter. The circuit could respond to small varia-
tions in PTT thus indicating its potential use in monitoring 
of arterial stiffness and blood pressure non-invasively on a 
continuous basis.  
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