
Plasma Science 
and Technology 
for Emerging 
Economies

Rajdeep Singh Rawat   Editor

An AAAPT Experience



Plasma Science and Technology for Emerging
Economies



Rajdeep Singh Rawat
Editor

Plasma Science
and Technology
for Emerging Economies
An AAAPT Experience

123



Editor
Rajdeep Singh Rawat
Natural Sciences and Science Education,
National Institute of Education

Nanyang Technological University
Singapore
Singapore

ISBN 978-981-10-4216-4 ISBN 978-981-10-4217-1 (eBook)
DOI 10.1007/978-981-10-4217-1

Library of Congress Control Number: 2017948218

© Springer Nature Singapore Pte Ltd. 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04GatewayEast, Singapore 189721, Singapore



Contents

1 Asian African Association for Plasma Training (AAAPT)—
History, Network, Activities, and Impact . . . . . . . . . . . . . . . . . . . . 1
Rajdeep Singh Rawat

2 Dense Plasma Focus—High-Energy-Density Pulsed Plasma
Device Based Novel Facility for Controlled Material Processing
and Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Rajdeep Singh Rawat

3 The Plasma Focus—Numerical Experiments, Insights and
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
S. Lee and S.H. Saw

4 X-ray Diagnostics of Pulsed Plasmas Using Filtered Detectors . . . . 233
Paul Lee and Syed M. Hassan

5 Pulsed Plasma Sources for X-ray Microscopy and Lithography
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Syed M. Hassan and Paul Lee

6 Neutron and Proton Diagnostics for Pulsed Plasma Fusion
Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293
Alireza Talebitaher and Stuart V. Springham

7 Plasma Focus Device: A Novel Facility for Hard Coatings . . . . . . . 355
R. Ahmad, Ijaz A. Khan, Tousif Hussain and Z.A. Umar

8 Research on IR-T1 Tokamak . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 413
Mahmood Ghoranneviss and Sakineh Meshkani

9 Cost-Effective Plasma Experiments for Developing Countries . . . . . 475
Rattachat Mongkolnavin, Siriporn Damrongsakkul, Oi Hoong Chin,
Deepak Subedi and Chiow San Wong

v



10 Radio Frequency Planar Inductively Coupled Plasma:
Fundamentals and Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 527
Kanesh Kumar Jayapalan, Oi Hoong Chin and Chiow San Wong

11 Plasma Polymerization: Electronics and Biomedical
Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 593
Avishek Kumar, Daniel Grant, Surjith Alancherry,
Ahmed Al-Jumaili, Kateryna Bazaka and Mohan V. Jacob

12 Cold Atmospheric Plasma Sources—An Upcoming Innovation
in Plasma Medicine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 659
Dheerawan Boonyawan and Chanchai Chutsirimongkol

13 Dielectric Barrier Discharge (DBD) Plasmas and Their
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 693
Deepak Prasad Subedi, Ujjwal Man Joshi and Chiow San Wong

14 Carbon-Based Nanomaterials Using Low-Temperature Plasmas
for Energy Storage Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . 739
Bo Ouyang and Rajdeep Singh Rawat

vi Contents



Chapter 1
Asian African Association for Plasma
Training (AAAPT)—History, Network,
Activities, and Impact

Rajdeep Singh Rawat

1.1 Introduction to Asian African Association for Plasma
Training (AAAPT)

The Asian African Association for Plasma Training (AAAPT) is an association or
network of plasma research groups from emerging economies in Asia and Africa.
AAAPT was founded on June 7, 1988, in Kuala Lumpur during the Third Tropical
College on Applied Physics and the Second United Nation University—
International Centre for Theoretical Physics (UNU/ICTP) Training Programme on
Plasma and Laser Technology with an aim to provide facilities for plasma research
for small research groups in developing countries in Asian and African region.
Professor Lee Sing from University Malaya, Malaysia was elected as the Founding
President of AAAPT along with four Vice Presidents Prof. T. El Khalafawy
(Atomic Energy Authority, Egypt), Prof. Ghulam Murtaza (Quaid-i-Azam
University, Pakistan), Prof. Mahesh Prasad Srivastava (University of Delhi,
India), and Prof. Tsai Shih Tung (Chinese Academy of Sciences, China) in its
inaugural meeting on June 7, 1988. At the time of its formation, the AAAPT
consisted of 16 institutions from 12 countries; who became the founding members
of AAAPT. The AAAPT Secretariat was formed comprising of Prof. Lee Sing
(President), Assoc. Prof. Moo Siew Pheng (Vice President), Assoc. Prof. Wong
Chiow San (Honorary Secretary) and Assoc. Prof. Chew Ah Chuan (Honorary
Treasurer). By June 1, 1993, the membership list grew to 30 Institutions from 19
countries and by October 2012, it grew further to 46 institutions from 22 countries.
Currently, AAAPT has 54 member institutes (including two associate members) in
24 countries which clearly indicates its increasing strength and cooperation.

R.S. Rawat (&)
National Institute of Education, Nanyang Technological University,
Singapore 637616, Singapore
e-mail: rajdeep.rawat@nie.edu.sg

© Springer Nature Singapore Pte Ltd. 2017
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Soon after its formation the AAAPT became an affiliated network of the Abdus
Salam International Centre for Theoretical Physics (ICTP), Trieste, Italy and
received funding for its collaborative activities, workshops, exchange programmes,
etc., for several years. It also received assistance in the form of travel and other
fellowships from the Third World Academy of Sciences (TWAS), UNESCO and
several other organizations for several years from 1988 to about 2003–2004. It was
somewhere around year 2004 when the ICTP decided to provide funding based on
itemized request and not as a lump sum fund on regular basis. This meant that
regular funds were stopped but AAAPT could still request for funds to Office of
External Activities of ICTP, based on the activities and the funds it would be
directly given to the institution involved in the activity rather than being provided to
AAAPT Secretariat which was maintained at University Malaya, Kuala Lumpur,
Malaysia ever since its inception. This therefore still helped the AAAPT to continue
to survive, thrive, and organize various network activities. However, since 2014
even this type of itemized funding requests to ICTP, made mainly to organize
annual AAAPT network activity, for organization of AAAPT annual conference
has been unsuccessful. The AAAPT network group, however, has not only con-
tinued to survive but also actively engaged in several collaborative activities to
promote cooperation in plasma science and technology.

The bulk of the contributions for AAAPT activities have started coming from the
scientists of the member institutions in terms of their expertise, time, and effort and
also in sharing of technical and academic expertise sharing along with infrastruc-
tural support for inter-AAAPT institute collaborations. The AAAPT continues to
excel and thrive, as will be evident from the plethora of activities that have been
organized under its wings, due to strong sense of cooperation and culture of helping
each other. A large number of institutes, universities, organizations, facilities, and
events will be referenced in the remaining part of the chapter by their acronyms due
to their repeated used. The list of acronyms is provided in Table 1.1.

1.2 Missions, Goals, and Impact of AAAPT

As defined in the Constitution of AAAPT, its key missions are:

(a) to promote the initiation and strengthening of plasma research, especially
experimental, in developing countries in Asia and Africa, and

(b) to promote cooperation and technology sharing among plasma physicists in the
developing countries in Asia and Africa region.

In the light of above-mentioned missions, AAAPT over almost three decades of
it history set many goals for itself which evolved over the time due to changing
situations. The missions included in its initial stage of formation included:

2 R.S. Rawat



Table 1.1 List of frequently used acronym in this chapter

Acronym Institute/University/Organization/Facility/Event City and
Country

AAAPT Asian African Association for Plasma Training –

AAAPT R &
T

AAAPT Research & Training Centre Beijing, China

AEC Atomic Energy Authority Cairo, Egypt

CAS Chinese Academy of Sciences Beijing, China

CU Chulalongkorn University Bangkok,
Thailand

DU University of Delhi Delhi, India

DXS Diode X-ray Spectrometer –

IAEA International Atomic Energy Agency Vienna,
Austria

ICPSA International Conference on Plasma Science and
Applications

Various places

ICTP Abdus Salam International Centre of Theoretical Physics Trieste, Italy

IMFP International Meeting on Frontier of Physics Malaysia

IP-CAS Institute of Physics, Chinese Academy of Sciences Beijing, China

IPFS Institute for Plasma Focus Studies Melbourne,
Australia

IWPDA2009 International Workshop on Plasma Diagnostics and
Applications, 2009

Singapore

IWPCA2008 International Workshop on Plasma Computation and
Applications, 2008

Malaysia

KSU Kansas State University USA

KU Kathmandu University Dhulikhel,
Nepal

NIE/NTU National Institute of Education, Nanyang Technological
University

Singapore

PECVD Plasma enhanced chemical vapor deposition –

PFF Plasma Focus Facility –

QIAU Quaid-i-Azam University Islamabad,
Pakistan

TWAS Third World Academy of Sciences Trieste, Italy

UM University Malaya Kuala Lumpur,
Malaysia

UNESCO United Nations Educational, Scientific and Cultural
Organization

Paris, France

UNU United Nation University Tokyo, Japan

UNU/ICTP
PFF

United Nation University/International Centre of
Theoretical Physics Plasma Focus Facility

–

UTM Universiti Teknologi Malaysia Johor,
Malaysia

1 Asian African Association for Plasma Training (AAAPT) … 3



(a) to hold a series of coordinated training programmes and colleges specially
designed for effective training on selected aspects of plasma physics (experi-
mental, technological, and theoretical),

(b) to develop and maintain relations among its member institutions carrying out
research or having an interest to start research in plasma physics, especially
experimental plasma physics,

(c) to develop a coordinated scientist/fellow exchange scheme with the aim of
technology sharing and acquisition and also consultancy in theory and exper-
iments, and

(d) to develop relationship with agencies such as IAEA, ICTP, UNESCO, TWAS,
and others to obtain financial and fellowship support.

The AAAPT over last 28 years has not only successfully achieved all its mis-
sions and goals which it had initially envisioned during its formation but has gone
far beyond. A brief summary of its activities/accomplishments includes:

1. Several coordinated training and attachment programmes, colleges, workshops
(including online internet workshops), symposiums, conferences, etc.

2. Publications of large number of theses, reports, journal papers, conference
papers, conference and workshop proceedings, etc.

3. Promoted numerous research collaborations among its member institutions with
transfer and sharing of technology, equipment, simulation package, knowledge,
and skills. This has led to a large number of collaborative published work (cited
later).

4. Good number of fellowships from various local and international resources.

1.3 Events Leading to the Formation of AAAPT

The account of series of events that led to the formation of the AAAPT is provided
by Professor Lee Sing, the Founding President of AAAPT, when I started to
prepare the webpage of AAAPT at http://www.aaapt.org/home in 2012. The
summary of those events is briefly described here, more details can be found at
AAAPT webpage [1]. The AAAPT was not formed overnight and it took more than
5 years of intense planning, hard work, several rounds of group discussions, and
experimental activities under the leadership of Professor Lee Sing. It all started at
the 1983 Spring College on Plasma Physics at ICTP, Trieste, Italy, where a group of
scientists from developing countries met in the evenings to discuss about the dif-
ficulties faced in trying to start experimental research. They realized a need for
small plasma devices that could be built easily and yet offer challenging plasma
physics along with advanced technical know how on which fruitful and sustained
research could be carried out.

The Spring College on Plasma Physics at ICTP, Trieste in 1983 was almost
immediately followed by another major meeting called “The First Tropical College

4 R.S. Rawat
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on Applied Physics” from December 26, 1983, to January 14, 1984, at the
University of Malaya, Kuala Lumpur, refer photographs of tropical college par-
ticipants in Fig. 1.1. The college was directed by Professor Lee Sing with 2 weeks
of intensive hands-on laboratory work and numerical experiments on electromag-
netic shock tube, plasma focus, glow discharge, and lasers for 34 participants from
the region. The activities of this tropical college were published in a book [2] and
also set the tone for the rigors and standards of the future AAAPT collaboration
programmes. In 1984, the white paper of the proposal on “Research Transfer as an
Educational Process—A Model and Some Experience” was formally prepared and
presented to various international agencies. The proposal was to use the facilities
and resources of an existing group in a developing country to prepare a programme
to transfer its total research technology in a specific topic to other groups in the
region having an interest and commitment in the specific subject area offered. The
proposal provided the basis for (i) the identification of the Host Centre with
experience, infrastructure, and willingness to run the training programme; and
(ii) identification of participants with a strong physics and technical background
along with the backing of their home institute to carry the project successfully after
training and technology transfer. More details about the proposal can be found in
reference [3].

On the recommendations of University Malaya Vice-Chancellor Royal Professor
Ungku Aziz, the UNU, Tokyo, Japan agreed to fund a training programme. Prof.
Lee Sing in early 1985, as the programme’s initiator and director, visited several
institutions in Asia and Africa (refer Fig. 1.2) and also interviewed several candi-
dates at 1985 Spring College, ICTP. Finally, eight candidates from six countries
were selected and eventually awarded the UNU Fellowships. The selected candi-
dates were Dr. M.A. Eissa (Egypt), Dr. S. Sapru (India), S. Mulyodrono, Suryadi
and Widdi Usada (Indonesia), Dr. A.V. Gholap (Nigeria), M. Zakaullah (Pakistan),
and Dr. Augustine J. Smith (Sierra Leone).

Fig. 1.1 Photographs of participants and activities at “The First Tropical College on Applied
Physics”, December 26, 1983, to January 14, 1984, at the University of Malaya, Kuala Lumpur.
Photo Courtesy From personal collection of Professor Lee Sing with his kind permission. Also
available at http://www.aaapt.org/home/formative-years-of-aaapt at public domain
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A 6-month UNU Training Programme in Plasma and Laser Technology was
conducted at the University Malaya, Malaysia under the leadership of Prof. Lee Sing
from October 1985 to April 1986. During the first 3 months of training programme,
the UNU Fellows attended lectures and did experiments on glow discharge, elec-
tromagnetic shock tube, plasma focus, computation packages on circuit and plasma
dynamics, and various laser systems. Fellows also carried out system planning,
design and construction, and development of all the subsystems that they needed for
the device they chose to install back at their home institute. Most of the Fellows
chose the plasma focus device for its ability to produce wide-ranging intense plasma
conditions and also due to its capability of enabling research in nuclear fusion and
advanced plasma diagnostics. The Training Programme led to the design of a
practical compact plasma focus device based on a single capacitor as the pulsed
power source. The school participants planned and decided to build almost all parts
of the plasma focus facility (PFF) including a high voltage charger, a high-precision
triggering system, and diagnostic instrumentation such as neutron detectors and a
nanosecond laser shadowgraphic system from readily available materials and
components [4]. The development, assembly, and testing of the first version of the
UNU/ICTP (PFF) were carried out. Prof. Abdus Salam, Director of the ICTP, visited
the programme on January 20, 1986 (refer Fig. 1.3) and after seeing the activities
offered to provide US$15,000 funds. With funds secured, six sets of UNU/ICTP PFF
were assembled during the last phase of the programme and full operational testing

Fig. 1.2 Site Visits to PPNY (Indonesia), Quaid-i-Azam University (Pakistan) and AEC Cairo
and Al Azhar University (Egypt). Photo Courtesy From personal collection of Professor Lee Sing
with his kind permission. Also available at http://www.aaapt.org/home/formative-years-of-aaapt at
public domain
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including focusing characteristics in various gases and fusion neutrons diagnostics
with paraffin-wax moderated silver activation counter were completed. By end of
March 1986, reports and preparation for shipment of equipment were completed
(refer Fig. 1.3). Some research papers were presented at the Second Tropical College
on Applied Physics (17 March–5 April 1996).

Based on the work done during this First UNU Training Program, six research
papers were written and eventually published, including two in international jour-
nals. One of the papers [5] is now among the top 3 most highly cited plasma focus
papers. Dr. Walter Shearer represented the UNU in a ceremony in early April 1986
at which the equipment, in 7 consignments (6 UNU-ICTP PFF, 1 nitrogen laser)
over 1000 kg, was handed over to the Fellows. During this handing over ceremony
Prof. Lee Sing stressed that the “success of the programme will depend on the
work achieved by the Fellows back at the home institutes in the years to come”.

Fig. 1.3 Visit by Prof. Abdus Salam, Director ICTP, to UNU Training Programme in Plasma and
Laser Technology in January 1986 (upper right). Fellows working on plasma focus device and its
assembly and finally taking back the follow-up equipment to home institution. Photo Courtesy
From personal collection of Professor Lee Sing with his kind permission. Also available at http://
www.aaapt.org/home/formative-years-of-aaapt at public domain

1 Asian African Association for Plasma Training (AAAPT) … 7
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In 1988, a second UNU/ICTP Training Programme was conducted during which
a Sequenced Nitrogen Laser was invented [6]. The start of this Training Programme
was timed to coincide with the Third Tropical College on Applied Physics and the
formation of the AAAPT on June 7, 1988. Though AAAPT was formally formed in
June 1988 but the core group of AAAPT under the leadership of Prof. Lee Sing was
carefully planning and executing various activities that would later ensure the
success of AAAPT.

1.4 Overview of AAAPT Activities

The leadership of AAAPT during its initial formative stage decided to choose a
plasma device which would be suitable for plasma training for interested
researchers in developing countries. The plasma training facility thus needed to be
cost-effective and simple but rich in plasma phenomena with good educational
value so that it could be used not only for educational training in plasma science
and technology but also for competitive research. From the First UNU Training
Programme, mentioned above, it became clear that the (PFF) with fusion relevant
features and complex rich plasma and radiation environment would be the right
facility for plasma training for Asian and African fraternity under AAAPT network.
Ever since its inception in 1988, the AAAPT organized or co-organized numerous
activities; with most of them focused on PFF-related research and training. These
activities can be classified into several categories which highlight the breadth and
depth of involvement and commitment of AAAPT leadership to establish and
promote the plasma science and technology among its member institutes and others.
Different activities or programmes that were/are being run by AAAPT catered/cater
to different needs of the plasma researchers in its member institutes. These activities
were/are supported not only by the institutes and experts from AAAPT network
group from but also by organizations and experts from all around the globe. Some
of the key activities and programmes are listed below under different categories.

1.4.1 Group Training Programmes and Colleges Organized
and Supported by AAAPT

The success of intensive 6-month long training at Host Centre (Physics Department,
UM, Kuala Lumpur, Malaysia) through First and Second UNU Training
Programmes on PFF and related diagnostics highlighted the importance of intensive
and longer duration theme based programmes. The AAAPT, in years to come,
organized many such activities under Colleges, Schools and Training Programmes.
Some of the important ones are listed below:

8 R.S. Rawat



• Beijing College on Plasma Physics and Diagnostics, Beijing, China, 30
October–9 November 1989: The activity was funded by UNESCO, ICTP,
Institute of Physics, and CAS Beijing as AAAPT network activity. There were
39 participants from nine countries and it featured lectures and hands-on
experiments. The college was directed by Prof. Tsai Shi Tung.

• Regional College on Plasma Applications, Songkla, Thailand, 7–13 January
1990: It focused on basic plasma physics and applications of plasmas for
industry. It had five invited lecturers and 55 participants from 15 countries and
was funded mainly by UNESCO, ICTP, International Science Programme
Uppsala University, ISSS Australia and Songkla University. The college was
directed by Prof. Chaivitya Silawatshananai.

• Third ICTP-UM Training Programme in Plasma and Pulse Technology, Kuala
Lumpur, Malaysia, December 1989–June 1990: Participants were Jalil Ali
(Malaysia), M.A. Alabraba (Nigeria), Mohamad Nisar (Pakistan), Rajdeep
Singh Rawat (India), A.V. Gholap (Zimbabwe), Mario Favre Domiguez (Chile),
Feng Xian-Ping (China), and A.G. Warmate (Nigeria). The training focused on
assembly of (PFF) and designing of simple nitrogen laser shadowgraphy system
for plasma dynamics studies on the UNU-ICTP PFF. Other studies conducted
were electron beam studies (XP Feng) and X-ray studies (M. Favre-
Dominguez). Follow-up equipment of Laser shadowgraphic systems was
taken back to Port Harcourt (Nigeria), Islamabad (Pakistan), and Delhi (India).
The research in this training programme resulted in 3 research papers [7–9]. The
Third ICTP-UM Training Programme was Funded by ICTP, UNESCO, TWAS,
ICAC-UM and University Malaya and was directed by Prof. Lee Sing.

• Basic Course on Plasma Physics Theory, Islamabad, Pakistan, 22 September–
24 December 1990: The course was directed by Prof. G. Murtaza with nine
lectures on basic concepts of plasma, kinetic theory, Boltzmann equation,
Fokker Planck Equation, controlled fusion magnetic and inertial confinement,
and special topics. The activity was funded by AAAPT, ICAC-QIA, QIAU, and
Dr. A.Q. Khan Research Laboratory. The course was attended by Feng
Xian-Ping (China), M.N. Bhuiyun (Bangladesh), Suryadi (Indonesia) and
M.A. Khan, Yousaf Zai, Noor Abbas Din Khattak, M.H. Nasim, S.R. Khan,
Tanveer, and Ziaullah (Pakistan) and several postgraduate students of QIAU
Plasma Group.

• Nitrogen Laser Training Programme, Kuala Lumpur, Malaysia, 15 October–10
November 1990: The training programme was comprised of lectures and
hands-on activities on pulse technology, and physics and technology of gas and
dye lasers. Each participant built a nitrogen laser (1 ns pulse) including the high
voltage power supply and control electronics and then took the working laser
system back to their home institutions. The participants, basically students and
researchers from AAAPT network institutes, were Homnath Paudyal (Nepal),
Zarin Ahmad (Bangladesh), Shahid Mahmud (Pakistan), Ampon Wongjamran
(Thailand), and Widdi Usada (Indonesia). The programme was sponsored by
ICAC-UM, University of Malaya, AAAPT, Malaysia Institute of Physics and
ICTP and was directed by Prof. Lee Sing and Dr. K.H. Kwek.

1 Asian African Association for Plasma Training (AAAPT) … 9



• Fifth Training Programme on Plasma Lab Techniques, Beijing, China, 15
April–4 May 1991: 5 participants from AAAPT member institutes attended the
3-week training in plasma laboratory techniques. The programme was spon-
sored by APSC, Institute of Physics, CAS and AAAPT and was directed by
Prof. Li Yin-an.

• Sixth ICTP-UM Training Programme on Plasma Focus and Pulsed X-ray
Technology, Kuala Lumpur, Malaysia March–15 April 1992: This activity was
sponsored by ICAC-UM, AAAPT, ICTP, and IFM and was directed by
Prof. C.S. Wong. The participants were Prof. Min Han (China),
Dr. C. Silawatshananai (Thailand), Jiang Zhiming (China), and Smruti R.
Mohanty (India). During this programme, the participants were trained on
5-channel filtered diode X-ray spectrometer (DXS) for measurement of X-rays
from the UNU-ICTP PFF. As follow-up, 3 units of 5-channel DXS were given
to the participants from Thailand, India and China.

• Fourth AAAPT College on Plasma Technology—Training on Plasma
Diagnostics, Cairo, Egypt, 24 April–5 May 1993: The activity was sponsored by
the Plasma Physics and Nuclear Fusion Department of the Atomic Energy
Authority of Egypt and participants from AAAPT network group received
training on the plasma focus, glow discharge and theta-z pinch particularly on
low-cost diagnostics.

• ICTP-UM Training Programme on the Technology and Applications of the
Plasma Focus, Kuala Lumpur 13 March–23 April 1995: The programme
consisted of elementary and advanced research on plasma focus and associated
diagnostics with participation of Pius Adjardo (Liberia), Suryadi (Indonesia),
Prof. Chaivitya Silawatshananai and Yuthana (Thailand), Dr. C. Deminitscu-
Zoita (Romania), Prof. Peter Choi (UK), Prof. V.A. Gribkov (Russia) and staff
of the Plasma Research Lab and Pulse Technology and Instrumentation Lab of
University of Malaya. The training programme was sponsored by ICAC-UM,
University of Malaya and AAAPT and was directed by Prof. C.S. Wong.

In addition to the above-mentioned larger scale activities of AAAPT which were
organized for training of group of young researchers on advanced plasma devices,
diagnostics, and theory, the AAAPT was involved and associated with the orga-
nization of several other major events. This include (i) Fourth Tropical College on
Applied Physics, Kuala Lumpur, Malaysia, 28 May–16 June 1990, (ii) Third
Summer School on Plasma Physics, Tsingdao, China, August 1990, (iii) Research
sessions using the ICTP/UM PFF at the ICTP 1991 Spring College on Plasma
Physics, Trieste, Italy, May–June 1991, and (iv) Regional Course on Plasma
Physics, QIAU, Islamabad, Pakistan 12–30 November 1994.
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1.4.2 Activities at AAAPT Training Centres [1991–2003]

Initial intensive training activities of AAAPT were conducted at the Host Centre at
University of Malaya, Malaysia and through the second and third training pro-
grammes, in 1988 and 1990, respectively, 24 UNU Fellows were trained up to
November 1990 [10]. By 1991 several UNU Fellows, who had earlier taken back
UNU/ICPT Plasma Focus and other diagnostics facilities back home, established
these facilities successfully at home institutes/universities with the help of active
local support. Some of these institutes/universities also had already existing plasma
facilities and research programme which catalyzed the faster growth of experi-
mental plasma research and laboratories at these places. From 1991 onwards, many
other AAAPT network activities, mostly for individual plasma researchers, were
conducted through other centers at University of Delhi (India), Quaid-i-Azam
University (Pakistan), Atomic Energy Authority (Egypt), AAAPT Research and
Training Centre (China), and Nanyang Technological University (Singapore), while
the Host Centre at UM continued its training programme. Some of the training
activities conducted at these centers have already been mentioned in previous
section.

• Regional Attachment Centre @ University of Delhi, India: The regional
attachment center at Plasma Research Laboratory, Department of Physics and
Astrophysics, University of Delhi, India was coordinated by Prof.
M.P. Srivastava. The major objective of “Delhi Attachment Programme” was to
provide exposure and training on dense plasma focus device operation and
fabrication of associated diagnostics including nitrogen laser shadowgraphy.
The programme started in November 1991 and trained 13 visiting scientists and
researchers from different parts of India by July 1997. The participants in
attachment programme were paid return rail fare and local expanses out of
AAAPT allocation to Regional Centre at Delhi. Most of the attachments were of
4-week duration. The first week focused on literature survey on UNU/ICTP PFF
and associated diagnostics along with detailed discussion of work plan. In the
second week, they would learn the assembly and disassembly of the device and
the diagnostics followed by operation of the (PFF) with electrical and optical
diagnostics and analysis of data obtained in third and fourth week along with the
report writing. The list of names of 13 participants trained under Delhi Regional
Centre training programme of AAAPT and details of other research activities at
University of Delhi, India until 1997 can be found in reference [11].

• Regional Attachment Centre @ Quaid-i-Azam University, Pakistan: The
Regional Attachment Centre at Department of Physics, Quaid-i-Azam
University, Islamabad, Pakistan was coordinated by Prof. G. Murtaza. The
center over the period of 1991–1997 trained many overseas and local visiting
scientists and researcher with 1-month attachment programme. The overseas
visiting researchers include Feng Xianping (SIOFM China), M.A. Alabraba
(Nigeria), A.G. Warmate (Nigeria), F.E. Opara (Nigeria), K.D. Alagoa
(Nigeria), Abdul Rahim Omar (Malaysia), and Manny Mathuthu (Zimbabwe).

1 Asian African Association for Plasma Training (AAAPT) … 11



Dr. M. Zakaullah from Quaid-i-Azam University, Pakistan made a follow-up to
UTM Malaysia to help with diagnostics of the UTM plasma focus. The center’s
activities were sponsored by AAAPT. Some of this work resulted in publication
of highly cited research paper on effects of anode shape on plasma focus
operation with argon [12] and also on neutron and X-ray emission with stainless
steel anode [13].

• Attachment at Atomic Energy Authority, Cairo, June–December 1996: This
programme was coordinated by Prof. T. El Khalafawy and carried out with the
participation of several scientists from several countries in the region including
Dr. Walid Sahyouni (Syria) who received training sponsored by AAAPT and
the Plasma Physics and Nuclear Fusion Department of the AEA Egypt.

• Attachments for research and training at University Malaya Host Centre: In
addition to group training programmes mentioned in previous section, the UM
hosted several smaller or individual training/attachment programmes which
include (i) attachment for George Ishiekwene of Liberia from December 1990 to
January 1991 on Nitrogen Laser and shadowgraphy of spark discharges,
(ii) training programme on Plasma Experiments from January to March 1991 for
a group of researchers from Tajura Nuclear Research Centre, Tripoli, Libya
which was directed by Prof. Lee Sing for ICAC-UM in association with
AAAPT [14]: (iii) attachment of Dr. Wahid Sahyouni (Al Baath University,
Syria), Prof. Sharif Al-Hawat (Atomic Energy Commission, Syria) and Prof.
A. Blagoev (Sofia University, Bulgaria) in May–June 1999 on the plasma focus;
(iv) attachment of researchers from PPNY, Yogyakarta, Indonesia on plasma
ozonizer in 2000; (v) collaborative work with Prof. C. Silawatshananai (Songkla
University, Thailand) on plasma immersion ion implantation; (vi) several
research visits of Yuthana Tirawanichakul of PSU, Thailand for his Ph.D.
sandwich programme and (vii) several attachment visits of Dusit of
Chulalongkorn University, Thailand for his M.Sc. sandwich programme.

• AAAPT Research and Training Center, Institute of Physics, Beijing, China,
1995: The AAAPT Research & Training Centre (AAAPT R & T), Beijing was
established on 24 May 1995 with Prof. Tsai Shih Tung as its Director and with
Prof. Li Yin-an and Prof. Lee Sing (representing AAAPT) as its Associate
Directors. Prof. Yang Guo-zhen (Director Institute of Physics, Chinese
Academy of Sciences; IP-CAS) and Prof. G. Denardo (Office of External
Activity, ICTP) were its Advisors. The center started a sandwich Ph.D. pro-
gramme which provided combined resources with parts of Ph.D. programme
done at home institution (from AAAPT network) and at the AAAPT R & T
Center. The financial help for the candidates involved in sandwich Ph.D. pro-
gramme was provided from the CAS-TWAS South-South Fellowship, IP-CAS,
AAAPT, and ICTP. The programme covered a very wide area of research that
included theta pinch, RF plasma sources, coaxial plasma gun, plasma source ion
implantation, Tokamak, steady-state plasma devices, and plasma-aided materials
processing for experimental research and plasma theory, fusion, space, and
dusty plasmas in theoretical research.

12 R.S. Rawat



• Arun K. Sharma from Institute of Advanced Study in Science and
Technology, Guwahati, India attended a 3 months attachment from 18
September to 15 December 1996 to study the ECR plasma using Faraday
Cup energy analyzer.

• Manny Mathuthu from Physics Department, University of Zimbabwe,
Zimbabwe spent 3 months (May to August 1997) at Tsinghua University,
Beijing, China as part sandwich Ph.D. programme. He was trained on X-ray
production and detection from the pseudo-spark, gas-puff Z-pinch, and the
plasma focus.

• Pejman Khorshid from Plasma Physics Research Center, Iran, attended
attachments on tokamak studies in 1999 and 2000 totaling 6 months.

• Two researchers from Jiangxi Normal University were given hands-on
training at the AAAPT R & T Center on RF plasma device in 1995–96. The
device also transferred to Jiangxi Normal University to start the teaching of
experimental plasma physics.

• Scientific Exchanges and attachments at National Institute of Education, NTU,
Singapore: In 1991, Prof. Lee Sing, the founding President of AAAPT, joined
the National Institute of Education, Nanyang Technological University
(NIE/NTU) in Singapore. He started a Plasma Radiation Source Lab at
NIE/NTU and initiated several exchange and attachment programmes under the
umbrella of AAAPT network. Some of the activities carried out under his
leadership at NIE/NTU are listed below:

• AAAPT sponsored visit of Prof. V.A. Gribkov in April 1995 and started a
major research collaboration between Prof. Gribkov’s team and NTU/NIE
leading to the development of the NX1 plasma focus as high-performance
soft X-ray source and the publication of joint research papers [15, 16].

• Prof. Tsai Shih Tung (China) visited on AAAPT-initiated research collab-
oration for 3 months from December 1995 to March 1996 to work on plasma
focus radiation [17].

• Suriyakan Vongtrakul (Chiangmai University, Thailand) was attached for
plasma training (April–June 1999).

• Dr. Rajdeep Singh Rawat was attached to NTU/NIE under AAAPT-initiated
and partially sponsored research collaboration in two visits in 1999 and
2000. This visit led to the development of plasma focus materials deposition
programme at the NIE/NTU Plasma Radiation Source Lab [18–20].

• Prof. Li Yin-an visited NTU/NIE for research collaboration for a total period
of 2.5 years (1999–2001) resulting from AAAPT collaboration. This visit
led to the development of several important projects including deposition of
“harder than diamond” materials [21].

• Vikas Aggarwal (IIT Mumbai, India) carried out research on TiO2 deposition
using dense plasma focus during June–July 2003. The work was later moved
forward by another AAAPT researcher, M. Hassan, and ultimately led to a
research publication [22].

1 Asian African Association for Plasma Training (AAAPT) … 13



1.4.3 AAAPT Network Activities 2005 Onwards

The attachment and training programmes listed in previous two subsections were
possible because as an affiliated network of the Abdus Salam International Centre
for Theoretical Physics (ICTP), Italy, the AAAPT received regular lump sum
funding from ICTP for several years from 1988 to around 2003. It also received
assistance in the form of travel and other fellowships from the Third World
Academy of Sciences (TWAS), UNESCO and several other organizations. In the
20th Executive Council meeting held at Kuala Lumpur, Malaysia during
International Meeting on Frontier of Physics (IMFP) the AAAPT President,
Prof. C.S. Wong, informed that the ICTP decided to provide the funding based on
itemized request towards a particular objective and not as a lump sum fund anymore.
He informed that the first request from AAAPT to ICTP for the Satellite Plasma
Meeting during IMFP2005 and partial sponsorship for IMFP2005 was successful
and 5000 Euros were received from ICTP for this activity. Similar itemized funding
supports were received afterwards from ICTP which helped AAAPT network
members to continue to help each other through technology transfer and targeted
training. Since 2014, even this type of itemized funding requests to ICTP has been
unsuccessful. The AAAPT network group, however, has not only continued to
survive but also actively engaged in several collaborative activities to promote
cooperation in plasma science and technology. Following are the examples of the
activities that were conducted after year 2005 with or without ICTP funding.

• Dr. Rattachat Mongkolnavin successfully set up the theta pinch system at CU,
Bangkok, Thailand in 2004–2005 with the help of Prof. Li Yin-an and Prof. Ye
Moufu who stayed at CU for 1 month. Prof. Chai, Songkla University, Thailand,
also helped them. Prof. Lee Sing also visited to help them develop the code for
theta pinch. Prof. Jiang Nan, CAS, provided three capacitors to Dr. Rattachat’s
group to support the dense plasma focus device research.

• Mr. Tamer Emara from Atomic Energy Authority, Egypt was on 3-month
attachment at UM from 26 April to 25 July 2006 to work on X-ray diagnostic
techniques. He was doing sandwich Ph.D. programme with UM, Malaysia and
AEC, Egypt. He received financial support from ICTP for his travel and
accommodation.

• Mr. Mohammad Ali Mohammadi from Tabriz University Iran was on 3 months
attachment at NIE/NTU, Singapore from January 4 to April 4, 2007, to work on
Laser shadowgraphy techniques for plasma diagnostics. He received support
from ICTP for travel, accommodation, and laser shadowgraphy equipment. The
attachment was later extended to 6 months with 3 months financial support from
NIE/NTU, Singapore. Mr. Mohammadi was co-supervised by Prof. Samad
Sobhanian, University of Tabriz, Iran and Dr. Rajdeep Singh Rawat, NIE/NTU,
Singapore under a joint Ph.D. programme. Two papers were published based on
the work done during the 6 months attachment [23, 24]. He took the laser
shadowgraphy system back to Tabriz, University. The collaboration between
Dr. Mohammadi Ali Mohammadi (now Assistant Professor at University of
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Tabriz, Iran) and Dr. Rajdeep Singh Rawat, NIE/NTU, Singapore continued
even afterwards and resulted in more joint publications [25–27].

• Mr. Ujjwal M. Joshi from Kathmandu University (KU), Nepal was on 3 months
attachment at University Malaya, Malaysia from June 19 to September 10, 2007,
to work on dielectric barrier discharge. His attachment was supported by
ICTP. KU, Nepal later became member institute of AAAPT in 2009 and
actively participated in and organized several AAAPT activities described later.
He completed his Ph.D. successfully and is currently working as Assistant
Professor at Kathmandu University, Nepal.

• Mr. Isarawut, a Ph.D. student from CU, Bangkok, Thailand, was on research
attachment from March to May 2009 at University Malaya. He was supervised
by Prof. C.S. Wong to work on “plasma treatment of gelatin surface for
biomedical application” under the spirit of AAAPT as collaboration between
AAAPT network institutes. Mr. Isarawut was supported by CU and later he
successfully completed his Ph.D. programme.

• One of most intensive and productive AAAPT network experimental research
collaboration that has happened in recent years is between the Government
College, Lahore, Pakistan, QIAU, Islamabad, Pakistan and NIE/NTU,
Singapore. The collaboration was initiated by Prof. Riaz Ahmad (Government
College, Lahore) when he proposed a series of long-term attachments of his
Ph.D. student to NIE/NTU, Singapore with financial support from Higher
Education Commission of Pakistan to work mostly on hard coatings using
plasma focus device. The students were hosted by Dr. Rajdeep Singh Rawat at
NIE/NTU, Singapore as the non-graduating students. The Ph.D. students,
enrolled in Government College, Lahore, irradiated and synthesized samples at
Plasma Lab in Government College, Lahore and also at Plasma Radiation
Source Lab of NIE/NTU, and then did extensive characterization at NIE/NTU,
Singapore. The irradiated/deposited samples were taken back by the participants
for completion of remaining characterization. All participating students were
given training on many material characterization techniques such as scanning
electron microscopy, Energy Dispersive X-ray spectroscopy, and Raman, FTIR
and UV-Visible spectroscopy at NIE/NTU. The collaboration between three
AAAPT network institutes resulted in successful completion of 4 Ph.D. and
several research papers [28–51], refer Table 1.2.

• Mr. Eslam Gharshebani a Ph.D. student of Prof. Samad Sobhanian, University
of Tabriz, Tabriz, Iran was on 6-month attachment from February to July 2000
to Plasma Radiation Source Lab of NIE/NTU, Singapore and worked on “Hard
coatings using plasma focus” under the supervision of Dr. Rajdeep Singh
Rawat. He later successfully completed his Ph.D. The collaboration resulted in
two research papers in international journals [50, 51]. He was supported by
Ministry of Science (Iran), NIE/NTU (Singapore) and AAAPT.

• Dr. Mohammed Akel from Syria visited Physics Department, UM, Malaysia in
the spirit of AAAPT network activity, from July 5, 2009, for 1 month to design
and learn the use of Diode X-ray Spectrometer (DXS) from the research group
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of Prof. C.S. Wong. Dr. Akel successfully completed the activity at UM and
took back a five channel DXS.

• A 2-week collaborative activity was held at INTI International University, Nilai,
Malaysia from August 15 to August 27, 2010 during which Dr. Rajdeep Singh
Rawat and Dr. Alireza Talebitaher (both from NIE/NTU, Singapore) trained
INTI researchers on designing and use of diode X-ray spectrometer on INTI
focus. The experiments on X-ray emissions from pure Neon and Krypton seeded
Neon were conducted at INTI [52, 53]. The activity was supported by INTI
International University, NIE/NTU Singapore, and AAAPT.

• A Ph.D. student of Prof. Amrollahi, Mr. Mohsen Mardani successfully com-
pleted his 4 months research attachment at NIE/NTU Singapore under the
supervision of Dr. Rajdeep from May to August 2013. During this attachment,
Mr. Mardani (now Dr. Mohsen Mardani) worked on laser shadowgraphic
studies of plasma focus device as collaborative AAAPT activity between Amir
Kabir University, Iran and NIE/NTU, Singapore.

• A student, Ms. Mahsa Mahtab from Amir Kabir University, Tehran, Iran was
invited by Dr. Rajdeep to NTU Singapore for 2 months (June–July 2014) under
AAAPT network activity to work on graphene synthesis using PECVD.

• Dr. Mohan V. Jacob from James Cook University, Australia (which has recently
become the Associate Member of AAAPT) spent 5 months sabbatical in
NIE/NTU, Singapore from July to November 2014. During this time,
Dr. Mohan helped to establish the plasma polymerization research activity at
NIE/NTU and also conducted collaborative research experiments with
Dr. Rajdeep Singh Rawat on graphene synthesis using non-synthetic products
using PECVD. Several high impact factor papers have been published out of
this collaboration [54–56]

• Ms. Sepide Javadi a Ph.D. student of Prof. M. Ghoraneviss from Islamic Azad
University, Tehran, Iran was invited by Dr. R.S. Rawat to NIE/NTU Singapore

Table 1.2 List of participants from Government College, Lahore on attachment at Plasma
Radiation Sources Lab of NIE/NTU under the AAAPT collaboration

Participants Duration Project Refs.

Muhammad
Hassan

3 months; May–
July 2007

Synthesis of various thin films such as
ZrN, TiC, TiN, and TiO2 using plasma
focus device

[22, 28–31]

Ijaz Ahmed
Khan

6 months;
September
2008–March
2009

Synthesis of various thin films such as
AlN, ZrON, Zirconia, ZrSiN, and ZrCN
using plasma focus device

[32–41]

Zeshan A
Umar

6 months;
October 2011–
April 2012

Synthesis of various carbides thin films
such as TiC, AlC, NiC, CuC, and CN
using plasma focus device

[42–46]

Ali
Hussanain

6 months; July
2012–January
2013

Synthesis of tungsten nitride thin films on
SS and irradiation studies on zirconium

[47–49]
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for 6 months (May–October 2015) research attachment under AAAPT network
activity to work on stainless steel and tungsten irradiation and ion beam mea-
surements in plasma focus device. The attachment resulted in one publication
[57] while another publication will come out in the future soon. The attachment
was financially supported by NIE/NTU, Singapore.

• Mr. Daniel Grant, a Ph.D. student of Dr. Mohan V. Jacob, James Cook
University, Australia, spent 5 months on research attachment at NIE/NTU,
Singapore from January to June 2016 to work on ion irradiation studies on
polymer thin films. Few publications are expected to come out this work in near
future.

1.4.4 Facilities Transferred or Developed After Training
Programmes or Collaborative Visits Under AAAPT
Network Activities

Main reasons for the success of UNU Training Program on Plasma and Laser
Technology according to Prof. Takaya Kawabe of United Nations University
Institute of Advanced Studies (UNU/IAS), Tokyo, Japan in his review report of
programme after 12 years in 1998 were leadership, proper selection of theme,
unique idea of bringing back experimental equipment to the respective home
institutes to continue research, good financial support and networking among the
trainees after their return to home institution [58, 59]. The outstanding success of
AAAPT and its ability to grow continuously is largely due to the facilities that
were/are transferred or developed through the attachment programme and collab-
orative work between its member institutes. The list of facilities transferred after
training and attachment programme through UNU Training Program during the
formative years of AAAPT and after the formal start of AAAPT in 1988 is provided
in Refs. [4 and 10]. The list, however, has been growing continuously and is
updated in Table 1.3.

1.4.5 Numerical Simulation Workshops

The Lee model code, developed by Prof. Lee Sing with contributions from many
over past three decades, is highly successful in numerical simulation of many
aspects of plasma focus device. The Lee Code has been used for designing and
calibration of plasma focus device, and also for studying and estimating plasma
dynamics, post-pinch fast plasma streams, ions, X-rays, and neutrons. The Lee
Code and its applications in different areas are described in great detail in Chap. 3.
Due to immense interest by many researchers from across the globe, Prof. Lee Sing
and Prof. S.H. Saw have conducted several face-to-face and Internet-based
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numerical simulation workshops and courses as AAAPT network activity to teach
the Lee Code. The information about some of these workshops organized by
Prof. Lee Sing and Prof. S.H. Saw is listed below:

• Workshop on Plasma Focus Computation, NIE/NTU, Singapore, June 2000:
Participants from 10 countries worked on numerical modeling of the plasma
focus during this workshop. This workshop marks a point when the numerical
code, originally developed for the UNU-ICTP PFF, comes of age, assembled
together as a package applicable universally to all Mather-type plasma focus and
its strength is fully realized.

• Prof. Lee Sing and Prof. S.H. Saw organized two Internet-based Workshops as
AAAPT affiliated activity for 4 weeks from April 14 to May 19, 2008 and from
July to end of August 2009. These two courses were attended by 30 participants
from countries including Malaysia, Russia, Serbia, Syria, Turkey, Egypt, Iran,
Poland, Chile, Singapore, Thailand, and India.

• Five hands-on courses were run in Ankara and Turunc in Turkey in September–
October 2009, at Kansas State University, USA in May–June 2010 and at the
ICTP, Trieste, Italy.

• A 2-week activity from September 26 to October 8, 2013 was organized on
“The Numerical Experiment Workshop on Plasma Focus” at KU, Dhulikhel,
Nepal as collaborative project between KU, INTI International University, IPFS,
and AAAPT.

• One-day pre-conference workshop on September 21, 2014, just before the start
of ICPSA2014, was organized in collaboration with Prof. Deepak Subedi and
Dr. Raju Khanal at KU, Dhulikhel, Nepal. The workshop was attended by about
25 participants. This was a research training workshop, with an Internet section
starting 1 month before the final face-to-face hands-on session on September 21.
Three PFF from Singapore were simulated, generating new and exciting
research results. Similar special session or Internet-based workshop on numer-
ical simulation experiments was also conducted during other AAAPT annual
workshops and conferences such as IWPCA2008, IWPDA2009, ICPSA2013,
and ICPSA2016.

To date, more than 130 participants from 23 countries have completed these
courses and workshops. A DIY course is also available from the IPFS website [60].
The impact of these courses is very significant and has resulted in collaborative
interaction by IPFS and INTI IU with groups in Turkey, Syria, Chile, Malaysia,
Singapore, and Iran. This has resulted in large number of joint publications lead by
Prof. Lee Sing and Prof. S.H. Saw with various groups from AEC Syria, NTU/NIE
Singapore, KSU USA, TU & KU Nepal, UTM Malaysia, and IAU Iran [61–95].
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1.4.6 Symposia, Workshops, and Conferences Organized
or Co-organized by AAPPT

One of the ways by which AAAPT network has kept itself alive and going is by
organizing or co-organizing regular meetings in the forms of symposia, workshops,
and conferences which provided the platform for status updates, scientific discus-
sions, collaboration exploration, and to decide future directions. The AAAPT, ever
since its formation in 1988, has found means and ways to organize one or the other
activities every year where it would also hold its Executive Council meetings and
its 30th Executive Council meeting was recently held at Langkawi, Malaysia during
the 9th ICPSA 2016 organized by AAAPT together with UTM, Johor, Malaysia.
The details of some of the key events organized or co-organized by AAAPT are
listed below.

• Workshop on Plasma Sources and Applications, Kuala Lumpur, Malaysia, 17–
18 August 1992: Organized as a post-conference event of 5th Asia Pacific
Physics Conference (5APPC) with 20 participants from nine countries to discuss
the exchange research and collaborative experience. The workshop was spon-
sored by ICAC-UM, AAAPT, and UM.

• International Symposium on Laser-Plasma Interactions, Shanghai, China, 9–12
November 1992: The event was co-sponsored by Shanghai Institute of Optics
and Fine Mechanics, ICTP, AAAPT, Chinese Optical Society, Chinese Physics
Society, and APSC. It was well attended by local and foreign participants. The
topic covered in the symposium included laser fusion, X-ray lasers, radiation
and hydrodynamics of laser plasmas, target design, diagnostics, plasma accel-
erators, magnetic confined and ion beam fusion, astrophysical plasmas, and
anomalous nuclear phenomena in glow discharge plasmas

• One-day Workshop on Elements of Plasma Physics and Applications, UM,
Kuala Lumpur, 3 July 1993: 57 participants were given general introduction to
plasma physics and application. It was sponsored by ICAC-UM, Plasma Physics
and Pulse Technology Groups of University of Malaya, AAAPT and Hisco
(M) Sdn Bhd. Directed by C.S. Wong

• International Workshop on Thin Films and Plasma Applications in Thin Film
Technology, National University of Science and Technology, Bulawayo,
Zimbabwe July–Aug 1997: It was organized by Prof. A.V. Gholap and spon-
sored by AAAPT.

• Regional Meeting on Plasma Research in 21 Century, CU, Bangkok, Thailand,
7–12 May 2000: It was held in conjunction with AAAPT Council Meetings and
establishment of the AAAPT Research and Training Centre at CU, Bangkok,
Thailand.

• First Cairo Conference on Plasma Physics and Applications, Cairo, Egypt, 11–
15 October 2003: The conference was sponsored by Egyptian AEA, ICTP, and
AAAPT and was attended by participants from 25 countries. AAAPT Council
meetings and the Third General Meeting of AAAPT was held during CCPPA.
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This 3rd AAAPT General Meeting failed to elect a new Council and the election
was rescheduled as a postal ballot to be conducted by Dr. Brian Stewart from his
office at the ICTP—co-sponsored by AAAPT. This was duly completed in 2004
electing Prof. C.S. Wong as New President of the Fifth Council of the AAAPT.
More details about the CCPPA can be found from the proceedings of the
conference [96].

• NIE-AAAPT Expert Meeting, NIE/NTU, Singapore, 21–22 August 2004:
Besides the NIE/NTU Plasma Group, the meeting was attended by
Prof. C.S. Wong (UM, Malaysia), Dr. Rattachat Mongkolnavin (CU, Thailand),
Prof. M. Zakaullah (QIAU, Pakistan), Dr. S.M. Mohanty (Centre for Plasma
Physics, India), and Dr. Ashok Aggarwal (Indian Institute of Technology, Delhi,
India). The meeting was supported by AAAPT and NIE/NTU, Singapore.

• Workshop and Training School in Cheap Plasma Technology Applications in
Industry and Environment, Nasr City, Cairo, Egypt, 8 to 14 November 2005:
Supported by AAAPT.

• Workshop on Initiation of Fusion Programme in Thailand, Bangkok, Thailand,
15–18 June 2006: AAAPT co-organized this meeting with CU, Thailand.

• International Symposium on Plasma Focus, INTI International University,
Nilai, Malaysia, 12 June 2013: It was supported by IAEA and AAAPT with
many renowned international plasma physicists gave invited talks on recent
research results on plasma focus. The symposium was organized by
Prof. S.H. Saw.

• Conference on Plasma Focus (COPF 2014) INTI International University, Nilai,
Malaysia, 20 June 2014: One-day conference was organized by Prof. S.H. Saw
and was attended by all plasma focus groups in Malaysia and Australia. There
were 20 participants and 14 papers were presented.

In addition to above-mentioned events, it was realized in 2008 that the AAAPT
needs to provide a platform to the young researchers from AAAPT community to
showcase their research results and to have close interaction with experienced
researchers from AAAPT community through an annual activity. Since 2008, the
AAAPT Network has started a new series of annual workshops/conferences and has
successfully organized nine international workshops, some of the participants of
these events are shown in Figs. 1.4, 1.5, 1.6, 1.7, 1.8 and 1.9. The 10th ICPSA is
planned from 23 to 25 October 2017 in Walailak University, Thailand and it will be
chaired by Dr. Mudtorlep Nisoa.

1st International Workshop on Plasma Computation and Applications, 14–15
July 2008, Nilai and Kuala Lumpur, Malaysia: IWPCA2009 was chaired by
Dr. Saw Sor Heoh. There were about 40 participants with 16 overseas participants
from 14 countries and 24 local participants. About 20 presentations were made in
five scientific sessions with three keynote addresses and 17 invited presentations
and one hands-on session on Numerical Experiments. A 100-page proceeding of
IWPCA2008 [97] was sent to all the participants of IWPCA2009 and AAAPT
Council members. The IWPDA2009 was first of the recently organized series of
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workshops and served as the ice-breaker. The IWPCA2008 was supported by INTI
International University, University Malaya, AAAPT, and ICTP.

2nd International Workshop on Plasma Diagnostics and Applications
(IWPDA2009), 2–3 July 2009, Nanyang Technological University, Singapore:
IWPDA2009 was chaired by Dr. Rajdeep Singh Rawat. There were about 70
participants with 46 overseas participants from 14 countries and 24 local partici-
pants. More than 60 presentations were made in 11 scientific sessions with one

Fig. 1.4 Participants of IWPCA 2008 visiting the Plasma Lab at UM, Kuala Lumpur, Malaysia

Fig. 1.5 Opening ceremony of IWPDA 2009 at NIE/NTU, Singapore
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keynote address, 19 invited presentations, 17 contributory presentations, and 24
poster presentations on various aspects of plasma diagnostics, mostly for pulsed
plasma, plasma simulations and plasma applications. A 260-page proceeding of
IWPDA2009 was published [98]. The IWPDA2009 was supported by NIE/NTU,
AAAPT, ICTP, Lee Foundation, Institute of Physics Singapore, INTI International
University, and PerkinElmer Singapore.

Fig. 1.6 Opening ceremony of ICPSA 2013 at NIE/NTU, Singapore

Fig. 1.7 Participants of ICPSA 2014 at KU, Dhulikhel, Nepal
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3rd International Workshop on Plasma Science and Applications (IWPSA2010),
25–26 October 2010, Xiamen University, Xiamen, China: IWPSA2010 was chaired
by Prof. S.Z. Yang. There were about 70 participants with 18 overseas participants
from 10 countries. A total of 65 papers, with 18 invited, 12 contributed and 35

Fig. 1.8 Participants of ICPSA 2015 at I. Azad University, Najafabad Branch, Isfahan, Iran

Fig. 1.9 Participants at closing ceremony of ICPSA 2016, Langkawi, Malaysia
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posters were presented. The IWPSA2010 was the third of the series of
Workshop/Conference which started as the IWPCA2008 at INTI-UC and UM
Malaysia and continued as the IWPDA2009 at NTU/NIE in Singapore. The
IWPSA2010 was organized by the Institute of Physics, Chinese Academy of
Sciences in cooperation with Fujian Key Laboratory for Plasma and Magnetic
Resonance, School of Physics and Mechanical & Electrical Engineering, Xiamen
University and was supported by ICTP and AAAPT.

4th International Workshop on Plasma Science and Applications (IWPSA2011),
27–28 October 2011, Amirkabir University, Tehran, Iran: IWPSA2010, the fourth
AAAPT network workshop activity, was chaired by Prof. R. Amrollahi. There were
about 106 participants. A total of 75 papers, with 11 Invited and Plenary talks, 9
Oral talks, and 55 posters were presented. The whole workshop was organized into
Plenary, four Technical and Poster Session, and Panel discussion session. A visit to
laboratories equipped with Tokamak and Plasma focus device was also arranged.
The activity was organized by Faculty of Nuclear Engineering and Physics, the
Amirkabir University of Technology in Tehran, Islamic Republic of Iran and
supported by AAAPT.

5th International Conference on Plasma Science and Applications
(ICPSA2012), 4–5 October 2012, Chulalongkorn University, Bangkok, Thailand:
The fifth AAAPT network series workshop, IWPSA2012, was chaired by
Dr. R. Mongkolnavin. There were about 35 participants. A total of about 19 invited
and contributory presentations were made. The activity was supported by
Chulalongkorn University, AAAPT, and ICTP. The 5th General Meeting of
AAAPT was also organized along with it.

6th International Conference on Plasma Science and Applications
(ICPSA2013), 4–6 December 2013, National Institute of Education, NTU,
Singapore: The ICPSA2013 was co-organized by NIE/NTU, Singapore, and
AAAPT. It was chaired by Dr. Rajdeep Singh Rawat. The ICPSA2013 received
generous support by (i) The Abdus Salam International Centre for Theoretic
Physics (ICPT), Trieste, Italy, (ii) Institute of Advanced Studies (IAS), NTU,
Singapore, (iii) Asian Photonic Research Institute (APRI), GIST, Korea and
(iv) Institute of Advanced Studies, Singapore. The ICPSA2013 celebrated the 25
years of formation of AAAPT. The ICPSA2013 focused on fundamentals of
plasmas, plasma sources development and optimizations, plasma diagnostics, and
applications of plasmas in different fields such as fusion education and training
facility, X-ray/EUV radiations source, neutron source, lithography, plasma pro-
cessing of biological subjects, solar cells, spintronics and magnetic materials,
plasma-based nanofabrication, and plasma polymerization. The ICPSA2013 was
attended by 125 participants from 27 countries and there were 3 Plenary, 8
Keynote, 44 Invited, and 26 Contributory talks along with over 60 poster presen-
tations. The online open access proceedings of ICPSA2013 are available [99].

7th International Conference on Plasma Science and Applications
(ICPSA2014), 22–24 September 2014, Kathmandu University, Dhulikhel, Nepal:
The ICPSA2014 was co-organized by Department of Natural Sciences, School of
Science, Kathmandu University, Nepal; Central Department of Physics, Tribhuvan
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University, Nepal and Asian African Association for Plasma Training (AAAPT)
network. The ICPSA2014 was coordinated by Prof. Deepak Subedi and Dr. Raju
Khanal and was chaired by Prof. L.N. Jha. A one-day workshop on Numerical
Experiments Workshop (Research) on Plasma Focus (NEW-PF-2014) was also
organized on September 21, 2014, as a pre-conference event. There were 24 par-
ticipants in this workshop. Prof. S. Lee and Prof. S.H. Saw were the resource
persons for the workshop. The ICPSA2014 focused on the fundamentals, sources,
diagnostics, and applications of various types of plasmas that include low-pressure
low-temperature plasmas, high-pressure atmospheric plasmas, high energy density
laser plasmas, and hot-dense magnetized plasma. There were about 70 participants
from 10 different countries.

8th International Conference on Plasma Science and Applications
(ICPSA2015), 8–10 September 2015, I. Azad University (Najafabad Branch),
Isfahan, Iran: The ICPSA2015 was Co-chaired by Prof. R. Amrollahi of Amirkabir
University of Technology, Tehran Polytechnic and Prof. M. Ghoranneviss of
Islamic Azad University, Iran. The ICPSA2015 was co-organized by Plasma
Physics Research Center of I. Azad University, Tehran, Iran and Department of
Energy Engineering and Physics of Amirkabir University, Tehran, Iran. The con-
ference had 7 Plenary, 13 Oral, and 76 poster presentations with participations from
6 countries.

9th International Conference on Plasma Science and Applications
(ICPSA2016), 28–29 November 2016, Langkawi, Malaysia: The ICPSA2016 was
organized at beautiful Langkawi Lagoon Resort, Langkawi and chaired by Prof.
Jalil Ali from Physics Department, Faculty of Science, Universiti Teknologi
Malaysia 81310 Skudai, Johor Bahru-Malaysia. The conference had 4 Plenary, 4
Invited, 40 Oral, and 20 poster presentations with participations from 8 countries.

1.5 Summarizing Success of AAAPT

Central to the success of AAAPT was to help and promote experimental plasma
research using UNU/ICTP PFF and associated diagnostics in AAAPT networked
institutes and universities. The total technology transfer along with taking back the
equipment after UNU training/attachment programmes or through the help in
developing the experimental facility locally with the help of AAAPT networked
institutes resulted in either establishment or strengthening of about 20 research labs
listed in Table 1.3 which itself is a testimony of AAAPT enormous effort and
success. In his review of 12 years of UNU/ICPT PFF in 1998 [10], Prof. Lee Sing
writes “Over the twelve years the training, transfer and follow-up activities cost an
estimated total of USD500,000 in international funds and contributions from
training institutions, not counting the contributions of the home institutions”. The
funding, particularly from ICTP, continued for some more years on regular basis
and later on for itemized request towards a particular objective or activity and also
from several other resources and may have doubled the number by 2016.
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Most important parameter that can be used to gauge the success of AAAPT network
activity is the number of PhDs and Masters produced and the research papers
published. By 1998, based on the research work carried on UNU/ICTP PFF or
similar locally developed facility in AAAPT member institutes, the numbers stood
at 16 PhDs, 31 Masters, and more than 160 research papers. The list was compiled
by Prof. Lee Sing in reference [10]. Based on the information that can be gathered
from Internet and personal contacts from AAAPT network institutes, the numbers
continue to grow after 1998 and are mentioned in Table 1.4. It may be noted that
the list in Table 1.4 only includes the information about research related to
experimental and simulation work on plasma focus device, mostly centered about
UNU/ICTP PFF.

Another remarkable contribution from AAAPT network is the development of
deceptively simple Lee Model Code by Prof. Lee Sing which runs as a macro in
Microsoft Excel to couple the plasma and current sheath dynamics, thermody-
namics and radiation with electric circuit equations to simulate outstandingly large
number of parameters of interest for PFF. The Lee Model code, initially developed
as the computational package for UNU/ICTP PFF, today is one of the mostly wide
used tools to model or operate any existing, past, and planned dense (PFF). The
code is freely available as “The Universal Plasma Focus Laboratory
RADPF5.515b” can be downloaded from Internet [100]. Its success on several
fronts and its popularity is evident from the fact that about 50 journal papers (the
number estimated through careful search and counting on Web of Science) have
been published using Lee code, most of which are included in references 61–95 at
the end of this chapter. The Lee Model code and its utility and applications are
described in great length in Chap. 3 by Prof. Lee Sing and Prof. Sor Heoh Saw.

The hot and dense transient pinch plasma of plasma focus device is a
well-known source of multiple radiations such as ions, electron, soft and hard
X-rays, and neutrons which led to its intensive exploration for several applications
in a variety of fields such as lithography, radiography, imaging, activation analysis,
radioisotopes production, etc. The application of pulsed high energy density pinch
plasmas, accompanied by energetic high flux instability accelerated ion beams,
from a UNU/ICTP PFF for material processing and synthesis was another milestone
contribution of AAAPT network group. The characteristics of the plasma focus
device set it apart from other conventionally used plasma-based material processing
and synthesis devices. The first work on the processing of thin film,
lead-zirconate-titanate thin film, by argon ion beam using UNU/ICTP PFF was
reported in 1992 by Rawat et al. [101] at AAAPT Regional Centre at University of
Delhi, India under the leadership of Prof. M.P. Srivastava. This was followed by
number of other novel applications of UNU/ICTP PFF in material processing and
synthesis at University of Delhi, India [102–105]. The substantially different
physical characteristics of plasma focus device, compared to conventional plasma
devices used, offer novel and unique opportunities in processing and synthesis of
nano-phase materials, which are highlighted in review papers by Rawat [106–108].
This area of research and application has been picked by almost all AAAPT net-
work affiliated and others labs around the globe that have plasma focus devices
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leading to more than 100 journal publications some which were listed earlier as
collaboration between AAAPT networked institutes [18–20, 22, 28–51]. The
application of PFF for materials processing and synthesis are described in great
details in Chaps. 2 and 7.

In addition to above three specific high impact cases, i.e., (i) help and promote
experimental plasma research using UNU/ICTP PFF and associated diagnostics,
(ii) development, training, and distribution of Lee Model code through workshops
and Internet-based courses, and (iii) collaborations on extensive use of PFF for
materials processing and synthesis including applications in hard coatings and
nano-fabrications, there are indeed lots of other success stories of AAAPT col-
laborations and coordination. For example, Dr. Mudtorlep Nisoa from Walailak
University, Thailand (AAAPT member) along with his two students visited Plasma
Lab NIE/NTU, Singapore for 3 weeks in May–June 2011 and set up two
low-temperature plasma systems of 100 W 100 kHz RF discharge and 1.5 kW
Microwave plasma. RF plasma system was later upgraded with commercial
13.56 MHz RF power supply and then in 2014 in collaboration with Dr. Mohan
Jacob from James Cook University, Australia (AAAPT Associate member), a
highly successful research programme on vertical graphene synthesis and its
application to resistive random access memory and energy storage device started at
NIE/NTU, Singapore [54–56]. There are indeed many other such stories of suc-
cessful cooperation which might not be known to many of us, as sometimes we just
help each other and work together in the true spirit AAAPT.
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Chapter 2
Dense Plasma Focus—High-Energy-
Density Pulsed Plasma Device Based Novel
Facility for Controlled Material Processing
and Synthesis

Rajdeep Singh Rawat

2.1 Introduction

Plasma, a term that Irving Langmuir ascribed in 1928 to a volume of ionized gas,
consists of positive and negative charge particles and neutrals which are generated
from the physical process of gas discharge or ionization of a gas. Plasma seems
simple as it is largely governed by physical laws known to nineteenth-century
physicists. Yet the sophisticated and often mysterious behavior of plasma is any-
thing but simple. One of the greatest virtues of plasma is that this seemingly simple
ionized fluid exhibits bewildering variety and complexity. Currently, the plasma
science is at the edge of embarking into a new era where is poised to make
significant breakthroughs in next decade in the field of nuclear fusion research
which uses the high-temperature high-density plasmas. For example, the
International Thermonuclear Experimental Reactor (ITER), currently being built at
Cadarache, France with huge international collaboration, is expected to go for
deuterium–tritium operation [1] with full-scale electricity-producing fusion reactor
while the National Ignition Facility (NIF), US aims to ignite the fusion capsule [2];
as a critical step to commercial fusion in future. At the same time, the
low-temperature plasma applications are already creating new products and tech-
niques that are changing our everyday lives.

The ever-expanding scope of plasma science and technology is creating a ple-
thora of new scientific opportunities and challenges. The plasma science and
technologies are playing increasingly important and critical roles in the economy,
energy security, energy efficiency, environmental safety, health care and funda-
mental scientific knowledge and discoveries.
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• Economy and Plasmas: The economic impact of plasmas is evident through its
extensive use in etching tiny features onto a semiconductor wafer for micro-
electronic industry. The semiconductor industry uses plasmas for surface
hardening, texturing or coating and simply cannot exist without the support of
plasma science and technology. The low-temperature cold plasmas have also
established a market base in several industries that include textile industry
(finishing, printing, and sterilization), polymer and paper industry (surface
treatment, printability, and adhesion), and food and agriculture industry
(packaging decontamination, food surface decontamination, seed germination
and wastewater treatment).

• Energy Security: The thermonuclear fusion using hot dense deuterium plasmas
has been identified as one of the future sustainable and clean energy source to
provide energy security for mankind. Great progress has been made in heating
and confinement of plasmas for fusion and according to ITER’s timeline; it will
start exploring deuterium–tritium plasmas by 2027. The success of these
experiments will very much decide the fate of fusion as long-term energy
security for mankind.

• Energy-Efficient Processes: The plasma science is also contributing to innovations
in energy-efficient technologies for various applications. The energy that is not
consumed does not have to be generated! Plasma-based processes are replacing
old energy-intensive manufacturing processes with new energy-efficient pro-
cesses. For example, the drying stage in conventional, wet chemistry processes
consumes many times more energy compared to the dry, inline plasma process
through energy-efficient surface pretreatment. Similarly, material synthesis and
processing using plasma-assisted or plasma-enhanced approaches are energy- and
cost-efficient. Another example of higher energy efficiency of the plasma-based
product is that of plasma lighting system (plasma lamp). It is a proven fact that the
plasma lighting systems have a longer life, higher efficacy, better lumen mainte-
nance, improved color rendering, and enhanced dimming performance compared
to conventional high-intensity discharge lighting systems. Even compared to the
new technology of light-emitting diode systems, the plasma lighting systems have
higher light output and lower overall system price while maintaining a small
optical package and high system efficiency.

• Environmental Applications: There is a growing use of plasmas for various
environmental applications. These applications mostly include air pollutant
treatment, wastewater and drinking water decontamination, and thermal disposal
of solid waste using thermal and non-thermal plasmas (defined later). These
applications exploit the ability of plasmas, which is composed of excited spe-
cies, free radicals, electrons, ions and/or UV photons, to break down harmful
chemicals and kill microbes to purify water and destroy pollutants.

• Biomedical Applications: The biomedical applications of plasmas in healthcare
industry is on the rise with plasmas being used for sterilization, surface treat-
ment of human implants, plasma-aided surgery and more recently for plasma
cosmetics. Plasmas are a rich source of reactive neutral species and UV light
which can destroy biological activity providing local sterilization. Plasma
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treatment also makes surgical implants biocompatible by either depositing
material or modifying the surface of the implant. The plasma knives (plasma
streamers) are already in use for long to cut and cauterize tissue. More recently,
the cold plasma jet is now being used for the cosmetic purpose for the treatment
of facial skin to make it brighter, clearer and tighter. The other applications
include wound healing, blood coagulation, dentistry, cancer treatment, and
others.

• Contribution to Other Sciences and Discoveries: In addition, the development
and studies in plasma science have also bred new avenues of basic science.
Plasma physicists were among the first to open up and develop the new and
profound science of chaos and nonlinear dynamics which has found its appli-
cations in many fields that include electronics, robotics, fluid dynamics, com-
munication, etc. Plasma science has also contributed greatly to studies of wave
phenomena, instabilities, and turbulences, important for flow, transport, and
other applications. In addition, new discoveries in understanding extremely cold
plasmas created from laser-cooled atoms are unleashing a flood of new ideas in
atomic physics, particle acceleration through laser-plasma wakefield for future
tabletop particle accelerators, the study of high-intensity laser interactions, new
highly efficient lighting systems etc.

The brief introduction given above highlights the versatility and diversity of
plasma applications. The focus of this chapter is the application of
non-conventional high-energy-density pulsed plasma generated in dense plasma
focus device for controlled synthesis and processing of a variety of materials.

2.2 Material Synthesis and Processing

Materials with different properties, shapes, and sizes are fundamental to different
functional structures ranging from the smallest integrated circuit to the largest
man-made structure. In almost every technology, the performance, reliability, or
cost is determined by the materials used. As a result, there is always a relentless
drive to develop new materials and processes (or to improve existing ones).
Understanding the relationships among the structures, properties, processing, and
performance of materials are crucial to optimize their functional performance and
equally important is the continuous development of technologies that can provide
new tools for materials processing and synthesis. The material processing and
synthesis technologies help in the development of new novel materials with better
properties. For example, the surface engineering of metal surface can help to protect
it against all forms of wear. The surface engineering of metals can be achieved
either through coatings (material syntheses/depositions) or through surface/material
processing, as shown in Fig. 2.1. It may be noticed in Fig. 2.1 that two key material
deposition or synthesis methods are chemical vapor deposition (CVD) [3] and
physical vapor deposition (PVD) [4] methods. Since plating is mostly common to
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metals only, we will not discuss that. The typical setups of CVD and PVD systems
are shown in Fig. 2.2.

Chemical Vapor Deposition (CVD): The CVD process involves the formation
of a non-volatile solid thin film or nano-structured morphology on the substrate
placed in heated reactor zone by the reaction of vapor phase chemicals (reactants)
that contain the required constituents. As shown in Fig. 2.2a the cold gaseous or
vapor precursor(s) of the reactant(s) are introduced into the heated reaction chamber
that are decomposed and reacted at the heated substrate surface to form the thin
film. The controlled transport of the reactants, controlled by mass flow controllers
and evacuation pumping speed, is further forced by convection to the deposition
region which is a heated substrate in heated reactor region. The reactants are
decomposed by the heat or any other energy source such as plasma discharge or
radiation energy and are transported by diffusion from the main gas/vapor stream to
the substrate surface. At the substrate surface, many different processes take place
which include (i) further chemical decomposition or reaction of the reactants,
(ii) surface adsorption or nucleation at certain nucleation or attachment sites which
are atomic-level ledges, kinks or grain boundaries, and (iii) surface migration and
other surface reactions. Some of the byproducts get desorbed from the surface and
transported back to the main gas stream by diffusion and are finally evacuated by
the vacuum pump. The schematic of the process is shown in Fig. 2.2a. There exists
a very large variety of CVD systems which are named either on the basis of
method/type of precursor injection or on the basis of the method of precursor
gas/vapor decomposition. The names of these CVD systems are self-explanatory
such as Aerosol-Assisted CVD (AACVD) [5], Direct Liquid Injection CVD

Fig. 2.1 Material synthesis/deposition and processing as tools for surface engineering of metals to
protect them against different kinds of wear. Note CVD and PVD stand for chemical and physical
vapor deposition methods
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(DLICVD) [6], Plasma-Enhanced CVD (PECVD) [7], Hot Wire CVD (HWCVD)
[6], Atomic Layer CVD (ALCVD) [8], Rapid Thermal CVD (RTCVD) [9],
Combustion CVD (CCVD) [10], Hybrid Physical-Chemical VD (HPCVD) [11],
etc. Among these, PECVD systems are becoming increasingly popular as the use of
plasma discharge based decomposition of precursor gas is much more efficient
compared to purely thermal decomposition in other CVD systems. This allows
PECVD systems to operate at relatively less reactor zone temperature and in rel-
atively shorter time scale, making them energy- and cost-efficient. The CVD-based
thin films deposition systems have the advantages of the possibility of high growth
rate synthesis, good reproducibility and ability to grow epitaxial thin films. The
disadvantages of CVD include the typical use of high temperatures (though in
PECVD the temperature can be lower), complex processes and toxic and corrosive
gases.

Physical Vapor Deposition (PVD): The PVD is fundamentally a vaporization
coating technique involving the transfer of material on an atomic level. The PVD
process is quite similar to CVD except for the usage of the different physical form

Fig. 2.2 Material synthesis/deposition methods. a Chemical vapor deposition (CVD), and
b physical vapor deposition (PVD) methods
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of raw material. In PVD, the material that is being deposited starts out in solid form
rather than in gaseous form. In addition to vaporization of solid raw material by
heating normally using resistive heater (left configuration in Fig. 2.2b), other
methods of vaporization such as sputtering of the solid target by plasma or ions and
ablation by an intense laser pulse or energetic electron beam are also used in PVD
as shown in configuration on the right in Fig. 2.2b. Various different types of PVD
systems which use different evaporation methods are cathodic arc PVD [12],
electron beam PVD, evaporative PVD, pulsed laser PVD, magnetron sputtering
PVD, etc. [13]. The PVD is carried out under vacuum conditions with three key
steps involved: evaporation, material transport, and deposition. The
evaporation/sputtering/ablation stage of PVD involves either the direct resistive
heating of solid material or the bombardment or irradiation of solid target by a high
energy source such as a beam of electrons or ions, or plasma or concentrated laser
light beam. During this stage, the atoms in neutral and ionized form are dislodged
from the target surface. Evaporation is followed by transportation of vaporized
material species from the target to the substrate surface. Finally, the impinging
material is deposited in the form of coating at the substrate surface which may be
heated or kept at room temperature. The thin films of various different materials
such as metals, bi-metals, metal nitrides/oxides/carbides, etc. can be deposited using
the PVD system with above-mentioned three processes using the corresponding
targets in same exact stoichiometry. For example, the coating of Al or AlN can be
deposited using targets of Al or AlN with inert gases being used as the background
gas in the PVD chamber. The PVD system can also be used as hybrid
physical-chemical vapor deposition system where an additional step of the chemical
reaction is introduced by using reactive background medium. For example, to
deposit AlN thin film on a substrate the Al solid target is vaporized by plasma or
ions or electrons or laser and reactive background gas containing nitrogen, such as
molecular N2 or ammonia, is used to obtain nitrogen atoms. The atoms of Al metal
will then react with nitrogen atoms during the transport stage from target to the
substrate to form AlN coating on the substrate. If the heated substrate is used then
the chemical reaction can also take place between the vaporized target material and
decomposed reactive background gas at the substrate surface. The advantages of
PVD are (i) ability to produce high-quality hard coatings with better corrosion and
abrasion resistance, (ii) ability to utilize any type of inorganic and organic target
material for deposition on an equally diverse group of substrates, and (iii) little
damage to the target and the substrate. The disadvantages are (i) line of sight
transfer and deposition in most PVD process making it difficult to coat undercuts
and similar surface features, (ii) to require high vacuum conditions and high tem-
peratures and hence resource requirements are stringent, and (iii) deposition rates of
coatings are usually quite low.

Material Processing: In the context of this chapter, the material synthesis
simply refers to creating new thin films or coatings on substrates using CVD or
PVD processes, while the material processing refers to the modification of the
preexisting material, either in bulk or thin film, by thermally activated diffusion, ion
implantation or plasma exposure. As an example, the deposition of thin film of ZnO
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on Si substrate using pulsed laser ablation of solid ZnO target is an example of
material synthesis. The ZnO thin films synthesized in this fashion are mostly
oxygen deficient and exhibit n-type behavior. The annealing of oxygen-deficient
ZnO thin film in a furnace at a suitable temperature with partial oxygen flow can
reduce the oxygen deficiency in ZnO due to oxygen diffusion. Alternatively, one
can bombard oxygen-deficient ZnO with nitrogen ions to implant nitrogen in ZnO
lattice to convert it to p-type material. Both, the thermal treatment in oxygen
ambiance and nitrogen ion implantation which modify the physical properties of
ZnO, in this case, are the examples of material processing. The material processing,
however, is not just limited to ion implantation or changing the chemical or stoi-
chiometric composition of the thin film as mentioned in the example above but it is
also referred to a much wider range of processes shown in Fig. 2.3. This includes
(i) etching to make nano- or micro-structures by chemical or plasma-based pro-
cesses particularly for device fabrication as is normally used in microelectronic
industry, (ii) doping of suitable atoms by thermal diffusion or ion implantation or
plasma treatments to change material properties, (iii) changing the crystal structure
and surface facet of the material by various processing methods, (iv) surface
functionalization of material to make it behave differently for different applications,

Fig. 2.3 Various types of material processing which changes the material characteristics and
materials functional behavior
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(v) surface morphological manipulation to increase the surface for the materials
which is beneficial for many applications, (vi) defect engineering of materials, etc.

2.3 Plasmas for Material Synthesis and Processing

Plasma, the ionized gas, can be formed when an external energy source is intro-
duced to the matter in gaseous, liquid, or solid form. External energy sources
include heat, concentrated light such as in a laser, electric, and electromagnetic
field. The solid, liquid, and gas can be either converted directly into plasma state or
may go through other intermediate states before being converted into plasma when
the energy is provided as shown in Fig. 2.4. For example, the solid can directly be
ablated in a plasma state by focused laser light or electron/ion beams or the solid
may first change into the liquid state followed by vaporization of the liquid to gas
phase and finally the decomposition of a significant fraction of atoms into electrons
and positive ions. The energy sources can be used in a controlled way to achieve
plasma conditions with specific outcomes. If the energy received by atoms or
molecules of the matter is sufficient enough to release the outermost electron(s) and
create a significant number of ions and electrons then “plasma” is said to be formed.
The temperature required to form plasmas from substances in thermal equilibrium
range from 4000 K for easy-to-ionize elements like cesium to 20,000 K for
hard-to-ionize elements like helium. In addition to ions and electrons, the plasma
contains neutrals, excited neutrals, excited ions, and photons.

Fig. 2.4 Plasma formation from solid, liquid and gases upon delivery of energy
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The easiest way to generate plasma is by applying the electric field across the
gas. Normally, gases are electrical insulators but there is a negligibly small fraction
of gas that is ionized due to bombardment by energetic cosmic radiations. The
charges, specifically light electrons, can be accelerated by the applied electric field,
which then collide with neutral particles producing an avalanche of electrons and
ions breaking down the neutral gas into plasma. The electric field needed for gas
breakdown can be setup simply using a pair of electrodes, or with an “electrode-
less” radio frequency induction coil, or with a laser, or with charged or neutral
particle beam. Heating of solids, usually alkali metals, in the evacuated chamber
can not only evaporate them but also ionize them to form plasmas. Similarly, many
chemical processes can also cause ionization forming plasmas. The ionization
fraction of a plasma is given by fiz ¼ ni= ni þ ng

� �
, where ni and ng are ion and

neutral gas density respectively. The fiz is near unity for fully ionized plasmas and
is �1 for weakly ionized plasmas.

More precisely, plasma is a quasineutral gas which exhibits collective behavior
[14]. The quasineutrality simply means that plasma is neutral enough so that one
can take the number of densities of ions, electrons, and neutrals almost equal to
each other but not so neutral that all interesting electromagnetic forces vanish. The
collective behavior means that the motion of plasma species depends not only on
local conditions, such as collisions among the species but also on the state of
plasma in the remote region. The plasmas can occur naturally or are man-made.
They exist over a very wide range of temperature and density, as shown in Fig. 2.5.

Fig. 2.5 Natural and man-made plasmas existing over a very wide range of temperature and
density. Note the difference in temperature and density of low-temperature plasmas, convention-
ally used for material synthesis and processing, and the plasmas of dense plasma focus
(DPF) devices used and discussed in this chapter
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The density, temperature, and composition of plasma are its key parameters.
The density, number of particular species per unit volume, is described by the
electron density ne, the ion density ni, and the neutral or the gas density ng. For
multiple ion species in complex plasma one may describe the ion and neutral/gas
density of species x as nix, and ngx. Additionally, many plasmas contain positive
(after neutrals loose an electron) and negative (after an electron is attached to
neutral particle) ions. The density is usually a function of time, position, applied
field/power, etc. Another important quantity that is needed to characterize a plasma,
as evident in Fig. 2.5, is the temperature of the individual component of the
plasma; and can be designated as the electron temperature Te, the ion temperature
Tix of species x, and the neutral/gas temperature Tgx of species x. The multiple
temperatures for different components of plasma can exist in a situation where
plasma components are not able to equilibrate with each other. Like density, the
plasma temperature is also not usually constant in space or time. The composition
of plasma is one of the most important parameter, particularly for material syn-
thesis. Knowing composition, particularly the mass numbers of all ions and neutral
species as the function of space, time and feeding gas stock is handy for better
control over the material synthesis and processing. Based on these three key
parameters the plasmas can be classified in many different categories. However, for
the sake easy classification we will simply classify the plasmas into two broad
categories from the point of view of their applications for material synthesis and
processing: (i) the low and (ii) the high-temperature plasmas. The dense plasma
focus (DPF) device, which is the focus of this chapter, falls into the category of
high-temperature plasma which also has high density (refer Fig. 2.5) while most of
the plasmas commonly used for material synthesis and processing are
low-temperature plasmas with density varying over a very wide range but still at
least about two to three orders of magnitude lower than DPF pinch plasmas.

2.3.1 Low-Temperature Plasmas (LTPs) for Material
Synthesis and Processing

The low-temperature plasmas (LTPs) are characterized by low electron kinetic
temperatures ranging from fractions to tens of eV with low ionization fraction.
A large fraction of the gas in LTPs actually remains in the neutral state. The LTPs
are mainly produced by low-current AC or DC electric gas discharge or by gas
discharges initiated by RF or microwave electromagnetic fields or by concentrating
intense laser/ion/electron beams on the solid targets etc. The low-temperature
plasmas are the backbone of material synthesis and processing industry. The LTPs
are grouped in the blue box in Fig. 2.5. Low-temperature plasmas can be further
classified into non-equilibrium and equilibrium (thermal) plasmas. The equilibrium
(thermal) plasmas are formed in high-pressure gas discharges where due to higher
densities and sufficiently long durations of plasma existence, the electron and ions
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and neutrals have frequent and sufficient collisions among them resulting in equi-
libration of temperatures among the charged and neutral species, i.e.,
Te * Ti * Tg; where Te, Ti, and Tg are temperatures of electrons, ions, and
background gas (neutrals) species, respectively, and represent their mean kinetic
energies. The non-equilibrium plasmas, on the other hand, are formed when (i) ei-
ther the low operating pressures with lower electrons/ions/neutrals densities result
in insufficient collisions between electrons and ions and neutrals disallowing the
thermal equilibrium to be achieved; or (ii) even for high operating pressure plasmas
which have higher collision rates among different species but the plasmas are
short-lived (e.g., in pulsed electric discharge) interrupting the equilibration process
as the plasma existence duration is less than temperature equilibration time. They
are described by relation Te � Ti = Tg.

The low temperature, equilibrium and non-equilibrium type, cold plasmas have
been used extensively in synthesis and processing of materials due to their inter-
esting combination of electrical, thermal, and chemical properties making them
indispensable and versatile tool in many industries. In plasma, the neutral species or
radicals are unpaired electron gas particles that are chemically reactive and elec-
trically neutral. The result of ionization of a gaseous species leads to a plethora of
active species and is the basis for plasma chemistry. This mixture of reactive gas
species offers enhanced reactions and creates new chemical pathways not found in
room temperature chemistry. The ease of forming a plasma discharge is an added
incentive since active species can commence and be sustained at a wide range of
electron temperature values ranging from 1 eV to several tens to hundreds of eV
while maintaining vacuum at a wide range of pressure values. Various gas mixtures
and plasma intensity deepen the processing technique further allowing a wide array
of conditions or chemical pathways to be made available. In addition, the presence
of highly concentrated energetic and chemically active species leads to higher
processing efficiencies at low bulk plasma temperature. Thus, processes exceeding
thermodynamic equilibrium can exist which intensifies traditional chemical pro-
cesses [15].

The wide range of density, temperature, and composition of LTPs has largely
contributed to the long and expanding list of applications for material synthesis and
processing as a result of both scientific and economic drivers. The temperature,
energy, and density range of the neutral and/or ionized species allow heat and
particle control to sputter, etch, clean, melt, cut, functionalize, coat, and grow
materials at macro-, micro- and nanoscale via the so-called “plasma processing and
synthesis”. This allows thousands of applications of LTPs in different industries
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[16], refer Fig. 2.6. Some of the most prominent industrial applications are listed
below.

• Plasma etching in fabrication of microelectronic chips;
• Plasma light sources such as discharge lamps, low-pressure lamps, field emitter

arrays, lasers and plasma displays;
• Plasma deposition of (i) silicon nitride for surface passivation and insulation,

(ii) amorphous silicon films for solar cells, (iii) diamond thin films, (iv) ceramic
or metal alloy coatings used for protection against wear or corrosion in aircraft
and automotive engines, (v) high-temperature superconductors and refractory
materials, (vi) biocompatible coatings for body implants, (vii) magnetic films
and carbon overcoats for hard disk drive for data storage etc.;

• Surface oxidation used in fabrication of silicon-based microelectronic circuits;
• Plasma switches such as electric power switches, pulsed power, etc.;
• Plasma nitriding, which is used to harden the surface of steel;
• Plasma melting and refining of alloys;
• Plasma-assisted manufacture of optical fibers used in communications;
• Plasma welding and cutting;
• Plasma volume processing such as flue gas flue gas treatment, metal recovery,

waste treatment, water purification, etc.;
• Plasma sterilization in medical industry;

Fig. 2.6 Plasma material processing and synthesis in the industry
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• Plasma thruster for space propulsion;
• etc.

It would not be wrong to say that low-temperature plasma-based processing and
synthesis technologies are ruling the industrial applications of plasmas. Science and
technology of low-temperature plasmas are quite well understood and developed,
though there is still an enormous scope and potential to master it further particularly
for manipulation and synthesis of materials at the nanoscale. However, since the
focus of this chapter is hot and dense high-energy-density plasma in dense plasma
focus device, we will next introduce the high-temperature plasmas.

2.3.2 High-Temperature Plasmas for Material Synthesis
and Processing

High-temperature plasmas are synonymous with fusion plasmas. They have tem-
peratures ranging from few hundred eV to several keVmaking the plasma to be in the
almost fully ionized state. As can be seen from Fig. 2.5, these plasmas are obtained in
magnetic and inertial fusion devices as well as in high-current powerful pinch dis-
charge devices. They not only have high temperatures but also have high densities.
Historically, these high-temperature fusion plasmas were not used for any practical
application in material synthesis and processing. The thermonuclear fusion facilities
such as ITER and NIF, in near future, will be performing D-T fusion experiments to
demonstrate ignition and energy gain. These experiments will result in enormous
plasma, radiation, and heat load on reactor chamber wall. One of the key issues still to
be resolved in the quest for fusion energy production is the characterization, quali-
fication (testing), and development of advanced plasma facing materials capable of
withstanding the extreme radiation and heat loads expected in fusion reactors.
Fundamental understanding of plasma-material surface interaction (PSI) processes in
magnetic and inertial confinement fusion devices is one of the key areas of research in
fusion material science and engineering. There are many gaps in the knowledge
related to the PSI area which must be addressed in order to build up a validated
predictive capability in support of the design of plasma facing components for ITER
and a fusion demonstration power plant (DEMO). While a number of unresolved
issues in plasma edge physics in magnetic confinement devices (e.g., scrape-off layer
plasma widths, flows and turbulent transport) can only be addressed using tokamaks
and stellarators, issues related to the impact of transient heat loads on materials,
erosion, and re-deposition mechanisms, fuel retention, dust formation, as well as new
material concepts can be explored using dedicated testbed devices such as plasma
focus, plasma guns, plasma and particle accelerators, etc.

The focus of this chapter is however not about the fusion plasmas or the similar
testbed facilities to investigate the plasma-material interaction processes on can-
didate materials for fusion reactor wall chamber but on relatively less-explored area
of application of high-temperature high-energy-density dense plasma focus
(DPF) device for material processing and synthesis. The dense plasma focus device,
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in Fig. 2.5, is seen to have plasma temperature similar to that magnetic and inertial
fusion plasmas but the density is in between the two of them. The high-energy-
density plasmas, by definition, refers to the plasmas which are heated and com-
pressed to extreme energy densities, exceeding 1011 J/m3 (the energy density of a
hydrogen molecule) [17]. The magnitude of physical parameters associated with
high-energy-density physics is enormous: shock waves at hundreds of km/s (ap-
proaching a million km per hour), temperatures of millions of degrees, and pres-
sures that exceeds 100 million atmospheres. The plasmas with energy densities in
the range of (1–10) � 1010 J/m3 are also now classified as high-energy-density
plasmas. There are many facilities which fall in the category and they include
high-energy long-pulsed (nanosecond range) lasers and high-power very short pulse
(femtosecond range) TW or PW laser-based laser-plasma systems [2, 18], and fast
high-current pulsed power Z–pinch [19]. The energy density of DPF devices,
estimated by dividing the energy stored in the DPF capacitor bank by the volume of
the final pinch column, is reported to be in the range of (1.2–9.5) � 1010 J/m3

making it a high-energy-density plasma facility [20].
In addition to DPF devices, the other two high-temperature high-energy-density

devices that have been extensively used for material synthesis and processing
include plasma accelerator (such as QSPA Kh-50 in Kharkov, Ukraine) and
PHEDP plasma gun in Ukraine and China, respectively. The QSPA Kh-50
(Quasi-Stationary Plasma Accelerator, Kh-50) [22, 23] consists of two stages, refer
Fig. 2.7 [21]. The first one is used for plasma production and pre-acceleration. The
second stage (main accelerating channel) is a coaxial system of shaped active
electrodes-transformers with magnetically screened elements. The total energy
stored in capacitor bank is about 2.2 MJ at the charging voltage of 25 kV. The
amplitude and time duration of discharge current is up to 700 kA and 300 ms,
respectively. The main characteristics of plasma streams depending on operations
regime and distance from accelerator output can be varied in a wide range: density
of plasma 1015 − 8 � 1016 cm−3, velocity up to 4.2 � 107 cm/s, energy density of

Fig. 2.7 Schematic of quasi-stationary plasma accelerator (QSPA Kh-50) which has been
extensively used for material research for plasma facing components of fusion reactors. Reprinted
from Garkusha et al. [21], Copyright (2009), with permission from Elsevier Ltd
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plasma stream 5 J/cm2
–2 kJ/cm2, and total energy in plasma stream up to

600 kJ. The high-energy-density plasma stream generated by QSPA can be injected
into the vacuum chamber of 10 m in length and 1.5 m in diameter. Average plasma
stream diameter is about 0.5 m at the distance of 1 m and it is up to 1 m at the
distance >3 m from accelerator output. This enormous device, therefore, has the
capability to test full-scale prototypes of tokamak divertor cassette. Most of the
studies done on QSPA are limited to processing of fusion relevant material at high–
temperature and high-energy-density which is not the focus of this chapter and
hence is not discussed in detail.

Another high-temperature plasma device which has been used occasionally by
the group led by Prof Si-Ze Yang at Beijing National Laboratory for Condense
Matter Physics, Chinese Academy of Sciences is a plasma gun which has been
referred in their reported work as Pulsed High-Energy-Density Plasma (PHEDP)
facility [24–32]. This device has been used for film deposition and surface modi-
fication. The typical setup of PHEDP is shown in Fig. 2.8 [30]. As shown in
Fig. 2.8, it consists of three sections: (i) the fast pulse electromagnetic valve driven
by the discharge of a stored capacitance Cp (2 kV, 180 mF) through a driving coil
to introduce the working gas into the vacuum chamber; (ii) the coaxial PHEDP gun
which is powered by a capacitor bank Cg (5 kV, 1.11 mF) connected between the
outer and inner electrodes; and (iii) the vacuum chamber, where films are deposited.
Other parameters like the distance between substrate and gun, the number of pulses
and base pressure, etc., all influence the properties of the film. Other most important
features of PHEDP [33] are high electron temperature (about 10–100 eV), high
plasma density (about 1014–1016 cm−3), very high axial velocity (about
10–50 km s−1), and the energy density of 1–10 J cm−2. Yang and his coworkers
have used the PHEDP facility for a variety of applications which include deposition
of (Ti,Ta)N [25] and Ta(c)N [26] thin films, titanium carbonitride [27, 29] and
titanium nitride [30] films on cemented carbide cutting tools, surface metallization
of alumina ceramics [31], titanium coatings on Si3N4 [32], etc.

Fig. 2.8 Schematic of PHEDP facility at Chinese Academy of Sciences used for thin film
deposition and surface modification. Reprinted from [30], Copyright (2003), with permission from
Elsevier Ltd
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The PHEDP facility, used by Yang and his coworkers, is quite similar to DPF
device except that it does not have compression/pinch phase and hence the plasma
is relatively not as hot and dense as one can obtain in DPF device due to efficient
pinch. This book has several chapters that deal with various aspects of DPF devices
ranging from simulation and modeling of DPF devices, X-ray, and neutron emis-
sions studies from DPF devices and application of DPF devices for hard coatings.
In this chapter, we will discuss the application for DPF device for material pro-
cessing and synthesis under Sect. 2.5. The next section is devoted to the detailed
introduction to DPF devices providing device details, the principle of operation and
its key characteristics.

2.4 Dense Plasma Focus (DPF) Device: Introduction,
Principle, and Characteristics

The dense plasma focus (DPF) device, refer Fig. 2.9, is a coaxial electrode gun in
which plasma discharge is initiated at the closed end of the electrode assembly as
the electrical energy stored in a high-voltage fast discharging capacitor bank is
transferred across the electrodes. The discharge soon evolves into an axially
accelerated plasma sheath which finally compresses into a hot and dense pinch
plasma column at the top of the central electrode (anode). The coaxial gun primarily
consists of a central conducting electrode typically a metal rod surrounded by a
solid cage or an array of conducting electrodes in a squirrel cage configuration.
Typically, the central electrode acts as the anode and the outer electrode (connected
to chamber wall) acts as the ground electrode. One end of the coaxial electrode

Fig. 2.9 Schematic of dense plasma focus (DPF) device. a Mather-type and b Filipov-type
configuration
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assembly is open, whereas the other end where the discharge is initiated is closed.
The volume of DPF chamber where the coaxial electrode assembly is placed is
comprised of desired operating gas at a suitable pressure. This configuration is one
of the simplest and efficient methods in producing pinch plasma capable of pro-
viding avenues to conduct fusion relevant research in a relatively small and simple
device [34, 35].

In the 60s, the design of this device was derived from a predecessor with similar
purpose called a z-pinch device which generated a column of plasma that
self-compresses when a high current flows through the plasma resulting in a
high-temperature and dense plasma at the axis of the electrode. Two different
electrode assembly geometries of DPF devices were developed independently with
different anode aspect ratio (anode length upon its diameter). The Mather-type [36]
DPF devices, developed by J.W. Mather, are the one with an anode aspect ratio
typically in a range from 5 to 10 (i.e., anode aspect ratio >1) and the Filipov-type
[37] devices, developed by N.V. Filipov, have the anode aspect ratio <1. In
Filipov-type DPF devices the anode radius is much larger compared to its axial
dimension and hence the plasma current sheath is accelerated in the radial direction
towards the axis of the anode whereas in Mather geometry the sheath is accelerated
mostly along the axial direction. The two geometries are shown in Fig. 2.9.

2.4.1 DPF Device Details

The coaxial electrode assembly of a DPF device resides inside a vacuum chamber
and the whole system is operated at the pressure of about 10 mbar and less or at
optimal pressure ranges which satisfy the focusing or pinching of the plasma sheath
at the final stage. The vacuum condition allows for reliable sheath formation in the
initial stage as the minimum breakdown voltage depends on the pressure according
to the Paschen’s law. Another important factor in the reliable operation of the DPF
device is the insulator sleeve placed around the base of the anode and the presence
of which allows proper formation of the plasma sheath in the initial breakdown
phase and leads to efficient pinching [38]. To operate the plasma focus,
high-voltage (typically greater than ten kV) and high-current (>10 kA) electrical
pulses of few hundred ns to few µs duration are required. The most economic and
simple way to generate these pulses is to charge a capacitor to a suitable voltage and
discharge it through load viz. the plasma focus. However, to get high current pulses,
the capacitors, and the connections from the capacitors to the load are specially
designed. The typical working gases used in most DPF devices are hydrogen,
deuterium, inert gases, and reactive gases such as oxygen, nitrogen, methane,
acetylene, etc. Most studies that require the production of radiation (X-rays or
neutrons) sources using the DPF device will utilize inert or deuterium gas while
there is no restriction on gases used for material synthesis or treatment unless a
specific material outcome is required. Gases used in material synthesis involving
reactive gases such as oxygen and nitrogen will yield ceramic materials such as zinc
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oxide, titanium nitride, etc. The inert gases, such as neon, argon, etc. will yield
deposited material derived from the anode tip material. The overall layout of DPF
device with its various subsystems is shown in block diagram in Fig. 2.10.

Capacitor Bank: A single capacitor or a bank of capacitors, based on desired
energy storage capacity, is used to store the electrical energy needed for the
operation of the DPF device. The capacitors used for DPF devices are
high-energy-density fast-discharging capacitors which are capable of delivering
high currents needed for efficient acceleration and compression of the current
sheath. The capacitor bank value, for the DPF devices available in author’s Plasma
Radiation Sources Lab, NTU, Singapore, is decided based on the typical operating
voltage range of 12–15 kV for ease of transmission line designing. We use com-
mercially available energy storage class of capacitors which are rated typically up to
30 kV with shot life of >105 charge/discharge cycles withstanding 80% voltage
reversal. By operating the capacitors at 40–50% of their maximum charging
voltage, life expectancy improves significantly and can be used for >106

charge/discharge cycles. The selection of capacitors for DPF device also depends
on the intended repetition rate of the device. The single 30 lF/15 kV capacitor used
in UNU-ICTP DPF device is not designed for repetitive operation, therefore for
10 Hz FMPF-3 device we used a total of eight low inductance 0.3 lF/30 kV plastic
case capacitors (Model No. #37323), procured from General Atomics, USA. These
capacitors specifically feature repetitive mode of operation.

Triggerable High Current Switch: A triggerable high-current switch(es) in a
capacitor bank is/are incorporated to transfer energy from the bank to the load
(electrode assembly in DPF chamber) at a preset voltage and time. For a fast
discharge in low inductance system, the switch should have (i) low inductance,
(ii) low erosion at high current levels, (iii) minimum breakdown time delay (also

Fig. 2.10 Block diagram representation of the DPF device
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referred as jitter), and (iv) reliable operation. The simplest and the most economical
switch is the sparkgap switch. The sparkgaps are available in various configurations
such as trigatron, direct over-volted gaps, field distortion gaps, railgaps, etc.; though
some configuration like railgaps can be quite expensive. The DPF devices operated
in author’s lab use swinging cascade spark gap switch [34] for UNU-ICPT DPF
devices while other devices such as NX2 [39], NX3 [40], and FMPF-series [41]
DPF devices use pseudo-sparkgap switches.

Trigger System: Switches used in DPF devices need to endure high-voltage and
high-current operation along with precise timing but its switching performance is
mainly decided by applied trigger pulse characteristics produced by the trigger
system/module. A major factor that affects the performance of the switch is trigger
pulse rise time applied to the switch. The simple swinging cascade spark gap
switches used in UNU-ICTP DPF device uses relative simple low-voltage and
high-voltage silicon-controlled rectifier circuits generating a negative pulse of about
600 V which is amplified by commercially available HV TV transformer by about
60–70 times to about 35–42 kV [34]. The trigger system used for pseudospark
switches [42] are slightly more complex but can be easily assembled and used for
reliable switching of capacitor bank energy to the DPF tube.

The DPF Chamber: The capacitor bank, high-current low jitter switch(es), and
a trigger system form the pulse power driver while the DPF chamber with coaxial
electrode assembly is the load where the plasma is formed and compressed to high
temperature and density. The DPF chamber normally is fabricated from stainless
steel of wall thickness of 3–5 mm with several vacuum parts, gas inlets, and
diagnostics ports. The electrode assembly comprises of an anode as central elec-
trode surrounded by cathode which can either be the chamber wall [43] or several
rods in squirrel cage fashion mounted on backwall plate [44, 45], shown in
Fig. 2.11. The anode and cathode, at the closed end, are separated by an insulator
sleeve. Low erosion characteristic is one of the most important factors in the
selection of anode material. In conventional DPF device experiments selection of
anode material is based on low spark erosion characteristics, good mechanical and
thermal properties, availability and low cost. Spark erosion rates of various mate-
rials that are used as anode have been shown in Table 2.1. The erosion results are
presented in terms of the volume of eroded material per coulomb of charge
transferred (µ cm3 C−1) [46]. The “Elkonite”, the Cu–W alloy, has the lowest
erosion rate but it is very costly and not easy to machine. “Aluminum” is the
cheapest option but it has the highest erosion rate of all the materials along with
poor mechanical strength. So many DPF devices normally use stainless steel,
because of its relatively lower cost, good mechanical, and thermal properties though
copper is also another good choice which has been routinely used in our
UNU-ICTP and NX2 DPF devices. Similarly, the selection of insulator sleeve
material is primarily done on the basis of the dielectric constant of the material as a
study done by Beg et al. [47] indicated a significant enhancement in neutron yield
with use of high dielectric constant sleeve material. Dielectric constants of various
sleeve materials have been compared in Table 2.2. Although ceramic has highest
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dielectric constant, but as a compromise between electric characteristics, easy
availability and low cost; in all our DPF devices, “Pyrex” has been used.

The choice of anode material and anode type (solid v/s hollow anode) for
application of DPF devices for material processing and synthesis are very critical.
For applications in material processing where the intended target material, placed
down the anode stream, is required to be processed by high-energy ions of filling
gas species or hot dense decaying plasma, the hollow anode with thin wall and

ë

(a) (b)

Fig. 2.11 Schematics of a FMPF-1 device with chamber wall as cathode, and b FMPF-3 device
with cathode rods in squirrel cage fashion. Reprinted from a Verma et al. [43], Copyright (2008),
with permission from IOP Publishing; b Reprinted from Verma et al. [44], Copyright (2010), with
permission from Elsevier Ltd and Verma et al. [45], Copyright (2013), with permission from
Springer

Table 2.1 Spark erosion rate
of various anode materials

Material Erosion rate (µcm3 C−1)

Elkonite (Cu–W) 5.44

Brass 7.59

Stainless steel (SS) 9.14

Aluminum 17.37

Table 2.2 Dielectric
constants and densities of
various insulator sleeve
materials

Material Dielectric constant Density (g cm−3)

Alumina/ceramic 4.5–8.4 4.14

Pyrex 4.5–6.0 2.05

Nylon 3.55 1.09

Perspex 2.76–3.12 1.08

Teflon 2.04 2.04

Quartz 3.7–4.1 2.17
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made up of material which erodes less is highly desirable. Otherwise, in addition to
processing of bulk material, the undesirable deposition of impurity material from
the ablation of anode material will also take place. The application requiring the use
of DPF device as deposition facility may need to use the solid anode of suitable
material with suitable background gas.

High Voltage Charger: A high-voltage power supply with suitable voltage and
current rating is required to charge the capacitor bank. The electrical characteristics
of the high-voltage power supply will depend on the repetition rate of DPF device.
For single shot operations, with the significantly large time interval between the
shots, a simple home-made power supply utilizing a step-up transformer with diode
chain for rectification would suffice. This was the kind of HV charger that was
assembled and given to the trainees participating in UNU-ITCP training program
mentioned in Chap. 1. They worked pretty well for all kind of DPF operation. The
repetitive operation of DPF devices, however, requires HV chargers with much
large charge transfer rate to achieve fast charging of the capacitors. The repetitive
NX2 and FMPF-series DPF devices in our lab use constant power charger “EMI
HVPS 802L” (procured from M/s a.l.e. Systems, USA) for fast charging of the
modular capacitor bank. The HVPS 802 is especially designed for fast charging of
energy storage capacitors used in various pulsed power applications, with an
average power exceeding 8000 W. The HVPS 802 power supply incorporates a
high-frequency IGBT series-resonant inverter for efficient generation of the output
power. A high-performance control module precisely regulates the output voltage,
automatically compensating for line, load, temperature, repetition rate, and program
voltage variations along with inbuilt overload and short-circuit protection. The
output voltage of the HVPS 802 is fully adjustable over the whole range 1–40 kV.

Vacuum System: The typical pressure range in which DPF devices operate with
best focusing efficiency is from about 1–10 mbar with heavier gases requiring
lower pressure and lighter gases requiring higher operating pressures. The pressure
range can also be manipulated with a change in anode dimensions and designs, e.g.,
longer anode will require smaller filling gas pressures while the tapered anode with
reducing radius at the top can operate at higher filling gas pressures. Since the
operating pressure is of the order of few mbar, typically a rotary vane pump capable
of producing a base pressure of about 10−2 mbar is good enough for most opera-
tions. However, for application of DPF device in materials-related work it is
advisable to use turbo molecular or any other high capacity pump which can
produce a much lower base pressure of about 10−5–10−6 mbar to reduce the gaseous
impurities in the chamber. Adequate vacuum gauges should be used to reliably read
the filling gas pressure of the chamber. It is important to note that the DPF devices
generate strong EM noise and shock waves during their operation, so for the safety
of electronic pressure gauges (i) mechanical isolation using valves, and (ii) elec-
tronic isolation by switching off the gauge and detaching its cable to gauge con-
troller are important safety procedures.

Diagnostic System: The DPF device is a rich source of many fundamental
plasma phenomena and radiations. The fundamental plasma phenomena of interest
include breakdown across electrodes at the closed end of the electrode assembly;
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formation of plasma sheath; lift-off, axial acceleration and radial compression of
plasma sheath; shock formation; plasma instabilities and turbulences; ionization
wavefront formations; magnetic field structures; plasma decays, etc. The radiation
of interest include soft and hard X-rays, relativistic electrons, instability-accelerated
high-energy ions, and neutrons (for deuterium operated DPF). The availability of a
large range of fundamental plasma physics phenomena and radiation yields which
can be used for applications allows DPF to be a test-bed facility for many diag-
nostics making it an outstanding playground for fundamental research. Over the
years a large number of electrical, magnetic, optical, spectroscopic, radiation,
charge particles, and neutron diagnostics have been developed, tested, and explored
on DPF device. For the material synthesis and processing application of DPF
device, most of these diagnostics are actually not required but they create the
knowledge and database and understanding of the device operation and charac-
teristic features which help its operator to master its material-related application.
Even though most diagnostics are not required for materials-related application of
DPF device, basic electrical diagnostics comprising of a Rogowski coil and a
resistive divider voltage probes to monitor the pinching efficiency and a Faraday
cup (biased ion collector) to deduce the ion emission characteristics of the DPF
device are normally employed.

Data Acquisition System: Most DPF devices operate with capacitor banks that
produce electrical discharges with a quarter period (T/4) in the range of 500 ns to
4 µs. Hence, a fast data acquisition system is required to record the signals from
applied diagnostics. The digital storage oscilloscopes have sampling speed of about
1GS/s and bandwidth of 1 GHz with multiple channels (four channels) is more than
sufficient for most works. The synchronization of signals is very important because
the data processing requires comparison on the same time base.

2.4.2 Principle of Operation: Plasma Dynamics in DPF
Device

The DPF chamber is first evacuated to base pressure using rotary vane pump or
with the combination of turbo molecular and rotary vane pump. The working gas is
then filled in right operating pressure range which is different for different gases
(typically about few mbar). The capacitor bank is first charged to high voltages
(typically in 10–30 kV range) using a high-voltage power supply. The electrical
energy stored in the capacitor bank is then transferred to the electrode assembly by
activating low-inductance high-current fast switches resulting in gas breakdown in
DPF device chamber which undergoes through several phases shown in Fig. 2.12.
If the operating pressure is within right working range then gas breakdown, phase ❶
in Fig. 2.12, is initiated across the insulator sleeve at the closed end of the electrode
assembly. In the breakdown phase, the ionization of the background gas grows
exponentially as predicted by the Townsend law which states that an electron
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avalanche is produced when a free electron under the influence of an electric field
ionizes a neutral particle and releases bound electron which become free electron
for subsequent ionization. The formation of the initial discharge is heavily influ-
enced by the gas pressure, type of filling gas used in the DPF chamber where the
behavior resembles Paschen’s law, and the inter-electrode distance. This discharge
then evolves into a well-defined sheath of plasma. The time duration required for
the formation of the well-defined axisymmetric plasma current sheath is about 100–
500 ns for DPF devices having the quarter time period of about 500 ns and 3 ls,
respectively [48, 49]. This is followed by lift-off phase in which current sheath is
lifted away from the insulator sleeve in an inverse pinch manner, phase ❷ in
Fig. 2.12, to the outer electrode, the cathode, due to a radially outward component
of J � B force. The magnetic field B generated by discharge current I flowing
through the anode and then through the current sheath to the ground electrode is
responsible for this J � B Lorentz force (where J is the current density). This phase
is relatively short, probably about several tens of ns to hundreds of ns, and is easily
recognized when the plasma sheath widens on backwall from the base away from
the insulator surface and takes on a shape of a curve or parabola, caused by the
radial magnetic pressure that drifts along the anode axis while maintaining electrical
contact with both electrodes [50]. Zhang et al. [49], using laser shadowgraphy,
showed that the curvature steepness or angle of the plasma sheath is influenced by
the length of the insulator sleeve mounted at the closed end of the anode. An
increase in the insulator sleeve length was found to increase the steepness angle
which affected the focusing efficiency. The optimized focusing of the DPF device
was found to be closely related to the current sheath steepness angle which can be
adjusted through the length of the insulator sleeve, thus highlighting another
important aspect of the insulator sleeve.

Fig. 2.12 a Different phases of plasma dynamics from (i) breakdown and current sheath
formation ❶, (ii) lift off or inverse pinch ❷, (iii) axial acceleration ❸, (iv) radial compression ❹,
and (v) pinch ❺ phase. The post pinch phase ❻ is not shown here. b The oscilloscope trace of the
typical voltage probe signal with approximate timing duration marked on it
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Driven by the axial component of J � B force, the current sheath then accel-
erates along the electrode assembly in what is commonly referred as axial accel-
eration phase, phase ❸ in Fig. 2.12. The radial component of J � B force pushes
the sheath outwards, leading to the mass loss through the open squirrel cage
cathode. Both components of J � B force cause the plasma sheath to be canted as it
moves axially forming an axis-symmetric parabolic shape. In this stage, the mag-
netic field strength is described as a smooth sinusoidal curve with field strength
reaching the maximum value, owing to a maximum value of discharge current, as
the current sheath reaches the open end of the assembly before entering the radial
collapse phase [51]. The typical current sheath speed in axial acceleration phase is
reported to be about 4–6 cm/ls though it can range from 2 to 10 cm/ls.

As the current sheath reaches the open end of the anode and starts to roll over
anode, it is said to enter into radial acceleration phase ❹ where it collapses on the
anode axis. This fast collapse causes a sudden increase in the circuit inductance and
produces anomalous electrical resistance [51]. The radial speed of current sheath in
radial compression phase is about 2–2.5 time the speed in axial phase which results
in extremely fast moving shock. The abrupt change in plasma characteristics in this
stage is due to plasma heating mechanism and several other major contributors
include shock heating, magnetic compression, and viscous heating [52]. The
magnetic compression and Joule heating of the imploding current sheath also cause
the heating of the plasma sheath due to the intense current flowing through it.
Another major effect is the viscous heating where collisional ion–ion interaction in
a dense plasma volume results in self-heating.

The fast-moving shock front ahead of the collapsing current sheath can result in
plasma temperature of about several hundred electron volts; while the reflected
shock at the axis, together with the magnetic compression, can finally raise this
temperature to around 1–2 keV. The outgoing reflected shock from the electrode
axis hits the incoming plasma current sheath slowing it down and resulting in
formation elongated stable pinch plasma column. This is referred as pinch phase,
depicted as ❺ in Fig. 2.12. During the pinch phase, ion density increases from
1020−22 m−3 to the order of 1024−26 m−3 in pinch plasma column, increasing by a
factor of 104−6, due to the densification and further ionization of a wide plasma
sheath converging into a narrow column driven by the magnetic compression and
secondary ionization [53]. Soon after the formation of pinched plasma columns, it
breaks up due to m = 0 and m = l instabilities. The m = 0 mode instabilities (also
referred as plasma diode formation in literature) accelerate the ions of the filling
gas species to very high energies, up to MeV range, towards the top of the
chamber and accelerate electrons to relativistic energies (100 keV and above)
towards the positively charged anode.

The pinched plasma column finally breaks up and disintegrates leading to the
decay of hot and dense plasma. The plasma dynamics in DPF device now can be
labeled as being entering into post pinch phase; not shown in Fig. 2.12a but is
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labeled as ❻ in Fig. 2.12b. A fast-moving axial ionization wavefront, produced by
the ionization caused by energetic ions, later develops into a bubble-like structure
[54]. The ionizing front coincides with the beginning of the hard X-ray emission
due to the interaction of energetic electrons with anode tip material and also the
neutron pulses for deuterium-filled DPF device. It may be noted that the number of
studies performed for post pinch phase is rather limited and almost all of those
studies are limited to the time scale of the order of few tens to hundreds of ns only,
though the phase may last several tens of microseconds. Martínez-Fuentes et al.
[55] used a triple Langmuir probe to measure the velocity, electron density, and
temperature of the plasma in the expansion discharge phase (after pinch formation)
at distances between 16 and 24 cm in 4.8 kJ FN-II DPF device filled with 2.5 Torr
pure deuterium gas. The values of velocity, electron density, and temperature of the
plasma were reported to be 5.5 � 105 m/s, 1020−21 m−3, and 30–60 eV, respec-
tively. Another study on 481 kJ DPF device (PF-1000) at 3.5 kPa pure deuterium
showed that the free-propagating plasma stream (plasma after pinch phase) has an
electron density of about 1023 m−3 and 1022 m−3 at 15 cm and 30 cm, respectively,
from the electrode outlet [56]. For more details about DPF devices, readers are
advised to refer to excellent reviews written by Tendys [57], Bernard et al. [58],
Gribkov et al. [59], and Krishnan [60]. A detailed review highlighting several
applications of DPF device in plasma nanotechnology can also be found in refer-
ence [61].

2.4.3 Key Characteristics of DPF Device

The optimized DPF devices operating across entire energy range from few J to MJ
exhibit many typical parameters and characteristic features of pinch plasmas, cur-
rent sheath dynamics, various radiations, and energetic charged particles that are
very similar and are not affected by the dimensions of coaxial electrode assembly,
capacitor bank energy, peak discharge current, and the operating gas type. This has
been referred as “the unique universality of plasma focus devices” by Rawat [61].
The typical values of various key parameters of interest for optimized DPF devices
are given below.

(i) The typical time required for the breakdown and formation of the
well-defined current sheath at the start of the discharge pulse is approxi-
mately one-fifth to one-sixth of the quarter time period of discharge.

(ii) The current sheath speed in axial acceleration phase is typically in the range
of 2–10 cm/µs [62, 63] which shock-heats the plasmas to electron and ion
temperatures of about 100 and 300 eV, respectively, at the end of the axial
acceleration phase [64].

(iii) The current sheath speed in radial compression phase is typically about
2–2.5 times that of the axial speed [62] and hence it can reach as high as
25 cm/µs (i.e., 250 km/s).
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(iv) The radius of the pinch plasma column, formed in the pinch phase, is
approximately about 1/10th of the anode radius [65].

(v) For DPF devices using solid anodes, the length of pinch plasma column is
approximately the same as anode radius [65]. However, for the DPF device
with hollow anode, the length of pinch plasma column is approximately
double of the anode radius as half of the pinch plasma column is inside the
anode and another half above the anode.

(vi) The energy parameter, defined as E=Vp; where E is the energy of the
charged capacitor bank and Vp the volume of the pinched plasma column, is
(1–10) � 1010 J/m3 for the DPF devices operating at energies between 50 J
and 1 MJ [20].

(vii) The drive parameter, also referred as speed factor, I0= ap1=2
� �

has an
average value of 89 ± 8 kA cm−1 torr−1/2 for neutron-optimized DPF
device, I0 where is peak discharge current, a is the anode radius and p is
ambient gas density of deuterium [66].

(viii) The electron/ion densities in pinch plasmas are in the range of 5 � 1024–
1026 m−3 [53, 67].

(ix) The electron and ion temperatures of pinch plasmas are in the range of
200 eV–2 keV [54] and 300 eV–1.5 keV [67], respectively.

(x) The energies of instability-accelerated electrons, which moves towards the
anode, are in the range of few tens of keV to few hundreds of keV [68, 69].

(xi) The energies of instability-accelerated ions, which mostly move axially
along the anode axis towards the top of the DPF chamber, are in the range
of tens of keV to few MeV [70, 71]. The ions are mostly forward directed
with most of the ions being emitted in the narrow angle of 20° with respect
to the anode axis.

(xii) The UV, soft, and hard X-rays with photon energies ranging from hundreds
to several hundred thousands of eV have been measured in DPF device [49,
72–75].

The DPF devices are essentially LCR circuits, refer Fig. 2.12a, involving the
transient discharge of a capacitive driver, C0, into an inductive-resistive load with
the inductance L comprising of fixed system inductance L0 and dynamic plasma
inductance Lp and the resistance due to circuit connections. The characteristic
transient discharge duration, given by

ffiffiffiffiffiffiffiffi
LC0

p
, typically ranges from few hundred ns

for low energy sub-kJ DPF devices to over 10 ls for high-energy hundreds of kJ or
MJ large DPF devices. Hence the durations of pinch plasma, radiation and energetic
particles in DPF devices, which are typically some fraction of characteristic dis-
charge duration, are of the order of tens of ns to about hundred or several hundred
ns. This makes most phenomena of interest in DPF device being highly transient in
nature. Hence, “in DPF devices the very high densities and temperatures of pinch
plasmas, very high number and energy densities of high energy instability accel-
erated ions and electrons, intense energetic radiations such as soft x-rays and
neutrons (for deuterium operated devices), fast moving shock and hot-dense
decaying plasma combined with their transient nature offers a kind of plasma and
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radiation environment that is drastically different from the ambience of low tem-
perature plasmas conventionally used for material synthesis and processing”.

2.4.4 Plasma Lifetime in DPF Device and Some Features
of Post Pinch Phase

It may be highlighted that Sect. 2.4.3 concentrates on or refers to the intense plasma
and radiation phenomena associated with DPF device during pinch phase, phase ❺
in Fig. 2.12, and only first few hundreds of ns of post pinch phase, the phase ❻ in
Fig. 2.12b. However, as the DPF operation is an LCR discharge, the discharge
current or DPF tube voltage has damped sinusoid profile lasting over several dis-
charge cycles as shown in Fig. 2.13a. This allows the DPF plasma to last much
longer than what has been explored by almost all DPF researchers as there is
sufficient electromagnetic energy available during subsequent half cycles of
damped sinusoidal LCR discharge circuit of DPF.

The plasma lifetime and other features of post pinch phase in DPF device can be
deduced from the optical emission spectroscopy results discussed by T. Zhang in
his Ph.D. thesis [76], carried under author’s supervision. An Acton 750 spec-
trometer was used for end-on optical emission spectroscopy to study temporal
absorption/emission characteristics of primary gas (hydrogen) plasma of the filling
gas species and secondary Fe/Co plasma ablated from FeCo anode top in the
NX2 DPF device. One of the exit ports of the spectrometer was coupled to an
intensified CCD camera which could be gated down to durations of 10 ns using
Programmable Pulse Generator PG200 from Princeton Instrument. The other exit
port was coupled to PMT. The spectroscopic setup on plasma focus device is shown
in Fig. 2.13b. The spectra were obtained at central wavelengths of 656.1 and
526 nm, corresponding to H and Fe emission/absorption lines at different time
instants with respect to the peak of the voltage probe signal and are shown in
Fig. 2.13c,d, respectively.

The hydrogen spectra, with central wavelength 656.1 nm, obtained at different
delays with respect to the first voltage probe peak (corresponding to first com-
pression phase), shown in Fig. 2.13c, were obtained at 12 mbar hydrogen at 12 kV
NX2 DPF operation. It is needed to point out that relatively stronger intensities at a
later time are due to the use of wider gate width for the spectrometer. The spectra
recorded up to 0.7 ls show that the whole 13 nm spectral window is covered with
the strong continuum, almost saturating the CCD camera. It may be important to
mention here that the spectra that appear to be like that of the continuum are
actually a Stark-broadened hydrogen line at 656.1 nm because of high plasma
density in pinch plasma column at the anode top. It is a well-known fact that the
plasma density in focused plasma column can be of the order of 1024–1026 m−3 [53,
67]. Such high plasma density results in FWHM of the Stark-broadened line to be
more than 15 nm, resulting in complete coverage of the observing window of the
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spectrometer. The decay of focused plasma column will result in a reduction in
plasma density and correspondingly the FWHM of Stark-broadened spectral line
will decrease as can be seen in Fig. 2.13c with a clear emergence of the emission
peak from 3.3 ls spectrum and with its continuous sharpening as time evolves.
Another noticeable feature in hydrogen spectra recorded from 1.3 ls onward is the
emergence of H absorption line (seen as a depression in the center of spectral peak).
This absorption line is caused by the resonance absorption of hydrogen emission
line emitted from hot-focused hydrogen plasma column by the bulk of the back-
ground neutral hydrogen gas (at 12 mbar) between the focused plasma column and
the chamber wall. The absorption line must be there from the beginning of focused
plasma column formation, but it is not observable because of the saturation of the
ICCD camera. It becomes prominent when the focused plasma column starts to
decay/expand decreasing the plasma density and temperature and hence reducing
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Fig. 2.13 a Discharge current signal taken using Rogowski coil at a high operating pressure of
25 mbar argon in NX2 DPF device showing multiple half-cycles. b Optical emission spectroscopy
setup on NX2 DPF device with anode fitted with FeCo top and device operated with hydrogen as
the filling gas [76]. c H emission spectra when NX2 is operated at 12 kV and 12 mbar hydrogen
[76]. d Fe emission spectra from NX2 DPF device [76]. The delay time in colored bars in (c) and
(d) are in ns. Reprinted from Zhang [76]. Permission not needed
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the emission line intensity. The absorption line seems to disappear at about 3.9 ls
which can be attributed to the continuous reduction of neutral hydrogen zone
between the focused plasma column and the exit window of the chamber because of
fast expansion of the ionization wavefront [77] which while expanding pushes
away the neutral gas in front of it. A reasonably strong hydrogen emission peak can
still be observed as late as 55 ls; and it can probably last tens of microsecond more.

In addition to the plasma of the filling (hydrogen) gas species there will be
ablated plasma of anode top material which in this case is that of Fe and Co, refer
Fig. 2.13b. The time evolution of the Fe emission/absorption spectra is shown in
Fig. 2.13d. Please note that Co optical emission/absorption spectra are not shown
and the discussion from Fe spectra should suffice. The spectra are shown from 1.8
ls onwards as spectra captured before that show a continuum in the 13 nm spectral
window of the spectrometer indicating the very high density of ablated Fe plasma.
The observation of continuum, followed by absorption and finally conversion to
emission line spectra of Fe can be explained as follows. The hot dense pinch plasma
coupled with the instability-accelerated intense and energetic electron beam ablates
the anode top resulting in the formation of hot and dense Fe/Co plasma. The
ablation of FeCo anode top probably lasts several microseconds because the
electron emission duration in plasma focus has been found to be longer than 1 ls
and in some cases even a second electron emission period was observed [78]. The
initial ablated plasma is formed from the ablation of the solid target material and
hence its density is expected to be very high. This was also observed in laser
shadowgraphy results obtained by Soh et al. [77], shown in Fig. 2.14, for graphite
anode top where the density of the carbon plasma ablated from graphite top is so
high that it was opaque to nitrogen laser light. The hot and high-density ablated
Fe/Co plasma produces emission spectra, which due to very high plasma density
initially is Stark-broadened resulting in completing coverage of 13 nm spectral
window for spectra captured up to 1.8 ls (not included in Fig. 2.13d). The ablated
Fe/Co plasma continues to expand with time and so the plasma density and hence
the corresponding Stark broadening reduces and hence the emission spectral lines
are expected in the spectra. However, Fe/Co absorption lines were observed which
is due to absorption of emission line (generated from plasma that is still being
generated at the anode top because of long electron beam pulse duration and also
due to prolonged thermal ablation time of the anode) by the relatively less hot
expanding part of the Fe/Co plasma envelope. The spectra from 4 ls onwards show
only the emission lines which are attributed to the fact that the electron beam hitting
and ablation of the anode ceases by this time and therefore there is no background
emission source to generate absorption spectra. It can be noticed that the Fe
emission lines were observed even at 13 ls after the pinch plasma phase indicating
that even the plasma ablated from the anode top, which is much lower temperature
plasma as compared to compressed pinch plasma of filling gas species, lasts sig-
nificantly longer to the time scale of greater than 10 ls.

The lifetime of the plasma ablated from the anode top or the plasma of the filling
gas species also depends on the operating gas pressure of DPF device. It was found
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that the lifetime of the plasma of the filling gas species increases with the increasing
gas pressure (with the pressure increase limited to the range where strong focusing
or pinching efficiency can still be maintained) while that of plasma ablated from
anode top decreases. The increase in the lifetime of the plasma of the filling gas
species with an increase in pressure can be attributed to the increase in pinch (or hot
dense plasma) volume and pinch being delayed. The increase in pressure, however,
is known to adversely affect the formation and efficiency of m = 0 instabilities
resulting a reduction in instability-accelerated electron and hence the anode abla-
tion. Another reason could be enhanced collision between the ablated plasma and
background neutral gas resulting in relatively faster collisional cooling of the
ablated plasma reducing its lifetime.

Fig. 2.14 Laser shadowgraphic images graphite anode ablation. Initially, ablated plasma is so
dense that laser cannot pass through it. Ionization wavefront resulting in bubble formation can be
seen in (a) and (b). Reprinted with permission from Soh et al. [77], Copyright (2004), with
permission from IEEE
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2.5 Material Processing and Synthesis Using
DPF Device—Timeline of Milestones

The evolutionary progress on the application of the DPF device for material pro-
cessing and synthesis is shown in Fig. 2.15. The timeline of the important mile-
stones for different materials-related application in different possible ways is shown
in Fig. 2.15.

Processing of bulk target surface—the first report (1988): The first ever
materials-related work using DPF was reported by Feugeas et al. [79]. in 1988 on
the processing of bulk AISI 304 stainless steel substrate by the implantation of
energetic nitrogen ions produced by BD-1 DPF device at the Instituto de Fisica
Rosario, Argentina for surface nitriding. They used nitrogen as the working gas for
the implantation of nitrogen ions into the stainless steel substrate. The DPF-nitrided
stainless steel sample showed a wear reduction by a factor of 42 times compared to
virgin stainless steel. It was found through XPS that the implantation of nitrogen
ions by 30 exposures generated Fe2N thin film as deep as 300 nm from the surface.
Based on the nitrogen concentration in the irradiated sample, the depth of nitrogen
implantation in the sample they estimated that total ion flux was about 1.3 � 1017

cm−2 over 30 DPF discharge with ion energy range up to 500 keV. This initial work
showed promising application for DPF as a material processing device as the

Fig. 2.15 The evolutionary progress of material process and synthesis using DPF device. Feugeas
et al. [79], Rawat et al. [80, 82], Kant et al. [81], Tan et al. [83, 84]
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surface of a particular material can be modified to have ceramic behavior such as
Fe2N, a wear-resistant ceramic material. The artistic impression the setup is shown
in Fig. 2.16a.

Processing of thin film—the first report (1993): The first ever application in
the processing of thin film, deposited by another deposition scheme, was reported
by Rawat et al. [80] in 1993 using 3.3 kJ DPF device at University of Delhi, India.
A material science research group at the University of Delhi was working on
ferroelectric thin films of lead zirconate titanate (PZT). The group had an interest in
depositing thick PZT thin film using rf magnetron sputtering. As-deposited PZT
thin films were amorphous in nature and had to be annealed for transformation to
the crystalline phase. However, it was found by the group that about 1 lm thick
films of PZT were not crystallized even after 10 h of annealing. Many different
strategies were adopted to achieve the crystallization of micron thick PZT film
including the irradiation using very high-energy ion beam at the nuclear accelerator,
but they all failed. Finally, 3.3 kJ UNU-ICTP DPF device was used to irradiate 0.9
lm thick PZT films by Rawat et al. [80]. The crystalline PZT was achieved by a
single exposure of DPF-operated argon as the working gas although the device
required minor optimization in operating parameters such as the exposure distance
and operating gas pressure to prevent removal of the thin film and to achieve
significant crystallization. The 0.9 µm PZT sample was successfully crystallized at
an optimized distance of 4.0–4.4 cm from the anode. The setup of irradiation or
processing experiment is shown in Fig. 2.16a which is similar to the processing of
bulk target material discussed earlier. The crystallization of PZT was deduced to be
caused by the intense and rapid heating of the amorphous material surface by pulsed

Fig. 2.16 The DPF device configurations for a processing of bulk target or thin film and
b deposition or synthesis of a thin film by ablation/sputtering of a bulk target placed down the
anode stream; by instability accelerated energetic ions and hot dense decaying plasma. Note
Hollow anodes were used to minimize impurity ablation from the anode
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energetic ion beam leading to a melted state. The heat from the melted surface
propagates through the entire film until it reaches the film–substrate interface. Upon
cooling, the entire film crystallizes. In other words, unlike both the post-processing
techniques which require high temperature and prolonged processing duration, the
DPF was able to produce the same effect of PZT crystallization at room temperature
as well as in a short span of time.

The first synthesis of thin film—target ablation in pure PVD mode (1997):
The applications stated in two previous illustrations were related to the first ever
reported use of DPF device as a materials processing device for bulk and thin film
material. On the deposition front, the first ever application of DPF for deposition of
materials was reported by Kant et al. [81] in 1997. They were able to deposit carbon
thin films by ablating the graphite target placed down the anode stream using
energetic argon ions produced by the DPF device. The schematic of the experi-
mental setup is shown in Fig. 2.16b. A substrate, S, was placed in shielded
enclosure to avoid its direct exposure to energetic ions and hot dense decaying
plasma. They established that the DPF was able to produce 100–150 nm thick
crystalline graphitic thin films on silicon and quartz substrates with a number of
DPF shots ranging from 10 to 30 shots. The mechanism used in their approach is
identical to physical vapor deposition (PVD) in RF sputtering device where ions,
typically argon ions, from capacitively coupled plasma are accelerated towards
target due to the electric field of the sheath region on the target surface resulting in
sputtering of the target material which is then deposited on the substrate surface. In
the case of a DPF device, the instability-accelerated energetic argon ions and hot
dense argon plasma from pinch plasma column is accelerated towards the top of the
chamber and ablated the graphite target placed downstream to deposit the ablated
carbon on the substrate surface. The difference is that the DPF acts like pulsed PVD
facility with a sputtering process much more intense than in conventional RF
sputtering system thus allowing more efficient ablation of material.

The first synthesis of thin film by the anode ablation in PVD mode with
reactive background gas (2001): Rawat et al. [82] in 2001 reported the first ever
use of background reactive gas, containing the carbon precursor, along with the
PVD type ablation of solid anode of titanium to synthesize nano-structured TiC thin
film using 3.3 kJ UNU-ICTP DPF device. No external heating arrangement was
used and the substrates were kept at room temperature and the anode top or anode
inert was ablated by instability-accelerated electrons and hot dense pinch plasma
much like in a PVD system. The suitable background gas was made reactive by
intense DPF discharge. We still refer it as DPF in PVD mode with reactive
background gas. For deposition of TiC films, the conventionally used central
hollow copper anode was changed to a solid titanium one whereas the outer cathode
rods were kept the same as shown in Fig. 2.17a. The argon-acetylene admixture
was used as the working gas. Throughout the experiment, the filling gas pressure of
argon-acetylene admixture, in the ratio 7:3, was kept at 1.5 mbar. This work opened
a new era of DPF device application whereby many kinds of ceramic materials such
as metal nitrides, metal carbides, metal oxides, etc., were deposited using anode of
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suitable material and with desired working gases such as nitrogen, methane or
acetylene, and oxygen.

In many of the works reported later instead of replacing the entire anode by solid
anode, many of the researchers either replaced only the anode top by machining and
attaching the desired material piece, shown in Fig. 2.17b, or by using a relatively
small anode insert as shown in Fig. 2.17c. The strategy of replacing the anode top
by desired material piece [77], Fig. 2.17b, has the advantages of using a smaller
amount of material in comparison to the full solid anode and avoiding any impurity
from anode material as the ablation occurs only at the anode top. This configuration,
however, can be used only for metallic or graphite as anode top which are con-
ductive in nature and does not affect the plasma dynamics of DPF device as seen in
shadowgraphic images in Fig. 2.14 where graphite anode top was used. The
strategy of using the material to be ablated as anode insert [85], totally inside
conventional hollow anode as shown in Fig. 2.17c, has advantages of (i) using very
small amount of material, (ii) no machining requirement, and (iii) even
non-conducting materials can be used. However, this strategy suffers from a major
drawback that the anode rim, which is a different material, also ablates and con-
tributes to impurities in deposited layer. The impurity ablation from anode rim,
however, can be minimized by making anode wall very thin.

The first synthesis of pure gaseous precursor based process—pure PECVD
mode (2012–2016): Carbon nano-structures such as nanotubes, nanowalls, and
graphenes have been regarded as an advance material due to their vast and unique
properties with great potential in many commercial applications. Many apparatus
and techniques have been employed in producing and commercializing carbon
nano-structures. Currently, the preferred method of preparing them is chemical

Fig. 2.17 Different type of anode configuration used for deposition of thin film synthesis which
relies on ablation of anode material by backward moving energetic electrons and hot dense plasma
of DPF pinch
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vapor deposition (CVD) where a carbon feedstock, process gas, and catalyst are fed
into a furnace at high temperature which decomposes the carbon feedstock while
allowing for the catalyst to initiate the CNTs growth. The Plasma-Enhanced CVD
(PECVD) systems where a CVD system is improved by using a microwave dis-
charge, or a capacitive discharge, or an inductive discharge are becoming popular
as they allow the chemical reaction to take place at a lower temperature. Our group
at PRSL, NIE/NTU, Singapore, has successfully synthesized vertically aligned
carbon nanotube at very high instantaneous growth rates at low substrate temper-
atures through the use of DPF with the assistance of a catalyst coated substrate and
a substrate heater. It is demonstrated that 2 µm long vertically aligned carbon
nanotube can be successfully grown using pulsed plasma that lasts for a maximum
of about 100 µs in a single DPF shot giving rise to the enormous instantaneous
growth rate of about 2 cm/s. The same device with different operating conditions
can be tailored to produce graphene nanoflower structures. This pioneering was
done by K.S. Tan during his Ph.D. program at Nanyang Technological University,
Singapore [83, 84]. This work highlights the first ever use of DPF device in pure
PECVD (plasma-enhanced CVD) mode with the use of hollow copper anode,
heated substrate surface and pure gas based (using carbon-containing gaseous
precursor) synthesis of one-dimensional CNT and three-dimensional graphene
nanoflowers. More details are provided later.

Other strategies for material synthesis and processing using DPF devices: It
may be important to mention that there may be other processing and deposition
strategies that might have been developed or used but are not included in timeline
and milestone developmental work listed in Fig. 2.15. This can be purely incidental
or may be due to very limited use of those methods. For example, Zhang et al. [68]
reported the optimization and application of NX2 DPF device as pulsed electron
beam source for deposition of thin film FeCo. The arrangement of their experi-
mental setup is shown in Fig. 2.18a where the electron beam was extracted through
the hole in the anode in the lower deposition chamber attached to the anode and
high voltage flange. The pulsed electron beam was used to ablate the FeCo target
and the nano-structured FeCo thin films were deposited on the substrate placed
across. They used CCD based magnetic electron energy spectrometer to deduce that
hydrogen should be the first choice as filling gas for DPF operation for
electron-based target ablation for thin film deposition as it produces highest electron
beam charge and higher energy (from 50 to 200 keV) electrons. They claim the first
ever thin film deposition using PFPED (Plasma Focus assisted Pulsed Electron
Deposition) using hydrogen operated NX2 DPF device. Similarly, Mohanty et al.
fabricated the network of polyaniline nanowires at room temperature in
microsecond timescale by using the pulsed electron beam of a plasma focus device
[86]. The experimental setup used by them is shown in Fig. 2.18b.
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2.6 Material Processing Using DPF Device

The typical DPF setup for the processing of bulk or thin film samples used is the
UNU-ICTP facility in our lab in NTU, Singapore is shown in Fig. 2.19a. For
efficient processing of samples in DPF device, one should take note of following
characteristics of DPF device and use the appropriate strategies according to the
requirement or proceedings of the experiment

(i) The DPF devices, like any other plasma device, lacks the exact repro-
ducibility, i.e., there is variation in device performance (and hence the
radiation and charged particle yield) from one shot to another. To minimize
the shot-to-shot variation in performance of the DPF device it should be
conditioned to achieve efficient pinching. Unwarranted exposure of the
sample to the less-efficient conditioning shots is avoided using a mechanical
shutter between the anode top and the sample, as shown in Fig. 2.19a. The
conditioning of DPF ensures reliable shot-to-shot operation of DPF device.
Once the good focusing efficiency, monitored by current and/or voltage
probe, is achieved then the shutter is removed and the sample is exposed or
deposited in subsequent DPF shots. The conditioning process needs to be
repeated for each fresh loading of a new sample.

(ii) As mentioned earlier, in each DPF shot the irradiated sample is processed by
a complex mix of instability-accelerated energetic ions, high-energy

Fig. 2.18 a Pulsed electron beam based deposition of thin films in deposition chamber attached to
the lower end of the NX2 DPF device. b Schematic of experimental setup for electron beam
processing of polyaniline thick films; with magnified view of electron beam interaction process
with film. Reprinted from a Zhang et al. [68], Copyright (2007), with permission from IOP
Publishing; and b Mohanty et al. [86], Copyright (2009), with permission from Elsevier Ltd
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high-flux photons, fast moving ionization wavefront, strong shock wave, and
hot and dense decaying plasma. The source of above-mentioned energetic
plasma, ions and radiation source is the pinch plasma column which from the
end-on direction behaves like a point source [87]. Energetic ions and plasma
emitted from a point source (tip of pinched plasma column) spread out and
expand as shown in Fig. 2.19b. Moreover, this flux of energetic ions and hot
dense decaying plasma is forward directed with the highest number and
energy densities along the anode axis. The number and energy density of
ions and decaying plasma decrease in radial direction with increasing angle
from the anode axis. This angular dependence of number and energy density
of energetic ions and plasma species plays the key role in controlling the
processing conditions of the irradiated target surface and deposition features
on the substrate surface. The angular variation is much more evident at a
smaller distance of material processing or deposition. This leads to greater
inhomogeneity in processing or deposition at smaller distances. However, as
the distance is increased, the area within the same solid angle increases

Fig. 2.19 a Schematic of DPF as a bulk and thin film processing facility. b The pinch column
above anode acts like a point source of the fast ion beam and hot-dense decaying plasma. The
schematic in (b) is reprinted from Nawi et al. [88] (Open access no permission needed)
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leading to greater homogeneity in processing or deposition over a larger area
at a larger distance from anode top. Hence, with the increasing distance of
exposure, the ions/radiation/plasma flux will decrease or in other words the
energy flux delivered at different distances of exposure is different. This
gives the possibility of a different degree of processing of the sample by
simply changing its exposure distance from the anode top and also by using a
different number of DPF exposure shots. The exposure distance and angular
position of the sample can simply be changed using an axially moveable
sample holder with mounting positions along the axis as well as at different
radial position from the anode axis as shown in Fig. 2.19a.

(iii) Depending on the application, one should carefully choose the gas to be used
as the operating media. Inert gases such as neon and argon have been used in
many studies where the aim was to simply process the material to change its
physical characteristics without affecting its composition. For the fusion
relevant studies, where the aim is to test the performance of the first wall
candidate material, one needs to use deuterium as the filling gas. This pro-
vides 2.45 meV D-D fusion neutrons along with other intense radiations. To
simulate more realistic fusion reactor type irradiation conditions it will be
desired to have 14 meV fusion neutrons by operating the DPF device with
1:1 D-T gas mixture. The handling and procurement of tritium, however, is
not trivial and only certain selected groups only can probably do these
experiments. The processing of bulk or thin films for the purpose of doping
or the nitride, oxide, and carbide formation will require the use of reactive
gas environment such as nitrogen, oxygen, acetylene, methane, etc., in DPF
chamber.

2.6.1 Mechanism and Physical Processes for Material
Processing in DPF Device

The processing of bulk or thin/thick film material in DPF device is a very complex
process due to a complex mix of energetic ions, hot decaying plasma, radiation, and
shock, shown in Fig. 2.19b. The mechanism of material processing in DPF device
is not unique as it strongly depends on the exposure position and distance of the
material from the anode top. Five different material processing positions and dis-
tances from the anode top are possible which are marked in Fig. 2.20a as position
“1” to position “5”. These five positions are: (1) within the pinch region, (2) very
close to the exit point of the pinch, (3) at moderate distance from the anode top
(surface melting possible), (4) large distance from the anode top (no surface
melting), and (5) below the anode top inside the hollow anode or in the chamber
attached to the anode.

The sample placed within pinch region: The sample placed at the position
marked as “1”, in Fig. 2.20a, can be placed in two different orientations: horizontal
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or vertical. For the planar sample, both these orientations at position “1” obstruct
and interfere with pinching plasma. The shadowgraphic study of plasma dynamics
showed that any target/sample placed at a distance less than the anode radius, i.e.,
within the pinch region, will severely affect the plasma dynamics [89] and will not
allow the pinch to take place and hence all subsequent phases of plasma focus are
disrupted. Sample exposure at this position does not allow the sample to be exposed
to the fast ion beam, hot dense plasma, and strong shock. Hence it is not advisable
to expose planar samples at this position. However, thin cylindrical wire type
sample can be exposed at this position by mounting them using a support as shown
in Fig. 2.20b. In an unpublished work done at the University of Delhi, India, the
group conducted experiments of Langmuir probe measurements in dense plasma
focus device by mounting tungsten wire probe tip at many positions including the
position 1 shown in Fig. 2.20b. The pinching efficiency of DPF device was not
affected by tungsten wire along the anode axis, but the plasma was so intense that
the tip did not last for more than three–five shots.

The sample placed very close to the exit point of the pinch: The exposure of
target sample placed very close the exit point of the pinch, marked as position “2”
in Fig. 2.20a and also shown in Fig. 2.21d, is discussed in great detail by Gribkov
et al. [90]. With the help of extensive fast gated imaging and time-resolved inter-
ferometry, they demonstrated the generation of cumulative plasma stream (referred
as a jet) at the conical compression of the imploding pinch plasma current sheath
shown in Fig. 2.21b. The plasma jet is guided by the axial magnetic field (Bz)

Fig. 2.20 a Five different material processing positions in DPF device. Note two different
orientations for position marked as “1” inside the pinch region. bWire type sample mounted along
the anode axis using support
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formed by the compression of Earth’s magnetic field and residual field of con-
struction material of DPF chamber by the imploding current sheath by the azi-
muthal (Bu) magnetic field, refer Fig. 2.21a. The fast-moving plasma jet produces a
shock wave (SW) in the residual gas above the pinch shown in Fig. 2.21c. They
estimated the speed of deuterium hot plasma stream (plasma jet + SW) to be
about * 3�107 cm s−1 with the energy of about 1 keV. If the target sample is
placed very close to the pinch exit point, Fig. 2.21d, then this hot plasma stream
(plasma jet + SW) hits the target surface with the power density of about Ppl �
1010 W cm−2 for PF-1000 DPF device over the sample surface of about few cm2.
This results in intense head load on target surface leading to surface melting and
generation of secondary plasma (SP) which starts moving in the direction opposite
to the incoming primary plasma. They estimated the temperature of this secondary
plasma, produced by hot plasma stream, of the order of 10 eV. It may be noted over
here that the above-mentioned physical processes are taking place before the pinch
disruption, i.e., when the pinch is stable and the instability-accelerated fast ions
have not been generated yet. This shows the strong ablative/sputtering effect of hot
plasma stream at very close distance of exposure. This secondary plasma which is
moving toward the anode/pinch may or may not interfere with the pinching plasma

Fig. 2.21 a Implosion phase of the DPF plasma and magnetic field dynamics, b generation of
plasma jet/stream, c plasma jet and shock wave produced by jet, and d target sample placed very
close to the exit point of the pinch
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dynamics depending on target distance from pinch exit point. Assuming that the
pinch dynamics is not affected then the kinetic stage of DPF dynamics follows.

The kinetic stage of DPF device consists of “current abruption”, plasma diode
formation (a term normally used by Gribkov et al. [90] which is referred as m = 0
instability formation in this chapter earlier and by others as well) and generation of
fast energetic beam of ions and electrons. The plasma diode (or m = 0 instability),
shown in Fig. 2.22, results in a very strong local electric field of the order of 10 MV
cm−1 resulting in acceleration of ions and electrons in opposite directions. The ions
have been observed to have energies from several tens of keV to several MeV [70,
71]; while the electrons have energies from several ten to several hundred keV [68,
69]. According to Gribkov et al. [90], the fast ion beam has two components; the
first component is magnetized in the combined Bu/Bz magnetic field and escapes
from the pinch within cone of angle of about 25–30° (shown by cone in Fig. 2.19b)
and the second component, the main part, propagates in a relatively narrow cone of
5° along the line of singularity of Bu field, i.e., the anode axis where Bu = 0. The
narrow main part of the fast ion beam, comprising of ions of average energy of the
order of 100 keV, results in small spot size of the order of few mm2 on the
irradiated target surface with very high-power density [90] of about 1012 � 1013

W cm−2. Such high-power density of fast ions results in the generation of another
set of secondary plasma from the targets placed at closer distances to the pinch. This
secondary plasma was observed to be moving at a speed of * 107 cm s−1 with the

Fig. 2.22 a 1-ns three laser sequenced shadowgrams, and b time integrated soft X-ray image; all
showing plasma diode (m = 0 instability) formation in DPF device. a Reprinted from Rafique et al.
[93], Copyright (2010), with permission from Springer
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energy of about hundreds of eV. Recently, ion beam fluences and flux for various
gases, at the exit point of the pinch, in a DPF device have been numerically
estimated and reported by Lee and Saw [91, 92]. Hence the target/substrate sample
placed nearer to the pinch exist point suffers greater ablative/sputtering damage as
both the hot plasma stream (comprising of keV plasma jet and SW during stable
pinch phase) and instability generated fast energetic ions (comprising of ions of tens
of keV to MeV energy during the pinch abruption phase) result in secondary
plasmas from irradiated surface. It may, however, be noted that the power densities
of hot plasma stream and fast ions beam mentioned above are specific to the large
PF-1000 device. For smaller DPF devices the pinch volume, and hence energy
content in pinch, is much smaller as they scale on anode radius. Hence the effects
on sample surface will be different.

The ablative/sputtering generation of secondary plasma will have two different
effects on the irradiated surface: (i) the surface reconstruction and (ii) thin film
formation if a reactive background gas is used. This will be explained with the help
of suitable examples in later sections. In addition to material melting and ablation in
the form of secondary plasma, the high-energy fast ions (>100 keV ions) are
capable of moving deep inside the bulk target surface, from several hundred nm to
micrometer distance, with the ability to dislodge bulk atoms from their lattice
positions creating vacancy defects in crystalline structure. The penetration depth of
ions and vacancy defects in bulk or thin film targets of various materials can be
estimated using SRIM© [94].

Sample at a moderate distance from the anode top (surface melting possi-
ble): This exposure position is marked as “3” in Fig. 2.20a. The instability gen-
erated beam of fast ions initially propagates behind the shock wave as it is generated
later in time and does not spread much, as seen in Fig. 2.19b. However, as it pierces
through the shock wavefront, the ions find themselves in neutral gas with density
same as that of the ion beam. The fast ions escaping the shock front,
supported/guided by diverging Bz field due to increased distance from pinch
regions, turn in the direction of grounded chamber walls resulting in the greater
spread of fast ions as shown in Fig. 2.19b. The increasing spread of fast ions will
reduce the fluence on the target surface with increasing distance of exposure. The
mean free path of very high-energy ions, say hydrogen ions of >100 keV, will be
greater than 60 cm in hydrogen at 6 mbar. The very high-energy ions, hence, will
not be able to ionize the working gas before they hit the target or the chamber wall.

At moderate distances of exposures, the delivery of high flux and high-energy
instability-accelerated ions, energetic radiations, shock exposure and hot dense
decay plasmas in a very short time (with different events lasting from few tens of ns
to several ls) results in the processing of material in DPF device which is equiv-
alent to ultra-fast annealing. Sanchez and Feugeas [95] estimated the generation of
intense transient heating slopes and heating speeds as high as *3600 K lm−1

and *40 K ns−1 respectively, on various metal sample surface confirming the
ultra-fast annealing rate in DPF device. The rapid surface temperature rise, beyond
evaporation point, followed by the rapid cooling results in a strong thermal effect on
the material exposed at a moderate distance which brings out the changes in their
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several physical properties and compositional characteristics. In addition, the
high-energy ions can also induce defect in crystalline structure of irradiated
materials.

Sample at large distance from the anode top (no surface melting possible):
At large distances from the pinch region, marked as position “4” in Fig. 2.20a, due
to the conical geometry of ion beam, the number and energy density of ions are
greatly reduced on the sample surface. This leads to insignificant processing of the
irradiated sample surface.

The sample placed inside the hollow anode or in the chamber attached to
the anode: These positions are marked as “5” in Fig. 2.20a and also shown in
Fig. 2.18b. In this case, the sample is essentially processed by
instability-accelerated energetic electrons which move in a downward direction
through the annular hollow space of the anode. Roshan et al. [96], though,
demonstrated the existence of backward moving high-energy ions in NX2 DPF
device using the direct and unambiguous technique of nuclear activation. They
conducted a 30 shot sequence at 1 Hz repetition rate in NX2 DPF device at 8 mbar
deuterium and showed significant activation of graphite mounted as an insert inside
the anode top by high-energy deuterons moving in the backward direction. Their
estimates showed 1.3 � 1011 backward deuterons per shot per steradian with
energies higher than 500 keV. They estimated that the number of backward deu-
terons was about one order of magnitude less than the forward ones. Hence, for the
samples placed at position “5” mainly electrons and to some extent ions will be
responsible for processing. At smaller distances of exposure below the anode top, in
the negative direction, the charge particle number and energy flux will be strong
enough to cause rapid thermal melting and re-solidification of the sample surface.
The effect obviously will decrease with the increasing negative distance. Based on
self-luminescence and laser interferometric images of plasma diode formation, it
was deduced that after that an acceleration of electrons in plasma diode by the
vortex electric field takes place followed by the self-focusing of the electron beam
inside the pinch during its propagation to the anode [90]. Moreover, it was inferred
from Rogowski coil and magnetic spectrometry measurements that electrons from
pinch region are accelerated towards the anode over a relatively long period of
microseconds and that too in several bunches [78, 97]. Hence, the sample irradiated
by electrons in downward direction depending on the distance of exposure will
have nonuniform irradiation with electrons bunch focusing at a different place on
the irradiated sample. This was observed on polyaniline thick films irradiated by
electron beams in DPF device where polyaniline nanowires were observed to form
at scattered locations and not uniformly on the entire irradiated surface [86].

Next, we will illustrate the application of DPF device for material processing by
a transient complex mix of radiation, shock, plasma, and charged particle using
selected examples.
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2.6.2 Selective Examples of Material Processing

This section is divided into two subheadings (i) processing of bulk substrates and
(ii) processing of thin films.

2.6.2.1 Processing of Bulk Substrate Surface

The first experiment on processing of bulk substrate of AISI 304 stainless steel
using DPF device was reported in 1988 [79] and after that several experiments have
been conducted on processing of many different bulk substrate materials, such as
titanium [95, 98–103], different types of stainless steel [95, 104–106], silicon [107–
113], aluminum [114–116], zirconium [117–123], zirconia [124], tungsten [125],
tantalum [126], boron nitride [127], alumina [127], PET [128], etc. This shows that
wide range of materials such as metals, semiconductors, ceramics, and polymers
have been processed using DPF devices. Some of the key features of DPF-based
processing are discussed under following subheadings.

Surface Reconstruction: Fig. 2.23 shows typical SEM (scanning electron
microscopy) images of the Ti and W samples before and after being processed by
DPF. The bulk samples were processed at smaller distances from the anode top
using different DPF devices (UNU-ICTP and PF-6 devices, respectively, in this
case). The processed samples show the surface reconstruction with nano-structures
being formed on them. The surfaces of the unexposed Ti and “Eurofer” ferritic steel
substrates are shown in Fig. 2.23a, d, respectively. The low-magnification image in
Fig. 2.23a shows linear scratch marks on unexposed Ti sample surface formed
during mechanical polishing by abrasive silicon carbide paper. As discussed in the
previous section, the exposure of bulk substrate samples to an efficiently pinching
DPF shot at lower distances of exposure causes an extreme transient temperature
rise of the top few micron thick layer of the sample surface which results in
sputtering, melting, and re-solidification of the top layer. This melting and
re-solidification result in surface reconstruction, as seen in Fig. 2.23b, with the
removal of initial mechanical polishing marks along with substantial smoothening
of the Ti sample surface which was irradiated at an axial distance of 5 cm using
nitrogen operated 30 shots in UNU-ICTP type device. In addition to the surface
smoothening, one can also observe the crack formation in Fig. 2.23b. The crack
formation can be attributed to the stress formed between the bulk cold solid sub-
strate and transiently melted and re-solidified top surface layer upon DPF exposure
[129]. Similar surface reconstruction has been observed in several other processing
experiments using DPF devices, such as the one reported recently by Chernyshova
et al. [130] and is shown in Fig. 2.23e, f. The ferritic steel “Eurofer” sample showed
surface reconstruction within one shot in PF-6 DPF device, refer Fig. 2.23e, with
the wavelike structure on the surface with initial traces microcrack nucleation. The
wavelike structures, cracks, and craters were strongly developed on the sample
surface after five shots, as seen in Fig. 2.23f.
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Surface Nano-structurization: Fig. 2.23c, the SEM image at higher magnifi-
cation on DPF processed Ti sample surface, shows the formation of self-organized
linear nano-structures. It may be mentioned that the dark gray islands observed in
Fig. 2.23c are not large grains but itself composed of very small nanoparticles (not
visible at this magnification) within the boundaries of these linear nano-structures.

Figure 2.24a–c shows the SEM images of bulk Ti substrate processed by two
different methane-operated DPF devices; 190 kA, 3.2 kJ single shot UNU/ICTP and
430 kA, 3.1 kJ NX2 devices. The comparison of SEM images in Fig. 2.24a, c shows
the formation of titanium oxycarbide nanoparticles on the substrate surface
exhibiting the reproducibility of the results from two independent devices. The size
of nanoparticles is about 35–50 and 20 nm in Fig. 2.24a, c respectively. The bigger
size of nanoparticles in Fig. 2.24a is attributed to the higher energy and material flux
due to exposure at a lower distance as well as the being conducted along the anode
axis. The off-axis irradiation at an angular position of 10° with respect to anode axis
as well as at a higher distance of 9 cm results in lower ion number and energy flux at
the irradiated substrate surface leading to smaller nanoparticle size for SEM image
shown in Fig. 2.24c. The SEM image of the Ti substrate exposed along anode axis in
the NX2 device, shown in Fig. 2.24b, exhibits features similar to the one observed in
Fig. 2.23c with linear nano-structures. The greater details about the structure,
composition and hardness of the nano-structured nanocomposite titanium oxycar-
bide layer formed on DPF irradiated Ti substrate surface can be found in our paper
[100]. The Fig. 2.24d–f shows SEM images of the unexposed and irradiated tung-
sten samples. The high magnification image of unexposed W samples, Fig. 2.24d,
shows variable sized and shaped grains and pits on the rough surface but it does not

Fig. 2.23 a Virgin Ti sample surface, b Ti sample surface after exposure to 30 DPF shots in at
axial distance of 5 cm at angular position of 10° with respect to anode axis, c magnified image of
part of image in (b), d virgin ferritic steel “Eurofer” sample, (e, f) exposed to 1 and 5 shots in PF-6
device. Reprinted from a–c Rawat [129], IOP Publishing (Open Access paper no permission
needed); and d–f Chernyshova et al. [130], Copyright (2016), with permission from Elsevier Ltd
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show any nano-structures. The SEM images of 10 and 15 shot irradiations in
hydrogen operated UNU/ICTP DPF device, shown in Fig. 2.24e–f respectively,
exhibit the formation of nanoparticles and nanoparticle agglomerates on the irradi-
ated tungsten surface. The size of nanoparticles is about 15–20 nm for 10 shot
irradiation and they also agglomerate resulting in particle agglomerates with size
varying from 100 to 300 nm. The tungsten sample irradiated with 15 shots shows
mostly particle agglomerates of about 200–800 nm in size. These big size particle
agglomerates are made up of 40–60 nm sized nanoparticles. The increase in
nanoparticle and particle agglomerate size with the greater number of irradiation
shots can be attributed to enhanced transient thermal treatment of the sample surface.

Changes in properties of processed materials: In addition to morphological
changes, several other properties of the processed sample may change which
includes (i) surface layer composition, (ii) lattice structure, (iii) hardness, etc. The
changes in crystal structure, hardness, and other physical properties are discussed in
detail in Chap. 7 on hard coating synthesis using DPF device so we will not touch
on those aspects over here. However, the processes or the reasons for the change in
surface properties are discussed over here. For the examples cited in the previous
paragraph, the use of background reactive gases such as nitrogen and methane
results in TiN [101] and nanocomposite titanium oxycarbide (TiCxOy) [100] layer
formation, respectively, on the Ti substrate surface. For the sake of illustration, we
will discuss the formation of a TiN layer on Ti substrate processed in nitrogen
operated DPF device on the basis of physical processes discussed in Sect. 2.6.1.
The DPF discharge results in fast primary nitrogen plasma stream, shock wave, and
fast energetic nitrogen ion beam based sputtering of Ti substrate surface resulting in

Fig. 2.24 a–c SEM images of Ti samples processed in methane operated UNU-ICTP and
NX2 DPF devices at different distance and angular positions. d–f Virgin and irradiated W samples.
The distance (z) and angular position (h) of the samples, the number of DPF irradiation shots and
DPF operating gas for each of the exposure experiment are mentioned in SEM images. Reprinted
from Rawat [129], Copyright (2015), IOP Publishing (Open Access paper no permission needed)
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the formation of a secondary plasma of Ti in front of the irradiated substrate
surface. This secondary titanium plasma interacts with background nitrogen plasma
to form TiN in the gas phase or on Ti substrate to fabricate a nitride layer. Thus the
gas phase nucleation may be the first step towards TiN layer growth, assisted by the
direct ion-assisted compound layer formation due to implantation of energetic
nitrogen ions interstitially. In a dynamic process like plasma focus based nitriding,
ion implantation and ion sputtering take place simultaneously which results in
surface modification and grain formation. The dimension of grains/crystallites
depends on the lattice structure of the resultant TiN compound, reaction kinetics,
diffusion rate of nitrogen, and mass loss due to ion sputtering. The thickness of the
TiN coating is dependent (i) on the depth of ion implantation in the substrate which
depends on the highest energy nitrogen ions in fast ion beam and (ii) on TiN
compound layer formation by re-deposition of gas phase nucleated titanium and
nitrogen plasma mix. As the processing was done using multiple DPF shots, the
successive ion pulses will process the pre-deposited TiN layer to improve the
quality of TiN layer with possible re-sputtering as well. The temperature evolution
during irradiation also enhances the reactivity of the nitrogen already introduced
during the preceding shots. This provides the additional energy required for surface
diffusion and migration of nitrogen, and thus enhances the crystallinity of the TiN
layer. The TiN layer formed on top of the Ti substrate surface results in different
crystalline structure and hardness properties as shown in Fig. 2.25 [101]. Similar
changes in surface stoichiometry, crystalline structure, and other physical properties
(hardness, electrical conductivity, surface energy, water contact angle, etc.) are
observed for other processed materials.

Fig. 2.25 Change in crystalline structure (a) and hardness (b) of titanium substrate upon being
processed by nitrogen operated DPF device due to TiN layer formation. Reprinted from Hassan
[101], Copyright (2009), with permission from Elsevier Ltd
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2.6.2.2 Processing of Thin/Thick Films

A good number of thin/thick films have been processed using DPF devices though
the amount of work done in this field is rather limited compared to processing of
bulk material. Thin films processed by DPF include PZT [80], CdS [131], hematite
[132], Sb2Te3 [133], CdI2 [134], ZnO [135] and FePt [136–138], and thick films of
polyaniline [86, 139]. The processing of thin film is much more interesting as
changes in many different types of properties such as crystallinity, grain size,
stoichiometric, optical, electrical, and magnetic properties have been reported.
While Rawat et al. [80] reported the crystallization of amorphous PZT thin films,
the amorphization of crystalline thin films of CdS was reported by Sagar and
Srivastava [131]. The non-magnetic a-Fe2O3 (hematite) thin films were exposed to
argon ion beam at different distances from the anode top by Agarwala et al. [132].
At a particular distance, at 10 cm in Fig. 2.26a, hematite film was converted
completely to magnetite (Fe3O4) form which is ferromagnetic in nature. The
transformation was attributed to the loss of oxygen from the irradiated iron oxide
film resulting in decreased amount of oxygen relative to iron leading to Fe3O4 (with
1.33 oxygen atom per iron atom) formation from a-Fe2O3 (with 1.5 oxygen atom
per iron atom). The change in magnetic property was thus due to stoichiometric
variation in the irradiated sample. A substantial reduction in film thickness was
observed for DPF processing performed at smaller distance indicating the signifi-
cant sputtering of material, in line with changes observed for bulk material. Another
demonstration of stoichiometric variation in DPF irradiated thin films was
demonstrated by Rawat et al. [133] for antimony telluride. Vacuum evaporation
based as-deposited films of antimony telluride contained mixed phase comprising
of both stoichiometric (Sb2Te3) and antimony-rich non-stoichiometric (Sb3Te2)
phases. The processing of mixed-phase antimony telluride film at lower distances
by high-energy ion flux broke chemical bonds resulting in further enhancement of
Sb-rich non-stoichiometric phase and oxidation in the film. A higher distance of
exposure with a right dose of lower ion energy flux led the conversion of
mixed-phase antimony telluride thin film to single stoichiometric (Sb2Te3) phase

Rawat et al. investigated the processing of CdI2 thin films by argon ions in
UNU-ICTP DPF device [134]. The as-grown film, deposited by a thermal evapo-
ration method, were essentially 4H polytype (002) oriented CdI2 stoichiometric
films. The argon ion irradiation changed the orientation to (110) at certain moderate
irradiation distances as shown in Fig. 2.26b. The diffraction peaks shifted towards
higher 2h values from their corresponding powder data indicating uniform com-
pressive stress. The estimation of grain size from SEM and residual stress from
diffractograms showed a linear increase in grain size (shown in Fig. 2.26c) and
residual stress with increasing irradiation distance (or decreasing ion energy). The
morphology of the films with (002) preferred orientation was found to be similar to
each other but with different grain sizes. The films with (110) orientation, however,
was found to have different morphology. The direct optical energy gap, Eg, of the
ion-irradiated films was found in the range of 3–3.3 eV. The Eg was found to
increase linearly at the rate of 15 l eV/atm with the compressive stress.
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One of the most interesting applications of DPF device in thin film processing is
the nano-structurization of thin/thick films. The nano-structuring of FePt thin films
in hydrogen operated DPF device [136–138] and polyaniline thick film in nitrogen
operated DPF device [86] has been demonstrated. The FePt thin films were pro-
cessed in conventional forward direction by hydrogen ions whereas the polyaniline
(PA) thick films were processed by backward moving relativistic electron beam

Fig. 2.26 a XRD patterns of virgin iron oxide (a) thin film and ion irradiated samples at 8, 9, 20
and 11 cm from (b–e). Variation in crystalline orientation from (002) to (110) plane (b) and grain
size (c) of CdI2 thin films at certain distances of exposures. Reprinted from a Agarwala et al. [132],
Copyright (1997), permission from Elsevier Ltd and b, c Rawat et al. [134], Copyright (2004),
with permission from AIP Publishing
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after being extracted through the hollow anode in a separate chamber attached to the
bottom exit point of the anode as shown in Fig. 2.18b. The 67 nm thick FePt thin
films samples were grown using pulsed laser deposition method and processed in
3 kJ hydrogen operated UNU-ICTP DPF device by Jiaji et al. [136] at a distance of
the 5 cm from the anode top, while the few tens of micrometer thick PA films
prepared by chemical oxidation method were exposed in 2.2 kJ Mather-type
nitrogen operated DPF device [70] by Mohanty et al. [86]. The SEM images in
Fig. 2.27a show the change in surface morphology from the smooth uniform film
for the as-deposited sample to the film with uniform and isolated nanoparticles after
a single DPF shot exposure with an average size of about 9.1 ± 2.3 nm. The DPF
irradiation using two shots resulted in agglomeration of FePt nanoparticles to about
51.3±7.4 nm sized agglomerates. Z.Y. Pan et al. repeated the experiments with
100 nm thick PLD grown FePt thin films and were able to reproduce
nano-structuring of FePt thin films, refer Fig. 2.27(d), in hydrogen operated
UNU-ICTP DPF device using different number of focus shots [137] as well as
different exposure distances (5, 6, and 7 cm) [138]. The mechanism of
nano-structuring of the DPF exposed thin film can be understood from the char-
acteristics of instability-accelerated ions of the filling gas species. Though the ion
energy is found to vary over a very big range from few tens of keV to few MeV, the
mean energy of the bulk of the H+ ions in UNU-ICTP DPF has been estimated to be
124 keV [136]. The projected range of the H+ ions of this mean energy is about
half-micrometer in FePt, as estimated from SRIM®. Therefore, most of the H+ ions
stop and deposit the bulk of their energy in the silicon substrate at the Bragg peak
position as the thickness of FePt thin films was only about 67 or 100 nm. This
would result in heating of silicon substrate to a very high temperature in a very short
span of time. The thermal energy is then conducted to the FePt thin films and causes
the diffusion of metal atoms either through the lattice or along grain boundaries.
The diffusion releases the thermal expansion mismatch stresses between the silicon
oxide layer of the silicon substrate surface and the PLD coated FePt thin film,
leading to the formation of nanoparticles at the surface layer of FePt thin films. One
of the biggest advantages of nano-structuring using a DPF device is that it can
achieve nano-structuring of the thin film in single shot exposure with ion pulse
duration of the order of a few hundred ns compared with hours of irradiation time
required for other reported continuous ion sources [140].

Figure 2.27d shows the TEM bright-field image for the single shot ion irradia-
tion sample after 400 °C annealing. The image shows relatively uniform size dis-
tribution for nanoparticles with average particle size of about 11.6 ± 3.4 nm. The
selected area electron diffraction (SAED) pattern, in the inset of Fig. 2.27d, shows
that FePt nanoparticles are in polycrystalline fct phase. It may be important to
mention over here that ion irradiation has assisted not only in the FePt nanoparticles
formation (from FePt thin films) but also in lowering the phase transition temper-
ature to 400 °C. The phase transition at lower temperature, for single focus shot
irradiation, has restricted nanoparticles grain size growth and agglomeration
resulting in relatively small and well separated magnetically hard fct phase FePt
nanoparticles; much needed for higher magnetic data storage density. Figure 2.27e

88 R.S. Rawat



shows the XRD patterns of (i) as-deposited, (ii) annealed at 400 °C (without ion
irradiation), (iii) ion irradiated (without annealing) and (iv) ion-irradiated samples
after annealing at 400 °C. The as-deposited FePt sample exhibits fcc phase with a
broad and weak peak of (111) which after annealing at 400 °C remains in fcc phase
but with significantly improved (111) peak intensity and emergence of (200) peak.
The sample after single plasma focus irradiation shot, without annealing, shows
almost similar XRD patterns as the FePt sample after 400 °C annealing with
(111) and (002) fundamental peaks of fcc phase. This implies that single shot of
pulsed plasma focus ion irradiation provides almost equal amount energy that is
offered by conventional thermal annealing for 1 h at 400 °C. The average crystallite
size for single shot ion-irradiated sample, as estimated from the (111) peak using
Scherrer formula, is smaller than that of average crystallite size of sample annealed
at 400 °C. The smaller average crystallite size can be attributed to transient

Fig. 2.27 SEM images of a as-deposited and DPF irradiated FePt thin films at 5 cm from anode
top using one (b) and two (c) DPF shots; the nanoparticle formation was observed on irradiated
films. d TEM image of FePt nanoparticles formed in single DPF irradiation at 4 cm distance.
e XRD patterns of as-deposited and DPF processed FePt film samples before and after 400°C
annealing. f An enormous increase in magnetic hardness (higher coercivity) of DPF processed and
annealed sample. g, h Variation in magnetic properties such as coercivity, magnetization and
squareness of FePt samples irradiated at different distances. Reprinted from (a–c) Lin et al. [136],
Copyright (2007), permission from IOP publishing; d–f Pan et al. [137], Copyright (2009), with
Springer; and g, h Pan et al. [138], Copyright (2009), with permission from Elsevier Ltd
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annealing by pulsed ion irradiation. With the increase in the number of plasma
focus irradiation shots to two and three, the crystallinity of the irradiated alone
samples decreases and reverses to that of as-deposited sample. Increased number of
irradiation shots provided more than required energy inducing more defects (both
the vacancy and interstitial) and lattice distortion leading to lattice disordering. The
annealing of all ion-irradiated samples at 400 °C led to the phase transition in the
FePt film from disordered fcc structure to chemically ordered fct structured L10
phase, confirmed by the appearance of the superlattice tetragonal (001), (110) and
(002) peaks. However, with the increase in the number of ion irradiation shots the
intensity of the superlattice peaks of fct phase become weaker, suggesting that the
ordering of the fct crystallite lattice is reduced. The sample irradiated by one shot
and annealed at 400 °C exhibited an enormous increase in its magnetic hardness
(coercivity) as seen in Fig. 2.27f as compared to as-deposited sample. A similar
increase in magnetic hardness (coercivity) was also observed for FePt thin films
samples processed at different distances from the anode top, Fig. 2.27g, indicating
very high reliability in reproducing results. Figure 2.27h shows that other magnetic
properties of the FePt thin film samples also change with the change in processing
distance from the anode top due to change in number and energy flux of the ions.

2.7 Material Synthesis/Deposition Using DPF Device

The material syntheses or depositions using DPF devices are mainly in the form of
thin films of many different types [44, 68, 77, 82, 120, 123, 141–156]. The large
variation in the type of thin films deposited using DPF devices is due to various
possible configurations that have been used and were discussed in detail in Sect. 2.5
and summarized in Fig. 2.15. In this section, we will highlight advantages and
criticism of DPF devices based syntheses and depositions.

2.7.1 Advantages of DPF-Based Depositions

The main advantages of DPF device as deposition facilities are as follows:

1. High deposition rates.
2. Ability to grow crystalline thin films at room temperature substrates.
3. Superior physical properties.
4. Versatile deposition facility with variety of deposition options.
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2.7.1.1 High Deposition Rates

The deposition rates in DPF devices can be extremely high, much higher than other
deposition methods. We will illustrate this with the help of selected examples.
Figure 2.28 shows the cross-sectional SEM images and thickness of CoPt thin films
deposited using a different number of shots in NX2 DPF device at a low operating
voltage of 8 kV with a stored energy of the capacitor bank in sub-kJ range (*88 J)
[146]. It clearly shows that the thickness of the as-deposited samples increases
continuously with increasing number of plasma focus deposition shots with the
thicknesses of the as-deposited samples about 44.0 ± 2.0, 72.5 ± 4.0,
208.1 ± 8.0, 294.5 ± 14.0 and 331.7 ± 12.0 nm for the 25, 50, 100, 150, and 200
shots deposition samples, respectively. The curve of the variation of the thickness
of the deposited sample with varying number of plasma focus shots is plotted in
Fig. 2.28f, which is linearly fitted to estimate the deposition rate of the
nano-structured CoPt thin films at a fixed distance of 25 cm and the filling
hydrogen gas pressure fixed at 6 mbar. The slope of the linear fitted curve reveals
the average growth rate of CoPt nanoparticle deposition when the other operation
parameters were fixed. It is estimated to be about 1.78 nm/shot. This deposition rate
is more than 30 times higher as compared with that of conventional PLD which is
found to be about 0.50 Å/shot by Lin et al. [157]. It may also be mentioned over
here that the target to substrate distance in case of PLD deposition by PLD was only
3 cm [157], much less compared to that of 25 cm for DPF deposition. This clearly
indicated that deposition rates in DPF are actually may be more than two orders of
magnitude higher than that of PLD device.

The extremely high deposition rate of ZnO thin film has been demonstrated by
Tan et al. [158] using zinc top fitted anode in UNU-ICTP device with pure oxygen
being used as the operating gas. Figure 2.28g shows the cross-sectional SEM image
of ZnO film deposited using 30 focus shots at 15 cm from anode top with a film
thickness of about 2.82 ± 0.32 µm. They estimated the ZnO deposition rate to be
about 100 nm per shot at the deposition distance of 15 cm. In 3 kJ UNU/ICTP
device, the ablation plume of graphite anode top was found to last for about 2 µs for
DLC thin film deposition experiments [77]. Even if we assume the anode top
ablation duration to be about 10 µs, the estimated transient ZnO thin film deposition
rate would be a staggering 10 mm/s. However, the transient deposition rate is not as
important as the average growth rate, which depends on the repetition rate (oper-
ating frequency) of the DPF device, and will be lower as DPF devices have limited
repletion rates. Tan et al. performed ZnO synthesis in single shot mode with one
shot per minute, which is the standard practice for UNU/ICTP device to avoid
overheating of the electrical system and anode target which may change the DPF
operational characteristics. This accounts for an average growth rate of about
0.1 µm/min in their study, similar to the reported growth rate found in RF mag-
netron sputtering devices [159, 160]. On the other hand, when the DPF system
operates in repetitive mode, multiple exposures can be made within a second and
this leads to the assumption of increased deposition rate. One such DPF device that
can perform such operation is the high-performance high repetition rate NX2
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plasma focus facility. The NX2 is a 3 kJ, 27.6 lF Mather-type DPF device with a
repetition rate of up to 16 Hz and has routinely been operated between 1 to 10 Hz
operation for X-ray lithography related work [161]. As for material synthesis, the
device in repetitive mode has been demonstrated to work for the synthesis of
bimetallic FeCo nanoparticles at 1 Hz repetition rate [68]. The deposition of ZnO
thin film in NX2 plasma focus device at 1 Hz repetition rate operation will lead to a
time averaged deposition rate of 6 µm/min, which could further be enhanced to
60 µm/min at 10 Hz operation. Operating beyond the 10 Hz operations would
surpass the highest known deposition rate of an inductively coupled microplasma
system [162]. These deposition rates are expected to surpass any existing device,
along with material synthesis at room temperature substrates. Additionally, in DPF
device even the room temperature deposition provides a polycrystalline ZnO thin
film without any need for post-deposition annealing which is invariably needed for
ZnO thin film depositions in other devices. Further improvements of the DPF
device in terms of growth rate can be expected since a 50 Hz repetitive DPF device
has been developed [163]. However, high repetition rate operation creates several
design considerations as the plasma focus anode will require a cooling arrangement
for thermal load management due to high heat dissipation to the anode by pinch

Fig. 2.28 a–e Cross-sectional SEM images of CoPt thin films deposited using 25, 50, 100, 150
and 200 NX2 DPF shots, respectively, at 25 cm from anode top. f Film thickness variation with
the number of deposition shots. g Cross-sectional SEM of ZnO thin film deposited using 30 shots
in UNT-ICTP DPF at 15 cm from anode top. h Single shot synthesis of carbon nanotube in
UNU-ICTP DPF device. Reprinted from a–f Pan et al. [146], Copyright (2009) with permission
from IOP publishing; and g, h Tan [83, 84] (Permission not needed)
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plasma. This would require significant modification to the anode design with water
cooling arrangement before the high repetition rate experiments can actually be
performed.

It may be noted that while CoPt thin film synthesis (Fig. 2.28a–e) was purely
PVD-type deposition by the ablation of CoPt anode top, the ZnO synthesis was
PVD synthesis with reactive background gas of oxygen. Figure 2.28h shows the
pure gas phase PECVD synthesis of carbon nanotube (CNT) in single UNU-ICTP
DPF shot [83, 84]. The length of CNT is about 2 µm in single shot synthesis in
Fig. 2.28h. So if assume the discharge plasma duration to be of the order of 100 µs
(refer to the discussion of plasma lifetime in Sect. 2.4.4 where the H plasma
emission peak is observed even at 55 µs in Fig. 2.13c) then the CNT transient
growth rate is staggering 20 mm/s, double that of ZnO transient growth mentioned
above, and far more greater than CNT growth rate in any other device.

2.7.1.2 Ability to Grow Crystalline Thin Films at Room Temperature

In almost all the experiments conducted using DPF devices, it has been demon-
strated that thin films can be deposited directly into crystalline phase at room
temperature substrate. No in situ annealing was required to achieve the crystalline
phase. Figure 2.29 shows XRD patterns of TiN [141], ZnO [158] and TiO2 [145]
thin films deposited using DPF device on room temperature substrates. The ability
to deposit thin films directly in crystalline phase at room temperature substrate
highlights the critical role played by high-energy-density plasma and energetic ion
processing during the deposition process

Figure 2.29a shows the XRD patterns of TiN thin film samples deposited at
fixed distance of 7 cm using different numbers (10, 20, and 30) of DPF shots at
different angular positions. Not only the films deposited along the anode axis
(labeled as “Centre”) but also the one deposited at off-axis positions at different
angular positions (labeled as “Off-centre” and “outermost”) were all crystalline in
nature. The crystallinity, however, was highest for the samples deposited along the
anode axis and it decreased with increasing deposition angle. The crystallinity was
also found to increase with the increasing number of shots.

The XRD of ZnO thin films, in Fig. 2.29b, also demonstrate the deposition of
highly crystalline thin films with (002) preferred orientation at room temperature
substrate. Author’s group at NTU has done a good amount of work on a dilute
magnetic semiconductor for transition metal doped ZnO synthesis [135, 164–168].
The ZnO thin films for those studies were synthesized using PLD deposition
method and were mostly amorphous or very weakly crystalline at room temperature
deposition conditions; and either in situ or post-deposition annealing was required
to get the a good crystalline film.

Figure 2.29c shows XRD spectra of the as-deposited TiO2 (titania) thin films on
Si substrate at room temperature for a different number of DPF deposition shots viz.
25, 50, 75, and 200. In the notation of Miller indices, “A” indicates anatase-type
crystal, and “R” indicates rutile-type crystal. The XRD spectra reveal that the film
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deposited with 25 shots is anatase with a broad diffraction peak. The film deposited
with 50 shots shows the presence of a weak (111) and a strong (101) rutile peaks
along with the anatase (004) peak shoulder. For the films deposited with 75 and 100
shots, only rutile phase is evolved with (101) preferred orientation. The crystalline
nature of the as-deposited titania thin films using multiple focus shots at room
temperature substrate made DPF-based deposition different from most of the studies
reporting amorphous titania thin films grown on substrates at room temperature
[169, 170]. The crystallization from amorphous to anatase and from anatase to rutile
usually occurs in the temperature ranges of 450–550 and 600–700 °C, respectively.
But in DPF-based deposition, we achieved both anatase and rutile phase in
as-deposited titania samples at room temperature deposition with multiple shots.
This confirms the highly energetic deposition process or strong in situ transient
thermal annealing in DPF device which allows room temperature crystalline phase
formation. Hence DPF-based deposition can be used for direct crystalline phase thin

Fig. 2.29 Direct crystalline phase synthesis at room temperature substrates for various thins films,
a TiN, b ZnO and c TiO2. Reprinted from a Rawat et al. [141], Copyright (2003) with permission
from Elsevier Ltd; b Tan et al. [158], Copyright (2015), with permission from IEEE; and c Rawat
et al. [145], Copyright (2008) with permission from Elsevier Ltd
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film depositions on soft substrate materials such acrylic, plastics, or other polymers
which cannot be annealed at a higher temperature for phase transformation
purposes.

2.7.1.3 Superior Physical Properties

There are numerous examples whereby superior physical properties are exhibited
by DPF-deposited thin films compared to the films deposited by other methods. In
order to illustrate this, we will use few selected examples. For example, one of the
best depositions of oxygen-rich ZnO thin films by PLD method in author’s lab is
reported in a paper by Usman et al. [166] whose XRD and PL (photoluminescence)
spectra are shown in Fig. 2.30a, b. Chemically synthesized oxygen-rich ZnO power
(with Zn/O ratio of 0.71) was used for PLD pellet preparation. The ZnO target
rotating at 33 revs/min was ablated by second harmonic Nd:YAG laser (532 nm,
26 mJ) at pulse repetition rate of 10 Hz. The ZnO thin films were deposited on Si
(100) substrate for constant ablation duration of 90 min in the ultra high vacuum of
10−6 Torr. Post-deposition annealing was carried out at different temperatures
ranging from 500 to 800 °C for 4 h in air. The XRD of all annealed samples
exhibited polycrystalline wurtzite structure; as-grown films were weakly crystalline.
A typical ZnO PL spectral is known to exhibit characteristic UV (centered about
3.37 eV or about 370 nm) and defects-related deep level green-yellow (1.8–2.8 eV
range) emissions. The UV band emission, centered at about 3.37 eV originates
from the exciton recombination corresponding to NBE exciton emission of the wide
bandgap ZnO. The DLE in green and yellow emission spectra is related to the
variation in intrinsic defects of ZnO thin films, such as zinc vacancy (VZn), oxygen
vacancy (Vo), interstitial zinc (Zni), and interstitial oxygen (Oi) [171]. The room
temperature PL spectrum of PLD grown ZnO thin films annealed at 700 °C, shown
in Fig. 2.30b, exhibited small NBE UV emission peak at *385 nm (3.23 eV) and
relatively stronger and broad DLE defect (green) emission centered at *520 nm
(2.39 eV). The DLE spectrum, as seen in Fig. 2.30b, can be deconvoluted with four
peaks centered which correspond to zinc vacancy (VZn), oxygen vacancy (Vo),
interstitial zinc (Zni) and interstitial oxygen (Oi) defects. The presence of much
stronger DLE peak indicates that intrinsic defects are quite high in PLD grown ZnO
thin films. All other samples also exhibited similar PL spectra. In comparison, the
PL spectra of DPF grown ZnO thin film samples, shown in Fig. 2.30d, exhibit quite
contrasting nature with much stronger NBE emission compared to DLE emission
indicating a low concentration of intrinsic defects [158]. The samples deposited at
15 cm with increasing number of deposition shots (A15, B15, and C15) show a
gradual blue shift of NBE peak from 3.23 to 3.28 eV and gradual decrease in
relative intensity of defects-related broad green-yellow DLE band. The sample C15,
deposited with 30 focus shots at 15 cm, does not exhibit DLE emission band that
indicates intrinsic defects-free ZnO thin film in this sample. The gradual decrease in
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Fig. 2.30 XRD and PL spectra of PLD (a, b) and DPF (c, d) grown ZnO thin films. XRD and
VSM results of PLD grown FePt:Al2O3 composite (e, f) and DPF grown CoPt thin films (g, h).
Reprinted from a, b Ilyas et al. [166], Copyright (2011) with permission from AIP publishing; c,
d Tan et al. [158], Copyright (2015), with permission from IEEE; e, f Lin et al. [172], Copyright
(2008) with permission from IOP publishing; and g, h Pan et al. [146], Copyright (2009) with
permission from IOP publishing
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intrinsic defects with increasing number of focus deposition shots was caused by a
greater amount of transient annealing of the deposited ZnO. This demonstrates
superior structural properties (defect-free) exhibited by DPF grown ZnO films
compared to PLD-grown films.

Another example that we would like to highlight is that of the magnetic thin film
deposited by PLD [172] and DPF [146] and shown in Fig. 2.30e–h. The PLD
grown, refer Fig. 2.30e, f, as-deposited FePt thin films were very weakly crystalline
and soft magnetic in nature with a coercivity of about 100 Oe. With post-deposition
annealing, the samples became hard magnetic with coercivity increasing gradually
to a maximum of about 1300 Oe with increasing annealing temperature due to
transition from face centered cubic (fcc) to face centered tetragonal (fct) phase. But
one thing to notice in Fig. 2.30e is the presence of a large number of unidentified
(non-labeled) XRD peaks which were associated with impurity phase formation
which did not allow the formation of very hard magnetic phase [173]. It took lots of
effort to eliminate the impurity phase formation in PLD grown thin films to be
finally able to achieve very hard magnetic phase in FePt thin films with a coercivity
of the order of 7.7 kOe. The CoPt thin films grown by DPF were having better
crystallinity but still in chemically disordered fcc phase. The crystallinity improved
significantly with annealing and converted to highly crystalline chemically ordered
desired fct phase as seen in Fig. 2.30g. One of the most important facts to note is
that no unidentified peaks were observed in XRD spectra of DPF grown CoPt thin
films implying that no impurity phases were formed. This resulted in the very hard
magnetic film for the sample deposited with 200 DPF shots with coercivity value
approaching almost to 10 kOe, refer Fig. 2.30h [146]. Even the sample deposited
with 100 and 150 shots were highly crystalline and depicted very hard magnetic
phase with a coercivity of the order of 7–8 kOe. The reader may be questioning the
comparison of DPF grown CoPt films with PLD grown FePt thin films, as they are
different materials. Both materials have similar magnetic properties and phase
transition temperature and that is the why the comparison is fair. Author’s group
has also deposited CoPt thin films using PLD and the results are discussed in paper
by Pan et al. [174]. The PLD grown CoPt thin films were less crystalline compared
to the DPF grown films, moreover the highest coercivity obtained was about 3.7
kOe, significantly lower than that of 10 kOe obtained for DPF grown CoPt films.
This highlights the superior crystalline and magnetic properties obtained for
DPF-grown films.

2.7.1.4 Versatile Deposition Facility with a Variety of Deposition
Options

The versatility of DPF device as deposition facility is reflected through many types of
depositions that have been achieved in many different investigations which include
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(i) use of DPF device as pure PVD or hybrid PVD-CVD or pure CVD type
deposition facility as depicted in Fig. 2.15,

(ii) the DPF device can be operated in different configurations, shown in
Figs. 2.16, 2.17 and 2.18, to utilize its different components such as ions,
electrons and hot dense plasma for material synthesis,

(iii) ability to deposit a wide variety of materials that include metal, bi-metals,
metal nitrides, metal oxides, metal carbide, metal oxy-nitrides, metal
carbo-nitrides, and a large number of carbon-based materials, and

(iv) ability to deposit nanoparticle (0-dim), nanowires (1-dim), flat thin films
(2-dim) and vertical graphene (3-dim) materials.

2.7.2 Understanding Mechanisms of Material Synthesis
in DPF Device

The mechanisms of material synthesis are different for different types of depositions
that have been performed in DPF device. We have broadly classified these different
mechanisms in three broad categories based on materials and morphology of the
deposited materials.

Mechanism for deposition of metallic, bimetallic, and carbon thin films: The
depositions of thin films of Fe, Cu, FeCo, CoPt, FePt, diamond-like carbon, etc., are
primarily done in inert gases (neon or argon) or hydrogen as filling gas with central
electrode replaced or fitted with relevant material (metal, bimetal, or graphite). The
substrate on which deposition is done can be kept at different distances from solid
anode top and/or angular positions with respect to anode axis to control the
deposition rate and uniformity of the thin films. Most depositions are done using
multiple DPF shots to achieve higher thickness and size of nanoparticles on the
surface of the film. During each DPF deposition shot two different plasmas, one of
filling gas species and the other one of plasma of anode top ablated material, are
primarily created. The plasma of filling gas species (which in the present case is that
of either inert or hydrogen gas) is created right from the initiation of discharge and
its density and temperature reach the highest during the pinch phase. In addition to
plasma of filling gas species, as mentioned earlier, energetic ions of filling gas
species in the range of 10 keV to few MeV are also generated by instabilities and
they are the one which would reach the substrate much before ablated plasma of
anode top material. Actually, short ion pulses of high-energy-density can cause
sputtering as well as very rapid heating of the substrate surface depending on the
nature of the surface layer and the energy density (which depends on the distance
and the angular position of the substrate) of the incident ions of filling gas species.
This may cause the ablation/sputtering of the substrate forming the momentary
substrate surface plasma at the substrate surface. This leads to the cleaning of the
substrate surface before the deposition of desired thin film material, which may
result in improved adhesion of the deposited films. At the same time, it may

98 R.S. Rawat



introduce the undesirable impurities of substrate material in the deposited thin
material. The problem of substrate material ablation can be avoided by increasing
the distance of deposition to avoid its impurities in the film. This is followed by the
arrival and deposition of anode top ablated material plasma over the much longer
duration of several microseconds. Since all depositions performed in DPF devices
are multiple shot deposition, during the next DPF shot the energetic ions of filling
gas species will process the film deposited in previous shot leading to its densifi-
cation and in situ intense transient annealing. This in situ transient annealing is the
reason for most DPF depositions to directly go into a crystalline phase without the
need of post-deposition annealing.

Mechanism for deposition of metal-nitride, -carbide, -oxide, etc., thin films: The
mechanism of depositions of MX thin films (with M = metal and
X = nitride/carbide/oxide) is slightly different as though the central electrode is
fitted with relevant metal as before but the filling gas is reactive. The filling gas is
either nitrogen or oxygen or carbon-containing gas such as methane or acetylene.
For example, hard coating of TiN can be deposited using DPF fitted with Ti anode
and by operating the DPF in nitrogen ambiance. High-pinch plasma temperature
causes the complete ionization of the filling gas species (nitrogen) resulting for-
mation of nitrogen ions, atoms, and molecules. The interaction of hot dense pinch
plasma and instability generated backward moving relativistic electrons causes the
ablation of Ti anode material forming the Ti plasma which then reacts with ambient
nitrogen plasma resulting in TiN formation on the substrate placed down the anode
axis. Once again, during the next shot, the material deposited in previous shot is
transiently annealed by instability-accelerated energetic nitrogen ions leading to
crystalline TiN phase. In addition to transient annealing, the energetic nitrogen ions
exposure can also add on the TiN formation by implantation of nitrogen ions in the
previously deposited TiN layer. Similarly, for TiC coating the Ti anode fitted DPF
just needs to be operated with a gas containing carbon such as methane or acety-
lene. It has however been found that the DPF operation in these gases is
non-reliable and inconsistent. It is for this reason these gas are normally used as an
admixture with inert gases such as argon or neon. Thus, the deposition of thin films
of carbides, nitrides or oxides of any metal can simply be achieved using suitable
reactive background gases such nitrogen, acetylene, methane, and oxygen or their
combinations.

Mechanism for deposition of carbon nanotube or graphene thin films: The
mechanism presented here for the deposition of carbon nanotube (CNT) and gra-
phene nanoflakes (GNF) in DPF device is based on the research findings presented
by K.S. Tan in his Ph.D. thesis [84]. The successful growth of CNT required
simultaneously the presence of three important parameters while GNF required only
one important parameter for the successful synthesis in a DPF device. The first
important parameter for CNT growth was the presence of heated substrate (> 500 °
C) which provided the energy necessary for the enhancement of the dissolution of
carbon into metal catalyst due to lowering of activation energy for CNT growth at
the heated substrate. The assistance of the DPF discharge plasma is the second
important parameter which enhances/substitutes the role of thermal decomposition.
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Although it is well known that carbon dissolution into Fe results in formation of
iron carbide above 500 °C, what explains the absence of carbon nanotube growth is
due to the lack of iron carbide converting into a a-Fe phase which is an active
graphite precipitation phase. This phase increases the production of CNT rapidly
and begins to form between 500 and 750 °C while stabilizing at the temperature
above 750 °C through exothermic precipitation. Even without the assistance of a
heat source the carbon nano-structures such as graphene nanoflakes were formed
without thermal decomposition of carbon feedstock as the presence of active carbon
species was sufficiently made available via energetic DPF discharge plasma
decomposition for the growth of this material. Thus, the results hint that GNF
synthesis does not require catalytic decomposition but the presence of a catalyst
improves the synthesis outcome towards graphene-like nano-structures.
Additionally, the formation of highly dense carbonaceous plasma was more than
sufficient for GNF synthesis. However, the CNT growth without the presence of a
catalyst was not possible. In other words, the presence of catalyst plays as the third
important factor/parameter which provided a low-activation energy pathway for the
successful low-temperature plasma-assisted growth of CNT. The transient effect of
the dense plasma focus forms the a-Fe phase nanoparticles on the irradiated
Fe-coated silicon substrate, providing active catalytic carbon nucleation sites of a
right size allowing the growth of CNT on the catalyst substrate.

2.8 Scalability of DPF Devices for Material Processing
and Synthesis

One of the major issues that DPF device faces as processing and deposition facility
is its suitability as reliable and possibly a potential research/industrial facility is the
scalability of the device for large area and uniform processing/deposition. In order
to understand how scalability of DPF device can be achieved we need to understand
the basic characteristics/features of DPF device and its pinch plasma. Electrically,
the DPF device is an inductive load connected to a capacitor bank C0. The total
inductance of the DPF device during its operation is the sum of fixed system
inductance L0 (comprising of the inductances of the capacitor bank, fast switches,
transmission line, and input flanges) and the variable plasma inductance Lp due to
plasma dynamics in axial and radial phase. The bulk of the DPF inductance is due
to L0 and is used to define the quarter time period T=4 ¼ p

ffiffiffiffiffiffiffiffiffiffi
L0C0

p
=2 of the dis-

charge current in DPF device, the time instant at which the discharge current
reaches the maximum. For most efficient magnetic compression and resistive Joule
heating of the pinch plasma column the radial compression phase is required to
occur at or near maximum discharge current (at about * T/4). As mentioned in
Sect. 2.4.3 the typical current sheath speed in axial phase for maximum compres-
sion efficiency is in a limited range of about few cm/ls which together with the
requirement of achieving the radial compression near or at the quarter time period
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of the discharge current for maximum current to flow through pinch plasma, con-
trols the dimension of the central electrode (anode). Therefore most plasma focus
devices are designed using anode with lengths, which is approximately equal to the
multiplication of the typical average value of axial current sheath speed (say
5 cm/ls) by the quarter time period of the short-circuit discharge current.

The anode radius is another crucial parameter which is decided on the basis of
speed parameter value defined by Lee and Serban [66]. Most of the neutron opti-
mized plasma focus devices have been found to have the typical speed factor,
I0=a

ffiffiffi
P

p
, value of about 90 kA cm−1 Torr−1/2 where I0, a and P denote the

short-circuit peak discharge current in kA, anode radius in cm and deuterium filling
gas pressure in Torr, respectively. Using the short-circuit peak discharge current
and approximate deuterium operating pressure of say 5 Torr, one can estimate the
approximate anode radius. The peak short-circuit discharge current for a given
charging voltage of V0 depends on the capacitance of the capacitor bank as
I0 ¼ V0=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
L0=C0

p
In other words, the dimensions (length and radius) of the anode

of DPF devices are different for devices of difference capacitor bank (storage
energy). The higher the capacitance of the capacitor bank the bigger is the
dimension (length as well as the radius) of the anode. According to the established
scaling laws [66] and performed optical investigations [175], the final pinch radius
and the maximum pinch length are proportional to anode radius
a (*0.12a and *0.8a, respectively). Thus, the final plasma volume Vp is of the
order of p(0.12a2) � (0.8a) �0.036a3. Another important parameter is the time
duration of various transient phenomena in DPF devices. For example, the pulse
duration of energetic ion beam, which is one of the main component that is
responsible for energetic processing of material placed down the anode stream,
depends on pinch phase duration of plasma focus device which in turn depends on
the characteristic time (*

ffiffiffiffiffiffiffiffiffiffi
L0C0

p
) of the device. In low- and mid-energy DPF

devices, the duration of energetic ion beam is of the order of several tens to about
hundreds of ns while in bigger plasma focus device it might be several hundred ns.

It can, therefore, be concluded that DPF devices with larger storage energy use
larger capacitance and hence also have a larger quarter time period and the large
dimensions of the coaxial electrode assembly leading to the larger volume of the
dense hot plasma and that too for longer durations. Hence, the increase in anode
radius a from about 1 cm in 3 kJ UNU-ICTP DPF device to about 11.5 cm in 1 MJ
PF1000 device not only increases the final-pinch plasma volume by 1000 times but
the hot dense plasma and other associated phenomena are also of significantly long
durations. So even though increasing the storage energy and correspondingly the
physical dimensions of electrode assembly do not increase the temperature and the
density of the pinch plasmas, providing the unique universality in the basic nature
of the DPF devices, but the increase in final pinch plasma volume and time
durations of all associated transient phenomena leads to the increase in yields of
energetic charged particles and radiations which points to the scalability of the DPF
device. The large volume of pinch plasma will allow a large area of uniform
deposition with even high deposition rate, which makes the DPF facility scalable.
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However, making DPF devices with larger bank energy and electrode dimensions
will come at increased cost and lower repetition rate operation. For example, the
hugely expensive 1 MJ PF1000 device is operated on an average of 1 shot per
20 min, whereas low-cost kJ range UNU-ICTP device can be operated twice in
1 min.

Another solution to improve the scalability, large area uniform
deposition/processing, of the DPF device is to increase the distance of deposition
from the anode top. This normally results in significant reduction in deposition rate
but the uniformity of films improves significantly. It may also be pointed out that
now high repetition rate DPF devices are available, operating at 1–50 Hz. This in
principle allows the repetitive DPF device to be used just like repetitive PLD
(pulsed laser deposition) facility where the uniformity of deposited material can be
achieved by rotating the substrate.

2.9 Conclusions

The major aim of this chapter was to establish that the DPF device based
high-energy-density pulsed plasma facility has enormous potential for controlled
material processing and synthesis for a wide range of material types in wide range
nano-structural features ranging from zero-dimensional nanoparticles to
three-dimensional graphene nanoflowers. The versatility of DPF-based deposition
was established by demonstrating that how over the years the depositions have
evolved from pure PVD type to hybrid PVD-CVD to purely CVD type depositions.
The processing and synthesis of nanoscale materials in DPF have been successfully
performed by many different research groups across the globe using both “top–
down” and “bottom–up” approaches. In “top–down” approach, which relies on the
successive fragmentations or processing of macro-scale materials to smaller
nano-sized objects, the bulk and thin film samples were exposed to different
numbers of DPF shots at different distances from the anode top. It was found that
while the nano-structurization and property modification of the entire thickness of
the thin film can be achieved by its exposure to DPF shots but for bulk material,
only the top surface layer of the bulk sample is processed and nano-structurized by
its exposure to DPF shots. In “bottom-up” approach, which relies on nanoscale
materials being assembled atoms and molecules, several thin film deposition con-
figurations, in term of target-substrate orientation and placement, use of different
ablative components, and pure gas-based synthesis have been used in DPF devices
for nano-structured material syntheses. The DPF device has the enormous flexibility
of being operated in many different possible configurations whereby its different
components such as ions, electrons, and hot dense plasma can be used for material
synthesis or processing. Each of the DPF-based deposition configurations has its
own limitations and disadvantages but based on our extensive experience and
survey of results from different groups, we conclude that most versatile and efficient
for thin film deposition setup is where the target material (to be ablated) is used
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either as anode insert or as anode tip with background inert/reactive gas is used in
the DPF chamber and the substrate (on which thin film is deposited) is placed
downstream either along or at some angle with respect to the anode axis. This setup
allows deposition of nano-structured metallic, bimetallic, carbide, nitride, oxide,
and composite thin films. Using the hollow anode, a pure gas-based synthesis of
carbon nanotube has also been successfully demonstrated which extends the
application domain of DPF device to PECVD (plasma-enhanced CVD). This opens
a very wide area of application of DPF facility for other pure gas-based depositions
though limitations and issues need to be explored in greater details. The DPF device
has also been used successfully for the synthesis of zero-, one-, two- and
three-dimensional nano-structures proving its immense potential in plasma
nanoscience and nanotechnology. In addition, the device has the added advantage
of high deposition rates, the ability to grow crystalline thin films directly at room
temperature without any need for post-deposition annealing (though through
post-deposition annealing material properties can be tuned additionally), and other
superior physical properties in deposited materials. The DPF device offers a com-
plex mixture of high-energy ions of the filling gas species, immensely hot and dense
decaying plasma, fast-moving ionization wavefront and a strong shockwave that
provides a unique plasma and physical/chemical environment that is completely
unheard of in any other conventional plasma-based deposition or processing facility
making it a novel and versatile facility with immense potential for
high-energy-density pulsed plasma-based material processing and depositions.
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Chapter 3
The Plasma Focus—Numerical
Experiments, Insights and Applications

S. Lee and S.H. Saw

3.1 Introduction

3.1.1 Introduction to the Plasma Focus—Description
of the Plasma Focus. How It Works, Dimensions
and Lifetimes of the Focus Pinch

The Plasma Focus is a compact powerful-pulsed source of multi-radiation [1–3].
Even a small table top sized 3 kJ plasma focus produces an intense burst of radi-
ation with extremely high powers. For example when operated in neon, the X-ray
emission power peaks at 109 W over a period of tens of nanoseconds. When
operated in deuterium the fusion neutron burst produces rates of neutron typically
1015 neutrons per second over burst durations of tens of nanosecond. The emission
comes from a point-like source making these devices among the most powerful
laboratory pulsed radiation sources in the world. These sources are plasma-based.
There are two main types of plasma focus classified according to the aspect ratio of
the anode. The Filippov type [4] has an anode with a radius larger than its length.
The Mather type [5] has a radius smaller than its length. In this chapter, we discuss
the Mather-type plasma focus.
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When matter is heated to a high enough temperature, it ionizes and becomes
plasma. It emits electromagnetic radiation. The spectrum depends on the temper-
ature and the material. The higher the temperature and the denser the matter, the
more intense is the radiation. Beams of electrons and ions may also be emitted. If
the material is deuterium, nuclear fusion may take place if the density and tem-
perature are high enough. In that case, neutrons are also emitted. Typically the
temperatures are above several million K and compressed densities above atmo-
spheric density starting with a gas a hundredth of an atmospheric density.

One way of achieving such highly heated material is by means of an electrical
discharge through gases. As the gas is heated, it expands, lowering the density and
making it difficult to heat further. Thus it is necessary to compress the gas whilst
heating it, in order to achieve sufficiently intense conditions. An electrical discharge
between two electrodes produces an azimuthal magnetic field which interacts with
the column of current, giving rise to a self-compression force which tends to
constrict (or pinch) the column. In order to ‘pinch’, or hold together, a column of
gas at about atmospheric density at a temperature of 1 million K, a rather large
pressure has to be exerted by the pinching magnetic field. Thus an electric current
of at least hundreds of kA is required even for a column of small radius of say
1 mm. Moreover, the dynamic process requires that the current rises very rapidly,
typically in under 0.1 ls in order to have a sufficiently hot and dense pinch. Such a
pinch is known as a super fast super dense pinch, and requires special MA fast-rise
(ns) pulsed-lines. These lines may be powered by capacitor banks, and suffer the
disadvantage of conversion losses and high cost due to the cost of the high tech-
nology pulse-shaping line, in addition to the capacitor banks.

A superior method of producing the super dense and super hot pinch is to use the
plasma focus. Not only does this device produce superior densities and tempera-
tures, moreover its method of operation does away with the extra layer of tech-
nology required by the expensive and inefficient pulse-shaping line. A simple
capacitor discharge is sufficient to power the plasma focus.

The plasma focus

The Mather-type plasma focus is divided into two sections, the axial and the
radial sections (see Fig. 3.1). The function of the axial (pre-pinch) section is pri-
marily to delay the pinch until the capacitor discharge (rising in a distorted sinu-
soidal fashion) approaches its maximum current. This is done by driving a current
sheet down an axial (acceleration) section until the capacitor current approaches its
peak. Then the current sheet is allowed to undergo transition into a radial com-
pression phase. Thus the pinch starts and occurs at the top of the current pulse. This
is equivalent to driving the pinch with a super fast rising current without necessi-
tating the fast line technology. Moreover, the intensity which is achieved is superior
to the line driven pinch.

The simplified two-phase mechanism of the plasma focus [6] is shown in
Fig. 3.1. The inner electrode (anode) is separated from the outer concentric cathode
by an insulating back wall. The electrodes are enclosed in a chamber, evacuated and
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typically filled with gas at about 1/100 of atmospheric pressure. When the capacitor
voltage is switched onto the focus tube, breakdown occurs axisymmetrically
between the anode and cathode across the back wall. The ‘sheet’ of current lifts off
the back wall as the magnetic field (Bh) and it’s inducing a current (Jr) rises to a
sufficient value.

Axial phase: The Jr � Bh force then pushes the current sheet, accelerating it
supersonically down the tube. This is very similar to the mechanism of a linear
motor. The speed of the current sheet, the length of the tube and the rise time of the
capacitor discharge are matched so that the current sheet reaches the end of the axial
section just as the discharge reaches its quarter cycle. This phase typically lasts
1–3 ls for a plasma focus of several kJ.

Radial Phase: The part of the current sheet in sliding contact with the anode
then ‘slips’ off the end ‘face’ of the anode forming a cylinder of current, which is
then pinched inwards. The wall of the imploding plasma cylinder has two
boundaries (see Fig. 3.1 radial phase). The inner face of the wall, of radius rs is an
imploding shock front. The outer side of the wall, of radius rp is the imploding
current sheet, or magnetic piston. Between the shock front and the magnetic piston
is the annular layer of plasma. Imploding inwards at higher and higher speeds, the
shock front coalesces on-axis and a super dense, super hot plasma column is
pinched onto the axis (see Fig. 3.2). This column stays super hot and super dense
for typically tens of ns for a small focus. The column then breaks up and explodes.
For a small plasma focus of several kJ, the most intense emission phase lasts for the
order of several tens of ns. The radiation source is spot-like (1 mm diameter) when
viewed end-on.

Figure 3.3 shows a drawing of a typical plasma focus, powered by a single
capacitor, switched by a simple parallel-plate spark gap [7]. The anode may be a
hollow copper tube so that during the radial pinching phase the plasma not only
elongates away from the anode face but also extends and elongates into the hollow
anode (see Fig. 3.2). Figure 3.3 shows the section where the current sheet is

Fig. 3.1 Schematic cross sections of the axial and radial phases. The left section depicts the axial
phase, the right section depicts the radial phase. In the left section, z is the effective position of the
current sheath-shock front structure. In the right section rs is the position of the inward moving
shock front driven by the piston at position rp. Between rs and rp is the radially imploding slug,
elongating with a length zf. The capacitor, static inductance and switch powering the plasma focus
are shown for the axial phase schematic only
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accelerated axially and also the radial section. Also shown in the same figure are
shadowgraphs [8] taken from the actual radially imploding current sheet-shock
front structure. The shadowgraphs are taken in a sequence, at different times. The
times indicated on the shadowgraphs are relative to the moment judged to be the
moment of maximum compression. That moment is taken as t = 0. The quality of
the plasma compression can be seen to be very good, with excellent axisymmetry,
and a very well compressed dense phase. In the lower left of Fig. 3.3 are shown the
current and voltage signatures of the radial implosion [9], occurring at peak current.
The implosion speeds are measured and have a peak value approaching 30 cm/ls.

This agrees with modelling, and by considering shock wave theory together with
modelling [10] of subsequent reflected shock wave and compressive effects, a
temperature of 6 million K (0.5 keV) is estimated for the column at peak com-
pression, with a density of 1019 ions per cm3. The values quoted here are for the
UNU/ICTP PFF 3 kJ device [7]. Dimensions and lifetimes of the pinch are indi-
cated by these images.

An observed property of plasma focus machines is that they operate at similar
speeds. A sub-kJ focus [11] has about the same peak axial speed and the same
(higher) peak radial speed as a 1 MJ focus [12]. Since the square of speed repre-
sents energy density (energy per unit mass) this means the machines achieve similar
temperatures in each of their dynamical phases and also similar highest tempera-
tures in the plasma focus pinch. This is a remarkable scaling property of the plasma
focus which will be discussed further in this chapter.

Fig. 3.2 Dense plasma focus device. Source Focus Fusion Society [202]
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3.1.2 Review of Models and Simulation

Observations of the axial acceleration phase of the plasma focus show that typically
the current sheath travels at greater than Mach 10 speeds over more than 95% of the
axial phase. Thus the axial phase is in the strong-shock electromagnetic regime and
may be approximated by a snowplow model essentially considering a thin sheath
trapping all encountered mass which is driven by the self-generated electromagnetic
force of the current flowing through the ionized sheath. Such a model was used by
Rosenbluth [13].

Such one-fluid formulation of a thin (impermeable piston-like ‘snowplow’)
current sheath was also presented by various authors [14–16] justifiable on
assumptions of small ion–electron collision times, ion–ion collision lengths being
short compared to shock layer thickness, and infinite conductivity or at least large
magnetic Reynolds number. Shock conservation equations in 2-D were used.

Fig. 3.3 UNU/ICTP PFF—design, signatures and dynamics [8, 9]
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A similar one-fluid time-dependent model was solved by Amsden [17] by the
particle-in-cell method with good agreement with experimental results of the shape
of the sheath for a coaxial gun with no outer electrode. The one-fluid model has a
serious limitation, as it does not consider the effects of ionization. Whilst that may
not affect the equation of conservation of momentum it certainly affects the cal-
culation of temperature and of the structure of layers near the interaction zones with
the electrodes.

Two-dimensional two-fluid models [18, 19] were developed for MHD modelling
of an entire plasma focus discharge (until the final pinch phase) assuming a thin
fully ionized plasma layer as an initial condition. Potter’s work [18] was used to
discuss many aspects of flow dynamics within the plasma focus pinch. Cylindrical
symmetry is assumed so that each dependent variable is a function of r, z, t radius,
axial position and time, respectively. The plasma is described by six dependent
variables namely q, qv, Bɵ, qee and qei where q is the plasma density, v is the centre
of mass velocity with two components, Bɵ is the azimuthal magnetic field and ee, ei
are the thermal energy densities per unit fluid mass for the electrons and ions,
respectively. The MHD equations are the conservation of mass, momentum and
magnetic flux appropriately for the dependent variables q, qv, Bɵ, respectively, with
the total pressure tensor in the momentum equation being written as the sum of the
scalar pressure with electron and ion contributions and the current density j in the
momentum equation calculated from the curl of Bɵ. The conservation of energy is
written in the form of two separate equations for the electron and ion thermal
energy densities in which terms due to Joule heating, bremsstrahlung radiation,
equipartition of energy between electrons and ions, viscous heating, electron and
ion heat conduction are included. The thermal energy densities of the electrons and
ions are, respectively, written in terms of the electron temperature and the ion
temperature using the specific heat ratio. Quasi-neutrality is assumed which defines
the electron velocity in terms of the ion or ambipolar plasma velocity. Maxwell’s
equations and the generalized Ohm’s law, defining the electric field, complete the
set of MHD equations. In the process of solving the equations variable transport
coefficients for the electron and ion heat conductivities, resistivity, viscosity and
equipartition times are used. Ion orbiting effects are included incorporating finite
Larmor radius effects. Boundary conditions are specified and the domain of
dependence is coupled with an external L–C circuit. The equations are integrated
over small time steps, using second-order two-step Lax-Wendroff method. To
increase the spatial resolution in the focus stage a fine scale mesh is introduced at
the end of the centre electrode. The results of the computation show three main
regions in the focus pinch: an anode cold source, a hot pinch region and an axial
shock. The observed anomalously long lifetime of the plasma focus is shown to be
the result of axial flow with stabilization of MHD modes through the ion stress
tensor in the intermediate collisionless, collision-dominated regime.

For explaining the experimental results of D–D neutron yield from the specific
plasma focus device, Potter used a thermonuclear mechanism. Potter extracted
results based on the computed temperature and density profiles. Although his
visualization of the two-dimensional flows within the pinch column had several
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points of agreement with experimental observations, his conclusion of a mainly
thermonuclear fusion mechanism within pinch column was presumably affected by
computed flow velocities of too high a value. The consensus view today from
generations of experiments is that the fusion mechanism of the plasma focus has a
main component which is beam-plasma target [1, 2, 12, 20–22].

A three-fluid MHD model by Bazdenkov and Vikhrev took into account the
initial ionization [23]. In a similar manner, Behler and Bruhns [24] extended the
two-fluid Potter code to a three-fluid model. With the three-fluid treatment, neutral
gas was added to the plasma components to incorporate the effects of recombination
and ionization. Additional mass, momentum and energy conservation equations
were written for the neutral component of the fluid. Treating the elastic processes in
a similar way as Potter’s work, for the inelastic processes Behler and Bruhns
considered electron impact ionization from the ground state, radiative recombina-
tion, three-body Auger recombination and charge exchange. Various approxima-
tions were also made in adjustments of the coefficients of these processes. The sheet
dynamics were studied including residual gas (or plasma) density behind the current
sheet in the run-down phase leading to the occurrence of leak currents.

Behler and Bruhns [24] applied the resultant three-fluid model to SPEED 1 with
an initial (starting) current of 1 kA assumed to flow along the insulator. Subsequent
current was determined by the circuit equation. The results show the dynamics of
the lift-off and the structure of the residual neutral density, followed by the
dynamics of the current sheath. At 250 ns the sheet has almost reached the end of
the centre electrode (the anode) with an axial speed of 20 cm/ls about 8% faster
than the two-fluid model. During this time a neutral density of up to 2 � 1016 cm−3

is left behind, the maximum is close to the anode at z = 4–6 cm). Beyond the tip of
the anode, the accelerated sheet continues to move axially. The radial velocity
attains 12.5 cm/ls, leading to a total time of 510 ns from breakdown to maximum
compression compared to experimentally observed of 470 ns. The calculated
maximum current of 780 kA occurs at 380 ns compared to 770 kA appearing at
370 ns. However, the current dip is less pronounced in the computation than
observed experimentally and the computed pinch radius remains much larger than
inferred from Schlieren pictures. The late pinch phase could not be simulated due to
the finite mesh size and the inapplicability of the MHD model. The model code was
also applied to SPEED 2, the 250 kJ high-speed Poseidon and the large Frascati PF
(1 MJ). Their conclusion is that there is a comparatively good agreement in all
cases between the calculated overall features of the discharges and experiments. In
particular, the three-fluid 2-D model could provide the leakage currents and had
points of agreement in the axial and radial dynamics in both the dynamics and
structure of the current sheet. The computation could not be completed to the later
part of the pinch.

Magnetohydrodynamic codes face this same problem. In a paper by Nukulin and
Polukhin [25] the MHD computed current waveform of PF1000 using the
Vikhrev MHD code [26] was also compared with the measured current waveform.
The computed waveform agrees well with the measured down to about a third of
the current dip. The computed current had a value of 1.6 MA at peak compression
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compared to a measured value of 1.1 MA at peak compression, indicating that the
MHD treatment was unable to correctly describe the current waveform for a large
part of the pinch which occurs at the end of the pinch towards maximum com-
pression and beyond.

The failure of MHD codes to describe this crucial part of the pinching process is
due to the breakdown of the assumptions used in calculating the transport coeffi-
cients. To avoid such failures one way is to use the kinetic method. The fluid MHD
approach considers each dependent variable as a function of space and time (4
independent variables for 3-D simulation and 3 independent variables for 2-D
simulation) with the velocity distribution of each species assumed to be Maxwellian
everywhere so that it may be uniquely specified by only one number, the tem-
perature T [27]. The kinetic method being a fundamental approach makes no such
assumption so that each dependent variable is a function of space, velocity space
and time (7 independent variables for 3-D simulation and 5 independent variables
for 2-D simulation). The plasma is described by a distribution function which is a
function of space, velocity space and time. The basic conservation law is described
by Liouville Theorem which in the form of Boltzmann Equation enables to follow
the evolution of the distribution function with time. Once the distribution function
is obtained at any time at any point of space, any macroscopic quantity may be
obtained by integrating the product of that quantity with the velocity distribution
function over all velocity space.

A. Schmidt et al. used fully kinetic simulations applied to a kJ plasma focus
[28, 29]. They demonstrated that both kinetic ions and kinetic electrons are needed
to reproduce experimentally observed features, such as charged-particle beam
formation and anomalous resistivity. A. Schmidt et al. extended the method to
megajoule-scale plasma focus devices [30] specifically for the Gemina. The cathode
(outer electrode) was simulated by a conducting boundary at r = 10 cm to represent
the set of 24 rectangular rods arranged in a circular pattern with gaps in between
where gas can escape. The experimental anode was 57 cm long. To reduce simu-
lation run time the calculation was initialized with 2-D MHD simulation using
ALEGRA [31]. The fluid simulation began with the plasma sheath at the insulator
and proceeded into the sheath run-in radial phase at 6.6 ls, when the plasma
profiles were transferred to the particle-in-cell (PIC) code large scale plasmas (LSP)
[32] for kinetic simulation with time step dynamically varied from 2.5 � 10−4 to
8 � 10−6 ns to resolve the electron cyclotron frequency. Densities at z < 9.5 cm
were set to 0 to reduce the total number of particles in the simulation. The kinetic
simulation was then run for a total of 26 ns; 11 ns prior to the formation of the
pinch and for an additional 15 ns of the pinch. The voltage drive was modelled with
a prescribed incoming voltage wave travelling the length of the anode, with a
reflected wave travelling back. The voltage was ramped up during the first 10 ns of
the simulation and then kept constant for the remainder of the simulation, resulting
in a steady state current of 1.94 MA before the pinch formation. At the end of the
26 ns of kinetic simulation, the pinch had not completely stopped producing neu-
trons. The simulation was stopped due to computing resource limitations and the
remaining yield was extrapolated from the simulated yield curve. Extrapolated
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estimates of the neutron yield are 1.5–2 � 1011 at 3.6 Torr which is consistent with
an experimentally measured yield of 1.5 � 1011 at 3.5 Torr. The 26 ns of kinetic
simulation also predicted ion and neutron spectra, neutron anisotropy, neutron spot
size of 0.7 mm for Gemini DPF and time history of neutron production. In the
forward direction 5 ns after the start of the pinch, the bulk of ions had energies
below 100 eV with a high-energy tail extending to 1 meV. Preliminary measure-
ments of ion beam energies on the Gemini DPF using a Faraday cup time of flight
(TOF) measurement observed deuterons with energies up to 310 keV. The main
neutron production appeared to be produced from the pinch region (r = 0–2.5 mm)
and was apparently dominated by beam-target fusion, producing a wide spread in
energies around a central peak at 2.45 meV. Outside this region, neutrons were
predominantly produced at 2.45 meV with an 11 keV width, characteristic of
thermonuclear fusion or low-energy beam-target fusion. The results also indicated
anomalously high plasma resistivity during the pinch with plasma resistance rising
to 0.7 X at peak neutron production.

The fully kinetic simulation of Schmidt et al. [28–30] may be the most advanced
simulation so far carried out for the plasma focus pinch. This work has demon-
strated the capability of such fundamental methods to show details of the pinch
plasmas. However considerable theoretical sophistification and computing resour-
ces are required as can be seen in the work of Schmidt et al. [30] for just 26 ns of
simulation. Hence the technique is not available for general use on any machine.

On the other hand, simple methods with varying degrees of utility may be used in
attempts to look at experimental neutron yields. For example, Moreno et al. [33] and
Gonzalez et al. [34] applied modelling codes based on thermonuclear fusion
mechanism by adjusting axial and radial mass sweeping factors in their particular
plasma focus devices until acceptable matching between computed neutron yield Yn
and measured Yn. In addition, their method of calculating shock speeds was based
upon an old version of Lee Model Code (pre-1995) [6, 35] which did not include the
important properties of ‘communication delay’ between the shock front and driving
magnetic piston in the radial plasma slug [36]. That pre-1995 version over-estimated
the shock speed by factor 2, shock temperature by factor 4 and D-D fusion cross
section by factors exceeding 1000. After 1995, the Lee Model Code [10, 37] has
included this ‘communication delay; and its results in terms of dynamics and radi-
ation yields have an acceptable correlation with experimental results.

In 2009, Gonzalez et al. [38] used Von Karman approximations of radial velocity
and density profiles to fit the experimental Yn versus gas pressure curve of the seven
plasma focus devices using thermonuclear mechanism. Four parameters namely axial
and radial shape parameters, velocity profile exponent and density profile exponent
were used to describe this model and these values were adjusted until the Yn versus
pressure curve for each machine fitted the measured Yn versus pressure curve. It
appears that that is the sole purpose of this modelling. There is no discussion that this
model has any predictive value, especially in the case of neutron emission yield.

From the above review, it is seen that much of the numerical work that has been
carried out is motivated by a desire to simulate the plasma focus to obtain a
computed picture of flow dynamics and the density and temperature structure of the
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plasma focus pinch. There has been a particular motivation to simulate the Yn to
determine the mechanism of neutron production and to have a method to predict the
Yn of a machine. Additionally, several studies towards other uses and applications
may also be noted here.

Trunk carried out a numerical study of the parameters of the plasma focus
machines at Stuttgart [39] using MHD equations coupled to the electrical circuit.
The influence of varying circuit parameters, focus apparatus dimensions, and filling
pressure on the discharge characteristics, especially the maximum current, and the
plasma variables in the pinch phase were examined and compared with experi-
mentally determined neutron outputs. An experimentally derived scaling law for the
dependence of maximum neutron output on bank energy, filling pressure and length
of the inner electrode was confirmed by the results of the MHD computations. In
the process, Trunk observed that the optimum conditions for the focus experiment
“NESSI” occurred at an external inductance L0 of 20 nH.

The harnessing of nuclear fusion energy has been described as indispensable to
the salvation of our planet [40], indeed the next giant step of Mankind [41]. In this
context, early work on the plasma focus generated great excitement in demonstrating
that fusion yield was proportional to stored energy squared in the plasma focus.
Conditions for plasma focus to achieve energy breakeven had been a topic of dis-
cussion. The currents required for breakeven fusion was a highly optimistic 10 MA
as predicted by Imshennick et al. [42] using a similarity calculation. Vikhrev and
Korolev [43] predicted a more realistic though still highly optimistic value of
30 MA. In the context of very large machines, an attempt had been made to discuss
neutron saturation in terms of a proportional relationship between tube inductance
and storage capacitance [21, 25, 44]. Using a completely different approach Lerner
et al. [45] proposed to achieve controlled fusion with hydrogen-boron (p-B11) fuel in
the dense plasma focus. The proposal is based on a theory of plasmoids within the
plasma focus pinch. The theory envisages the trapping of magnetic energy within the
plasmoid and plasma instability conditions relating to electron gyro-frequency, and
ion and electron plasma frequencies. Estimates of dimension, magnetic field, ion
density and lifetime of these plasmoids are made resulting in a favourable picture to
support aneutronic fusion. The concept is being tested in the Focus-Fusion-1 [46].

An enterprising ongoing project to obtain so-called ‘global optimization’ has been
discussed recently by Auluck [47] regarding the use of the Gratton-Vagras 2-D
electromechanical model for the construction of an appropriate design tool to search
for a globally optimized “best possible” design to maximize quantitative performance
criteria per unit of stored energy. According to Auluck, the Gratton-Vargas model
[48] can currently calculate optimality parameters of designs at the rate of 150,00
designs a day with considerable scope for further improvements in speed. This model
maps the 10 parameters of a DPF installation—capacitance, inductance, resistance,
voltage, anode radius, anode length, insulator radius, insulator length and gas pres-
sure—on to 7 dimensionless model parameters, out of which 5 are relevant for
optimization. This circumstance enables generation of a database of a limited set of
optimality properties (such as average power transfer efficiency, electromagnetic
work, energy per particle, a fraction of energy dissipated in circuit resistance, etc.) of
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Mather-type DPF devices in a practically relevant range of parameters. The cases
presented by Auluck do not include variation in thermodynamics or the effect of
radiation. Therefore the ‘global optimisation’ could not have an application in most of
plasma focus operation which spans not just plasma focus of varied geometry and
electrical parameters but also many gases in which the variations of thermodynamics
and the effects of radiation on the dynamics and compression are significant, even
dominant. Without including these effects even the dynamics is not accurately
computed and electromagnetic work, energy and power transfer efficiencies are
incorrectly scaled for most of the gases in which plasma focus machines operate.

3.1.3 A Universal Code for Numerical Experiments
of the Mather-Type Plasma Focus

The Lee model code [10, 37] uses the snowplow model [13] in the axial phase, the
slug model [36] with ‘communication delay’ and thermodynamics in the early radial
phase and a radiation-coupled compression in the pinch phase; all the phases being
rigorously circuit-coupled so as to be energy and charge consistent.

The code has on the one hand been successful in developing a number of deep
insights and on the other hand has been successful in applications ranging from
correlation with experiments in dynamics, neutron and soft X-ray (SXR) yields, in
fast ion beams (FIB) and fast plasma streams (FPS) properties and in designing
plasma focus and variants. Its success on so many fronts appears to be due to its use
of 4 parameters (fitted to a measured current waveform) which in one sweep
incorporates all the mechanisms and effects occurring in the plasma focus including
mechanisms and effects difficult to compute or even as yet unknown.

The simple treatment of the axial and early radial phases has nevertheless pro-
duced several important insights into plasma focus such as an optimum static
inductance [49] and current and neutron scaling and yield deterioration (for which a
misnomer would be the word ‘saturation’) [21, 44]. The radiation-coupled equation
of motion used in the pinch phase has enabled pioneering work on radiative collapse
in the plasma focus [50–54].

On a more practical level, SXR experiments using Pin Diode system in INTI PF
operated in Ne to correlate typically measured profile with dynamics computed
from the code have been demonstrated [55, 56] and optimization of UNU/ICTP PFF
plasma focus guided by the code for Ne soft X-ray operation has been presented
[57]. A recent extension of the code to compute ion beam has pioneered the
establishment of reference units and numbers for fast ion beams (FIB) and fast
plasma streams (FPS) from the dense plasma focus device [58, 59]. These numerical
computations of FIB and FPS properties have been incorporated into studies for
damage assessment of prospective materials for plasma facing walls of fusion
reactors [60] using conventional fast focus mode (FFM), and additionally generated
a concept of running the plasma focus in a slow focus mode (SFM) to produce less
damaging FIB and FPS with bigger and more uniform interaction with targets for
materials fabrication [61–63].
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Such a wide range of insights and applications has not been demonstrated by any
other single model or code. Its features include the following [10, 37]:

• Numerical Experimental Facility
• Simulate any Mathers-type plasma focus, computes axial and radial dynamics
• Design new plasma focus machines
• Thermodynamics included; H, D, Ne, Ar, Xe, He, N, Kr and D-T
• Model parameters to fit experimental axial, radial phase times implicit in

measured current traces
• Radiative phase computes bremsstrahlung, line radiation, recombination and

total radiation power yield. Computes neutron yield for D and D-T operation;
based on a combined thermonuclear and beam-target model. Computes FIB
properties and FPS properties. Plasma self-absorption incorporated in the code

• Code computes radiative cooling and collapse
• Code includes choice of tapered anode and has been approximated to curved

electrodes and also SPF (spherical plasma focus).

3.2 Lee Model Code

3.2.1 The Physics Foundation and Wide-Ranging
Applications of the Code

In the early 1960s, Filippov [4] and Mather [5] independently invented the plasma
focus and carried out groundbreaking research establishing the Filippov- and
Mather-type devices. In 1971, D. Potter published his Numerical Studies of the
Plasma Focus, a two-dimensional fluid model which estimated neutron yield con-
curring with experimental yields, and concluded that these neutrons were the result
of thermally reacting deuterons in the hot pinch region [18]. Since then some five
decades of research have been conducted, computing and measuring all aspects of
the plasma focus [1, 2]: imaging for dynamics, interferometry for densities, spec-
troscopy for temperatures, measurements on neutrons and radiation yields, and MeV
particles. The result is the commonly accepted picture today that mechanisms within
the focus pinch, such as micro- and MHD instabilities, acceleration by turbulence
and ‘anomalous’ plasma resistance are important to plasma focus behaviour and that
the bulk of the emitted neutrons do not originate from thermonuclear reactions.

In conjunction with the development of the plasma focus known as the
UNU/ICTP PFF [7, 9] during the UNU Training Programme in Plasma and Laser
Technology in 1985 [7, 9, 64] a 2-phase code had been developed [6, 7, 10, 65] to
describe and optimize the design of the plasma focus. The code [10] couples the
electrical circuit with PF dynamics, thermodynamics and radiation. It is energy-,
charge- and mass-consistent. It was used in the design and interpretation of exper-
iments [7, 20, 66–69]. An improved 5-phase code [10, 37] incorporating finite small
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disturbance speed [36] and radiation-coupled dynamics evolved and this version was
used [49–63, 70–81], and was first web-published [82] in 2000. Plasma
self-absorption was included [10, 37] in 2007. It has been used extensively as a
complementary facility in several machines, for example: UNU/ICTP PFF [7, 9, 20,
62, 70–76], NX2 [74, 78–80, 83, 84], NX1 [74, 78], and modified for Filippov
configuration for DENA [85]. It has also been used in several machines for design,
optimization [7, 10, 55–57, 62, 83, 84, 86–89] and interpretation including sub-kJ
PF machines [90], FNII [91], the UBA hard X-ray source [92], KSU PF [89] and a
cascading plasma focus [93]. Information computed includes axial and radial
dynamics [7, 62, 68–81, 94, 95], SXR emission characteristics and yield [55–57, 73–
79, 83, 87, 88, 96–99] for various gases and applications including as a source for
microelectronics lithography [74, 78], adaptation in the form of ML (Modified Lee)
to Filippov-type plasma focus devices [85]. Speed-enhanced PF [70–72] was
demonstrated. Plasma focus neutron yield calculations [21, 37, 44, 100–102], cur-
rent and yield limitations [49, 102–104], deterioration of neutron scaling (neutron
saturation) [21, 44], radiative collapse [50–54], current-stepped PF [105], extraction
of diagnostic data [106–109] and anomalous resistance data [110–112] from current
signals have been studied using the code [10, 37] or variants. Yield enhancement
effects of high operational pressure and voltage have been studied [44]. It has
recently been used to produce reference numbers for deuteron beam number and
energy fluence and flux and scaling trends for these with PF storage energy; and
subsequently extended for beam ion calculations for all gases [58, 59]. Fast ion
beams FIB and fast plasma streams FPS for damage studies have been simulated [60]
and calculations for the production of short-lived radioisotopes have been made
[113]. Radiation and particle yields scaling laws [21, 22, 44, 77, 98, 100, 114–123]
have been deduced. Arwinder Singh [77] has used the code as a tool to tabulate the
characteristics and properties of 44 machines collated from all over the world,
including sealed, small and big plasma focus devices. Considerable effort has also
been made to collect neutron and SXR data for comparison with computed results
using the code [124–129]. The code opens up so many fronts in plasma focus
numerical experiments that it has been proposed as an advanced training system for
the fusion energy age [130] to further advance the successful international training
programmes established by the Asian African Association for Plasma Training
(AAAPT) [9, 64]. The range and scope of this Model code is shown in the following
Fig. 3.4.

The code has been continuously developed over the past 3 decades and in recent
years many details, as they evolve, are described in the website of the Institute for
Plasma Focus Studies [10]. This section presents the complete description of the
Lee Model code in its basic 5-phase version. The chapter also briefly describes the
development into the 6-phase version for Type-2 (high inductance plasma focus)
machines which have been found to be incompletely fitted with the 5-phase model
due to a dominant anomalous resistance phase [110].

This model has been developed for Mather-type [5] plasma focus machines. It
was developed for the 3 kJ machine known as the UNU/ICTP PFF [7, 9] (United
Nations University/International Centre for Theoretical Physics Plasma Focus
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facility), which now forms an international network. However, it has since been
generalized to all machines. In principle there is no limit to energy storage and
electrode configuration, though house-keeping may need to be carried out in
extreme cases, in order to keep within efficient ranges, e.g. of graph plotting.

3.2.2 The Five Phases of the Plasma Focus

A brief description of the five phases is summarized as follows:

1. Axial Phase (see Fig. 3.1): This is described by a snowplow model with an
equation of motion which is coupled to a circuit equation. The equation of
motion incorporates the axial phase model parameters: mass and current factors
fm and fc [55, 131–133]. The mass swept-up factor fm accounts for not only the
porosity of the current sheet but also for the inclination of the moving current
sheet-shock front structure, boundary layer effects and current shunting and
fragmenting and all other unspecified effects which have effects equivalent to
increasing or reducing the amount of mass in the moving structure, during the
axial phase. The current factor, fc accounts for the fraction of current effectively
flowing in the moving structure (due to all effects such as current shedding at or
near the back wall, current sheet inclination). This defines the fraction of current
effectively driving the structure, during the axial phase.

2. Radial Inward Shock Phase (see Figs. 3.1 and 3.6): Described by 4 coupled
equations using an elongating slug model. The first equation computes the radial
inward shock speed from the driving magnetic pressure. The second equation
computes the axial elongation speed of the column. The third equation computes
the speed of the current sheath (CS), also called the magnetic piston, allowing

Fig. 3.4 The philosophy, the phases, the outputs and applications of the Lee model code
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the current sheath to separate from the shock front by applying an adiabatic
approximation. The fourth is the circuit equation. Thermodynamic effects due to
ionization and excitation are incorporated into these equations (as well as for all
radial phases), these effects being especially important for gases other than
hydrogen and deuterium. Temperature and number densities are computed
during this phase. A communication delay between shock front and current
sheath due to the finite small disturbance speed is crucially implemented in this
phase. The model parameters, radial phase mass swept-up and current factors,
fmr and fcr, are incorporated in all three radial phases. The mass swept-up factor
fmr accounts for all mechanisms including current sheet curvatures and necking
leading to axial acceleration and ejection of mass, and plasma/current disrup-
tions. These effects may give rise to localized regions of high density and
temperatures. The detailed profile of the discharge current is influenced by these
effects and during the pinch phase also reflects the Joule heating and radiative
yields. At the end of the pinch phase, the total current profile also reflects the
sudden transition of the current flow from a constricted pinch to a large column
flow. Thus the discharge current powers all dynamic, electrodynamic, thermo-
dynamic and radiation processes in the various phases of the plasma focus.
Conversely, all the dynamic, electrodynamic, thermodynamic and radiation
processes in the various phases of the plasma focus affect the discharge current.
It is then no exaggeration to say that the discharge current waveform contains
information on all the dynamic, electrodynamic, thermodynamic and radiation
processes that occur in the various phases of the plasma focus which have effects
equivalent to increasing or reducing the amount of mass in the moving slug,
during the radial phase. The current factor fcr accounts for the fraction of current
effectively flowing in the moving piston forming the back of the slug (due to all
effects). This defines the fraction of current effectively driving the radial slug.

3. Radial Reflected Shock (RS) Phase: When the shock front hits the axis
(Fig. 3.6), because the focus plasma is collisional, a reflected shock RS develops
which moves radially outwards, whilst the radial current sheath (CS) piston
continues to move inwards. Four coupled equations are also used to describe
this phase, these being for the RS moving radially outwards, the piston moving
radially inwards, the elongation of the annular column and the circuit. The same
model parameters, fmr and fcr, are used as in the previous radial phase. The
plasma temperature behind the RS undergoes a jump by a factor nearly 2.

4. Slow Compression (Quiescent) or Pinch Phase (Fig. 3.6): When the outgoing
RS hits the incoming piston the compression enters a radiative phase in which
for gases such as Ne, Ar, Kr and Xe, radiation emission may strongly enhance
the compression where we have included energy loss/gain terms from Joule
heating and radiation losses into the piston equation of motion. Three coupled
equations describe this phase; these being the piston radial motion equation, the
pinch column elongation equation and the circuit equation, incorporating the
same model parameters as in the previous two phases. Thermodynamic effects
[134] are incorporated into this phase. Radiation yields are computed incorpo-
rating the effects of plasma self-absorption. Thermonuclear and beam-gas target
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components of neutron yields are computed as are properties of fast ion beams
(FIB) and fast plasma streams (FPS) exiting the focus pinch [56–58, 135]. The
duration of this slow compression phase is set as the time of transit of small
disturbances across the pinched plasma column. The computation of this phase
is terminated at the end of this duration.

5. Expanded Column Phase: To simulate the current trace beyond this point, we
allow the column to suddenly attain the radius of the anode, and use the
expanded column inductance for further integration. In this final phase,
the snowplow model is used, and two coupled equations are used; similar to the
axial phase above. This phase is not considered important as it occurs after the
focus pinch.

We note that the transition from Phase 4 to 5 is observed in laboratory mea-
surements to occur in an extremely short time with plasma/current disruptions
resulting in localized regions of high densities and temperatures. These localized
regions are not modelled in the code, which consequently computes only an average
uniform density and an average uniform temperature which is considerably lower
than measured peak density and temperature. We have investigated profiling
techniques to estimate these peaks [136]. However, because the 4 model parameters
are obtained by fitting the computed total current waveform to the measured total
current waveform, the model incorporates the energy and mass balances equivalent,
at least in the gross sense, to all the processes which are not even specifically
modelled. Hence the computed gross features such as speeds and trajectories and
integrated soft X-ray yields have been extensively tested in numerical experiments
for many machines across the range of machines and are found to be comparable
with measured values. The statements in this paragraph apply to both Type-1 (low
inductance) and Type-2 (high inductance) plasma focus machines [110]. However it
has been found that whilst Type-1 current waveforms can be fitted adequately with
the 5-phase code, the current waveform of a Type-2 machine typically contains
current dip with a first portion that is well fitted by the 5-phase code. Beyond the
first portion of the dip, there is an extended dip which cannot be fitted by the
5-phase model however much the model parameters are stretched. Therefore for
Type-2 machines, an additional sixth phase (termed Phase 4a) has been coded
occurring between Phase 4 and 5 above which is fitted by assuming anomalous
resistance terms [110]. Despite the need for this additional phase for Type-2
machines it is found that the dynamics up to the slow compression (pinch) phase
and neutron and soft X-ray yields for the same Type-2 machines are correctly
described by the 5-phase code which already incorporates a compensatory feature
for the neutron yield, basically a multiplier to the beam deuteron energy deduced
from inductive voltage and fitted with global experimental data (see section on
neutron calculation below). The conclusion is that the anomalous resistance phase
which dominates an additional phase after the pinch phase is needed to fit the
current trace but otherwise is likely not needed for the description of the dynamics
up to the pinch phase or for the estimation of the neutron, SXR and other yields.

We proceed to a detailed description of the basic 5-phase model code.
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3.2.3 The Equations of the Five Phases

3.2.3.1 Axial Phase (Snowplow Model)

We refer to the left image of Fig. 3.1:
Rate of change of momentum at current sheath, position z, is

d
dt

q0pðb2 � a2Þz� �
fm

dz
dt

� �
¼ q0p c2 � 1

� �
a2fm

d
dt

z
dz
dt

� �

Magnetic force on current sheath is

Zb

a

lIfc
2pr

� �2

=ð2lÞ
" #

2prdr ¼ lf 2c
4p

lnðcÞI2

where fm = fraction of mass swept down the tube in the axial direction; fc = fraction
of current flowing in piston (or current sheet CS); c = b/a = cathode radius/anode
radius, q0 = ambient density, I = time-varying circuit current, l = permeability.

Equation of Motion

From the above equating rate of change of momentum to the magnetic force, we
derive:

d2z
dt2

¼ f 2c
fm

lðln cÞ
4p2q0ðc2 � 1Þ

I
a

� �2

� dz
dt

� �2
" #

=z ð3:1Þ

Circuit (Current) Equation

We ignore rp(t), plasma resistance, hence not shown in the circuit diagram of
Fig. 3.5. This is the approximation which is generally used for electromagnetic
drive. Using the C0–L0–L(t)–r0 mesh of Fig. 3.5 we derive the circuit equation as
follows:

d
dt

L0 þ Lfcð ÞI½ � þ r0I ¼ V0 �
Z

Idt
C0

dI
dt

¼ V0 �
R
Idt
C0

� r0I � Ifc
l
2p

ðln cÞ dz
dt

� 	
= L0 þ fcl

2p
ðln cÞz

� 	
ð3:2Þ
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Equations (3.1) and (3.2) are the Generating Equations of the axial model. They
contain the physics built into the model. They are coupled equations. The equation
of motion is affected by the electric current I. The circuit equation is affected by the
current sheath motion dz/dt and position z.

Normalizing the Generating Equations to Obtain Characteristic Axial Transit
Time, Characteristic Axial Speed and Speed Factor S; and Scaling
Parameters of Times, a and Inductances b

Replace variables t, z, and I by non-dimensionalised quantities as follows:

s ¼ t=t0; f ¼ z=z0 and i ¼ I=I0

where the normalizing quantities z0 = the length of the anode, t0 = (L0C0)
0.5 (note

that 2pt0 is the periodic time of L0–C0 discharge circuit) and I0 = V0/Z0 where
Z0 = (L0/C0)

0.5 is the surge impedance.
Normalizing, we have equation of motion:

d2f
ds2

¼ f 2c
fm

l ln c
4p2q0ðc2 � 1Þ

I0
a

� �2 t20
z20
i2 � df

ds

� �2
" #,

f

which we write in the following form

d2f
ds2

¼
a2i2 � df

ds


 �2
� 	

f
ð3:3Þ

with

a2 ¼ t20=t
2
a ð3:4Þ

Fig. 3.5 Plasma focus
circuit: the inductance of the
plasma focus tube is treated as
a time-dependent inductance
L(t), neglecting the plasma
resistance rp. The resistance
parallel to the L(t) mesh is a
schematic representation of a
leakage current (1 − fc)I
(t) which limits the effective
drive current to fcI(t)
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and

ta ¼ 4p2 c2 � 1ð Þ
l ln c

� 	1=2 ffiffiffiffiffi
fm

p
fc

z0
I0=að Þ= ffiffiffi

q
p ð3:5Þ

which is identified as the characteristic axial transit time of the CS for the anode
axial phase.

a ¼ ðt0=taÞ ð3:6Þ

is identified as the first scaling parameter being the ratio of characteristic electrical
discharge time to the characteristic axial transit time. This scaling parameter is seen
as an indicator of the matching of electrical drive time to the axial transit time for
efficient energy transfer.

We further identify a characteristic axial transit speed va = z0/ta where

va ¼ l ln c
4p2 c2 � 1ð Þ

� 	1=2 fcffiffiffiffiffi
fm

p I0=að Þffiffiffi
q

p ð3:7Þ

The quantity (I0/a)/q
0.5 is the all-important S (speed or drive) factor [137] of the

plasma focus axial phase and as we shall see also the radial phase; and indeed for all
electromagnetically driven devices.

Normalizing the circuit (current) Equation, we have:

di
ds

¼ 1�
Z

ids� bi
df
ds

� di

� �
1þ bfð Þ ð3:8Þ

where

b ¼ ðLa=L0Þ ð3:9Þ

and La ¼ fcðl=2pÞðln cÞz0 is the inductance of the axial phase when CS reaches
anode end at z = z0.

Thus this second scaling parameter has a great effect on the electrodynamics of
the system.

The third scaling parameter d = r0/Z0 is the ratio of circuit stray resistance to
surge impedance. This has a damping effect on the current.

Equations (3.3) and (3.8) are the Generating Equations (in normalized form) that
are integrated step-by-step for the time variation of current i and axial position f.
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Calculate Voltage Across Input Terminals of Focus Tube

V ¼ d
dt
ðLIfcÞ ¼ fcI

dL
dt

þ fcL
dI
dt

where L ¼ l
2p

ln cð Þz ð3:10Þ

Normalised to capacitor voltage V0:

t ¼ V
V0

¼ bi
df
ds

þ bf
dc
ds

ð3:11Þ

Integration Scheme for Normalized Generating Equations

Define initial conditions:

s ¼ 0; df=ds ¼ 0; f ¼ 0; i ¼ 0;
Z

ids ¼ 0; di=ds ¼ 1; d2f=ds2 ¼ ð1=2Þ0:5a

Set time increment: D = 0.001; Increment time: s = s + D
Next step values (LHS) are computed from current-step values (RHS) using the

following linear approximations:

df
ds

¼ df
ds

þ d2f
ds2

D

f ¼ fþ df
ds

D

i ¼ iþ di
ds

DZ
ids ¼

Z
idsþ iD

ð3:12Þ

Use new values of df/ds, f, i and
R
ids to calculate new generating values of

dids and d2f/ds2 using generating Eqs. (3.3) and (3.8). Increment time again and
repeat calculations of next step values and new generating values. Continue pro-
cedure until f = 1. Then go on to radial phase inward shock.

3.2.3.2 Radial Inward Shock Phase (Slug Model)

The snowplow model is used for axial phase just to obtain axial trajectory and
speed (from which temperature may be deduced) and to obtain a reasonable current
profile. As the plasma structure is assumed to be infinitesimally thin, no information
of density is contained in the physics of the equation of motion, although an
estimate of density may be obtained by invoking additional mechanisms, e.g. using
shock wave theory [138, 139].
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In the radial phase, however, a snowplow model (with infinitesimally thin
structure) would lead to all current flowing at r = 0, with infinite inductance and
density. This is obviously unrealistic.

We thus replace the snowplow model by a slug model [10, 36]. In this model,
the magnetic pressure drives a shock wave ahead of it, creating a space for the
magnetic piston (also called current sheet CS) to move into. The speed of
the inward radial shock front (see the left image of Fig. 3.1) is determined by the
magnetic pressure (which depends on the drive current value and CS position rp).
A radius-time representation of the slug model is shown in Fig. 3.6.

The speed of the magnetic piston (CS) is determined by the first law of ther-
modynamics applied to the effective increase in volume between shock front
(SF) and CS, created by the incremental motion of the SF. The compression is
treated as an elongating pinch.

Four generating equations are needed to describe the motion of (a) radial SF (see
right image of Fig. 3.1); (b) radial CS; (c) pinch elongation and (d) the electric
current; in order to be integrated for the four variables rs, rp, zf and I.

Motion of Shock Front

From shock theory [138, 139], shock pressure

P ¼ 2q0v
2
s=ðcþ 1Þ ð3:13Þ

where shock speed vs into ambient gas q0 causes the pressure of the shocked gas
(just behind the shock front) to rise to value P (see Fig. 3.7); c is the specific heat
ratio of the gas.

Fig. 3.6 Schematic of the radial phase—in radius versus time format
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If we assume that this pressure is uniform from the SF to the piston or CS
(infinite acoustic, or small disturbance speed approximation) then across the piston
(Fig. 3.7), we may apply P = Pm where

Pm ¼ lIfc=2prp
� �2

=2lv2s ¼
lðIfcÞ2
8p2r2p

� cþ 1
2q0fmr

ð3:13aÞ

where I is the circuit current and Ifc is the current flowing in the cylindrical CS,
taken as the same fc as in the axial phase, and q0fmr is the effective mass density
swept into the radial slug; where fmr is a different (generally larger) factor than fm of
the axial phase.

Thus

drs
dt

¼ � lðcþ 1Þ
q0

� 	1=2 fcffiffiffiffiffiffi
fmr

p I
4prp

ð3:14Þ

Elongation Speed of CS (Open-Ended at Both Ends)

The radial compression is open-ended. Hence an axial shock is propagated in the z-
direction, towards the downstream anode axis. We take zf as the position of the
axial CS. The pressure driving the axial shock is the same as the pressure driving
the inward radial shock. Thus the axial shock speed is the same as the radial shock
speed. The CS speed is slower, from shock wave theory, by an approximate factor
of 2/(c + 1). Thus axial elongation speed of CS is:

dzf
dt

¼ � 2
cþ 1

� �
drs
dt

ð3:15Þ

Radial Piston Motion

We inquire: for an incremental motion, drs, of the shock front, at a driving current I,
what is the relationship between plasma slug pressure P and plasma slug volume
Vol?

Fig. 3.7 Relationship
between ambient conditions
(quantities with subscript 0),
slug and driver properties
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We assume an adiabatic relationship [10, 36, 37] (assuming infinite small dis-
turbance speed for which we will apply a correction subsequently) to a fixed mass
of gas in the slug during the incremental motion drs. We have PVolc = constant or

cd(Vol)
ðVolÞ þ dP

P
¼ 0 ð3:16Þ

where slug pressure P� v2s (see Eq. 3.13); so
dP
P ¼ 2dvs

vs
but vs � I

rp
(see Eq. 3.13a);

so

dP
P

¼ 2
dI
I
� drp

rp

� �
ð3:16aÞ

Now slug volume Vol ¼ pðr2p � r2s Þzf .
Here we note that although the motion of the piston drp does not change the

mass of gas in the slug, the motion of the shock front, drs, does sweep in an amount
of ambient gas. This amount swept in is equal to the ambient gas swept through by
the shock front in its motion drs. This swept-up gas is compressed by a ratio
(c + 1)/(c − 1) and will occupy part of the increase in volume dVol.

The actual increase in volume available to the original mass of gas in volume
Vol does not correspond to increment drs but to an effective (reduced) increment
drs(2/(c + 1)). (Note c is specific heat ratio of the plasma, e.g. c = 5/3 for atomic gas,
c = 7/5 for molecular gas; for strongly ionizing argon c has value closer to 1, e.g.
1.15.) The specific heat ratio and effective charge Zeff, where needed are computed
from a corona model and placed in the code in the form of a series of polynomials.
This is described in Sect. 3.2.3.4 slow compression phase below. Thus:

dVol ¼ 2p rpdrp � 2
cþ 1

rsdrs

� �
zf þ p r2p � r2s


 �
dzf

and we have:

cdVol
Vol

¼
2c rpdrp � 2

cþ 1 rsdrs

 �

zf þ c r2p � r2s

 �

dzf

zf r2p � r2s

 � ð3:16bÞ

From Eqs. (3.16), (3.16a) and (3.16b); (and taking effective increment of dzf as
dzf(2/(c+1) for the same reason as explained above for effective increment of drs)
we have

drp
dt

¼
2

cþ 1
rs
rp
drs
dt �

rp
cI 1� r2s

r2p


 �
dI
dt �

rp
ðcþ 1Þzf 1� r2s

r2p


 �
dzf
dt

c�1
c þ 1

c
r2s
r2p

ð3:17Þ
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Circuit Equation During Radial Phase

The inductance of the focus tube now consists of the full inductance of the axial
phase and the inductance of the radially imploding and elongating plasma pinch.
Thus

L ¼ l
2p

ðln cÞz0 þ l
2p

ln
b
rp

� �
zf ð3:18Þ

where both zf and rp vary with time.
Thus the circuit (current) equation is obtained as:

dI
dt

¼
V0 �

R
Idt
C0

� r0I � fcr
l
2p ln b

rp


 �
I dzfdt þ fcr

l
2p

zf
rp
I drpdt

L0 þ fcr
l
2p ðln cÞz0 þ fcr

l
2p ln b

rp


 �
zf

ð3:19Þ

The four Generating Eqs. (3.14), (3.15), (3.17) and (3.19) form a closed set of
equations which are integrated for rs, rp, zf and I.

Normalizing the Generating Equations to Obtain Characteristic Radial
Transit Time, Characteristic Radial Transit Speed and Speed Factor S; and
Scaling Parameters for Times a1 and Inductances b1; also Compare Axial to
Radial Length Scale, Time Scale and Speed Scale

For this phase, the following normalization is adopted.
s = t/t0, i = I/I0 as in axial phase but with js = rs/a, jp = rp/a, and ff = zf/a, i.e.

distances are normalized to anode radius, instead of anode length.
After normalization we have:
Radial shock speed

djs
ds

¼ �aa1i=jp ð3:20Þ

Axial column elongation speed (both ends of column defined by axial piston)

dff
ds

¼ � 2
cþ 1

djs
ds

ð3:21Þ

Radial piston speed:

djp
ds

¼
2

cþ 1
js
jp
djs
ds �

jp
ci 1� j2s

j2p


 �
di
ds � 1

cþ 1
jp
ff

1� j2s
j2p


 �
dff
ds

ðc� 1Þ=cþð1=cÞðj2s=j2pÞ
ð3:22Þ
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Current:

di
ds

¼
1� R

idsþ b1 lnðjp=cÞ
� �

i dffds þ b1
ff i
kp
djp
ds � di

1þ b� b1ð Þ ln jp=c
� �� �

ff
� � ð3:23Þ

where scaling parameters are

b1 ¼ b=ðF ln cÞ ð3:24Þ

and

a1 ¼ cþ 1ð Þ c2 � 1
� �

=ð4 ln cÞ� �1=2
F fm=fmr½ �1=2 f cr=f c½ �: ð3:24aÞ

We note that F = z0/a (the length/radius ratio of the anode) may be considered to
be the controlling parameter of b1 and a1. In other words, b1 and a1 may not be
independently assigned, but should be assigned as a pair with the value of each
fixed by the value of F.

Note that whereas we interpret a = t0/ta, (Eq. 3.6) we may interpret

a1 ¼ ta=tr ð3:25Þ

where tr is the characteristic radial transit time.

tr ¼ 4p

l cþ 1ð Þ½ �1=2
ffiffiffiffiffiffi
fmr

p
fcr

a
ðI0=a= ffiffiffi

q
p Þ ð3:26Þ

The product aa1 may then be interpreted as aa1 ¼ t0
ta
¼ t0=tr

The characteristic speed of the radial inward shock to reach focus axis is:

vr ¼ a=tr ¼ l cþ 1ð Þ½ �1=2
4p

fcrffiffiffiffiffiffi
fmr

p ðI0=aÞffiffiffi
q

p ð3:27Þ

The ratio of characteristic radial and axial speeds is also essentially a geometrical
one, modified by thermodynamics. It is

vr=va ¼ c2 � 1ð Þ cþ 1ð Þ
4 ln c

� 	1=2
fm=fmr½ �1=2 f cr=f c½ �: ð3:28Þ

with a value typically 2.5 for a small deuterium plasma focus with c * 3.4, and
c = 5/3. We note [137] that the radial characteristic speed has same dependence as
axial transit speed on the all-important drive factor (see Eq. 3.7). S ¼ I0=að Þ= ffiffiffi

q
p

.
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Calculate Voltage V Across PF Input Terminals

As in the axial phase, the tube voltage is taken to be inductive: V = d(LI)/dt

L ¼ l
2p

ln cð Þz0 þ l
2p

ln
b
rp

� �
zf

where

V ¼ l
2p

ln cð Þz0 þ ln
b
rp

� �
zf

� 	
fcr

dI
dt

þ l
2p

ln
b
rp

� �
dzf
dt

� zf
rp

drp
dt

� 	
fcrI ð3:29Þ

We normalize to the capacitor charging voltage V0; so that t = V/V0

t ¼ b� b1 ln
jp
c


 �
ff

h i di
ds

� b1i
ff
jp

� �
djp
ds

þ ln
jp
c


 � dff
ds

� 	
ð3:30Þ

Integrating for the Radial Inward Shock Phase

The 4 normalized generating Eqs. (3.20)–(3.23) may now be integrated using the
following initial conditions: s = the time at which the axial phase ended, js = 1,
jp = 1; ff = 0 (taken as a small number such as 0.00001 to avoid numerical dif-
ficulties for Eq. (3.21); i = value of current at the end of the axial phase;R
ids = value of ‘flowed charge’ at the end of the axial phase.
Smaller time increments of D = (0.001/100) are taken.

djs
ds ;

dff
ds ;

djp
ds and di

ds are sequentially calculated from generating Eqs. (3.20)–

(3.23).
Then using linear approximations we obtain next step values (LHS) from current

(RHS) values as follows:

js ¼ js þDdjs=ds: ff ¼ ff þDdff=ds
0

jp ¼ jp þDdjp=ds; i ¼ iþDdi=ds and
Z

ids ¼
Z

idsþ iD

Time is then incremented by D, and the next step value of djs/ds, dzf/ds, djp/ds
and di/ds are computed from Eqs. (3.20)–(3.23) followed by linear approximation
for js, ff, jq, i and

R
ids.

The sequence is repeated step-by-step until js = 0.
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Correction for Finite Acoustic (Small Disturbance) Speed

In the slug model above we assume that the pressure exerted by the magnetic piston
(current I, position rp) is instantaneously felt by the shock front (position rs).
Likewise, the shock speed drs/dt is instantaneously felt by the piston (CS). This
assumption of infinite small disturbance speed (SDS) is implicit in Eqs. (3.14) and
(3.17) [or in normalized form Eqs. (3.20) and (3.22)].

Since the SDS is finite, there is actually a time lapse Dt communicating between
the SF and CS. This communication delay has to be incorporated into the model.
Otherwise, for the PF, the computation will yield too high values of CS and SF
speed.

Consider the instant t, SF is at rs, CS at rp, the value of current is I. SF actually
feels the effect of the current not of value I but of a value Idelay which flowed at time
(t − Dt), with the CS at rp-delay. Similarly, the piston ‘feels’ the SF speed is not drs/
dt but (drs/dt)delay at time (t − Dt).

To implement this finite SDS correction we adopt the following procedure:
Calculate the SDS, taken as the acoustic speed.

SDS ¼ cP
q

� �1=2

or
cR0

M
DcT

� �1=2

or
cDckT
Mmi

� �1=2

ð3:31Þ

M = Molecule Weight, R0 = Universal Gas constant = 8 � 103 (SI units);
mi = mass of proton, k = Boltzmanns constant. Dc = departure coefficient = DN
(1 + Z); where Z, here, is the effective charge of the plasma Z ¼ PJ

r rar, summed
over all ionization levels r = 1,…, J. This is computed using a corona model [140].
The procedure is described in more details in the description of the pinch phase.

DN = dissociation number, e.g. for deuterium DN = 2, whereas for argon
DN = 1.

From shock theory, the shocked plasma temperature T is:

T ¼ M
R0D

2ðc� 1Þ
ðcþ 1Þ2

drs
dt

� �2

ð3:32Þ

The communication delay time is then:

DT ¼ ðrp � rsÞ=SDS ð3:33Þ

In our programme using the Microsoft EXCEL VISUAL BASIC, data of the
step-by-step integration is stored row-by-row, each step corresponding to one row.
Thus the DT may be converted to D(row number) by using D(row number) = DT/
(timestep increment); this D(row number) being, of course, rounded off to an
integer.

The correction then involves ‘looking back’ to the relevant row number to
extract the corrected values of Idelay, rp-delay and (drs/dt)delay. Thus in the actual
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numerical integration, in Eq. (3.20) i and jp are replaced by idelay and jp-delay and in
Eq. (3.22) djs/ds is replaced by (djs/ds)delay.

3.2.3.3 Radial Reflected Shock (RS) Phase

When the inward radial shock hits the axis, js = 0. Thus in the computation, when
js � 1 we exit from radial inward shock phase. We start computing the RS phase.
The RS is given a constant speed of 0.3 of on-axis inward radial shock speed [37].

In this phase, computation is carried out in real (SI) units.

Reflected Shock Speed

drr
dt

¼ �0:3
drs
dt

� �
on�axis

ð3:34Þ

Piston Speed

drp
dt

¼
� rp

cI 1� r2s
r2p


 �
dI
dt �

rp
ðcþ 1Þzf 1� r2s

r2p


 �
dzf
dt

c�1
c þ 1

c
r2s
r2p

ð3:35Þ

Elongation Speed

dzf
dt

¼ � 2
cþ 1

� �
drs
dt

� �
on�axis

ð3:36Þ

Circuit Equation

dI
dt ¼ V0 �

R
Idt
C0

� r0I � fcr
l
2p ln b

rp


 �
I dzfdt þ fcr

l
2p

zf
rp I

drp
dt

L0 þ fcr
l
2p ðln cÞz0 þ fcr

l
2p ln b

rp


 �
zf

ð3:37Þ

The integration of these 4 coupled generating Eqs. (3.34)–(3.37) is carried out
step-by-step as in the radial inward shock phase.

Tube Voltage

The tube voltage uses Eq. (3.29) above as in the radial inward shock phase.

140 S. Lee and S.H. Saw



In this phase as the RS (position rr) moves outwards, the piston (position rp)
continues moving inwards. When the RS position reaches that of the piston the RS
phase ends and the slow compression (pinch) phase begins.

3.2.3.4 Slow Compression (Pinch) Phase

Radiation-Coupled Dynamics (Piston) Equation

In this phase the piston speed is:

drp
dt

¼
�rp
cI

dI
dt � 1

cþ 1
rp
zf
dzf
dt þ

4p c�1ð Þ
lczf

rp

f2crI2
dQ
dt

c�1
c

ð3:38Þ

Here we have included energy loss/gain terms into the equation of motion. The
plasma gains energy from Joule heating; and loses energy through bremsstrahlung
and line radiation. A positive power term dQ/dt will tend to push the piston out-
wards whilst a power loss term will have the opposing effect. The specific heat ratio
c is taken as 5/3 for H, D, T and He gases. For other gases such as Ne, N, O, Ar, Kr,
Xe, a sub-routine [140] based on a corona model is used to compute c as a function
of temperature; and for faster computing the values of c for each gas are represented
by a series of polynomials incorporated into the code. At the same time the charge
number Z is also computed and included as another series of polynomials and
incorporated into the code.

Joule Heating Component of dQ/dt

The Joule term is calculated from the following:

dQJ

dt
¼ RI2f 2cr ð3:39Þ

where plasma resistance R is calculated using the Spitzer form [141]:

R ¼ 1290Zzf
pr2pT

3=2
ð3:40Þ

And using Bennett [142] formula:

T ¼ l
8p2k

I2f 2cr=ðDN0a
2fmrÞ ð3:41Þ
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Radiation Components of dQ/dt

The bremsstrahlung loss term may be written as:

dQB

dt
¼ �1:6� 10�40N2

i pr2p

 �

zfT
1=2Z3 ð3:42Þ

N0 ¼ 6� 1026
q0
M

; Ni ¼ N0fmr
a
rp

� �2

ð3:43Þ

Zn = atomic number, N0 = ambient number density, Ni = ion number density.
The line loss term may be written as:

dQL

dt
¼ �4:6� 10�31N2

i ZZ
4
n pr2p

 �

zf=T ð3:44Þ

And

dQ=dt ¼ dQJ=dtþ dQB=dtþ dQL=dt ð3:45Þ

where dQ/dt is the total power gain/loss of the plasma column. In the standard code,
recombination radiation is similarly incorporated into dQ/dt.

By this coupling, if, for example, the radiation loss dQ/dt is severe, this would
lead to a large value of drp/dt inwards. In the extreme case, this leads to radiation
collapse [50], with rp going rapidly to such small values that the plasma becomes
opaque to the outgoing radiation, thus stopping the radiation loss.

This radiation collapse occurs at a critical current of 1.6 MA (the
Pease-Braginski current) for deuterium [143, 144]. For gases such as Ne or Ar,
because of intense line radiation, the critical current is reduced to even below
100 kA, depending on the plasma temperature [50, 145].

Plasma Self-absorption and Transition from Volumetric Emission to Surface
Emission

Plasma self-absorption [10, 146, 147] and volumetric (emission described above) to
surface emission of the pinch column are implemented in the following manner.

The photonic excitation number is written as follows:

M ¼ 1:66� 10�15rpZ
0:5
n ni=ðZT1:5Þ ð3:46Þ

with T in eV, rest in SI units.
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The volumetric plasma self-absorption correction factor A:

A1 ¼ 1þ 10�14niZ
� �

= T3:5� �
;A2 ¼ 1=1;A ¼ Að1þMÞ

2 ð3:47Þ

Transition from volumetric to surface emission occurs when the absorption
correction factor goes from 1 (no absorption) down to 1/e (e = 2.718) when the
emission becomes surface-like given by:

dQL

dt
¼ �constZ0:5Z3:5

n rpzfT
4 ð3:48Þ

where the constant ‘const’ is taken as 4.62 � 10−16 to conform with numerical
experimental observations that this value enables the smoothest transition, in
general, in terms of power values from volumetric to surface emission.

Neutron Yield

Neutron yield is calculated with two components, thermonuclear term and
beam-target term. The thermonuclear term is taken as:

dYth ¼ 0:5n2i pr
2
pzfhrviðtime intervalÞ ð3:49Þ

where 〈rv〉 is the thermalized fusion cross section-velocity product corresponding
to the plasma temperature [148], for the time interval under consideration. The yield
Yth is obtained by summing up over all intervals during the focus pinch.

The beam-target term is derived using the following phenomenological
beam-target neutron generating mechanism [12], incorporated in the code version
RADPFV5.13 and later. A beam of fast deuteron ions is produced by diode action
in a thin layer close to the anode, with plasma disruptions generating the necessary
high voltages. The beam interacts with the hot dense plasma of the focus pinch
column to produce the fusion neutrons. In this modelling, each factor contributing
to the yield is estimated as a proportional quantity and the yield is obtained as an
expression with a proportionality constant. The yield is then calibrated against a
known experimental point.

The beam-target yield is written as: Yb�t � nbniðr2pzpÞðrvbÞs
where nb is the number of beam ions per unit plasma volume, ni is the ion

density, rp is the radius of the plasma pinch with length zp, r the cross section of the
D–D fusion reaction, n-branch [148], vb the beam ion speed and s is the beam-target
interaction time assumed proportional to the confinement time of the plasma col-
umn. Total beam energy is estimated [12] as proportional to LpI2pinch, a measure of
the pinch inductance energy, with Lp being the focus pinch inductance. Thus the
number of beam ions is Nb � LpI2pinch=v

2
b and nb is Nb divided by the focus pinch

volume. Note that Lp * ln(b/rp)zp, that [137] s * rp * zp, and that vb * U1/2
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where U is the disruption-caused diode voltage. Here b is the cathode radius. We
also assume reasonably that U is proportional to Vmax, the maximum voltage
induced by the current sheet collapsing radially towards the axis.

Hence:

Yb�t ¼ CnniI
2
pinchz

2
p ln b=rp

� �� �
r=V1=2

max ð3:50Þ

where Ipinch is the current flowing through the pinch at start of the slow compression
phase; rp and zp are the pinch dimensions at end of that phase. Here Cn is a constant
which in practice we will calibrate with an experimental point.

The D–D cross section is highly sensitive to the beam energy so it is necessary to
use the appropriate range of beam energy to compute r. The code computes Vmax of
the order of 20–50 kV. However, it is known [12], from experiments that the ion
energy responsible for the beam-target neutrons is in the range 50–150 keV, and for
smaller lower-voltage machines the relevant energy [149] could be lower at
30–60 keV. Thus to align with experimental observations the D–D cross section r
is reasonably obtained by using beam energy fitted to 3 times Vmax.

A plot of experimentally measured neutron yield Yn versus Ipinch was made
combining all available experimental data [7–10, 21, 44, 100, 150, 151]. This gave
a fit of Yn = 9 � 1010Ipinch

3.8 for Ipinch in the range 0.1–1 MA [21, 37, 44, 100]. From
this plot, a calibration point was chosen at 0.5 MA, Yn = 7 � 109 neutrons. The
model code [10] from version RADPFV5.13 onwards was thus calibrated to
compute Yb-t which turns out to be typically the same as Yn since the thermonuclear
component is typically negligible.

Column Elongation

Whereas in the radial RS phase we have adopted a ‘frozen’ elongation speed model,
we now allow the elongation to be driven fully by the plasma pressure.

dzf
dt

¼ l
4p2ðcþ 1Þq0

� 	1=2Ifcr
rp

ð3:51Þ

Circuit Current Equation

dI
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Voltage Across Plasma Focus Terminals

V ¼ lfcr
2p

I ln
b
rp

� �
dzf
dt

� zf
rp

drp
dt

� 	
þ lfcr

2p
ln

b
rp

� �
zf þðlnCÞz0

� 	
dI
dt

þRIfcr ð3:53Þ

Pinch Phase Dynamics and Yields of Neutrons, Soft X-rays, Ion Beams and
Fast Plasma Stream

Equations (3.38), (3.51) and (3.52) are the coupled Generating Equations integrated
for rp, zf and I. At each step the value of dQ/dt is also evaluated as above using
Eqs. (3.39)–(3.45) with the effect of plasma self-absorption implemented using
Eqs. (3.46)–(3.48). Soft X-rays of various gases are computed using Eq. (3.44)
modified by the effect of plasma self-absorption. Neutron yield is computed using
Eqs. (3.50) and (3.49). In the latest version RADPFV5.15FIB fast ion beam
(FIB) fluence and flux, energy fluence and flux, power flow and damage factors as
well as fast plasma streams (FPS) exiting the pinch are also computed [58, 59].

The step-by-step integration is terminated at the end of a period related to the
transit time of small disturbance speed across the plasma pinch column.

3.2.3.5 Expanded Column Axial Phase

We model the expanded column axial phase [10] in the following manner. In the
expanded column phase we assume that the current flows uniformly from anode to
cathode in a uniform column having the same radius as the anode and a length of z.

The normalized equations (same normalization as in axial phase):
Circuit current:

di
ds

¼
1� R

ids� bi dfds e� di

1þ bþ bðf� 1Þe ð3:54Þ

where

e ¼ ln cþ 1
z

� �
= ln c

Motion:

d2f
ds2

¼
a2i2e1 � h2 df

ds


 �2

1þ h2ðf� 1Þ ð3:55Þ
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with

h ¼ c2=ðc2 � 1Þ� �1=2
e1 ¼ ln cþ 1

4

� �
=ðln cÞ

The initial conditions for i and
R
ids are the last values of i and

R
ids from the

last phase. The initial value of f is f = 1 + ff where ff is the last length of the focus
column, but normalized to z0, rather than a. This phase is terminated when the
discharge has proceeded to a half cycle. The purpose of computing this phase is to
allow the fitting of the computed current to the measured to the point when the
current has dropped to low levels beyond interest. This completes the integration of
all five phases.

3.2.4 Procedure for Using the Code

The Lee model code is configured [10, 37, 152] to work as any plasma focus by
inputting into the configuration panel of the code (see Fig. 3.8a for the main Sheet
of the code and guide diagram Fig. 3.8b-block 1 is the configuration panel):

Bank parameters L0, C0 and stray circuit resistance r0;
Tube parameters b, a and z0;
Model parameters fm, fc, fmr and fcr (either fitted or trial values) and
Operational parameters V0 and P0 and the fill gas.

The computed total current waveform is fitted to a measured waveform by
varying model parameters fm, fc, fmr and fcr sequentially, until the computed
waveform agrees with the measured waveform [10, 37].

First, the axial model factors fm, fc are adjusted (fitted) until the features in
Fig. 3.9: ‘1’ computed rising slope of the total current trace; ‘2’ the rounding off of
the peak current, as well as ‘3’ the peak current itself, is in reasonable (typically
very good) fit with the measured total current trace (see Fig. 3.9, measured trace
fitted with computed trace).

Then we proceed to adjust (fit) the radial phase model factors fmr and fcr until
features ‘4’ the computed slope and ‘5’ the depth of the dip agree with the measured
values. Note that the fitting of the computed trace with the measured current trace is
done up to the end of the radial phase which is typically at the bottom of the current
dip. Fitting of the computed and measured current traces beyond this point is not
done. If there is significant divergence of the computed with the measured trace
beyond the end of the radial phase, this divergence is not considered important.
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Fig. 3.8 a Showing the blocks of sheet 1 of RADPFV5.15—showing display after run—refer
3.8b for guide dividing the data display in blocks (details are deliberately blurred out). b Guide to
sheet 1: Block 1 (see above labelled 1 in gold) = main configuration panel; Block 2 (see above
labelled 2 in green) = taper configuration sub-panel; Block 3 (see above labelled 3 in
blue) = neutron yields; (cell R4 in pink) = selection of 1 of three reference machines; Block 4
(labelled 4 not coloured) = data of applicable gases and suggested model parameters; Block 5
(labelled 5, not coloured) = some computed useful parameters; Block 6 (labelled 6, not
coloured) = start and end of phases; Block 7 (labelled 7, in gold) = row (17) of computed results
(dataline); Block 8 (labelled 8, in brown, shown partially above) = from row 20 downwards for
typically several thousand rows: computed point by point data for various quantities described in
the headings of rows 18 and 19
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In this example (Poseidon plasma focus), after fitting the five features ‘1’ to ‘5’
above, the following fitted model parameters are obtained: fm = 0.277, fc = 0.6,
fmr = 0.47 and fcr = 0.44.

Typically refinements to the fitting process require adjustments to L0 and r0, as
well as the discharge start time and measured peak value. Because the code is
charge consistent, once the measured waveform is accurately fitted, the correct peak
current is the computed value which is then be used to calibrate the measured peak
current. For Poseidon, we fitted the value of L0 = 17.7 nH and r0 = 1.7 mX.

Once fitted the code outputs in tabular and graphical forms [10, 37] realistic data
of the following: axial and radial dynamics (positions and speeds), pinch length and
minimum pinch radius, temperatures and densities, bremsstrahlung and line yields,
thermonuclear and beam-target neutron yields. Also, energy distributions and
thermodynamics properties are found to be realistic representations of the actual
machines.

An extended code also gives fast ion beam flux and fluence, energy flux and
fluence, power flow and damage factors, fast plasma stream energies and speeds
[58, 59]. This concludes the description of the standard 5-phase Lee Model code.
This 5-phase code has been used to fit all low L0 plasma focus with adequate
accuracy (an example is given in Fig. 3.10 [12]). However, it was found necessary
for high L0 plasma focus devices to include a 6-phase (phase 4a) in order to achieve
a complete fit. The development of the code variant version (RADPFV6.1b) [10]
for phase 4a is described in the following section.

 Fitting Poseidon

0

1000

2000

3000

0 1 2 3 4 5
microsec 

kA

Computed current in kA
Measured current in kA

   end of radial phase

start of radial phase

1. Current rise slope
     Adjust fm , fc

2. Topping profile
    Adjust fm , fc

3. Peak Value
Adjust f m, fc

4. Slope of dip
 Adjust f mr , fcr

5. End of Dip
Adjust f mr , fcr

Fig. 3.9 The 5-point fitting of computed current trace to measured (reference) current trace. Point
1 is the current rise slope. Point 2 is the topping profile. Point 3 is the peak value of the current.
Point 4 is the slope of the current dip. Point 5 is the bottom of the current dip. Fitting is done up to
point 5 only. Further agreement or divergence of the computed trace with/from the measured trace
is only incidental and not considered to be important
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3.2.5 Adding a 6th Phase: From Pinch (Slow Compression)
Phase to Large Volume Plasma Phase-Transition
Phase 4a

From experiments, it is well known that after a brief period (few ns for a small
plasma focus), the quiescent column is rapidly broken up by instabilities. One effect
is a huge spike of voltage, partially observed at focus tube terminals. This voltage
spike is responsible for driving ion beams (forward direction) and relativistic
electron beam, REB, (negative direction, towards the anode) with energies typically
200 keV. The final result of this instability mechanism is the breaking up of the
focus pinch into a large expanded current column.

3.2.5.1 The 5-Phase Model Is Adequate for Low Inductance L0 Plasma
Focus Devices

The 5-phase Lee code does not model the transition from Phase 4 to Phase 5.
Nevertheless it has been found to be adequate for modelling all the well-known
plasma focus with low static inductance L0 [10, 12, 21, 74] which we have fitted; in
the sense that the computed current traces can be fitted to the measured current trace
by adjustment of the model parameters fm, fc, fmr and fcr. This has been the case for
the PF1000, PF400J, NX1, NX2, DPF78, Poseidon [106], FMPF1 [153–155], and
FN-II [91]. The case of a low inductance machine (Poseidon) is already shown in
Fig. 3.9. Another example of a typical 5-phase fit is shown in Fig. 3.10.

Fig. 3.10 A typical 5-phase fit of a low inductance PF; showing reasonable agreement between
computed and measured waveforms. This current trace is digitized from PF1000 [12]. Reprinted
from Lee et al. [110]. Copyright (2011), with permission from Springer Science+Business Media,
LLC
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Amongst the well-published plasma focus devices only the UNU/ICTP PFF
[7–9] which has relatively higher L0 of 110 nH presented a problem in the fitting.
This was due to a very small computed current dip and a measured current dip that
has always been masked by very large oscillations taken to be noise; although when
operated in unusually low-pressure regime, a clear discrepancy was noted between
the computed and measured current trace [156, 157].

In 2012 a current trace from the then newly commissioned KSU DPF (Kansas
State University Dense Plasma Focus) [89, 110] which had an even higher L0, was
obtained by numerically integrating the output of a dI/dt coil [108]. An analysis of
the frequency response of the coil system and the digital storage oscilloscope
(DSO) signal acquisition system showed that noise frequencies below 200 MHz
were removed by the numerical integration. The resultant waveform is clean and
clearly shows an extended current dip with good depth and duration (see Fig. 3.11,
the darker trace). The KSU DPF shows very consistent operation with more than
95% of the shots showing current dips with similar depth and duration.

Following the usual procedure of the Lee model code, an attempt was made to fit
the computed current trace with the measured. The computed current trace has only
a small dip as is characteristic of the computed current dip of a device with large
static inductance L0. All possible adjustments were made to the model parameters
but the computed current dip could not be made to fit the whole measured current
dip. The best fit is shown in Fig. 3.11; which shows that the computed dip does fit
the first small part of the measured current dip. But the measured dip continues on
in both depth and duration far beyond the computed dip.

Fig. 3.11 Computed current trace (lighter trace) with best attempt to fit the measured current
trace (darker trace) of the KSU PF. Reprinted from Lee et al. [110]. Copyright (2011), with
permission from Springer Science+Business Media, LLC
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3.2.5.2 Factors Distinguishing the Two Types of Plasma Focus Devices

The code models the electrodynamic situation using the slug model and a reflected
shock for the radial phase, ending the radial phase in phase 4. Let’s call the radial
phase modelled in that manner as the REGULAR radial phase. This REGULAR
radial phase, in increasing sharply the inductance of the system (constituting also a
dynamic resistance [21, 37, 44]) causes a dip on the current trace. Call this the
regular dip, RD. At the end of the REGULAR radial phase, experimental obser-
vations point to another phase (phase 4a) of ‘instabilities’ manifesting in anomalous
resistance [1]. These effects would also extract energy from the magnetic field and
hence produce further current dips. These effects are not modelled specifically in
the code. Call this the extended current dip, ED.

However, it may be argued that as long as the model parameters can be stretched
sufficiently to have the computed current dip agree with the measured current dip,
then in a gross sense, the modelling is energetically and mass-wise equivalent to the
physical situation. Then the resulting gross characteristics from the model would
give a fair representation of the actual plasma properties, even though the model has
not specifically modelled ED. In other words, RD is able to be stretched to also
model ED, with equivalent energetics and mass implications. Whether RD can be
stretched sufficiently to cover ED depends on the relative sizes of the two effects.
If RD is already a big dip, then this effect may dominate and it is more likely that
RD may be stretched sufficiently to cover the less prominent ED. If RD is only a
miniscule dip and ED is a big dip, then it is unlikely that the RD can be stretched
enough to encompass the ED.

We looked at the inductance L0 and the ratio of L0 with various inductances
inherent in the system. We considered the inductance ratio RL = (L0 + La)/Lpinch
where Lpinch is the inductance of the focus pinch at the end of the REGULAR radial
phase, L0 the bank static inductance and La the inductance of the axial part of the
focus tube. We also considered the remnant energy ratio REL = (EL0 + ELa)/ELpinch

where EL0 = energy stored in L0 at end of the RD, ELa = energy stored in La at end
of the RD and ELpinch = energy stored inductively in the pinch at end of RD.

Computing the values of these two quantities [110] for PF1000, Poseidon,
DPF78, NX2, PF400J, FMPF-1, FNII, UNU/ICTPPFF and KSU PF, we have a
range of devices from very big (MJ) to rather small (sub-kJ) of which we have
well-documented fittings.

The results show that the smaller is the ratio RL, the bigger is the regular current
dip (RD). When this ratio is large (primarily due to a large L0 in the numerator), like
in the case of KSU PF, the REGULAR radial phase RD is minuscule. Likewise, the
trend is also observed for the ratio REL. The smaller this energy ratio, the bigger is
the current dip.

On the basis of these two ratios, we have divided the plasma focus devices into
two types: T1 and T2. Type T1 is for plasma focus devices with relatively small L0
with large RD’s and with relatively small ratios RL and REL. These T1 focus devices
are well-fitted using the Lee model code. The computed current traces (with radial
phase computed only as a regular dip RD) are well-fitted to the whole measured
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current trace. Type T2 is for plasma focus devices with relatively large L0 with
small RD’s and with relatively large ratios of RL and REL. These T2 focus devices
are not well-fitted using the Lee model code. The computed current trace shows
only a small dip which is fitted to the first portion of the measured current dip, but
the measured current dip has an extended portion which is not well-fitted using the
5-phase Lee model code.

Next, we note that the magnetic energy per unit mass at the start of the radial
phase is the same across the whole range of devices [137]. Thus T1 with a big RD
drops the current a lot and strongly depletes the magnetic energy per unit mass at
the end of the RD, leading to a small ED. Consequently, T1 are completely fitted
using a model that computes only the RD, stretching the model parameters until the
large RD covers also the small ED. Conversely, a T2 plasma focus has a small RD,
consequently a large ED and cannot be completely fitted with the computed RD.
Thus a big RD drops the current a lot and strongly depletes the magnetic energy per
unit mass at the end of the REGULAR radial phase. Hence a device with small RL

produces a big RD and ends up with relatively less energy per unit mass at the end
of the REGULAR phase when compared to a device with a big value of RL.
Therefore a big RD generally tends to lead to a small ED; whereas a small RD is
more conducive to lead to a larger ED.

From the above we summarized that T1 plasma focus has a big RD, conse-
quently, a small ED and hence can be completely fitted using a model that com-
putes only the RD, which is able to stretch its RD by stretching the model
parameters until the large RD covers also the small ED. Moreover energetically and
mass-wise the fitting is correct. On the other hand, T2 plasma focus has a small RD,
consequently a large ED. T2 plasma focus cannot be completely fitted with the RD
computed from the code, no matter how the model parameters are stretched. To fit
the computed current trace to the measured current for T2, a phase 4a needs to be
included into the model in order to progress the current dip beyond the small RD
into the large ED part of the current dip.

One way to simulate the current ED is to assign the phase 4a period with an
anomalous resistance term such as:

R ¼ R0 exp �t=t2ð Þ � exp �t=t1ð Þ½ � ð3:56Þ

where R0 could be of the order of 1 X, t1 is a characteristic time representative of
the rise time of the anomalous resistance and t2 is characteristic of the fall time of
the anomalous resistance (Fig. 3.12).

We have applied this technique to the KSU current waveform (Fig. 3.11). We
note that using the 5-phase code, the computed RD does not follow the measured
current dip which goes on to an ED. Following that first current dip in this particular
case, the dip continues in a second portion which is almost flat then followed by a
third section which is less steep than the first dip but of slightly longer duration. We
applied a resistance term to each of the 3 sections. We adjusted the parameters R0, t2
and t1 for each of the section as well as a fraction (endfraction) which terminates the
term. The fitted parameters are as follows in Table 3.1:
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With these parameters, it is found that the computed current dip now fits the
measured current dip all the way to the end of the current dip at 2.1 µs (see
Fig. 3.11) and even beyond to 2.6 µs where the computation ends as we are not
interested in the fitting beyond phase 4a. The fitting involved the fitting of the RD
followed by the ED of the first dip, then the second and third dips treated as ED’s
each requiring a separate anomalous resistance function of the type Eq. (3.56).

The resistance functions used for the fitting are also shown in Fig. 3.13 (dashed
trace, with the resistance values magnified 200 times in order to be visible on the
scale of Fig. 3.13). The computed voltage waveform is also shown (trace labelled
2) compared with the measured voltage waveform (trace labelled 1). The corre-
spondence of the computed voltage waveform and the measured is seen clearly. The
lower measured values of voltage may be attributed to the inadequate frequency
response of the resistive divider voltage probe.

3.2.5.3 Procedure for Using 6-Phase Code—Control Panel for Adding
Anomalous Phases

The code is extended to the 6-phase version RADPFV6.1b. The corresponding
control is by way of an additional panel for the anomalous resistances (default

Fig. 3.12 Simulating
anomalous resistance. Term 1
and term 2 refer to the two
terms on the right-hand side
of Eq. (3.56). Reprinted from
Lee et al. [110]. Copyright
(2011), with permission from
Springer Science+Business
Media, LLC

Table 3.1 Anomalous
resistances used for the fitting

ED R0 (X) t2 (ns) t1 (ns) Endfraction

Dip 1 1.0 70 15 0.53

Dip 2 0.2 70 40 0.4

Dip 3 0.5 70 25 1.0
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design is a 3-step AR). The main sheet (sheet 1) of the 6-phase code is the same as
the 5-phase code depicted in Fig. 3.8b; except for an additional panel inserted
below block 6 (see Fig. 3.8a and b for the location of block 6).

3.2.6 Conclusion for Description of the Lee Model Code

We presented the complete 5-phase Lee Model code, which is found to be adequate
for fitting the computed current waveform and the measured waveform of each low
L0 (Type T1) plasma focus by varying two pairs of mass and current factors, one
each for the axial and radial phases. Once fitted the code outputs in tabular and
graphical forms realistic axial and radial dynamics (positions and speeds), pinch
length and minimum pinch radius, temperatures and densities, bremsstrahlung and
line yields, thermonuclear and beam-target yields, fast ion beam flux and fluence,
energy flux and fluence, power flow and damage factors, fast plasma stream
energies and speeds. All tests to date of computed with measured quantities have
shown good agreement. The next section reviews the considerable results of the
code of designing and optimizing machines, providing expected neutron, soft
X-rays (various gases) and ion beams (various gases) yields, giving insights into
current and neutron yield limitations, deterioration of neutron scaling (neutron
saturation), radiative collapse, speed-enhanced PF, current-stepped PF and

Fig. 3.13 Computed current (dip region only and expanded to see details) fitted to measured
current with the inclusion of Phase 4a. Note that the computed current trace is fitted so well to the
measured current trace that the two traces lie very closely on top of each other, these being the
topmost traces (overlapping). Note also that the computed trace is stopped at 2.6 µs which is
beyond the end of the AR3. Note: AR stands for “anamolous resistance”. Reprinted from Lee et al.
[110]. Copyright (2011), with permission from Springer Science+Business Media, LLC
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extraction of diagnostic data and anomalous resistance data from current signals.
Yield scaling laws for neutron, soft X-rays and ion beams are obtained from the
code. In one respect the 5-phase code has been found wanting. For high L0 (Type
T2) PF devices it is able to fit the computed current trace to the first part of the
measured current trace; but the measured current then exhibits a much larger ‘ex-
tended’ dip which the computed current cannot be fitted; although the 5-phase code
does produce reasonable values of neutron and soft X-rays yields in comparison
with measured yields even for the high L0 cases. The section concludes with an
extended 6-phase code in order to complete the current fitting for high L0 machines.
An important use of the 6-phase code is for gathering data on the anomalous
resistance of the plasma focus.

3.3 Scaling Properties of the Plasma Focus Arising
from the Numerical Experiments

3.3.1 Various Plasma Focus Devices

In Fig. 3.14 (upper left) is shown the UNU ICTP PFF 3 kJ device [7–9, 57]
mounted on a 1 m � 1 m � 0.5 m trolley, which was wheeled around the
International Centre for Theoretical Physics (ICTP) for the 1991 and 1993 Plasma
Physics Colleges during the experimental sessions. The single capacitor is seen in
the picture mounted on the trolley. In contrast, the upper right image in Fig. 3.14
shows on approximately the same scale, the PF1000, the 1 MJ plasma focus device
[12] at the International Centre for Dense Magnetized Plasmas (ICDMP) in
Warsaw, Poland. Only the chamber and the cables connecting the plasma focus to
the capacitors are shown. The capacitor bank with its 288 capacitors, switches and
chargers are located in a separate hall.

The comparison of physical dimensions of the devices is shown, refer lower part
of the image in Fig. 3.14, in the shadowgraphs of the focus pinches of the two
devices, on the same scale for comparison of the pinch dimensions. Each dimension
of each pinch scales according to the anode radius of the corresponding device. It
will be shown later that the anode radius scales to the peak current available to drive
the plasma focus.

3.3.2 Scaling Properties (Mainly Axial Phase)

Table 3.2 shows the characteristics of three plasma focus devices including the two
shown in Fig. 3.14 [7, 11, 12]. These characteristics are taken from the code after
using model parameters resulting from the fitting of computed current waveform
with the corresponding measured current waveform.
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In Table 3.2 we look at the PF1000 and study its properties at typical operation
with energy storage at 500 kJ level. We compare this big focus (MJ) with two small
devices at the kJ and sub-kJ level. The storage energy of the three devices covers a
range over four orders of magnitude. In a survey of existing machines in 1996, it was
noted [137] that machines, when optimized for neutron yield all, had axial speeds
close to 10 cm/ls. Observations since then have not changed this view. The reason
for a lower limit of speed is due to ionization and the need for a sufficiently large
magnetic Reynold number to achieve efficient electromagnetic drive. The upper limit
has been postulated [137] as due to a separation of centre of force field from the centre
of mass field which would render the electromagnetic drive to become inefficient as
the dynamics transitions from axial to radial phase. From Table 3.2 we note:

Fig. 3.14 Comparing physical sizes and pinch sizes for a small PF (3 kJ) and a large PF (1 MJ)
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1. Voltage and pressure do not have particular relationship to E0.
2. Peak current Ipeak increases with E0.
3. Anode radius ‘a’ increases with E0.
4. ID (current per cm of anode radius), Ipeak/a, is in a narrow range from 160 to

210 kA/cm.
5. SF (speed or drive factor), ðIpeak=aÞ=P0:5

0 , is 82–100 kA cm−1/Torr0.5 deuterium
gas [137].

6. Peak axial speed va is in the narrow range 9–11 cm/ls.
7. Neutron yield Yn ranges from 106 neutrons/shot for the smallest device to

1011 neutrons/shot for PF1000.

We stress that whereas the ID and SF are practically constant at around
180 kA/cm and (90 kA/cm)/Torr0.5 for deuterium gas operation throughout the
range of small to big devices, Yn changes over 5 orders of magnitude.

The data of Table 3.2 is generated from numerical experiments and most of the
data has been confirmed by actual experimental measurements and observations.

We note that the speed factor SF is inherent in the equations of motion (see
Sections “Normalizing the Generating Equations to Obtain Characteristic Axial
Transit Time, Characteristic Axial Speed and Speed Factor S; and Scaling
Parameters of Times, a and Inductances b” and “Normalizing the Generating
Equations to Obtain Characteristic Radial Transit Time, Characteristic Radial
Transit Speed and Speed Factor S; and Scaling Parameters for Times a1 and
Inductances b1; also Compare Axial to Radial Length Scale, Time Scale and Speed
Scale)”. (SF)2 is a measure of the kinetic energy per unit mass. Soto [158] has
proposed an empirical ‘stored energy per unit volume parameter’ 28E0/a

3 as
another constant for plasma focus machines with a range of (0.4–80) � 1010 J m−3.
The wide range of that parameter is because it is a “storage energy density” which
translates into plasma energy density with different efficiency depending on the
widely differing performance of different machines. Thus to result in the necessary
plasma energy density (which is found to be a near constant for optimized neutron
production) requires widely differing initial storage density. It is important to dis-
tinguish that whereas the Speed Factor is a fundamental scaling quantity derived
inherently from the axial and radial phase equations, the ‘stored energy per unit
volume’ parameter is an empirical parameter with a wide range of values.

Table 3.2 Characteristics of three PF devices covering energy range over four orders of
magnitude

PF
devices

E0

(kJ)
A (cm) Z0

(cm)
V0

(kV)
P0

(Torr)
Ipeak
(kA)

va
(cm/
µs)

ID
(kA/cm)

SF
[(kA cm−1)/
Torr0.5]

Yn
(108n)

PF1000 486 11.6 60 27 4 1850 11 160 85 1100

UNUPFF 2.7 1.0 15.5 14 3 164 9 173 100 0.20

PF400J 0.4 0.6 1.7 28 7 126 9 210 82 0.01
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3.3.3 Scaling Properties (Mainly Radial Phase)

Table 3.3 compares the properties of the same three plasma focus devices [159]
related to the radial phase and pinch.

From Table 3.3 we note:

1. The pinch temperature Tpinch is strongly correlated to the square of the radial
pinch speed vp.

2. The radial pinch speed vp itself is closely correlated to the value of va and
c = b/a; so that for a constant va, vp is almost proportional to the value of c. Thus
it is noted that whereas the PF1000 has largest va of the 3 machines, it has the
lowest vp of the 3 machines. This is entirely due to its low value of c; as can be
seen from Eq. (3.28).

3. The dimensions and lifetime of the focus pinch scale as the anode radius ‘a’.
4. The rmin/a is almost constant at 0.14–0.17.
5. The zmax/a is almost constant at 1.5. (Note: zmax is twice the visible length of the

pinch.)
6. Pinch duration has a relatively narrow range of 8–14 ns per cm of anode radius.
7. The pinch duration per unit anode radius is correlated to the inverse of Tpinch.

This summary shows that the computed dimensions and lifetime of the pinch
agree with the measured values depicted in Fig. 3.14.

Tpinch itself is a measure of the energy per unit mass. It is quite remarkable that
this energy density at the focus pinch varies so little (factor of 5) over a range of
device energy four orders of magnitude.

This practically constant pinch energy density (per unit mass) is related to the
constancy of the axial speed moderated by the effect of the values of c on the radial
speed.

The constancy of rmin/a suggests that the devices also produce the same com-
pression of ambient density to maximum pinch density; with the ratio (maximum
pinch density)/(ambient density) being proportional to (a/rmin)

2. So for two devices
of different sizes starting with the same ambient fill density, the maximum pinch
density would be the same.

Note that Table 3.3 is for operation in deuterium over the range of machines.
The deuterium is fully ionized and behaves like an ideal gas under the high

Table 3.3 Properties of the pinches of the three plasma focus devices operated in deuterium

PF
devices

c = b/a a (cm) Tpinch
(106/
K)

vp
(cm/ls)

rmin

(cm)
zmax

(cm)
Pinch
duration
(ns)

rmin/
a

zmax/
a

Pinch
duration/
a (ns/cm)

PF1000 1.4 11.6 2 13 2.2 19 165 0.17 1.6 14

UNU
PFF

3.4 1.0 8 26 0.13 1.4 7.3 0.14 1.4 8

PF400 J 2.6 0.6 6 23 0.09 0.8 5.2 0.14 1.4 9
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temperature operation of the plasma focus. In gases that are freely ionizing the
compressions are affected by the thermodynamics of ionization and also line
radiation. These effects will be further discussed in Sect. 3.5.

3.3.4 Scaling Properties: Rules of Thumb

From the above discussion, we may put down as rule-of-thumb the following
scaling relationships, subject to minor variations caused primarily by the variation
in c (cathode to anode radius ratio).

1. Axial phase energy density (per unit mass): constant
2. Radial phase energy density (per unit mass): constant
3. Pinch to anode radius ratio: constant
4. Pinch to anode length ratio: constant
5. Pinch duration per unit anode radius: constant.

Summarizing

1. The dense hot plasma pinch of a small E0 plasma focus and that of a big E0

plasma focus have essentially the same energy density, and the same mass
density.

2. The big E0 plasma focus has a bigger physical size and a bigger discharge
current. The size of the plasma pinch scales proportionately to the current and to
the anode radius, as does the duration of the plasma pinch.

3. The bigger E0, the bigger ‘a’, the bigger Ipeak, the larger the plasma pinch and
the longer the duration of the plasma pinch. The larger size and longer duration
of the big E0 plasma pinch are essentially the properties leading to the bigger
neutron yield compared to the yield of the small E0 plasma focus. The
well-known yield *I4 rule-of-thumb may be ascribed to the following:
yield * product of volume and lifetime of the hot plasma; and each dimension
of the volume as well as the lifetime is proportional to the current.

Numerical experiments have provided the following summary in Table 3.4.

Table 3.4 Dimensions and
lifetime of plasma focus
machines operated in
deuterium and neon

Plasma focus pinch
parameters

Deuterium Neon (for
SXR)

Minimum radius, rmin 0.15a 0.05a

Max length (hollow anode),
z

1.5a 1.6a

Radial shock transit, tcomp 5 � 10−6a 4 � 10−6a

Pinch lifetime, tp 10−6a 10−6a

Unit of time is in s when ‘a’ the anode radius is in m

3 The Plasma Focus—Numerical Experiments, Insights and Applications 159



In Table 3.4, the times are in s, and the value of anode radius, a, is in m. For the
neon calculations, radiative terms are included, and the stronger compression
(smaller radius) is due to thermodynamic and radiation effects.

The above description of the plasma focus combines data from numerical
experiments and is consistent with laboratory observations some of which is
summarized and depicted in Fig. 3.14.

3.3.5 Designing an Efficient Plasma Focus: Rules of Thumb
[10]

The Lee Model code may be used to aid the design of a new conventional machine.
First, use the following rule of thumb procedure [use SI units].

1. What capacitance (C0) are you planning?
2. How low is the inductance (L0) you expect to attain?
3. What maximum voltage (V0) do you expect to operate?
4. For the stray (circuit) resistance, take 1/4 the value of (L0/C0)

1/2.
5. Estimate the undamped peak current using the formula I0 = V0/(L0/C0)

1/2.
6. Use (I0/a) = 250 kA max undamped current per cm to assign the value of centre

electrode (anode) radius ‘a’.
7. Put in double this value for outer electrode radius ‘b’.
8. The length of the electrode may be assigned as 5 times the value of 1.6(L0C0)

1/2.
This length is in cm when the value of (L0C0)

1/2 is expressed in µs. This gives a
length which will provide an average axial speed of 5 cm/ls which typically
gives a peak speed at end of axial phase of 8 cm/ls. For operation in H2 or D2

20% longer (electrode length) may be better; for neon operation to get suitable
line radiation (12–13.5 Å) for SXR microlithography purposes, 20% shorter
may be better as we require a lower speed to get to the correct level of ionization
stages. The focus is normally operated so that the start of current dip (signifying
the end of the axial phase) occurs at or just after peak current. For argon to
generate characteristic argon SXR a high speed (much higher than calculated
above for deuterium or neon) is required so use the same length as for H2. For
xenon, if the aim is for EUV (around 13 nm) for experiments for NGL (next
generation lithography) the model has predicted a requirement for very low
speeds, around 1.3 cm/ls. So it appears one needs very short anodes, at least 5
times shorter than that needed for D2. However, there is not much experimental
experience accumulated so far for xenon.

9. For pressure values assign as follows: D: 4 Torr; Ne: 1.5 Torr; Ar: 0.7 Torr. For
xenon, runs on the code suggest several Torr go with the very short anode
length.
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The above rule of thumb design gives the complete specifications for planning a
plasma focus.

The rule of thumb can be checked and fine tuned with the Lee Model code. First
ask the question: is your PF fat or thin? (According to the ratio length of the centre
electrode divided by diameter; for NX2 this ratio is 1.2, “fat”; for UNU/ICTP PFF
this ratio is 17, “thin”.)

If it is “fat” use the model parameters suggested for the NX2. These suggested
values are tabulated at the top right of the active sheet which appears when you
open the RADPF code which is available online at www.plasmafocus.net.

If it is “thin” assign the model parameters closer to the UNU/ICTP PFF which
are also included in the online code.

Configure the standard code using the parameters you have from the above rule
of thumb estimates. Run the computation and from results make an adjustment to
‘a’, ‘b’, length z0 (V0 may also easily be varied, especially reduced since we have
started with max V0; C0 also, use more or less capacitors). We need to be careful
with L0, normally make L0 as small as possible, but be realistic. For a single
capacitor with internal inductance of 40 nH, the value of L0 could be put as 100 nH
since L0 is the total static inductance which includes the inductance of the capacitor
bank plus that of the switch and connecting plates and or cable bunch plus the
inductance of the PF collector plates usually forming the head of the PF tube.
Adjust parameters for best results over a range of pressures and gases. Best results
could mean a number of different (not necessarily concurrent) things for example
strong current dip or best neutron yield (when operating with deuterium) or biggest
line emission in the case of neon, which is useful for developing microlithography
SXR sources.

3.3.6 Tapered Anode, Curved Electrodes, Current-Stepped
PF, Theta Pinch

3.3.6.1 Tapered Anode

The code has incorporated tapered anode. The default value of taper configuration
panel (see Sect. 3.2.4, Fig. 3.8b-block 2) is zero for no taper. If the anode is
tapered, set the value to 1 and input the taper parameters: the position where taper
starts and the radius of the end of the anode (i.e. at end of taper). The code has a
branch which computes the inductance of the tapered anode geometry.
Computations give reasonable results when compared to measured results.
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3.3.6.2 Curved Electrodes

Bora Plasma Focus

For curved anodes such as NX1 [74, 78] or Bora [160] or the spherical plasma
focus (SPF) [161, 162] the standard code is used and an ‘equivalent straight length’
technique is adopted. In effect, the curved electrodes are treated as straight elec-
trodes and an equivalent length is estimated so as to use the standard code.
A properly selected ‘equivalent’ anode length will give the correct run-down time.
However, the change of inductance with distance travelled will not be correct since
the inductance of the curved electrodes will have dependence with axial distance
which is not strictly linear as is the case of a straight anode. This effect appears to be
secondary since our experience is that a reasonable fit is obtained between the
computed and the measured current waveforms with necessary adjustments being
made to the equivalent straight length.

For example, for Bora, some details are given in a report by Gribkov et al. [160]
from which the following diagram (Fig. 3.15) of the Bora plasma focus tube is
obtained. A current waveform is also gleaned from that report as is explained in the
manual by Saw [163].

We use the following configuration shown in Table 3.5:
The final fitted parameters L0, r0, z0, fm, fc, fmr and fcr are shown in the fitting

table (taken from fitted control panel) above.
The computed current waveform using the configuration of Table 3.5 gives the

computed current waveform which is shown in Fig. 3.16.

Fig. 3.15 The geometry of
Bora [160]
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The computed neutron yield is 1.9 � 108 with a peak current of 304 kA. These
compare well with their measured peak current of 300 kA and their estimated
neutron yield of 108 neutrons.

Spherical Plasma Focus, KU200

We had also applied the ‘equivalent straightened electrode’ technique to the
KPU200 SPF [161, 162]. A diagram is given in Fig. 3.17.

We use the configuration shown in Table 3.6.
The final fitted parameters L0, r0, z0, fm, fc, fmr, and fcr are shown in the fitting

Table 3.6 (taken from fitted control panel) above.
The computed current waveform using the configuration of Table 3.6 gives the

computed current waveform which is shown as follows:

Table 3.5 Fitted configuration of Bora corresponding to relevant shot-values

L0 (nH) C0 (lF) b (cm) a (cm) z0 (cm) r0 (mΩ)

54a 24.4 2.5 1.5 6a 6a

Massf Currf Massfr Currfr

0.201a 0.7a 0.55a 0.69a

V0 (kV) P0 (Torr) MW A At = 1
mol = 2

17 7.6 4 1 2
aFitted using measured dI/dt; other values are given

Fig. 3.16 Final fitting of the computed current waveform with the measured current waveform of
Bora [160, 163]. Note that the two traces overlap very well in the left picture and also well in the
expanded picture on the right, showing just the current dip
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The fit of computed current trace with the experimental current signal is shown
in Fig. 3.18. The fitted peak circuit current is 1.6 MA giving a D-T
Yn = 1.44 � 1013 neutrons per shot. These compare with measured values of the
peak current of 1.5 MA and D–T Yn = 1.26 � 1013 as reported in [162].

At 17.3 Torr in D-T, we computed 1.66 MA and 1.34 � 1013 D-T neutrons.
These compare well with their measured values of 1.65 MA and 1.2 � 1013 D-T
neutrons.

Operating in 12 Torr D at 25 kV, we computed peak current of 1.5 MA and
D–D Yn = 7.5 � 1010 neutrons per shot. These compared with their measured value
of 1.4 MA and D–D Yn = (7.5–8.0 � 1010 D–D neutrons per shot). The results for
these 3 cases are summarized and compared in Table 3.7. The agreement is
reasonable.

Fig. 3.17 Geometry of
KPU200 [161]; 1 cathode
housing, 2 anode, 3 insulator,
4 anode lead-in, 5 valves for
pumping and filling the
chamber with gas. Reprinted
from V.V. Maslov et al [161].
Copyright (2014) with
permission from Pleiades
Publishing Ltd, 2014.
Original Russian text
published in Pribory i
tekhnika Eksperimenta, 2014,
No 2 pp 43–47

Table 3.6 Fitted configuration of KPU corresponding to relevant shot-values

L0 C0 B A z0 r0 (mΩ)

36a 432 15 8 21.3a 1.2a

Massf Currf Massfr Currfr Model parameters

0.0635a 0.7a 0.14a 0.7a

V0 P0 MW A At = 1
mol = 2

Operational

25 14.3 5 1 2 Parameters
aFitted using measured current; other values are given
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A Note on the 2-D Model of Abdul Al-Halim et al.

In relation to the spherical plasma focus SPF, Abd Al-Halim has used a 2-D MHD
model to obtain the dynamics of the spherical plasma focus [164], essentially
modifying the Lee Model code to include curvature in the current sheet with the
ability to follow curved electrodes. More recently his group has [165] extended
the code to obtain neutrons, radiation and beam ions properties of the SPF. For the
KPU200 they reported a computed value of 1.13 � 1013 D-T neutrons for
14.3 Torr. Their computed value also agrees reasonably with the measured value.

3.3.6.3 Current-Stepped Plasma Focus

Lee [166] had predicted based on basic energy and pressure considerations that a
linear Z-pinch would have improved compression characteristics if a current is
stepped rather than increased in the usual near sinusoidal fashion, even if it were
just a faster sinusoid placed near the top of a slower sinusoid. This concept was
tested by Saw in the laboratory using a current-stepped pinch [167, 168]. This same
energy and pressure considerations, being fundamental, should already be inbuilt in
the Lee Model code which is energy- and momentum-consistent. A two-circuit

 Measured Current KPU 200 25 kV 19mb D-T;  fitted 
with computed  current- 'linearised equivalent geometry'

1500

2000

0 2 4 6 8

Measured current kA
Computed current kA

 Measured Current KPU 200 25 kV 19mb D-T;  fitted 
with computed  current- 'linearised equivalent geometry'

0
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0 2 4 6 8
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 k
A

Fig. 3.18 Final fitting of the computed current waveform (dashed trace) with the measured
current waveform of KPU200 [162]. Note that the two traces overlap reasonably well

Table 3.7 Computed Ip and Yn for KPU200 compared to measured values

Voltage
(kV)

Gas Pressure
(Torr)

Measured
Ip (MA)

Computed
Ip (MA)

Measured Yn Computed
Yn

25 D-T 14.3 1.50 1.60 1.26 � 1013 1.44 � 1013

25 D-T 17.3 1.65 1.66 1.2 � 1013 1.34 � 1013

25 D-D 12.0 1.50 1.40 7.5–8 � 1010 7.5 � 1010
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system was proposed for a plasma focus [105] to provide a stepped current (see
Fig. 3.19).

A plasma focus with b = 23.4 cm, a = 16.9 cm and z0 = 35 cm operating at
10 Torr was designed. For a 50 kV, 1 MJ, 6 ls rise-time bank, the current-step
from a 200 kV, 0.4 MJ, 0.8 ls rise-time bank maintains the pinch current at
2.2 MA, enhances compression by 1.9 and increases the neutron yield by a factor of
4 from 2.5 � 1012 to 1.03 � 1013. The current-step is switched when the rp = 0.4
a. The increase is attributed mainly to the step nature of the current which
favourably shifts the end-point of compression; rather than to the scaling in terms of
energy or current.

3.3.6.4 Procedure to Use Lee Code for the Above Devices

For application of the ‘straight electrode equivalent’ technique the standard 5-phase
code is used. For the current-stepped computations, a separate code is required
designated as the CS-RADPF05.15d (available from either author).

3.3.6.5 Theta Pinch Version of the Code

There is a version of the code written for the radiative theta pinch [169] which has
the capacitor current coupled into the plasma via a single turn air-core loop. With
this difference in the drive, the rest of the code is adapted from the radial phase of
the Lee Model code. This code for the theta pinch is designated (May 2014)
theta002.

Fig. 3.19 Schematic of the current-stepped PF. The main bank with components C1, L1 and r1 is
switched by S1 onto the anode, with mesh current I1. The current taking part in the plasma
dynamics is fcI1 with (1 − fc)I1 being a leakage current. Just before peak I1, the current-step bank
with C2, L2 and r2 is switched by S2 onto the anode, with mesh current I2. The total current flowing
into the anode is I = I1 + I2. The current taking part in the plasma dynamics is fc(I1 + I2); shown in
this figure flowing in the axial phase. The leakage path of remnant current (1 − fc)(I1 I2) is not
shown. Mesh 2 has smaller L2–C2 time constant than L1–C1 and C2 is charged to a higher voltage
than C1. Reprinted from Lee and Saw [105]. Copyright (2012) with permission from Springer
Science+Business Media, LLC
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3.4 Insights and Scaling Laws of the Plasma Focus Arising
from the Numerical Experiments

3.4.1 Using the Lee Model Code as Reference
for Diagnostics

The Lee Model code [10, 37] is configured [22, 152] to work as any plasma focus
by inputting:

Bank parameters L0, C0 and stray circuit resistance r0;
Tube parameters b, a and z0;
Operational parameters V0 and P0 and the fill gas.

The computed total current waveform is fitted to the measured waveform by
varying model parameters fm, fc, fmr and fcr one by one until the computed wave-
form agrees with the measured waveform as described earlier in Sect. 3.2.4.

During every adjustment of each of the model parameters, the code goes through
the whole cycle of computation. In the last adjustment, when the computed total
current trace is judged to be reasonably well-fitted in all 5 waveform features,
computed time histories are presented, in Fig. 3.20a–n as an example, as follows:
for the NX2 operated at 11 kV, 2.6 Torr Ne.

Thus the code after fitting to a measured current trace provides the dynamics and
energetics of the plasma focus and properties of the plasma pinch. One important use
of the code is to provide values that may act as a reference for diagnostic purposes.

3.4.1.1 Comments on Computed Quantities by Lee Model Code

1. The computed total discharge current trace typically is fitted very well with the
measured trace. The end of the radial phase is indicated in Fig. 3.20a. Plasma
currents are rarely measured. We had done a comparison of the computed
plasma current with measured plasma current for the Stuttgart PF78 which
shows good agreement of our computed to the measured plasma current [106].
The computed plasma current in this case of the NX2 is shown in Fig. 3.20b.

2. The computed tube voltage is difficult to compare with measured tube voltages
in terms of peak values, typically because of the poor response time of voltage
dividers used for voltage measurements. However the computed waveform
shape in Fig. 3.20c is general as expected.

3. The computed axial trajectory and speed (Fig. 3.20d), agree with experimentally
obtained time histories. Moreover, the behaviour with pressure, running the
code at different pressures, agrees well with experimental results. The radial
trajectories and speeds are difficult to measure. The computed radial trajectories
Fig. 3.20e agrees with the scant experimental data available. The length of the
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radial structure is shown in Fig. 3.20f. Computed speeds, radial shock front and
piston speeds and speed of the elongation of the structure, are shown in
Fig. 3.20g.

4. The computed inductance (Fig. 3.20h) shows a steady increase of inductance in
the axial phase, followed by a sharp increase (rising by more than a factor of 2 in
a radial phase time interval about 1/10 the duration of the axial phase for the
NX2).

5. The inductive energy (0.5LI2) peaks at 70% of initial stored energy and then
drops to 30% during the radial phase, as the sharp drop of current more than
offsets the effect of sharply increased inductance (Fig. 3.20i).
In Fig. 3.20j is shown the work done by the magnetic piston, computed using
force integrated over distance method. Also shown is the work dissipated by the
dynamic resistance, computed using dynamic resistance power integrated over

0

20

40

60

80

0.0 0.5 1.0 1.5 2.0 2.5
0

20

40

0.0 0.5 1.0 1.5 2.0 2.5

energy dissipated 
Piston Work

Computed averaged & peak ion number 
density ni  in units of 1023 m-3

0
5

10
15
20
25
30

0.0 0.5 1.0 1.5 2.0 2.5

ni

Averaged uniform ni

nimax, full shock jump

Time in microsec

%
 o

f s
to

re
d 

en
er

gy

%
 o

f s
to

re
d 

en
er

gy

Time in microsec

Time in microsec

 Computed total inductive energy as % of stored energy Compare energy dissipated by 'dynamic resistance' 
with piston work

(i) (j)

(k) (l)

Computed plasma temperature

0

1

2

3

1.1 1.2 1.3 1.4 1.5
Time in microsec

T
em

p 
(1

06 
K
)

Computed SXR Power in GW

0

1

2

1.1 1.2 1.3 1.4 1.5
Time in microsec

SX
R

 P
ow

er
 

(m) (n)

Fig. 3.20 (continued)

3 The Plasma Focus—Numerical Experiments, Insights and Applications 169



time. We see that the two quantities and profiles agree exactly. This validates the
concept of half Ldot as a dynamic resistance DR. The piston work deposited in
the plasma increases steadily to some 12% at the end of the axial phase and then
rises sharply to just below 30% in the radial phase. The values of the DR in the
axial phase, together with the bank surge impedance, are the quantities that
determine Ipeak.

6. The ion number density has a maximum value derived from shock-jump con-
siderations, and an averaged uniform value derived from overall energy and
mass balance considerations. The computed number density is averaged over the
assumed flat profile, hence can be expected to be considerably lower than
measured peak density. The time profiles of these are shown in Fig. 3.20k. The
electron number density (Fig. 3.20l) has similar profiles to the ion density
profile but is modified by the effective charge numbers due to ionization stages
reached by the ions.

7. Plasma temperature too has a maximum value and an averaged uniform value
derived in the same manner; are shown in Fig. 3.20m. Computed neon soft
X-ray power profile is shown in Fig. 3.20n. The area of the curve is the soft
X-ray yield in J. Pinch dimensions and lifetime may be estimated from
Fig. 3.20e, f.

8. The code also computes the neutron yield, for operation in deuterium, using a
phenomenological beam-target mechanism [10, 37] added on to a much smaller
thermonuclear component. The code does not compute a time history of the
neutron emission, only a yield number Yn.

Thus as demonstrated above, the Lee Model code when properly fitted is able to
realistically model any plasma focus and act as a guide to diagnostics of plasma
dynamics, trajectories, energy distribution and gross plasma properties. Radiation
yields and properties of FIB fast ion beams and FPS fast plasma streams are also
computed. These are treated in other sections later.

3.4.1.2 Correlating Computed Plasma Dynamics with Measured
Plasma Properties—A Very Powerful Diagnostic Technique

A measured current waveform is usually available together with measured time
profiles of plasma properties. In such cases, the fitted code has been used to
compare the computed dynamics with a measured streak photograph [95] and to
correlate the computed dynamics with neon SXR time profiles [55, 56, 76] and
Faraday Cup signals [81]. An example of such a correlation is shown in Fig. 3.46 in
Sect. 3.5.6.7. This is a very powerful technique particularly when incorporated into
a customized template. More widespread use will generate new data to further the
understanding of the plasma focus.

Besides providing reference quantities for diagnostics, series of numerical
experiments have been systematically carried out to look for behaviourial patterns of
the plasma focus. Insights uncovered by the series of numerical experiments include:
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1. Pinch current limitation effect, and associated yield limitation, as static induc-
tance is reduced;

2. Scaling laws for neutron, SXR, fast ion beams and fast plasma strteams; and
3. The nature and a fundamental cause of neutron saturation (being a misnomer for

neutron scaling deterioration).

3.4.2 Insight 1—Pinch Current Limitation Effect as Static
Inductance Is Reduced Towards Zero

There was expectation [12] that the large MJ plasma focus PF1000 in Warsaw
could increase its discharge current, and its pinch current, and consequently neutron
yield by a reduction of its external or static inductance L0. To investigate this point,
experiments were carried out using the Lee Model code. Unexpectedly, the results
indicated that whilst Ipeak indeed progressively increased with a reduction in L0, no
improvement may be achieved due to a pinch current limitation effect [49]. Given a
fixed C0 powering a plasma focus, there exists an optimum L0 for maximum Ipinch.
Reducing L0 further will increase neither Ipinch nor Yn. The numerical experiments
leading to this unexpected result is described below.

A measured current trace of the PF1000 with C0 = 1332 lF, operated at 27 kV,
3.5 Torr deuterium, has been published [12], with cathode and anode radii
b = 16 cm and a = 11.55 cm and anode length z0 = 60 cm. In the numerical
experiments, we fitted external (or static) inductance L0 = 33.5 nH and stray
resistance r0 = 6.1 mΩ (damping factor RESF = r0/(L0/C0)

0.5 = 1.22). The fitted
model parameters are fm = 0.13, fc = 0.7, fmr = 0.35 and fcr = 0.65. The computed
current trace [10, 49] agrees very well with the measured trace [12] through all the
phases, axial and radial, right down to the bottom of the current dip indicating the
end of the pinch phase as shown in Fig. 3.21.

We carried out numerical experiments for PF1000 using the machine and model
parameters determined from Fig. 3.21. Operating the PF1000 at 35 kV and

Fig. 3.21 Fitting computed
current to measured current
traces to obtain fitted
parameters fm = 0.13,
fc = 0.7, fmr = 0.35 and fcr=
0.65. The measured current
trace was for the PF1000 at
27 kV, storage capacity of
1332 lF and fitted static
inductance of 33.5 nH
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3.5 Torr, we varied the anode radius a with the corresponding adjustment to b to
maintain a constant c = b/a = 1.39 and in order to keep the peak axial speed at
10 cm/ls. The anode length z0 was also adjusted to maximize Ipinch as L0 was
decreased from 100 nH progressively to 5 nH.

As expected, Ipeak increased progressively from 1.66 to 4.4 MA. As L0 was
reduced from 100 to 35 nH, Ipinch also increased, from 0.96 to 1.05 MA. However,
then unexpectedly, on further reduction from 35 to 5 nH, Ipinch stopped increasing,
instead of decreased slightly to 1.03 MA at 20 nH, to 1.0 MA at 10 nH, and to
0.97 MA at 5 nH. Yn also had a maximum value of 3.2 � 1011 neutron per shot at
35 nH.

To explain this unexpected result, we examine the energy distribution in the
system at the end of the axial phase (see Fig. 3.21) just before the current drops
from peak value Ipeak and then again near the bottom of the almost linear drop to the
pinch phase indicated by the arrow pointing to ‘end of radial phase’. The energy
equation describing this current drop is written as follows:

0:5I2peakðL0 þ Laf
2
c Þ ¼ 0:5I2pinchðL0=f 2c þ La þ LpÞþ dcap þ dplasma; ð3:57Þ

where La is the inductance of the tube at full axial length z0, dplasma is the energy
imparted to the plasma as the current sheet moves to the pinch position and is the
integral of 0.5(dL/dt)I2. We approximate this as 0:5LpI2pinch which is an underesti-
mate for this case. dcap is the energy flow into or out of the capacitor during this
period of current drop. If the duration of the radial phase is short compared to the
capacitor time constant, the capacitor is effectively decoupled and dcap may be put
as zero. From this consideration we obtain

I2pinch ¼ I2peakðL0 þ 0:5LaÞ=ð2L0 þ La þ 2LpÞ ð3:58Þ

where we have taken fc = 0.7 and approximated f 2c as 0.5.
Generally, as L0 is reduced, Ipeak increases; a is necessarily increased leading [49]

to a longer pinch length zp, hence a bigger Lp. Lowering L0 also results in a shorter
rise time, hence a necessary decrease in z0, reducing La. Thus, from Eq. (3.58),
lowering L0 decreases the fraction Ipinch/Ipeak. Secondly, this situation is com-
pounded by another mechanism. As L0 is reduced, the L–C interaction time of the
capacitor bank reduces while the duration of the current drop increases due to an
increasing a. This means that as L0 is reduced, the capacitor bank is more and more
coupled to the inductive energy transfer processes with the accompanying induced
large voltages that arise from the radial compression. Looking again at the derivation
of Eq. (3.58) from Eq. (3.57) a nonzero dcap, in this case, of positive value, will act
to decrease Ipinch further. The lower the L0 the more pronounced is this effect.

Summarizing this discussion, the pinch current limitation is not a simple effect but
is a combination of the two complex effects described above, namely, the interplay
of the various inductances involved in the plasma focus processes abetted by the
increasing coupling of C0 to the inductive energetic processes, as L0 is reduced.
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3.4.3 Neutron Yield Limitations Due to Current Limitations
as L0 Is Reduced

From the pinch current limitation effect, it is clear that given a fixed C0 powering a
plasma focus, there exists an optimum L0 for maximum Ipinch. Reducing L0 further
will increase neither Ipinch nor Yn. The results of the numerical experiments carried
out are presented in Fig. 3.22 and Table 3.8.

With large L0 = 100 nH it is seen (Fig. 3.22) that the rising current profile is
flattened from what its waveform would be if unloaded; and peaks at around 12 ls
(before its unloaded rise time, not shown, of 18 ls) as the current sheet goes into
the radial phase. The current drop, less than 25% of peak value, is sharp compared
with the current rise profile. At L0 = 30 nH the rising current profile is less flat-
tened, reaching a flat top at around 5 ls, staying practically flat for some 2 ls
before the radial phase current drop to 50% of its peak value in a time which is still
short compared to the rise time. With L0 of 5 nH, the rise time is now very short,
there is hardly any flat top; as soon as the peak is reached, the current waveform
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Fig. 3.22 PF1000 current waveforms computed at 35 kV, 3.5 Torr D2 for a range of L0 showing
the changes in waveforms as L0 varies. Reprinted from Lee et al. [102]. © IOP Publishing.
Reproduced with permission. All rights reserved

Table 3.8 Currents and ratio of currents as L0 is reduced-PF1000 at 35 kV, 3.5 Torr deuterium

L0 (nH) b (cm) a (cm) z0 (cm) Ipeak (MA) Ipinch (MA) Yn (10
11) Ipinch/Ipeak

100 15.0 10.8 80 1.66 0.96 2.44 0.58

80 16.0 11.6 80 1.81 1.00 2.71 0.55

60 18.0 13.0 70 2.02 1.03 3.01 0.51

40 21.5 15.5 55 2.36 1.05 3.20 0.44

35 22.5 16.3 53 2.47 1.05 3.20 0.43

30 23.8 17.2 50 2.61 1.05 3.10 0.40

20 28.0 21.1 32 3.13 1.03 3.00 0.33

10 33.0 23.8 28 3.65 1.00 2.45 0.27

5 40.0 28.8 20 4.37 0.97 2.00 0.22
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drops significantly. There is a small kink on the current waveform of both the
L0 = 5 nH, z0 = 20 cm and the L0 = 5 nH, z0 = 40 cm. This kink corresponds to
the start of the radial phase which, because of the large anode radius, starts with a
relatively low radial speed, causing a momentary reduction in dynamic loading.
Looking at the three types of traces it is seen that for L0 = 100–30 nH, there is a
wide range of z0 that may be chosen so that the radial phase may start at peak or
near peak current, although the longer values of z0 tend to give better energy
transfers into the radial phase.

The optimized situation for each value of L0 is shown in Table 3.8. The table
shows that as L0 is reduced, Ipeak rises with each reduction in L0 with no sign of any
limitation. However, Ipinch reaches a broad maximum of 1.05 MA around
40–30 nH. Neutron yield Yn also shows a similar broad maximum peaking at
3.2 � 1011 neutrons. Figure 3.23 shows a graphical representation of this Ipinch
limitation effect. The curve going up to 4 MA at low L0 is the Ipeak curve. Thus Ipeak
shows no sign of limitation as L0 is progressively reduced. However, Ipinch reaches a
broad maximum. From Fig. 3.23 there is a stark and important message. One must
distinguish clearly between Ipeak and Ipinch. In general, one cannot take Ipeak to be
representative of Ipinch.

We carried out several sets of experiments on the PF1000 for varying L0, each
set with a different damping factor. In every case, an optimum inductance was
found around 30–60 nH with Ipinch decreasing as L0 was reduced below the opti-
mum value. The results showed that for PF1000, reducing L0 from its present
20–30 nH will increase neither the observed Ipinch nor the neutron yield, because of
the pinch limitation effect. Indeed, the Ipinch decreases very slightly on further
reduction to very small values. We would add that we have used a set of model

Fig. 3.23 Currents and
current ratio (computed) as L0
is reduced PF1000, 35 kV,
3.5 Torr D2. Reprinted from
[102]. © IOP Publishing.
Reproduced with permission.
All rights reserved
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parameters which in our experience is the most reasonable to be used in these
numerical experiments. Variations of the model parameters could occur but we are
confident that these variations are not likely to occur with such a pattern as to negate
the pinch current limitation effect. Nevertheless, these variations should be actively
monitored and any patterns in the variations should be investigated.

Similar series of numerical experiments have been carried out for SXR yields
[98, 103] which indicate that the same current limiting effect also applies to opti-
mizing the yields of neon SXR, and likely to other yields including FIB and FPS as
well.

3.4.4 Insight 2—Scaling Laws for Neutron—Scaling Laws
for Neutrons from Numerical Experiments Over
a Range of Energies from 10 kJ to 25 MJ

We apply the Lee Model code to the MJ machine PF1000 over a range of C0 to
study the neutrons emitted by PF1000-like bank energies from 10 kJ to 25 MJ.

As shown earlier the PF1000 current trace has been used to fit the model
parameters, with very good fitting achieved between the computed and measured
current traces (Fig. 3.10). Once the model parameters have been fitted to a machine
for a given gas, these model parameters may be used with some degree of confi-
dence when operating parameters such as the charging voltage are varied [10, 132].
With no measured current waveforms available for the higher megajoule numerical
experiments, it is reasonable to keep the model parameters that we have got from
the PF1000 fitting.

The optimum pressure for this series of numerical experiments is 10 Torr and the
ratio c = b/a is retained at 1.39. For each C0, anode length z0 is varied to find the
optimum. For each z0, anode radius a0 is varied so that the end-axial speed is
10 cm/µs. The numerical experiments were carried out for C0 ranging from 14 to
39,960 µF corresponding to energies from 8.5 kJ to 24.5 MJ [44].

For this series of experiments we find that the Yn scaling changes from Yn �E2:0
0

at tens of kJ to Yn �E0:84
0 at the highest energies (up to 25 MJ) investigated in this

series. This is shown in Fig. 3.24.
From Figs. 3.24 and 3.25, over wide ranges of energy, optimizing pressure,

anode length and radius, the scaling laws for Yn [21, 44, 100, 114–116] obtained
through numerical experiments are listed here:

Yn ¼ 3:2� 1011I4:5pinch

Yn ¼ 1:8� 1010I3:8peak; Ipeak (0.3–5.7) in MA, Ipinch (0.2–2.4) in MA.

Yn �E2:0
0 at tens of kJ to

Yn �E0:84
0 at MJ level (up to 25 MJ).
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These laws provide useful references and facilitate the understanding of present
plasma focus machines. More importantly, these scaling laws are also useful for
design considerations of new plasma focus machines particularly if they are
intended to operate as optimized neutron sources.

Fig. 3.24 Yn plotted as a function of E0 in log–log scale, showing Yn scaling changes from
Yn * E0

2.0 at tens of kJ to Yn * E0
0.84 at the highest energies (up to 25 MJ). This scaling

deterioration is discussed in Sect. 4.7. Reprinted from Lee [44]. © IOP Publishing. Reproduced
with permission. All rights reserved

Yn vs Ipinch (higher line), Yn vs Ipeak (lower line)
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Fig. 3.25 Log(Yn) scaling with Log(Ipeak) and Log(Ipinch), for the range of energies investigated,
up to 25 MJ. Reprinted from Lee [44]. © IOP Publishing. Reproduced with permission. All rights
reserved
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3.4.5 Insight 3—Scaling Laws for Soft X-ray Yield

3.4.5.1 Computation of Neon SXR Yield

We note that the transition from Phase 4 to Phase 5 is observed in laboratory
measurements to occur in an extremely short time with plasma/current disruptions
resulting in localized regions of high densities and temperatures. These localized
regions are not modelled in the code, which consequently computes only an average
uniform density, and an average uniform temperature which is considerably lower
than measured peak density and temperature. However, because the 4 model
parameters are obtained by fitting the computed total current waveform to the
measured total current waveform, the model incorporates the energy and mass
balances equivalent, at least in the gross sense, to all the processes which are not
even specifically modelled. Hence the computed gross features such as speeds and
trajectories and integrated soft X-ray yields have been extensively tested in
numerical experiments for several machines and are found to be comparable with
measured values.

In the code [10, 37], neon line radiation QL is calculated:

dQL

dt
¼ �4:6� 10�31n2i ZZ pr2p


 �
zf=T ð3:59Þ

where for the temperatures of our interest we take the SXR yield Ysxr = QL, Zn is
the atomic number.

Hence the SXR energy generated within the plasma pinch depends on the
properties: number density ni, effective charge number Z, pinch radius rp, pinch
length zf and temperature T. It also depends on the pinch duration since in our code
QL is obtained by integrating over the pinch duration.

This generated energy is then reduced by the plasma self-absorption which
depends primarily on density and temperature; the reduced quantity of energy is
then emitted as the SXR yield. These effects are included in the modelling by
computing volumetric plasma self-absorption factor A derived from the photonic
excitation number M which is a function of Zn, ni, Z and T. However, in our range
of operation, the numerical experiments show that the self-absorption is not sig-
nificant. It was first pointed out by Liu [73, 75] that a temperature around 300 eV is
optimum for SXR production. Subsequent work [55–57, 76–79] and further
experience through numerical experiments suggest that around 2 � 106 K (below
200 eV) or even a little lower could be better. Hence unlike the case of neutron
scaling, for SXR scaling there is an optimum small range of temperatures
(T windows) to operate.
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3.4.5.2 Scaling Laws for Neon SXR Over a Range of Energies
from 0.2 kJ to 1 MJ

We next use the Lee Model code to carry out a series of numerical experiments over
the energy range 0.2 kJ–1 MJ [117]. In this case, we apply it to a proposed modern
fast plasma focus machine with optimized values for c the ratio of the outer to inner
electrode radius and L0 obtained from our numerical experiments.

The following parameters are kept constant : (i) the ratio c = b/a (kept at 1.5,
which is practically optimum according to our preliminary numerical trials); (ii) the
operating voltage V0 (kept at 20 kV); (iii) static inductance L0 (kept at 30 nH,
which is already low enough to reach the Ipinch limitation regime [49] over most of
the range of E0 we are covering) and; (iv) the ratio of stray resistance to surge
impedance RESF (kept at 0.1, representing a higher performance modern capacitor
bank). The model parameters [132] fm, fc, fmr and fcr are also kept at fixed values
0.06, 0.7, 0.16 and 0.7. We choose the model parameters so they represent the
average values from the range of machines that we have studied. A typical example
of a current trace for these parameters is shown in Fig. 3.26.

The storage energy E0 is varied by changing the capacitance C0. Parameters that
are varied are operating pressure P0, anode length z0 and anode radius a. Parametric
variation at each E0 follows the order; P0, z0 and a until all realistic combinations of
P0, z0 and a are investigated. At each E0, the optimum combination of P0, z0 and a is
found that produces the biggest Ysxr. In other words at each E0, a P0 is fixed, a z0 is
chosen and a is varied until the largest Ysxr is found. Then keeping the same values of
E0 and P0, another z0 is chosen and a is varied until the largest Ysxr is found. This
procedure is repeated until for that E0 and P0, the optimum combination of z0 and a is
found. Then keeping the same value of E0, another P0 is selected. The procedure for
parametric variation of z0 and a as described above is then carried out for this E0 and
newP0 until the optimum combination of z0 and a is found. This procedure is repeated
until for a fixed value of E0, the optimum combination of P0, z0 and a is found.

The procedure is then repeated with a new value of E0. In this manner after
systematically carrying out some 2000 runs, the optimized runs for various energies
are tabulated in Table 3.9. We plot Ysxr against E0 as shown in Fig. 3.27.

Fig. 3.26 Computed total
curent versus time for
L0 = 30 nH and V0 = 20 kV,
C0 = 30 lF, RESF = 0.1,
c = 1.5 and model parameters
fm, fc, fmr, fcr are fixed at 0.06,
0.7, 0.16 and 0.7 for
optimized a = 2.285 cm and
z0 = 5.2 cm
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We then plot Ysxr against Ipeak and Ipinch and obtain SXR yield scales as

Ysxr � I3:6pinch and

Ysxr � I3:2peak:

The Ipinch scaling has less scatter than the Ipeak scaling. We next subject the
scaling to further test when the fixed parameters RESF, c, L0 and V0 and model
parameters fm, fc, fmr, fcr are varied. We add in the results of some numerical
experiments using the parameters of several existing plasma focus devices
including the UNU/ICTP PFF (RESF = 0.2, c = 3.4, L0 = 110 nH and V0 = 14 kV
with fitted model parameters fm = 0.05, fc = 0.7, fmr = 0.2, fcr = 0.8), the NX2
(RESF = 0.1, c = 2.2, L0 = 20 nH and V0 = 11 kV with fitted model parameters
fm = 0.10, fc = 0.7, fmr = 0.12, fcr = 0.68), and PF1000 (RESF = 0.1, c = 1.39,
L0 = 33 nH and V0 = 27 kV with fitted model parameters fm = 0.1, fc = 0.7,
fmr = 0.15, fcr = 0.7). These new data points (white data points in Fig. 3.28) contain
wide ranges of c, V0, L0 and model parameters. The resulting Ysxr versus Ipinch log–
log curve remains a straight line, with the scaling index 3.6 unchanged and with no
more scatter than before. However, the resulting Ysxr versus Ipeak curve now exhibits
considerably larger scatter and the scaling index has changed slightly (note the
change is not shown/obvious here).

We would like to highlight that the consistent behaviour of Ipinch in maintaining
the scaling of Ysxr � I3:6pinch with less scatter than the Ysxr � I3:2peak scaling particularly
when mixed-parameters cases are included, strongly supports the conclusion that

Fig. 3.27 Ysxr versus E0. The parameters kept constants are: RESF = 0.1, c = 1.5, L0 = 30 nH
and V0 = 20 kV and model parameters fm, fc, fmr, and fcr at 0.06, 0.7, 0.16 and 0.7, respectively.
The scaling deterioration observed in this figure is similar to that for neutron yield and is discussed
in Sect. 3.4.7. Reprinted from Lee et al. [117]. © IOP Publishing. Reproduced with permission.
All rights reserved
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Ipinch scaling is the more universal and robust one. Similarly, conclusions on the
importance of Ipinch in plasma focus performance and scaling laws have been
reported [106].

It may also be worthy of note that our comprehensively surveyed numerical
experiments for Mather configurations in the range of energies 0.2 kJ–1 MJ pro-
duce an Ipinch scaling rule for Ysxr not compatible with Gates’ rule [170]. However it
is remarkable that our Ipinch scaling index of 3.6, obtained from a set of compre-
hensive numerical experiments over a range of 0.2 kJ–1 MJ, on Mather-type
devices, is within the range of 3.5–4 postulated on the basis of sparse experimental
data, (basically just two machines one at 5 kJ and the other at 0.9 MJ), by Filippov
et al. [171], for Filippov configurations in the range of energies 5 kJ–1 MJ.

It must be pointed out that the results represent scaling for comparison with
baseline plasma focus devices that have been optimized in terms of electrode
dimensions. It must also be emphasized that the scaling with Ipinch works well even
when there are some variations in the actual device from L0 = 30 nH, V0 = 20 kV
and c = 1.5.

Summary of Soft X-ray scaling laws found by numerical experiments:
Over wide ranges of energy, optimizing pressure, anode length and radius, the

scaling laws for neon SXR found by numerical experiments are:

Ysxr ¼ 8:3� 103 � I3:6pinch;

Ysxr ¼ 600� I3:2peak; Ipeak (0.1 to 2.4), Ipinch (0.07 to 1.3) in MA.

Ysxr �E1:6
0 (kJ range) to Ysxr �E0:8

0 (towards MJ).

These laws provide useful references and facilitate the understanding of present
plasma focus machines. More importantly, these scaling laws are also useful for
design considerations of new plasma focus machines particularly if they are
intended to operate as neon SXR sources.

y = 1.5x10-07Ipeak
3.2

Ysxr = 1.1x10-07Ipinch
3.6

Ys
xr

 in
 J

Ipinch, Ipeak in kA

Fig. 3.28 Ysxr is plotted as a function of Ipinch and Ipeak. The parameters kept constant for the
black data points are: RESF = 0.1, c = 1.5, L0 = 30 nH and V0 = 20 kV and model parameters fm,
fc, fmr, fcr at 0.06, 0.7, 0.16 and 0.7, respectively. The white data points are for specific machines
which have different values for the parameters c, L0 and V0. © IOP Publishing. Reproduced with
permission. All rights reserved
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In a similar fashion, scaling laws for several other gases, e.g. nitrogen, oxygen,
argon have been computed [98, 119, 120].

3.4.6 Insight 4—Scaling Laws for Fast Ion Beams and Fast
Plasma Streams from Numerical Experiments

3.4.6.1 Computation of Beam Ion Properties

The Lee code has been extended (RADPFV5.15FIB) and computes the flux of the
ion beams:

Jb ¼ nbvb ð3:60Þ

where nb = number of beam ions Nb divided by the volume of plasma traversed is
derived from pinch inductive energy considerations; and vb = effective speed of the
beam ions is derived from the accelerating voltage taken as diode voltage U. All
quantities are expressed in SI units, except where otherwise stated.

3.4.6.2 The Ion Beam Flux and Fluence Equations

We derive nb from the beam kinetic energy BKE and pinch inductive energy PIE
considerations.

The BKE is contributed from the total number of beam ions Nb where each beam
ion has a mass Mmp and speed vb and is represented by BKE ¼ ð1=2ÞNbMmpv2b.
The mass of the proton mp is 1.673 � 10−27 kg and M is the mass number of ion,
e.g. neon ion has a mass number M = 20.

This BKE is imparted by a fraction fe of the PIE represented by PIE ¼
ð1=2ÞLpI2pinch where Lp ¼ ðl=2pÞ ln b=rp

� �� �
zp is the inductance of the focus

pinch; l = 4p � 10−7 Hm−1; b = outer electrode of the plasma focus carrying the
return current; rp = pinch radius carrying the current through the plasma;
zp = length of the pinch and Ipinch is the pinch current value taken at start of pinch.

Thus: ð1=2ÞNbMmpv2b ¼ feð1=2Þðl=2pÞðln½b=rp�ÞzpI2pinch
This gives:

nb ¼ Nb=ðpr2pzpÞ ¼ ðl=½2p2mp�Þðfe=MÞfðln½b=rp�Þ=r2pÞgðI2pinch=v2bÞ ð3:61Þ

Next, we proceed to derive vb from the accelerating voltage provided by the
diode voltage U to an ion. Each ion with effective charge Zeff is given kinetic energy
of (1/2)Mmpvb

2 by diode voltage U. Thus:
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ð1=2ÞMmpv2b ¼ ZeffeU where e is the electronic (or unit) charge 1.6 � 10−19 C;
Hence

vb ¼ ð2e=mpÞ1=2ðZeff=MÞ1=2U1=2 ð3:62Þ

Now, we substitute nb and vb from Eqs. (3.61) and (3.62) into Eq. (3.60); and

noting that ðl=½2:83p2ðempÞ1=2�Þ ¼ 2:75� 1015, we have the flux equation:

Flux ¼ Jb ¼ 2:75� 1015 fe=½MZeff �1=2

 �

ln½b=rp�
� �

=ðr2pÞ
n o

I2pinch

 �

=U1=2 ð3:63Þ

in units of (ions m−2 s−1)
where M = ion mass, Zeff = average effective charge of the ion in the pinch,

b = cathode radius, rp = pinch radius and Ipinch = pinch current. The parameter fe is
the fraction of energy converted into beam energy from the inductive energy of the
pinch. Analyzing neutron yield data [58, 59] and pinch dimensional-temporal
relationships we estimate fe = 0.14 and use the approximate scaling [137]:
s = 10−6zp. This condition fe = 0.14 is equivalent to ion beam energy of 3–6% E0 in
the case when the pinch inductive energy holds 20–40% of E0. Our extensive study
of high performance low inductance PF classified [110] as Type T1 shows that this
estimate of fe is consistent with data.

The value of the ion flux is deduced in each situation by computing Zeff, rp, Ipinch
and U from the code.

The fluence is the flux multiplied by pulse duration s. Thus:

Fluenceðions m�2Þ ¼ 2:75

� 1015s fe=½MZeff �1=2

 �

ln½b=rp�=ðr2pÞ

 �n o

I2pinch

 �

=U1=2

ð3:64Þ

For deuteron where M = 2 and Zeff = 1; and if we take fe = 0.14 (ie 14% of PIE
is converted into BKE) then we have for deuterons:

Fluenceðions m�2Þ ¼ Jbs ¼ 8:5� 108I2pinchzp ln b=rp
� �� �

=pr2pU
1=2

n o
ð3:65Þ

Equation (3.65) is exactly equivalent to Eq. (3.5) first derived in [58].
In other words starting from first principles we have derived exactly the same

equation using empirical formula derived with quantities all with proportional
constants finally calibrated at a 0.5 MJ point of neutron yield. In this present
derivation from first principles, we need only one additional condition fe = 0.14 (the
fraction of energy converted from PIE into BKE) and the approximate scaling
s = 10−6zp. This additional condition of fe = 0.14 is equivalent to ion beam energy
of 3–6% E0 for cases when the PIE holds 20–40% of E0 as observed for Type T1 or
low inductance plasma focus device. We also conclude that the flux Eq. (3.63)
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derived here is the more basic equation to use as it does not have to make any
assumptions about the ion beam pulse duration.

According to Eqs. (3.63) and (3.64) the flux and fluence are dependent on
(MZeff)

−1/2, if all other pinch properties remain equal. From this simple dependency
one would expect the flux and fluence to reduce as we progress from H2 to D2, He
to Kr and Xe. However, the pinch properties, primarily the pinch radius do change
drastically for different gases at different regimes of operation; due to thermody-
namic and radiative effects. The change in rp and associated and consequential
changes in pinch dynamics and other properties, as computed from the code we use
in this chapter, have profound effects on modifying this simple dependence.

We summarize the assumptions:

1. Ion beam flux Jb is nbvb with units of ions m−2 s−1.
2. Ion beam is produced by diode mechanism [12].
3. The beam is produced uniformly across the whole cross section of the pinch.
4. The beam speed is characterized by an average value vb.
5. The BKE is a fraction fe of the PIE, taken as 0.14 in the first instance; to be

adjusted as numerical experiments indicate.
6. The beam ion energy is derived from the diode voltage U.
7. The diode voltage U is U = 3Vmax taken from data fitting in extensive earlier

numerical experiments [10, 100], where Vmax is the maximum induced voltage
of the pre-pinch radial phase. However for cases exhibiting strong radiative
collapse, the strong radiative collapse generates an additional induced voltage
V�
max. This voltage is very large and from extensive numerical experiments

appears to be a reasonable estimate of the beam ion energy from the point of
view of the various energy distributions including the ion beam energy relative
to the fast plasma stream energy. Hence the feedback from our extensive
examinations of the data suggests that we take, in such cases [58–60] U ¼ V�

max.

The value of the ion flux is deduced in each situation for specific machine using
specific gas by computing the values of Zeff, rp, Ipinch and U by configuring the Lee
Model code with the parameters of the specific machine and specific gas. The code
and the procedure are discussed in more detail in a later section.

3.4.6.3 Consequential Properties of the Ion Beam [59]

Once the flux is determined, the following quantities are also computed:

1. Energy flux or power density flow (Wm−2) is computed from Jb � ZeffU noting
the need to multiply by 1.602 � 10−19 to convert eV to J;

2. Power flow (W) is computed from Energy flux � pinch cross section;
3. Current density (A m−2) is computed from Jb � ion charge eZeff;
4. Current (A) is computed from Current density � pinch cross section;
5. Ions per sec (ions s−1) is computed from Jb � pinch cross section;
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6. Fluence (ions m−2) is computed from Jb � s;
7. Energy fluence (J m−2) is computed from Jb � s � ZeffU;
8. Number of ions in beam (ions) is computed from Fluence � pinch cross

section;
9. Energy in beam (J) is computed from Number of ions in beam � ZeffU;

10. Damage Factor (Wm−2 s0.5) is computed from Jb � ZeffU � s1/2;
11. Energy of fast plasma stream (J)

Experimentally it is found that as the focus pinch starts to break-up a fast shock
wave exits the plasma focus pinch in the axial direction preceding the ion beams
which rapidly catches up and overtakes it. Associated with this fast post-pinch axial
shock wave is a fast plasma stream (FPS) [59]. We estimate the energy of the FPS
by computing the work done by the magnetic piston through the whole radial phase
from which is subtracted twice the ion beam energy (the second count being for the
oppositely directed relativistic electron beam which we assume to have the same
energy as the ion beam) and from which is further subtracted the radiation yield of
the plasma pinch.

3.4.6.4 Fast Ion Beam and Fast Plasma Stream Properties of a Range
of Plasma Focus Devices—Investigations of Damage to Plasma
Facing Wall Materials in Fusion Reactors

Each of twelve machines of an IAEA CRP (Coordinated Research Program F13013
—“Investigations on materials under high repetition and intense fusion pulses”)
[172] was fitted using parameters (bank, tube and operation) supplied with a
measured current trace. Where necessary the fitting of the code output current
waveform to the measured current waveform also entailed adjustments to the values
of static inductance L0 and stray resistance r0. The results of the fitting are a set of
model parameters fm, fc for the axial phase and fmr and fcr for the radial phase. Once
fitted the dynamics in terms of axial and radial speeds and trajectories are found, as
are the plasma axial phase and radial phase and pinch plasma properties such as
temperatures and densities and neutron yields (in deuterium). Also computed are
the properties (number and energy fluence and flux, power flow and damage fac-
tors, ion energy and current) of the fast ion beam (FIB) and the energies and
properties of the fast plasma stream (FPS). The most important of the computed
properties of the IAEA CRP plasma focus machines are listed in Table 3.10.

The most important features regarding the scaling of ion beam properties that are
observed from Table 3.10 are as follows:

• FIB Properties independent of machine size: Number fluence, damage factor
and speed factor

• FIB Properties dependent on machine size: Beam size (footprint-cross sectional
radius), beam pulse length, number of ions per shot, beam current, total beam
energy per shot and power flow (W)
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• FIB properties with minor dependence on machine size: Number flux, number
fluence, energy flux and energy per ion

• FPS properties, practically independent of machine size: equivalent damage
factor, FPS energy as fraction of E0 and flow speed.

Validation of our computations in regards to FIB and FPS properties in relation
to the damage testing is presented in reference [60]. In particular, our computed
values of damage factor, power flow density and FPS energy [58] for the case of
PF-400J agree with those reportedly measured by Soto et al. [173]. Related recent
work on target interaction and damage testing has been reported [113, 174–176].
Numerical experiments [58, 59] have already established that the fluence and flux
and energy fluence and flux and damage factors have similar values within a narrow
range for all plasma focus whether big or small. Thus small plasma focus devices
produce as much damage as a big plasma focus; except that the damage produced in
a small plasma focus is over a smaller area compared to the bigger target area that
the big plasma focus irradiate on a per shot basis. However, exposure frequencies of
>1 Hz are achieved in small plasma focus devices aggregating thousands of shots in
a few minutes [74]. Thus the damage accumulated over a number of shots can be
achieved much more rapidly in a small plasma focus fired repetitively than in a big
focus which is a single shot. Therefore, important progress could be achieved in
materials damage testing for plasma facing walls of fusion reactors using small
plasma focus devices as plasma sources.

3.4.6.5 Slow Focus Mode SFM Versus Fast Focus Mode
FFM-Advantage of SFM for Fast Plasma Stream
Nano-materials Fabrication: Selection of Energy
of Bombarding Particles by Pressure Control [63]

As a source of neutrons, X-rays and charged-particle beams the plasma focus PF is
typically operated in the time-matched regime (TMR) where maximum energy is
pumped into the radial shock waves and compression, resulting in large inductive
voltages, high temperatures and copious multi-radiations. In this Fast Focus Mode
(FFM) of operation, targets placed in front of the anode are subjected to strong
bursts of fast ion beams (FIB), post-pinch fast plasma streams (FPS) followed by
materials exploded off the anode by relativistic electron beams (REB); in that order
of time sequence. In the INTI PF in hydrogen, as the operational pressure is
increased beyond the TMR, the dynamics slows, the minimum pinch radius ratio
increases, peak inductive voltages Vmax decreases, the FIB reduces in energy per ion
U, in beam power flow PFIB and in damage factor DFIB, as operation moves away
from FFM into the Slow Focus Mode (SFM). This is the same pattern for D, He, N
and Ne; but for the highest radiative gases Ar, Kr and Xe, radiative collapse
becomes dominant, past the time-matched point; and the points of highest Vmax,
PFIB and DFIB shift to relatively higher pressures. However in all gases in all
machines, as operational pressure is increased further, there comes a point (slowest
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SFM or SSFM point) where compression is so weak that outgoing reflected shock
barely reaches the incoming piston ie the focus pinch barely forms (see Fig. 3.29,
case of 24.4 Torr). We consider this point (at 24.4 Torr) as hypothetical and would
rather take the case of 22 Torr for discussion. In any case, because we have taken
the model parameters as fixed throughout the whole range of pressure we expect
that in practice the choice of SFM regime would likely be shifted towards higher
pressure since from experiments we find the tendency is for fm and fmr to be larger
as pressure moves towards the SFM regime. Thus the approach the SSFM point
would be reached at a lower pressure than shown in this discussion.

At this SSFM point the pinch radius ratio is at its largest (typically > twice that
of the FFM), the Vmax (see Fig. 3.30), PFIB and DFIB (see Fig. 3.31) are very low
and we expect a great reduction of anode boil-offs due to reduction of REB’s [63].

However, FPS energy is near its highest level. Operation near this SSFM point
reduces ion beam damage and anode materials on-target and allows the largest area
of interaction, primarily with the FPS (Fig. 3.32).

The above is surmised from results using RADPF FIB code. Recent laboratory
experiments with targets in INTI PF [81] confirm experimental indications [177]
that such high pressure operations produce a bigger area of more uniform target
interaction. This should produce better results in production of nano-materials such
as carbon nano-tubes on graphite substrate. Moreover, numerical experiments
suggest that operational pressure may be used to select FPS particle energy (see
Fig. 3.33) [63].

Fig. 3.29 Comparing the pinch radius at FFM (4 Torr) with that at SFM (around 22 Torr)
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This ability to control and select bombarding particle energy, particularly in the
range from tens to hundreds of eV will contribute to making PF materials tech-
nology more of a science than the present state-of-the-art.

Fig. 3.30 Radius ratios versus P (left) and FIB ion energy versus P in Torr (right)

Ion Beam Power flow Wm^-2 vs P Torr
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Fig. 3.31 Ion beam power versus P (left) and ion beam damage factor versus P (right)
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Fig. 3.32 FPS energy versus
P
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3.4.6.6 The Dual PF (DuPF)—Optimizing FFM and SFM in One
Machine [61]

In the above section we have demonstrated operating FFM and SFM in the
INTI PF, and in similar fashion can demonstrate both regimes in any other plasma
focus. However, it is more efficient, given a capacitor bank, to have two sets of
electrodes, one designed for FFM (smaller anode radius) and the other set designed
for SFM (larger anode radius).

The key to the production of these two distinct regimes of operation of the
plasma focus, the intense pinch regime and the plasma flow regime, is the speed
parameter which may be expressed as (Ipeak/a)/√P where ‘a’ is the radius and P is
the pressure in Torr. For plasma focus operated in intense neutron-optimized regime
in deuterium the speed factor is known to be in the region of (90 kA/cm)/Torr0.5

[137]. At typical operation of 4 Torr deuterium the required current density may be
taken to be 180 kA/cm of ‘a’. On the other hand we expect that at a speed
factor < (50 kA/cm)/Torr0.5 a PF will typically be not operating at optimized
intense pinch. The radiation and ion beam emission from the low speed parameter
pinch will be reduced. The design of a plasma focus that operate interchangeably in
both regimes will hinge on designing it to operate efficiently in two different speed
factors one of which is large of the order of (90 kA/cm)/Torr0.5 and the other less
than half that value.

Starting with available 6 � 450 µF capacitors rated at 11 kV (10% reversal),
numerical experiments indicate safe operation at 9 kV, more than 1 Torr deuterium
with FFM anode of 5 cm radius; producing intense ion beam and streaming plasma
pulses which would be useful for studies of potential fusion reactor wall materials.
On the other hand operating at 5 kV, near 10 Torr deuterium with SFM anode of
10 cm radius leads to long duration uniform flow of larger interacting cross sections
with low damage factors which could be more suitable for synthesis of
nano-materials.

Fig. 3.33 FPS energy per
ion/atom versus P
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The results shown in Tables 3.11 and 3.12 confirm that the FFM configuration
of the DuPF in the range 2–12 Torr produces intense pulses suitable for damage
testing whilst the SFM configuration in the range 3–10 Torr produces less dam-
aging larger area streams with characteristics likely to be suitable for advanced
materials fabrication. Schematics of the DuPF and the interchangeable electrodes
for SFM and FFM are shown in Figs. 3.34, 3.35 and 3.36 [178]. Typical current
waveforms [178] of the DuPF in FFM and in SFM are shown in Fig. 3.37.

Table 3.11 Results of numerical on 160 kJ DuPF operated with deuterium at different pressures
during FFM operation; 9 kV deuterium, b = 8 cm, a = 5 cm, z0 = 70 cm, C0 = 2700 lF,
L0 = 50 nH, r0 = 1 mX [81]

P0 (Torr) 3 4 8 12

Ipeak (kA) 750 795 903 966

Ipinch (kA) 458 485 550 586

va (cm/µs) 11.4 10.5 8.6 7.6

vs (cm/µs) 26.4 24.2 19.4 16.9

vp (cm/µs) 18.9 17.4 13.9 12.1

I/a (kA/cm) 150 159 181 193

SF [kA/(cm√Torr)] 87 79 64 56

FIB ion energy (keV) 113 110 99 91

FIB beam energy (J) 1360 1637 2495 3119

FIB energy flux (�1014 W m−2) 1.2 1.3 1.6 1.7

FIB damage ftr (�1010 Wm−2 s0.5) 2.9 3.4 4.6 5.3

PS energy (kJ) 7.9 8.8 10.9 12.1

FPS speed exit (cm/µs) 31 29 23 20

Plasma footprint radius (mm) 7.7 7.7 7.8 7.8

Jb flux ions (�1028 m2 s−1) 0.66 0.75 1.0 1.2

Fluence ions (�1021 m−2) 0.40 0.49 0.83 1.1

EINP % 10 11 14 17

EINP work on pinch (kJ) 10.6 12.0 15.9 18.4

Ion current (kA) 199 227 306 362

Current density (�109 A m−2) 1.1 1.2 1.6 1.9

Numb ions per shot (�1017) 0.75 0.93 1.6 2.1

Number of Neutrons (�1010) 0.49 0.72 1.7 2.7

FPS energy per ion (eV) 1033 867 554 417

FPS energy % E0 7.2 8.0 9.9 11.1

PS energy/FIB energy 6 5.3 4.4 3.9

FPS speed to va ratio 2.75 2.73 2.68 2.64
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3.4.7 Insight 5—Neutron Saturation

Besides being accurately descriptive and related to wide-ranging experimental
reality, desirable characteristics of a model include predictive and extrapolative
scaling. Moreover, a useful model should be accessible, usable and user-friendly
and should be capable of providing insights. Insight, however, cannot be a char-
acteristic of the model in isolation but is the interactive result of the model with the
modeler or model user.

It was observed early in plasma focus research [1, 179] that neutron yield
Yn �E2

0 where E0 is the capacitor storage energy. Such scaling gave hopes of
possible development as a fusion energy source. Devices were scaled up to higher
E0. It was then observed that the scaling deteriorated, with Yn not increasing as
much as suggested by the E2

0 scaling. In fact, some experiments were interpreted as

Table 3.12 Results of numerical experiments on 160 kJ DuPF operated with deuterium at
different pressures during SFM operation: 5 kV, deuterium, b = 8 cm, a = 5 cm, z0 = 70 cm,
C0 = 2700 lF, L0 = 50 nH, r0 = 1 mX [81]

P0 (Torr) 3 4 6 8 10

Ipeak (kA) 657 681 714 736 753

Ipinch (kA) 330 328 309 280 243

va (cm/µs) 5.4 4.8 4.1 3.5 3.2

vs (cm/µs) 10.3 8.9 7.0 5.6 4.5

vp (cm/µs) 7.7 6.6 5.2 4.2 3.4

I/a (kA/cm) 66 68 71 74 75

SF [kA/(cm√Torr)] 38 34 29 26 24

FIB energy (keV) 30 25 18 12 7

FIB energy (J) 1896 1967 1848 1491 993

FIB energy flux (�1011 W m−2) 54 46 29 15 4.7

FIB damage ftr (�1010 W m−2 s0.5) 0.32 0.29 0.21 0.12 0.44

PS energy (kJ) 5.5 5.7 5.9 6.2 6.5

FPS speed exit (cm/µs) 9 8 6 4 2

Plasma footprint radius (mm) 18.0 18.4 19.6 22.2 27.8

Jb flux ions (�1026 m2 s−1) 11 11 10 7.6 4.1

Fluence ions (�1020 m−2) 3.8 4.6 5.4 5.1 3.5

EINP % 27 28 28 27 25

EINP1 work on pinch (kJ) 9.3 9.6 9.6 9.1 8.4

Ion current (kA) 181.9 193.4 199.3 188.0 159.9

Current density (�108 A m−2) 1.8 1.8 1.6 1.2 0.66

Numb ions per shot (�1017) 3.9 4.8 6.5 7.8 8.6

FPS energy per ion (eV) 94 66 34 16 6

FPS energy % E0 16.2 16.8 17.5 18.3 19.1

PS energy/FIB energy 2.9 2.9 3.2 4.1 6.5

FPS speed to va ratio 1.8 1.6 1.4 1.1 0.8
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evidence of a neutron saturation effect [1] as E0 approached several hundreds of
kJ. As recently as 2006 Krauz [180] and 2007 Scholz [181] have questioned
whether the neutron saturation was due to a fundamental cause or to avoidable
machine effects such as the incorrect formation of plasma current sheath arising
from impurities or sheath instabilities. We should note here that the region of
discussion (several hundreds of kJ approaching the MJ region) is in contrast to the
much higher energy region discussed by Schmidt at which there might be expected
to be a decrease in the role of beam-target fusion processes [1].

Fig. 3.34 Main design presentation of the DuPF, using SolidWorks software

Fig. 3.35 Design of the SFM electrodes
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3.4.7.1 The Global Neutron Scaling Law

Recent extensive numerical experiments [10, 21, 22, 44, 100] also showed that
whereas at energies up to tens of kJ the Yn �E2

0 scaling held, deterioration of this
scaling became apparent above the low hundreds of kJ. This deteriorating trend
worsened and tended towards Yn �E0:8

0 at tens of MJ. The results of these
numerical experiments are summarized in Fig. 3.38, with the solid line representing
results from numerical experiments. Experimental results from 0.4 kJ to MJ,
compiled from several available published sources are also included. The combined
experimental and numerical experimental results [10, 21, 44] (see Sect. 3.4.4)
appear to have general agreement particularly with regards to the Yn �E2

0 at
energies up to 100 kJ, and the deterioration of the scaling from low hundreds of kJ
to the 1 MJ level. The global data of Fig. 3.38 suggests that the apparently
observed neutron saturation effect is overall not at significant variance with the
deterioration of the scaling shown by the numerical experiments.

Fig. 3.36 Design of the FFM electrodes

Fig. 3.37 Current waveforms (left) in FFM 9 kV, 6 Torr and (right) in SFM 5 kV, 10 Torr
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3.4.7.2 The Dynamic Resistance

A simple yet compelling analysis of the cause of this neutron saturation has been
published [21]. In Fig. 3.1 (see Sect. 3.1.1) on the left side is shown a schematic of
the plasma dynamics in the axial phase of the Mather-type plasma focus with the
current sheet shown to go from the anode to the cathode perpendicularly.
Experimental observations show that there is actually a canting of the current sheet
and also that only a fraction (typically 0.7) of the total current participates in driving
the current sheet. These points are accounted for in the modelling by model
parameters fm and fc. We have represented the plasma focus circuit in Fig. 3.5.

We consider only the axial phase. By surveying published results of all
Mather-type experiments we find that all deuterium plasma focus devices operate at
practically the same speeds [137] and are characterized by a constancy of energy
density (per unit mass) over the whole range from the smallest sub-kJ to the largest
MJ devices. The time-varying tube inductance is L = (l/2p)ln(c)z where
c = b/a and l is the permeability of free space. The rate of change of inductance is
dL/dt=2 � 10−7ln(c)(dz/dt) in SI units. Typically on switching, as the capacitor
discharges, the current rises towards its peak value, the current sheet is accelerated,
quickly reaching nearly its peak speed and continues accelerating slightly towards
its peak speed at the end of the axial phase. Thus for most of its axial distance, the
current sheet is travelling at a speed close to the end-axial speed. In deuterium, the
end-axial speed is observed to be about 10 cm/ls over the whole range of devices
[6]. This fixes the rate of change of inductance dL/dt as 1.4 � 10−2 H/s for all the
devices, if we take the radius ratio c = b/a = 2. This value of dL/dt changes by at
most a factor of 2, taking into account the variation of c from low values of 1.4
(generally for larger machines) to 4 (generally for smaller machines). The typical
value of dL/dt is about 14 mX.

We need now to inquire into the nature of the change in the inductance L(t).

Fig. 3.38 Yn scaling
deterioration observed in
numerical experiments from
0.4 kJ to 25 MJ (solid line)
using the Lee model code,
compared to measurements
compiled from publications
(squares) of various machines
from 0.4 kJ to
1 MJ. Reprinted from Lee
[21]
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Consider instantaneous power P delivered to L(t) by a change in L(t)
Induced voltage:

V ¼ dðLIÞ=dt ¼ IðdL=dtÞþ LðdI=dtÞ ð3:66Þ

Hence instantaneous power into L(t):

P ¼ VI ¼ I2ðdL=dtÞþ LIðdI=dtÞ ð3:67Þ

Next, consider instantaneous power associated with the inductive energy (½LI2):

PL ¼ dð1=2LI2Þ=dt ¼ 1=2I2ðdL=dtÞþ LIðdI=dtÞ ð3:68Þ

We note that PL of Eq. (3.68) is not the same as P of Eq. (3.67).
The difference = P − PL = (½)(dL/dt)I2 is not associated with the inductive

energy stored in L. We conclude that whenever L(t) changes with time, the
instantaneous power delivered to L(t) has a component that is not inductive. Hence
this component of power (½)(dL/dt)I2 must be resistive in nature; and the quantity
(½)(dL/dt) also denoted as half Ldot is identified as a resistance, due to the motion
associated with dL/dt; which we call the dynamic resistance DR [10, 21, 37, 44].
Note that this is a general result and is independent of the actual processes involved.
In the case of the plasma focus axial phase, the motion of the current sheet imparts
power to the shock wave structure with consequential shock heating, Joule heating,
ionization, radiation, etc. The total power imparted at any instant is just the amount
(½)(dL/dt)I2, with this amount powering all consequential processes. We denote the
dynamic resistance of the axial phase as DR0.

We have thus identified for the axial phase of the plasma focus a typical dynamic
resistance of 7 mΩ due to the motion of the current sheet at 10 cm/ls. It should be
noted here that similar ideas of the role of dL/dt as a resistance were discussed by
Bernard et al. [1]. In that work, the effect of dL/dt was discussed only for the radial
phase. In our opinion, the more important phase for the purpose of neutron satu-
ration is actually the axial phase for the Mather-type plasma focus.

3.4.7.3 The Interaction of a Constant Dynamic Resistance
with a Reducing Generator Impedance Causes Deterioration
in Current Scaling

We now resolve the problem into its most basic form as follows. We have a
generator (the capacitor charged to 30 kV), with an impedance of Z0 = (L0/C0)

0.5

driving a load with a near constant resistance of 7 mΩ. We also assign a value for
stray resistance of 0.1Z0. This situation is shown in Table 3.11 where L0 is given a
typical value of 30 nH. We also include in the last column the results from a circuit
(L–C–R) computation, discharging the capacitor with initial voltage of 30 kV into a
fixed resistance load of 7 mΩ simulating the effect of the DR0 and a stray resistance
of value 0.1Z0 (Table 3.13).
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Plotting the peak current as a function of E0 we obtain Fig. 3.39, which shows
the tendency of the peak current towards saturation as E0 reaches large values; the
deterioration of the curve becoming apparent at the several hundred kJ level. This is
the case for Ipeak = V0/Ztotal and also for the L–C–R discharge with simulated value
of the DR0. In both cases it is seen clearly that a capacitor bank of voltage V0

discharging into a constant resistance such as DR0 will have a peak current Ipeak
approaching an asymptotic value of Ipeak = V0/DR0 when the bank capacitance C0

is increased to such large values that the value of Z0 = (L0/C0)
0.5 	 DR0. Thus

DR0 causes current ‘saturation’.

3.4.7.4 Deterioration in Current Scaling Causes Deterioration
in Neutron Scaling

In Sect. 3.4.4 we had shown the following relationships between Yn and Ipeak and
Ipinch as follows:

Table 3.13 Discharge characteristics of equivalent PF circuit, illustrating the ‘saturation’ of Ipeak
with an increase of E0 to very large values

E0

(kJ)
C0

(lF)
Z0 (m
Ω)

DR0 (m
Ω)

Ztotal (m
Ω)

Ipeak = V0/Ztotal
(kA)

Ipeak, L–C–R
(kA)

0.45 1 173 7 197 152 156

4.5 10 55 7 67 447 464

45 100 17 7 26 1156 1234

135 300 10 7 18 1676 1819

450 1000 5.5 7 12.9 2321 2554

1080 2400 3.5 7 10.8 2781 3070

4500 10000 1.7 7 8.8 3407 3722

45000 100000 0.55 7 7.6 4209 4250

The last column presents results using circuit (L–C–R) computation, with a fixed resistance load of
7 mX, simulating the effect of the DR0 and a stray resistance of value 0.1Z0

Fig. 3.39 Ipeak versus E0 on
log–log scale, illustrating Ipeak
‘saturation’ at large E0.
Reprinted from Lee [21]
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Yn � I4:5pinch

Yn � I3:8peak

Hence saturation of Ipeak will lead to saturation of Yn.
At this point, we note that if we consider that only 0.7 of the total current takes

part in driving the current sheet, as typically agreed upon from experimental
observations, then there is a correction factor which reduces the axial dynamic
resistance by some 40%. That would raise the asymptotic value of the current by
some 40%; nevertheless, there would still be ‘saturation’.

Thus we have shown that current ‘saturation’ is inevitable as E0 is increased to
very large values by an increase in C0, simply due to the dominance of the axial
phase dynamic resistance. This makes the total circuit impedance tend towards an
asymptotic value which approaches the dynamic resistance at infinite values of E0.
The ‘saturation’ of current inevitably leads to a ‘saturation’ of neutron yield. Thus
the apparently observed neutron ‘saturation’ which is more accurately represented
as a neutron scaling deterioration is inevitable because of the dynamic resistance. In
line with current plasma focus terminology, we will continue to refer to this scaling
deterioration as ‘saturation’. The above analysis applies to the Mather-type plasma
focus. The Filippov-type plasma focus does not have a clearly defined axial phase.
Instead, it has a lift-off phase and an extended pre-pinch radial phase which
determine the value of Ipeak. During these phases, the inductance of the Filippov
discharge is changing, and the changing L(t) will develop a dynamic resistance
which will also have the same current ‘saturation’ effect as the Filippov bank
capacitance becomes big enough.

The same scaling deterioration is also observed in the yield of Neon SXR (see
Fig. 3.27) and we expect the same for other radiation yields as well. The speed
restriction for a plasma focus operating in neon is not the same as that in deuterium.
Nevertheless, there is a speed window related to the optimum temperature window.
This again requires fixing the dynamic resistance of the axial phase for the neon
plasma focus within certain limits typically the dynamic resistance equivalent to an
axial speed range of 5–8 cm/µs. This dynamic resistance and its interaction with the
capacitor bank impedance, as storage energy is increased, is again the cause of the
scaling deterioration.

3.4.7.5 Beyond Presently Observed Neutron Saturation Regimes

Moreover, the ‘saturation’ as observed in presently available data is due also to the
fact that all tabulated machines operate in a narrow range of voltages of 15–50 kV.
Only the SPEED machines, most notably SPEED II [182] operated at low hundreds
of kV. No extensive data have been published from the SPEED machines.
Moreover, SPEED II, using Marx technology, has a large bank surge impedance of
50 mΩ which itself would limit the current. If we operate a range of such high
voltage machines at a fixed high voltage, say 300 kV, with ever larger E0 until the
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surge impedance becomes negligible due to the very large value of C0, then the
‘saturation’ effect would still be there, but the level of ‘saturation’ would be pro-
portional to the voltage. Moreover operation at higher pressures beyond 60 Torr
[44] would further increase the neutron yield. In this way we can go far above
presently observed levels of neutron ‘saturation’; moving the research, as it were
into presently beyond-saturation regimes.

Could the technology be extended to 1 MV? That would raise Ipeak to beyond
15 MA and Ipinch to over 6 MA. Also multiple Blumleins at 1 MV, in parallel,
could provide driver impedance of 100 mX, matching the radial phase dynamic
resistance and provide fast-rise currents peaking at 10 MA with Ipinch value of
perhaps 5 MA. Bank energy would be several MJ. The push to higher currents may
be combined with proven neutron yield enhancing methods such as doping deu-
terium with low % of krypton [183]. Further increase in pinch current might be by
fast current injection near the start of the radial phase. This could be achieved with
charged-particle beams or by circuit manipulation such as current-stepping [105].
The Lee model is ideally suited for testing circuit manipulation schemes.

3.4.7.6 Neutron Scaling—Its Relationship with the Plasma Focus
Properties

In Sect. 3.4.7.1 we had discussed the global scaling law for neutron yield as shown
in Fig. 3.1 which was compiled with data from experiments and numerical
experiments. Figure 3.38 shows that whereas at energies up to tens of kJ the
Yn �E2

0 scaling held, deterioration of this scaling became apparent above the low
hundreds of kJ. This deteriorating trend worsened and tended towards Yn �E0:8

0 at
tens of MJ. The global data of Fig. 3.38 suggests that the apparently observed
neutron saturation effect is overall not in significant variance with the deterioration
of the scaling shown by the numerical experiments.

3.4.7.7 Relationship with Plasma Focus Scaling Properties

Now we link up this neutron scaling law deterioration and subsequent saturation
with the scaling properties of the plasma focus discussed in Sect. 3.3. This scaling
law deterioration and saturation are due to the constancy of the speed factor SF and
energy density, as E0 increases. The constancy of the axial speed or SF causes the
deterioration of current scaling, requiring that the anode radius ‘a’ is not increased
as much as it would have been increased if there were no deterioration. This implies
that the size and duration of the focus pinch are also restricted by the scaling
deterioration. Ultimately at high tens of MJ, Ipeak saturates, the anode radius of the
focus should not be increased anymore with E0. The size and duration of the focus
pinch no longer increase with E0 and Yn also saturates. We now have the complete
picture.
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We may consider the other effects such as the current limiting effect as induc-
tance is reduced and the scaling laws of plasma focus for SXR yield. These are all
related to the behaviour of the scaling properties and the interaction of these scaling
properties, particularly the dynamic resistance with the capacitor bank impedance.

3.4.8 Summary of Scaling Laws

Numerical experiments carried out using the universal plasma focus laboratory
facility based on the Lee Model code give reliable scaling laws for neutrons pro-
duction and neon SXR yields for plasma focus machines. The scaling laws obtained
are summarized in Table 3.14.

These laws provide useful references and facilitate the understanding of present
plasma focus machines. More importantly, these scaling laws are also useful for
design considerations of new plasma focus machines particularly if they are
intended to operate as an optimized neutron or neon SXR sources. More recently,
the scaling of Yn versus E0 as shown above has been placed in the context of a
global scaling law with the inclusion of available experimental data. From that
analysis, the cause of scaling deterioration for neutron yield versus energy as shown
in Fig. 3.38 (which has also been given the misnomer ‘neutron saturation’) has
been uncovered as due to a current scaling deterioration caused by an almost
constant axial phase ‘dynamic resistance’ interacting with a reducing bank impe-
dance as energy storage is increased by increasing capacitance of energy bank at
essentially constant voltage. The deterioration of soft X-ray yield with storage
energy as shown in Fig. 3.27 could also be ascribed to the same axial phase
‘dynamic resistance’ effect. This deterioration of scaling will also appear in the
scaling trends (with stored energy) of beam ions.

Table 3.14 Summary of
radiation scaling laws for the
plasma focus

For neutron yield: (yield in number of neutrons per shot)

Yn ¼ 3:2� 1011 I4:5pinch; Yn ¼ 1:8� 1010 I3:8peak; Ipeak (0.3–5.7),
Ipinch (0.2–2.4) in MA

Yn �E2:0
0 at tens of kJ to Yn �E0:84

0 at MJ level (up to 25 MJ)

For neon soft X-rays: (yield in J per shot)

Ysxr ¼ 8:3� 103I3:6pinch; Ysxr ¼ 6� 102I3:2peak; Ipeak (0.1–2.4), Ipinch
(0.07–1.3) in MA

Ysxr �E1:6
0 (kJ range) to Ysxr �E0:8

0 (towards MJ)

For beam ions at exit of a deuterium plasma pinch: (yield in J
per shot)

Ybeamions¼4:8� 10�7 I3:6pinch Ybeamions ¼ 9:7� 10�7I3:2peak where
Ybeamions is in J; currents in kA

Ybeamions ¼ 18:2E1:2
0 where Ybeamions is in J and E0 is in kJ;

averaged over 1 kJ–1 MJ
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We emphasise here that the scaling laws with Ipinch are the more fundamental
and robust one compared to Ipeak. This is because although the PF is reasonably
consistent in its operations, there will be occasions when even the best-optimized
machines may not focus or poorly focused although having a high Ipeak with no
neutrons. However, Ipinch being the current actually flowing in the pinch is more
consistent in all situations.

The numerical experiments give robust scaling laws for PFs covering a wide
range of energies from sub-kJ to tens of MJ. It supplements the limited
(non-existent in the case of beam ions) scaling laws available to predict PF radi-
ations yields. Now, we have on stronger footing the useful scaling laws for neutron,
SXR and ion yields from PF machines.

3.5 Radiative Cooling and Collapse in Plasma Focus

3.5.1 Introduction to Radiative Cooling

The Plasma Focus has wide-ranging applications due to its intense radiation of
SXR, XR, electron and ion beams and fusion neutrons [1]. The use of gases such as
Ne and Xe for generation of specific SXR or EUV lines for microlithography
applications [1, 2, 74, 78] has been widely discussed in the literature as has the use
of N and O to generate the lines suitable for water-window microscopy [184, 185].
Recently Ar has been considered for micro-machining due to the harder charac-
teristic line radiation [186]. Various gases including Kr have been discussed and
used for fusion neutron yield enhancement [183] due arguably to mechanisms such
as thermodynamically enhanced pinch compressions.

In a Z-pinch, compressed by large electric currents to high densities and tem-
peratures [187], an equilibrium state may be envisaged when the plasma kinetic
pressure rises to balance the compressing magnetic pressure, resulting in the pinch
achieving an equilibrium pinch radius. This is the pressure balance basis of the
Bennett equation [188]. During the compression, work is done on the column
leading to a rise in internal energy. By applying energy balance additionally to
pressure balance the equilibrium radius of the pinch may in principle be computed
[189], as might also the density ratio of a compression driven by radiation pressure
[190]. This minimum pinch radius was computed to be 0.3 [189] for a deuterium
Z-pinch compared to Imperial College observation of 1/3 [191]. For Ar, the energy
balance and pressure balance method [134] computed the radius ratio as 0.18,
compared to observations of 0.17 at temperatures of 2 � 107 K for the Imperial
College low-pressure high-speed Ar Z-pinch. The radius ratio is somewhat
temperature-dependent due to the compressibility of the gas dependent on the
specific heat ratio c of the plasma. The above is for the situation in which the pinch
is assumed to be purely electromagnetic with energy input into the pinch arising
only through electromagnetic motional effect. When Joule heating and radiation
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emission are considered, these will modify pinch dynamics and pinch configuration.
Joule heating will increase internal energy allowing a bigger equilibrium pinch
radius whilst radiation emission will oppose this trend. The power loss due to
emitted radiation may exceed the gain due to Joule heating. In such a situation the
magnetic pressure associated with the electric current continues to exert a radially
inward squeezing (pinching) force, but the kinetic (resisting) pressure drops due to
the excess radiation power loss (emitted radiation power minus the Joule power
gain). This radiation cooling effect, if sufficient, will lead to a sharp enhancement of
compression to the very small radius, which could be far smaller than envisaged in
the case of the electromagnetic pinch.

In the case of hydrogen pinch, the plasma is typically far above fully ionized
temperature and the dominant radiation is free-free transitions (bremsstrahlung).
The bremsstrahlung power Pbrem is proportional to T1/2 whilst plasma resistive
heating Pjoule is proportional to T−3/2; implying an increase in Pbrem and decrease in
Pjoule with increasing plasma temperature. Thus as pinch current is increased and
pinch temperature rises, there comes a point when Pbrem exceeds Pjoule. Pease [143]
and Braginskii [144] separately showed that in hydrogen this point may be defined
by a critical pinch current referred to as IP-B of 1.4 MA. In such a pinch at equi-
librium when pinch current is raised above 1.4 MA, radiation collapse may occur.

As the temperature drops due to excessive emitted radiation the kinetic pressure
is reduced and hence the pinch compressed density increases, the plasma
self-absorption [146, 147] sets in limiting the emission of radiation. Radiation
collapse will stop. This mechanism will place a lower limit on the radius of the
pinch.

The possibility of intense radiation leading to extreme compressions in a Z-pinch
and the implications of such a mechanism for the development of radiation sources
has recently been reviewed [187]. Shearer [142] considered an equilibrium model
of the Z-pinch based on Bennett relation, radiation losses and Ohmic heating to
explain the highly localized X-ray sources observed in plasma focus experiments.
Vikhrev [192] considered the dynamics of a Z-pinch contraction in deuterium with
appreciable radiative loss taking into account decreased current due to pinch
inductance and resistance; the viscous heat and anomalous resistive heat release;
transition of plasma bremsstrahlung into blackbody surface radiation; the pressure
of the degenerate electron gas and the thermonuclear heat release. A neutron yield
of 1014 is found from a highly compressed plasma of a 2 MJ system. With a 1%
mixture of xenon with a fully ionized plasma at 10 MA, the enhanced compression
to a density of 1027 cm−3 leads to a neutron yield of 1.5 � 1016. Using a mixture of
deuterium and tritium the neutron yield reached 1018 per discharge with an input
energy of 2 MJ, reaching breakeven according to their calculations. Koshelev et al.
[193] considered the formation of radiation enhanced micropinches as a source of
highly ionized atoms. It is known that in gases undergoing intense line radiation the
radiation-cooled threshold current is considerably lowered [194].

We show that the equations of the Lee Model code [10, 37] may be used to
compute this lowering. The model is correctly coupled between the plasma
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dynamics and the electrical circuit which is an advantageous feature when com-
pared to computations which use a fixed current or a current which is not correctly
associated with the electric circuit interacting with the plasma dynamics. The model
treats the pinch as a column. Our computations show that the radial collapse of the
column is significantly enhanced by the net energy loss due to radiation and joule
heating with consideration of plasma opacity. This radiatively enhanced compres-
sion of the plasma column would, in reality, mean that as the column breaks up into
localized regions (hot spots) the radiative collapse would be further enhanced. Thus
the calculated radiative collapse of the column would be an underestimate of the
more realistic ‘line of hot spots’ situation [195]. Nevertheless, the Lee Model code
does give useful information since it incorporates the time history of the axial and
radial phases. Earlier work has already suggested that the neutron enhancement
effect of seeding [183] could at least in part be due to the enhanced compression
caused by radiation cooling.

3.5.2 The Radiation-Coupled Dynamics for the Magnetic
Piston

The code uses Eq. (3.38) for the piston position rp derived from the first law of
thermodynamics applied to the pinch volume (For convenience of the readers we
reproduce this equation here):

drp
dt

¼
�rp
cI

dI
dt � 1

cþ 1
rp
zf
dzf
dt þ

4p c�1ð Þ
lczf

rp
f 2c I

2
dQ
dt

c�1
c

ð3:38Þ

where I is the total discharge current in the circuit, fcr is the fraction of current
flowing into the pinch, zf is the time-varying length of the PF pinch and c is the
specific heat ratio (SHR) of the plasma. When dQ/dt (sum of Joule heating and
radiation energy loss) is negative, energy is lost from the plasma adding a negative
component to drp/dt which tends to reduce the radius rp.

3.5.3 The Reduced Pease-Braginskii Current

Following Lee et al. [50, 52] we write the reduced P-B current IP-Breduced as:

I2P�Breduced ¼ I2P�B � 1
K
� Z 0 ð3:69Þ
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with

Z 0 ¼ ð1=4Þ 1þZeffð Þ
Z2
eff

2

;K ¼ ðdQline=dtÞþ ðdQBrem=dtÞ
dQBrem=dtð Þ

� 	
ð3:70Þ

We consider the following powers (all quantities in SI units unless otherwise
stated): respectively, Joule heating, Bremsstrahlung and Line radiation generated in
a plasma column of radius rp, length l at temperature T (rewriting Eqs. (3.32)–
(3.45) so that the powers are functions of the pinch current written as I from this
point onwards without reference to fractions fcr):

dQJ

dt
¼ CJT

�3=2 l
pr2q

Zeff I
2 where CJ ffi 1300 and T is in Kelvin ð3:71Þ

dQBrem

dt
¼ C1T

1=2n2i Z
3
effpr

2
p l where ni is inm�3 and C1 ¼ 1:6� 10�40 ð3:72Þ

dQline

dt
¼ C2T

�1n2i Z
4
n Z

2
effpr

2
p l where C2 ¼ 4:6� 10�31 ð3:73Þ

So that we write the total power adding the three terms as follows:

dQ
dt

¼ �p C1b
1=2

h i Z3
eff

1þ Zeffð Þ1=2
n3=2i rplI

� pC2

b
1þ Zeffð ÞZeffZ4

nn
3
i r

4
p
l
I2

þ CJ

pb3=2
1þ Zeffð Þ3=2Zeffn3=2i rp

l
I

ð3:74Þ

For He the factor Z 0 ¼ 0:56. This factor alone reduces the Pease-Braginskii
currentto 1.2 MA, even if we assume that He is completely ionized with
insignificant line radiation so that K = 1. When line radiation becomes dominant
the calculation of K is complicated by the dependence of Pline on density and
temperature; so that there is no one value for reduced Pease-Braginskii current,
IP-Breduced.

3.5.3.1 The Reduced Pease-Braginskii Current for PF1000 at 350 kJ

We take some likely points of operation in PF1000 for the gases Ne, Ar, Kr and Xe
and estimate typical values of IP-Breduced for these gases; shown in Table 3.15. In
the example for Ne we take a typical point of operation for intense line radiation at
Zeff * 9 so that Z 0 � 0:31. At this point of operation Pline is found to be 20 Pbrem;
so we have IP-Breduced * 190 kA. It is emphasized that unlike the value for H or D
which is derived by balancing PJoule and Pbrem resulting in a value dependant only
on the pinch current, when higher Z gases are considered with line radiation that
needs to be included in the factor K, then there is no one value for the IP-Breduced.
Table 3.15 thus gives only indicative values of IP-Breduced with the trend as the
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Z-number increases, a lower value of IP-Breduced may be expected. In particular, He
may have a smaller IP-Breduced than indicated in Table 3.15 which for simplicity has
only considered bremsstrahlung for He.

We note that in deriving Table 3.15 the radiation powers are considered at the
source. The derived IP-Breduced is indicative of the situation when the plasma is
assumed to be completely transparent to the radiation.

3.5.3.2 The Reduced Pease-Braginskii Current for INTI PF at 2 kJ

Similarly, we compute indicative values of IP-Breduced for INTI PF at 12 kV [196].
We select some possible points of operation for the gases Ne, Ar, Kr and Xe and
estimate typical values of IP-Breduced for these gases in Table 3.16. In the example
for Ne we take a typical point of operation for intense line radiation at Zeff * 8.5 so
that Z 0 � 0:31. At this point Pline is found to be 136 Pbrem; so we have
IP-Breduced * 76 kA. Note that this much smaller value of IP-Breduced (compared to
the corresponding neon value for PF1000 in Table 3.15) is obtained by selecting a
lower operating temperature conducive to a higher ratio of Pline to Pbrem. Table 3.16
gives attainable values of IP-Breduced in INTI PF.

3.5.4 Effect of Plasma Self-absorption

We also note that the above consideration has not taken into account the effect of
plasma self-absorption. Taking that into consideration the emission power will be

Table 3.15 Reduced
Pease-Braginskii current for
various gases; PF1000
operating conditions

Gases P0 (Torr) IP-Breduced (kA) T (106 K)

D2 3.0 1562 4.3

He 2.0 1175 4.8

Ne 0.44 187 9.0

Ar 0.178 110 11.1

Kr 0.060 87 22.6

Xe 0.017 66 32.5

Table 3.16 Reduced
Pease-Braginskii current for
various gases; at typical
INTI PF operating conditions

Gases P0 (Torr) IP-Breduced (kA) T (106 K)

D NA NA NA

He NA NA NA

Ne 1.2 76 3.5

Ar 0.17 47 5.8

Kr 0.025 23 5.6

Xe 0.007 15.4 7.5
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reduced, effectively reducing the value of K thus raising the threshold current from
that value computed in Eq. (3.69).

Plasma self-absorption included in the code is already discussed in
Section “Plasma Self-Absorption and Transition from Volumetric Emission to
Surface Emission” which shows the method for computing the plasma
self-absorption correction factor A.

When there is no plasma self-absorption A = 1. When A goes below 1, plasma
self-absorption starts. When a sizeable fraction of the photons is re-absorbed, e.g.
value of A reaches 1/e, plasma radiation is considered to switch over from volume
radiation to surface radiation and is computed accordingly in the model.

Summarizing: The code computes the amount of radiation emitted, computes
plasma self-absorption effects and incorporates these effects into the plasma
dynamics.

3.5.5 Characteristic Times of Radiation

In a recent paper, Lee et al. [52] argue that IP-B or IP-Breduced is only one condition
for the occurrence of radiative collapse. Another condition would be the magnitude
of the excess radiative power dQ/dt (which we call Qdot, where Q = total energy
radiated out of the pinch plasma less Joule heat released in the pinch plasma) acting
to reduce the energy in the pinch Epinch. We define a characteristic radiative time as
trad * Epinch/Qdot which is the time required for all the pinch energy to be radiated
away at the rate Qdot.

We preface our argument by reviewing the work of Robson on the Z-pinch.
Robson [146] considered this situation for the case of the hydrogen and helium
Z-pinch including the effects of opacity. Robson considered a circuit which pro-
vided a constant voltage until the pinch collapsed to its minimum radius limited by
opacity; at which point the voltage is set to zero. Robson assigned line densities of
1017, 1018 and 1019 ions per cm at applied voltages of 65–380 kV per cm of pinch
length with initial established fully ionized pinch of radius 1 mm. For a typical case
in hydrogen of 1018 ions per cm, L0 = 25 nH with applied 190 kV per cm driving
initial dI/dt of 5 kA per ns, the current reaches 1.81 MA in 440 ns. The radius
which has reduced over the current rise time relatively ‘gradually’ to 10−3 cm at
this time, abruptly plunges to 2 � 10−5 cm in a time of 0.06 ns whilst the current
drops precipitously from 1.8 to 0.8 MA.

According to Table 3.15, our calculations show that for He the reduced P-B
current (IP-Breduced) is 1.2 MA considering only the charge factor; though there may
be a further reduction due to line radiation. However running the code for PF1000
at 40 kV (in principle the maximum operating voltage of PF1000) in He the pinch
current exceeds 1.2 MA but there is no sign of radiative collapse. Even hypo-
thetically increasing the PF1000 operating voltage to 100 kV when the pinch
current exceeds 2 MA, there is still no sign of a sharp drop in pinch radius ratio
which is the most indicative sign of radiative collapse. To explain this we develop
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an expression for the characteristic time required to radiate away all the pinch
energy through bremsstrahlung and also for the characteristic time for line radiation.
The numerical experiments show that the pinch duration has to be of the order
(typically at least 0.1) of the characteristic time of radiation (trad) in order for that
radiation to cause significant radiative cooling resulting in radial collapse.

3.5.5.1 Definition-Pinch Energy/Radiation Power

We write down the thermal energy in the pinch as the total number of particles in
the pinch multiplied by the thermal energy per particle:

Epinch ¼ ½kT=ðc� 1Þ�nið1þ ZeffÞpr2pzp; ð3:75Þ

where c is the specific heat ratio which may be written in terms of the degree of
freedom f as c = (2+f)/f; so that 1/(c − 1) = f/2.

In Eq. (3.75) the energy of the pinch is written in a form suitable for high-Z
gases in which the energy expended in ionization is not insignificant when com-
pared to the translational modes even at the high temperatures concerned. Note that
for a fully ionized gas at such a high temperature that the expanded ionization
energies are already insignificant compared to the translation energy then f = 3 and
[kT/(c − 1)] = 3(kT/2) per particle, k = 1.38 � 10−23 J/K being the Boltzmann
constant. As examples: for gases such as Ne in the PF pinch, the temperature may
typically be high enough for it to be approaching full ionization; the specific heat
ratio computes [134] to be 1.5 so that f = 4 and [kT/(c − 1)] = 4(kT/2) per particle.
In Kr, operating at a temperature of 106 K, Zeff * 14, c * 1.3, f * 6.7 and [kT/
(c − 1)] = 6.7(kT/2) per particle.

We divide the pinch energy by the radiation power to give us a measure of the
characteristic time it would take the pinch to have its energy radiated away by that
radiation power taken as constant over the whole duration. We call this the char-
acteristic depletion time of radiation.

3.5.5.2 Characteristic Depletion Time for Bremsstrahlung

From Eqs. (3.75) and (3.72) we derive tbrem:

tbrem ¼ Epinch=Pbrem ¼ kT1=2= C1n0fnð Þ
h i

1þ Zeffð Þ=½Z3
effðc� 1Þ�;

tbrem ¼ kb1=2=C1


 �
I= n3=20 f 3=2n rp

 �h i

1þ Zeffð Þ1=2=½Z3
effðc� 1Þ�:

ð3:76Þ

Here we have eliminated T by using Bennett equation for a pinch in which
magnetic pressure balances the kinetic pressure:
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T ¼ b I2

nir2pð Þ 1þZeffð Þ, where b = l/(8p2k) and l = 4p � 10−7 H/m is the perme-

ability of free space so that b = 1.15 � 1015.
The pinch number density ni is written in terms of the initial number density n0

by writing:
ni = n0fn where fn = (a/rp)

2fmrfg, accounting not only for the area compression
(a/rp)

2 but also for the mass fraction swept-in fmr and a geometrical factor fg due to
the elongation of the radial collapse.

To get an estimate of the size of tbrem we put in typical numbers for operation at
pinch current higher than the Pease-Braginskii current for D into Eq. (3.75) as
follows:

I = 2.1 � 106 operated at 3 Torr D so that n0 = 1023, a = 0.2, rp = 3 � 10−2

(i.e. kmin = 0.15), fm = 0.2, fg = 1/3, so that fn * 3; c = 5/3and Zeff = 1.
For these parameters, tbrem * 1 � 10−3 s. This means that the magnitude of

Pbrem at a constant value is such that it would take 10−3 s to radiate away all the
pinch thermal energy. Even to radiate away 10% would take 100 ls. The lifetime of
such a PF pinch (e.g. PF1000) may typically be estimated as 0.2 ls. Thus in the
lifetime of such a plasma focus, it is unlikely that the radiation would affect the
dynamics. Looking at Eq. (3.75) we could possibly increase the effect of brems-
strahlung by increasing the ambient pressure within a range suitable for operation.
Careful examination of a large range of numerical experiments shows no sign of
radiative cooling in D in which the radiation is dominated by bremsstrahlung,
although the code includes bremsstrahlung, line and recombination radiation.

3.5.5.3 Characteristic Depletion Time for Line Radiation

From Eqs. (3.75) and (3.73) we derive:

tline ¼ Epinch=Pline ¼ ðk=C2Þ T2= n0fnð Þ� �ð1þ ZeffÞ= ðZeffZ4
nðc� 1Þ� �

and eliminating T:

tline ¼ ðkb2=C2ÞI4= ðn30f 3n r4pÞð1þ ZeffÞZeffZ4
nðc� 1Þ

h i
ð3:77Þ

The above equation shows how depletion times for tline for typical plasma focus
operation may be computed.

3.5.5.4 Characteristic Depletion Time tQ for PF1000

In the same way, the nett depletion time tQ may also be computed from Eqs. (3.75)
and (3.74) where tQ is the ratio Epinch/Qdot where Qdot or dQ/
dt = Pline+Pbrem − PJ. The latter is the time which is more applicable. In Table 3.17
we show an example of computations of depletion times in D, He, Ne, Ar, Kr and
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Xe for some conditions shown to be practicable PF operation in the numerical
experiments. We model the PF configuration after the PF1000. For D and He, we
operate at 90 kV in order to reach pinch current in excess of 2 MA. For the other
gases, we operate the numerical experiments at 23 kV which is a voltage that is
currently used in actual PF1000 operation.

In Table 3.17 we calculate depletion times tQ and also tQ
* which is tQ expressed in

units of a characteristic pinch time spinch. We take the pinch time as proportional to
anode radius [137] with a figure of 10 ns per cm (rounding spinch to 100 ns). From
Table 3.17 it may be surmised that even though the PF is operated with currents
above the reduced P-B, nevertheless there would be no radiative collapse to be
expected from operation in H and He. In Ne with a significant proportion of pinch
energy radiated away within one spinch, radiative cooling should be expected, leading
to considerable reduction in minimum radius ratio. In Ar, Kr and Xe one would
expect a strong radiative collapse. It is stressed that these numbers act only as a rough
guide since the pinch system is non-static and the various properties are interacting
continuously. Moreover, all the above estimates are based on radiative terms at
source without consideration of plasma opacity which in those cases when the plasma
is not completely transparent would reduce the energy loss from the plasma.

3.5.5.5 Characteristic Depletion Time tQ for INTI PF

For comparison, we also calculate indicative values of the depletion times for the
2 kJ INTI PF [196] in Table 3.18.

Table 3.17 Depletion times in D, He, Ne, Ar, Kr and Xe for various conditions in PF1000

Gas a (cm) V0

(kV)
P0

(Torr)
Ipinch
(kA)

Ab Zeff SHR tQ (ls) tQ
*

(spinch)

D 20.0 90 3.5 2125 0.80 1.0 1.67 3200 32,000

He 20.0 90 3.5 2094 0.91 2.0 1.64 88 880

Ne 5.0 14 1.0 514 0.99 8.3 1.49 0.26 2.6

Ar 11.6 23 0.5 674 0.65 11.9 1.36 0.028 0.28

Kr 11.6 23 0.3 670 0.89 14.2 1.33 0.0024 0.02

Xe 11.6 23 0.2 657 0.56 16.6 1.27 0.001 0.01

Table 3.18 Depletion times in Ne, Ar, Kr and Xe for various conditions (Ab absorption
correction factor at peak emission) in INTI PF

Gas a (cm) V0

(kV)
P0

(Torr)
Ipinch
(kA)

Ab Zeff SHR tQ
(ns)

tQ
*

(spinch)

Ne 0.95 12 2.5 79 0.72 8 1.35 700 70

Ar 0.95 12 1.1 84 0.30 16 1.33 30 3

Kr 0.95 12 0.47 87 0.13 23 1.40 0.7 0.07

Xe 0.95 12 0.25 92 0.16 30 1.43 0.15 0.015
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From Table 3.18 it may be surmised that in INTI PF at the selected attainable
point of operation in Ne, with less than 2% of pinch energy radiated away within
one spinch, radiative cooling should be hardly apparent leading to at most a small
reduction in minimum radius ratio. In Ar, Kr and Xe one expects a strong radiative
collapse in the small INTI PF as likely as in the big PF1000.

To confirm these indicative results we next carry out numerical experiments with
the code in which Q and Qdot and plasma self-absorption effect are all included
with a smoothened transition from opacity-corrected volume emission to surface
emission when opacity effects exceed a set limit. The code models all these effects
and properties in properly coupled interactive fashion.

3.5.6 Numerical Experiments on PF1000 and INTI PF

3.5.6.1 Fitting for Model Parameters in PF1000

We have a recently measured current waveform for the PF1000 operated at 23 kV
at 1.5 Torr deuterium. In order to obtain the model parameters we use the following
configuration for the PF1000:

Bank parameters: L0 = 33 nH (fitted), C0 = 1332 lF, r0 = 3 mX (fitted),
Tube parameters: b = 16 cm, a = 11.55 cm, z0 = 60 cm,
Operating parameters: V0 = 23 kV, P0 = 1.5 Torr deuterium

We achieved a reasonably good fit [52] (Fig. 3.40), confirming the above bank
and tube parameters and obtaining the following model parameters: fm = 0.11,
fc = 0.7, fmr = 0.26, fcr = 0.68.

We then used these model parameters and the above-mentioned configuration
for a series of numerical experiments. For all the gases we operated the numerical
experiments at 23 kV which is a voltage that is currently used in actual PF1000
operation.

3.5.6.2 PF 1000 in Deuterium and Helium—Pinch Dynamics Showing
no Sign of Radiative Cooling or Collapse

Figure 3.41a shows the total discharge current rising to a peak value of 1836 kA.
The pinch current Ipinch at the start of pinch (time of start of pinch is shown with the
right-pointing arrow) is calculated as 853 kA dropping to 796 kA at the end of the
pinch (left-pointing arrow). Figure 3.41b shows the trajectories in the radial phase.
The piston trajectory delineates the pinch radius after the piston meets the reflected
shock (RS). For this shot, the pinch lasts for 206 ns. The code computes the radial
trajectory up to this point. Figure 3.41b shows a very slow compression (radius
decreases barely perceptibly), typical of an efficiently operated pinch with no
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radiation compression or significant cooling. A careful study of the computed
properties agrees with Table 3.15 (and Table 3.17) showing that the radiation
power is too small to affect the trajectory. The minimum radius is 22.2 mm, with
radius ratio rmin/a = 0.19. In an extension to this exercise we have increased the

Fig. 3.40 Fitting the
computed current trace to the
measured current trace of
PF1000 at 23 kV, 1.5 Torr
deuterium. Note the two
curves have a close fit except
after the bottom of the current
dip. Fitting is done only up to
the bottom of the dip, so any
agreement or divergence of
the computed and measured
traces after the bottom of the
dip has no significance.
Reprinted from Lee et al. [52].
Copyright (2012) with
permission from IEEE

Fig. 3.41 a Computed total
current of PF1000 at 23 kV,
3 Torr D; right-pointing
arrow shows start of pinch
and left-pointing arrow shows
end of pinch. Reprinted from
Lee et al. [52]. Copyright
(2012) with permission from
IEEE. b Radial dynamics on
PF1000 plasma focus at
23 kV, 3 Torr D. Reprinted
from Lee et al. [52].
Copyright (2012) with
permission from IEEE
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charging voltage in this experiment to a hypothetical PF1000-like configuration of
90 kV with a = 20 cm, b = 28 cm and P0 = 3.5 Torr. The pinch current is
2.1 MA. This experiment and other numerical experiments carried out earlier
confirmed that despite the P-B current being far exceeded, there is no sign of
radiative collapse in the D focus pinch in PF1000.

The results for He (at 23 kV 3 Torr and hypothetical 90 kV) are very similar to
the case of D. The minimum radius is 20.5 mm with rmin/a = 0.18 which is a little
smaller than that achieved in the very similar D discharge. This is in agreement with
Table 3.15 (and Table 3.17) showing that the radiation power in He is not sufficient
to severely affect the pinch compression but is larger than that of D and perhaps
enough to reduce the minimum radius slightly from that of the case of D.

3.5.6.3 PF 1000 in Neon 23 kV, 1 Torr—Pinch Dynamics Showing
Signs of Radiative Cooling and Enhanced Compression

In Ne, the effect of radiation on the radial compression of the pinch is unmistakable
in both the current waveform (Fig. 3.42a) and the radial piston trajectory
(Fig. 3.42b). The total discharge current shows an additional steepening in the final
part of the dip (perceptible even without magnifying the relevant region) from a
pinch current value of 819 kA at 9.021 ls (right-pointing arrow) to a value of
673 kA at 9.243 ls (left-pointing arrow). Detailed study of the code outputs shows

Fig. 3.42 a Computed total
current of PF1000 at 23 kV,
1 Torr Ne. Reprinted from
Lee et al. [52]. Copyright
(2012) with permission from
IEEE. b Radial dynamics of
PF1000 at 23 kV, 1 Torr Ne.
Reprinted from Lee et al. [52].
Copyright (2012) with
permission from IEEE
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that over this pinch period of 222 ns the pinch compressed from 15.8 to 7.3 mm,
reaching rmin/a = 0.06. These features also correlate with emission power time
profile. Undoubtedly in PF1000, strong radiative cooling is exhibited in the Ne
pinch plasma leading to a substantial reduction of pinch radius.

3.5.6.4 PF1000 in Argon, Krypton and Xenon—Pinch Dynamics
Showing Strong Radiative Collapse

At 23 kV, in argon, krypton and xenon, respectively, at 0.5, 0.3 and 0.2 Torr, the
numerical experiments show current waveform, radial trajectories and net power
dQ/dt or Qdot emissions consistent with strong radiative collapse. For illustration,
we show here the case of xenon obtained from the numerical experiments. An
analysis of all the gases is summarized in Table 3.19.

The current and radial trajectories for operation in Xe are shown in Fig. 3.43a, b.
Figure 3.43b shows dramatically the collapse of the radius of the column.

These traces are presented in magnified scale in Fig. 3.43c to show details of the
50 ns which includes the radiative phase up to maximum compression and a little
beyond. Figure 3.43c correlates the time profiles of current I, piston position rp and
Qdot. Each of these is normalized (as described in the caption of Fig. 3.43c) so that
the 3 traces may be presented in the one figure. At the start of the pinch, rp is
16.1 mm at 1272 ns dropping sharply to 1.43 mm at 1274 ns and then further
dropping less sharply to 0.48 mm at 1275 ns and then to a minimum radius of
0.388 mm (rmin/a = 0.0034) at 1278 ns. Over this time period, the pinch current
drops from 843 to 483 kA. The value of Qdot rises from 3.1 � 1012 W at the start
of pinch to peak value of 6.0 � 1013 W at 1274 ns and then drops sharply as
plasma self-absorption which has been rising rapidly causes the emission to tran-
siton from volumetric emission to surface emission. The value has dropped to
4 � 1012 W at 1275 ns and further to 2 � 1011 W at 1278 ns. The value of Q at
1278 ns is 33.4 kJ (9.5%) and at end of pinch 1480 ns is 37.0 kJ (10.5%); whilst rp

Table 3.19 Summary of numerical experiments of PF1000 radiative collapse in various gases

Gas Ips
(kA)

Ipe
(kA)

tmin

(ns)
tp
(ns)

rps
(mm)

kmin

(rp/a)
−Qdotpeak
(1011 W)

−Q (%E) –Erad

(%E)

D 853 789 206 206 23.8 0.192 −0.0005 −0.00002 0.000003

He 833 768 190 190 21.9 0.178 0.0008 0.00004 0.00008

Ne 819 650 222 222 15.4 0.063 0.72 2.63 2.76

Ar 820 530 130 208 14.8 0.016 7.6 6.8 9.2

Kr 848 307 20 206 16.4 0.007 116 9.0 19.9

Xe 847 168 6 209 16.1 0.003 600 10.5 22.9

Key Ips current at start of pinch, Ipe current at end of pinch, tmin time to min radius, tp time to end
of pinch, rps pinch radius at start of pinch, kmin min radius ratio, −Qdotpeak peak value of −dQ/dt,
Q energy radiated from pinch less Joule heat energy deposited in pinch; Erad energy radiated for
whole pinch duration
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has expanded to 2.6 mm (not shown in Fig. 3.37c, see Fig. 3.37b). The resistive
heat liberated in the pinch over the pinch period is 43.6 kJ whilst 80.6 kJ (22.9% of
E0) of radiation is emitted from the pinch over the period of the pinch, one-third of
this amount within the first 3 ns.

Fig. 3.43 a Computed total
current of PF1000 at 23 kV,
0.2 Torr Xe. Copyright
(2012) with permission from
IEEE. b Radial dynamics on
PF1000 at 23 kV, 0.2 Torr
Xe. Reprinted from Lee et al.
[52]. Copyright (2012) with
permission from IEEE.
c Time history of discharge
current I, nett power emission
dQ/dt (Qdot) and piston path
(rp): I is normalized to Ipeak
2048 kA; Qdot to peak
6 � 1013 W; rp to piston
radius at start of pinch,
16.1 mm. Start of radial phase
is at 0 ns; start of pinch at
1272 ns. PF1000 at 23 kV,
0.2 Torr xenon. Reprinted
from Lee et al. [52].
Copyright (2012) with
permission from IEEE
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3.5.6.5 PF 1000 in Various Gases—Summary of Radiative Pinch
Dynamics

The data [52] is summarized in Table 3.19.
In this table, the values of peak −Qdot, −Q and −Erad are shown in the last three

columns. Positive values in the −Qdot and −Q columns indicate that the radiation
exceeds the Joule heating in the pinch so that the net power works in the direction
of radiation cooling and collapse. The values of these two quantities for D are
negative indicating that joule heating exceeds radiation. For all the other gases these
terms act to radiatively cool the pinch although in the case of He the power is so
small and the heat loss is such a small percentage of bank energy (also of pinch
energy) that the effect is almost negligible; although the combined effect of SHR
and dQ/dt in the He pinch does show a perceptible increased compression of the
pinch with pinch radius ratio kmin of 0.178 compared to that of D of 0.192. In Ne
the radiative cooling is unmistakable with kmin of 0.063. Argon with kmin of 0.016
shows a time tmin of 130 ns to minimum radius and then a small expansion over the
rest of the pinch period. In Kr, tmin is only 20 ns to a kmin of 0.007. In Xe, tmin

reduces further to 6 ns with kmin = 0.003, pinch radius of 0.35 mm; and in the rest
of the pinch duration over some 203 ns the pinch expands back to almost 2 mm.

3.5.6.6 Comparison of rmin from Experiments and Simulation
in PF1000

Estimates of minimum radius rmin were obtained of the PF1000 pinch from mul-
tiframe interferometric measurements of the plasma column employing the second
harmonic (527 nm) of a Nd:YLF laser of less than 1 ns duration. The laser pulse
was split by mirrors into fifteen separated beams which passed through a
Mach-Zehnder interferometer [54, 197, 198]. The experimental results consisting of
rmin in neon operated in a narrow range of pressures are compared with our
numerical experiments of rmin, with and without (hypothetically) radiative losses
(see Fig. 3.44).

3.5.6.7 Six Regimes of the PF Pinch Characterized by Relative
Dominance of Joule Heating Power, Radiative Power
and Dynamic Power Terms

As the PF is operated at different pressure, the significance of Joule heating power,
radiative power and dynamic power terms relative to each other varies. To char-
acterize the pressure ranges at which each combination of power terms dominates
the following four scenarios for the total radiative power Qdot may be computed:
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S1: With the total radiative power Qdot = PJ + PRAD
S2: Without Joule heating and radiative losses Qdot = 0
S3: With the Joule heating effect only Qdot = PJ
S4: With radiative losses only Qdot = PRAD.

Plotting the curves corresponding to these four scenarios on the same chart, there
are found to be six possible combinations distinguishable by the order of the
magnitude of values calculated with the four scenarios.

1. Both PJ and PRAD significant (mod PJ > mod PRAD): order of values: S3
highest, then S1, then S2, then S4 lowest.

2. Both PJ and PRAD significant (mod PJ < mod PRAD): order of values: S3
highest, then S2, then S1, then S4 lowest.

3. Both PJ and PRAD significant (mod PJ = mod PRAD): order of values: S3
highest, then S2 = S1 (or very close together), then S4 lowest.

4. PJ significant and PRAD insignificant: order of values: S3 = S1 (or very close
together) these being higher than S2 = S4 (or S2 slightly greater than S4)

5. PJ insignificant and PRAD significant: order of values: S3 = S2 (or S3 slightly
greater than S2) these being higher, then S1 = S4 (or these values being very
close to each other).

6. Both PJ and PRAD insignificant: order of values: S1 = S2 = S3 = S4 (all 4
values being the same.

Thus by looking at the relative positions of the 4 curves plotted from S1 to S4,
not only can we obtain information about the pressures at which radiative cooling
and collapse occur, but we can differentiate further the six regimes of operation
across the pressure range. This is another application of the code on which work has
just commenced with the publication of a paper [199].

Fig. 3.44 Radius ratio rmin/a for Ne discharges in PF1000: a experimental values, b simulation
with radiative losses, c simulation without radiative losses. Reprinted from Akel et al. [54]
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3.5.6.8 Experiments of INTIPF Showing Radiative Collapse
and High-Energy Density (HED)

We have carried out series of experiments in INTI PF in various gases to obtain
information on radiative collapse from the current waveform [200]. A fitting of the
computed current waveform to the measured is carried out. Once fitted, the radial
trajectory of the piston is obtained giving the value of rmin. An example is given
here [196] for comparison with the numerical experiments of the PF1000 given
above in Sect. 3.5.6.4.

We use a measured current waveform for the INTI PF operated at 12 kV
0.5 Torr Kr (Shot 631). We fitted the current waveform using Lee 6-phase
Radiative code:

Bank parameters: L0 = 124 nH (fitted), C0 = 30 lF, r0 = 13 mX (fitted),
Tube parameters: b = 3.4 cm, a = 0.95 cm, z0 = 16 cm,
Operating parameters: V0 = 12 kV, P0 = 0.5 Torr and gas parameters (for Kr) are
84 (molecular weight), 36 (atomic number) and 1 (for atomic gas).

Fitted model parameters: fm = 0.0434, fmr = 0.11 and fc = fcr = 0.7and fitted
anomalous resistance parameters are as follows (shown in Table 3.20).

The fitted waveforms are shown in Fig. 3.45. An expanded view is shown in
Fig. 3.46, which also correlates the expanded current waveform with computed
dynamics, fitted anomalous resistances and measured quantities including tube
voltage and Faraday cup waveforms.

Having fitted the computed current trace to the measured current trace, the
resulting radial trajectory indicates strong radiative collapse, as shown in Fig. 3.47.

The peak compression region is magnified and shown in Fig. 3.48. The current
values are normalized by 145 kA, the Pline is normalized by 3.7 � 1012 W and the
radius ratio kp = rp/a is multiplied by 20 for a good display. The pinch compresses
to a radius of 0.0013 cm corresponding to a radius ratio (pinch radius normalized to
anode radius) of 0.0014. The radiative collapse is ended when plasma
self-absorption attenuates the intense line radiation. The rebound of the pinch radius
is also evident in Fig. 3.48. The line radiation leaving the plasma is correlated to the
trajectory in order to show the effect of the radiation on the compression. This
intense compression, despite the low mass swept in the factor of fmr = 0.11 (fitted),
reaches 3.7 � 1026 ions m−3, which is 15 times atmospheric density (starting from
less than 1/1000 of an atmospheric pressure). Moreover, the energy pumped into
the pinch is 250 J whilst 41 J is radiated away in several ns, most of the radiation
occurring in a tremendous burst over 50 ps at peak compression with a peak

Table 3.20 Anomalous
resistance parameters of fit

Ran1 Ran2 Ran3

R0 (X) 0.20 0.10 0.08

s2 (ns) 80.0 100.0 280.0

s1 (ns) 5.0 8.0 10.0

End time 2.80 0.10 3.50
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radiation power of almost 4 � 1012 W. The energy density at peak compression is
4 � 1013 J m−3 or 40 kJ mm−3. Thus even in this 2 kJ plasma focus intense HED
is achieved with impressive radiation power. This radiation power is ¼ of that of
PF1000 for Kr discussed in Sect. 3.5.6.4 and summarized in Table 3.19; and 1/15

Fig. 3.45 Fitting the computed current trace to the measured current trace of INTI PF at 12 kV
0.5 Torr Kr (shot 631). Note the two curves have a close fit from the top of the current profile and
down to the bottom of the current dip. Reprinted from Saw and Lee [200]. Copyright (2012) with
permission from Springer Science+Business Media, LLC

Fig. 3.46 Expanded view of the fitting, correlating the start of the radial phase (dark vertical
dashed line) and the start and end of the pinch phase (lighter vertical pair of lines) with current
trace and signals of XR and FC detectors and simulated anomalous resistances. Reprinted from
Saw and Lee [200]. Copyright (2012) with permission from Springer Science+Business Media,
LLC
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that of PF1000 for Xe discussed above. The outperformance in emission power of
this PF storing 2 kJ compared to the PF1000 storing 350 kJ is due to the greater
compression (fitted radius ratio of 0.0014) compared to the compression of PF1000
(computed radius ratio of 0.007 in Kr and 0.003 in Xe using assumed model
parameters).

Fig. 3.47 Radial trajectory corresponding to the fitting of the current waveform of Fig. 3.45 for
INTI PF 12 kV, 0.5 Torr Kr. Reprinted from Saw and Lee [200]. Copyright (2012) with
permission from Springer Science+Business Media, LLC

Fig. 3.48 Normalized pinch current, piston radius ratio and Pline at peak compression region.
Reprinted from Saw and Lee [200]. Copyright (2012) with permission from Springer Science
+Business Media, LLC
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3.5.7 Conclusion for Section on Radiative Collapse

In this section, we have derived indicative values of the reduced P-B currents for
various gases from D to Xe. We have also derived radiation levels from PF
operations in these gases and from these we have estimated characteristic depletion
times of pinch energy due to radiation less Joule heating. These depletion times
indicate that D and He will have little or no radiation cooling; that Ne will show
radiation cooling leading to some radiative compression for both large (PF1000)
and small (INTI PF) plasma focus machines; and that Ar, Kr and Xe will have a
severe radiative collapse. These results (Tables 3.15, 3.16, 3.17 and 3.18) are
estimated without considering plasma opacity (plasma self-absorption). The
numerical experiments, summarized in Table 3.19 include self-absorption demon-
strating substantial moderating effects of self-absorption, nevertheless, confirm the
indications of these tables. Some experimental results are presented. We note that
the code assumes that the pinch is compressed as a column. In actual operation,
break-up of the column into a line of spots have been observed particularly, but not
exclusively in the heavier gases [195]. Such break-ups and indeed more detailed
structures as described recently [201] will likely lead to localized enhanced com-
pression and may tend to make it easier for the radiative collapse to occur.
Moreover, the action of beams will also remove energy from the pinch [58, 59]. If
beams are emitted even partially within the pinch time, this could also lead to
beam-enhanced radiative collapse.

3.6 Conclusion

In this chapter, we have reviewed our experience in numerical experiments using
the Lee Model code. This review describes the contributions made by this code in
the past 30 years in the light of overall work on computations and simulations
already carried out and documented in the area of plasma focus. The plasma focus
is indeed a multi-faceted device with interesting phenomena ranging from elec-
tromagnetically driven dynamics to copious radiation including ions, electrons,
X-rays, characteristic soft X-rays, fusion neutrons to fast ion beams (FIB) and fast
plasma streams (FPS) to anomalous resistivity resulting from a range of plasma
instabilities to plasma states of extreme high-energy density (HED) achieved in the
focus pinch through radiative cooling and collapse. The Lee Model code is suc-
cessful in modelling most of these multi-faceted aspects of the plasma focus. The
Lee Model code developed originally as a simple code to complement the AAAPT
inspired UNU ICTP PFF 3 kJ plasma focus has over the past 30 years been con-
tinuously developed. It is still a relatively simple tool. Its simplicity and sound
fundamental grounding enable it to have a long and wide reach to compute gross
plasma dynamics and properties, to obtain data on anomalous resistivity, to pick out
fundamental scaling properties and design rules-of-thumb, recognize scaling trends
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and scaling laws and develop insights into optimum inductance, current saturation,
deterioration of neutron and radiation scaling in relation to energy and to under-
stand some conditions for radiative collapse.

The physics and equations of the code are explained in detail in this chapter, as
are the contributions of the code. A survey of the results of myriad simulations
including MHD and kinetic methods show that the scope of the Lee Model code in
the range of results and insights is unmatched. It is desirable to ask the following
question. Why has such a simple model been so successful in interpreting so many
aspects of plasma focus behaviour? The following may be the answer.

Its success on so many fronts is due to its use of 4 parameters (fitted to a
measured current waveform) which in one sweep incorporates all the mechanisms
and effects occurring in the plasma focus including mechanisms and effects difficult
to compute or even as yet unrecognized. The simple premise is that the sum total
effect of all these mechanisms and phenomena is represented in net result by mass
field and force field distributions which in the gross sense are represented by a mass
swept-up factor fm and a effective current factor fc in the axial phase and two
corresponding factors in the radial phase, up to the end of the focus pinch.

Continuing this argument, the exact time profile of the total current trace is
governed by the bank parameters, by the focus tube geometry and the operational
parameters. It also depends on the fraction of mass swept-up and the fraction of
sheath current and the variation of these fractions through the axial and radial
phases. These parameters determine the axial and radial dynamics, specifically the
axial and radial speeds which in turn affect the profile and magnitudes of the
discharge current. There are many underlying mechanisms in the axial phase such
as shock front and current sheet structure, porosity and inclination, boundary layer
effects and current shunting and fragmenting which are not simply modelled;
likewise in the radial phase mechanisms such as current sheet curvatures and
necking leading to axial acceleration and ejection of mass, and plasma/current
disruptions. These effects may give rise to localized regions of high density and
temperatures. The detailed profile of the discharge current is influenced by these
effects and during the pinch phase also reflects the Joule heating and radiative
yields. At the end of the pinch phase, the total current profile also reflects the
sudden transition of the current flow from a constricted pinch to a large column
flow. Thus the discharge current powers all dynamic, electrodynamic, thermody-
namic and radiation processes in the various phases of the plasma focus.
Conversely, all the dynamic, electrodynamic, thermodynamic and radiation pro-
cesses in the various phases of the plasma focus affect the discharge current.

It is then no exaggeration to say that the discharge current waveform contains
information on all the dynamic, electrodynamic, thermodynamic and radiation
processes that occur in the various phases of the plasma focus. The simplification of
the model is that all these processes may in the gross sense be incorporated into the
four model parameters fm, fc, fmr and fcr up to the end of the pinch indicated on the
current waveform by the regular dip and beyond that in the extended of the current
waveform by anomalous resistance functions.
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This explains the importance attached to matching the computed total current
trace to the measured total current trace in the procedure adopted by the Lee model
code. Once matched, the fitted model parameters assure that the computation
proceeds with all physical mechanisms accounted for, at least in the gross energy
and mass balance sense.
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Chapter 4
X-ray Diagnostics of Pulsed Plasmas Using
Filtered Detectors

Paul Lee and Syed M. Hassan

4.1 Introduction

Measurements of X-rays can give information about a plasma. X-ray emission from
high-temperature, high-density, transient plasmas like plasma focus, z-pinches and
laser-produced plasmas can be easily observed using simple and cost-effective
diagnostics. This chapter provides the details of how filtered detectors can be used
to find the rough spectrum of X-ray emission. The physics is very well known but
we will work through a few examples to help us design and implement a filtered
detector for X-ray measurements. It is instructive to go through some fundamentals
which will help us in our design and data analysis. The design of the diagnostics
depends on the type of X-ray spectrum being observed and on the objective of the
experiment. For example, the design can be quite different for the following cases
of various experimental objectives:

(a) The spectrum is known and the diagnostic seeks to measure the total yield.
(b) The spectrum is unknown and the diagnostic seeks to get an idea of X-rays in

various spectral ranges.
(c) The form of the spectrum is known and the diagnostic seeks to get an idea of

how the X-ray parameters change when other variables are changed.

The design may also change depending on practical reasons. Some examples of
variation in design could be
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(a) Variation due to X-ray energy range.
(b) Cost-effective filter availability.

4.1.1 X-ray Sources—Traditional and Plasma

In 1895, German physicist Wilhelm Conrad Röntgen discovered that X-rays were
produced when cathode rays impinged upon an anode [1]. The same principle is
used in many industrial and medical X-ray sources. It is used for X-ray imaging to
take chest X-rays, dental X-rays, mammograms, screening baggage and people in
the airport, and product inspection. It is also used for X-ray diffractometers. This
source of X-rays, called the X-ray tube (Fig. 4.1a) is very well characterized with
well-known yields and spectrum. The form of the spectral distribution from
bremsstrahlung is given by Kramers’ law, and the minimum wavelength is given by
the maximum photon energy or tube voltage and is called the Duane–Hunt law.
Figure 4.1b illustrates Kramers’ law for low and high accelerating voltages.

From Kramers’ law we find that roughly 90% of the X-ray energy is in photons
with energy less than 70% of that provided to electrons moving through the tube
voltage, V. The average energy of the photons is about 30% of the tube voltage.
Therefore, the high-energy end of X-ray spectrum in keV can only be numerically
equal to the maximum tube voltage in kV (kilovolts). An empirical formula can be
found for the efficiency of the X-ray tube. From NRL formulary [2]

Efficiency ¼ X-ray power
beam power

¼ 7� 10�10 ZV ; ð4:1Þ

where Z is the atomic number and V is the X-ray tube voltage in V and the power is

Pb ¼ 7� 10�10 ZiV2; ð4:2Þ

where i is the beam current. The formula is valid for applied potential of less than
5 MV.

Fig. 4.1 a Schematic of an X-ray tube, and b Kramer’s law for different voltages
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It is instructive to work the formula through with a few values. Using a very high
peak voltage of about 5 MV and an anode of a very large atomic number, e.g.,
tungsten, Z = 74, it is possible to get high efficiencies of *30%. Of course, it
should never be possible to get more than 100% efficiency and therefore it is clear
that the formula breaks down at very high voltages. On the other hand, for soft
X-rays at *1 keV the efficiency is only 0.007% with tungsten when we try to
obtain low-energy X-rays by bremsstrahlung with a tube voltage of 1.3 kV. If we
try to use an element with characteristic X-rays close to *1 keV, then from
Moseley’s law

Epk ¼ 10:2 Z � 1ð Þ2 ð4:3Þ

with Z = 11 (sodium) or more realistically Z = 13 (aluminum), the bremsstrahlung
efficiency is only 0.001%. Note that Moseley’s law does not work for low-Z
materials such as hydrogen and the energy, Epk, is in eV.

For soft X-rays, it is possible to make use of K, L, M… line radiation.
The power of the K-alpha (Ka) line fits the formula

Pk ¼ 1:7� 10�9I V � Við Þ1:5 ð4:4Þ

Therefore

Pk

Pb
¼ C

V � Við Þ1:5
V2 ð4:5Þ

and maximum K-shell radiation is obtained when electron energy of the electron
beam is four times more than the K-edge energy where the characteristic radiation
yield is about 25% of the bremsstrahlung yield. The power in the Ka set of lines is
usually 5–10 times more than the Kb and much stronger than the rest.

In addition to X-ray tubes, there are some modern ways for producing X-rays,
such as via synchrotrons and dense plasma focus devices.

Plasma focus as a pinch device that produces a broad spectrum of X-rays with a
duration of tens of nanoseconds. At the open end of a coaxial electrode system,
rapid magnetic compression of a plasma column is formed by the discharge current
itself. Low-energy X-rays of a few keV can be formed from the plasma while the
high-energy X-rays are emitted from the anode surface. The X-ray spectrum and
intensity can be varied by changing the external parameters, such as the input
energy by changing the charging voltage of a machine, gas pressure and its com-
position, and the electrodes material and shape. As a non-destructive diagnostic
technique, X-rays provide information about the plasma electron temperature and
its density, the energy of the electron beams and fast ions, and most importantly the
dimensions of the emitting regions and their locations.
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4.1.2 X-ray Detectors—Spectral, Spatial and Temporal
Resolution

The choice of a detector for X-rays depends to a considerable extent on the source
and the information required. X-ray intensities are usually measured with photo-
graphic plates, windowless photomultipliers, gas counters, a combination of scin-
tillators with standard photomultipliers, or with semiconductor detectors. More
complex systems for X-ray detection in plasma include X-ray streak cameras and
microchannel plates. However, each detection system has a different range of
applicability because of differences in sensitivity, time constants, linearity, wave-
length dependence, dark current, and response to scattered light.

Spectral Resolution

Pinch plasma has a hot-spot or intense radiation zone which emits short
wavelength radiation. X-rays spectrometers can give spectra of a few Å in a single
shot depends upon the radiating body temperature and material. A simple spec-
trometer requires a dispersive element (crystal or grating) and an X-ray sensitive
detector [3–6] as shown in Fig. 4.2. The advantage of a crystal spectrometer is that
it can cover a large wavelength range, useful for the soft X-rays with photon energy
E < 15 keV.

The compact size and high spectral resolution are some of the requirements to
install a spectrometer close to the X-rays source inside the vacuum chamber of a
pulsed plasma machine. The bent crystal spectrometer is simple to design for a
broader range of X-rays as shown in Fig. 4.2. If the line broadening due to a finite
rocking curve of the convex crystal is disregarded then the line width, W, on the
detector is related to the size of the source, S, by the expression [4]

W ¼ S
sin hd

L1 þRcry sin hB
LþRcry sin hB

� �
; ð4:6Þ

Fig. 4.2 Bent crystal spectrometers
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where Rcry = crystal’s radius of curvature, L is the distance from plasma to the point
of reflection, hd is an angle at detector, hB is an angle of radiation follows Braggs
law and L1 is the distance from the point of reflection to the detector.

Typically, the pinch plasma from the pulsed power machine is in a cylindrical
shape, and the location of a source size fluctuates from shot to shot. For simplicity,
a plasma source size of about a millimeter is considered for numerical calculation of
linewidth with a miniature spectrometer of 25 mm crystal radius and the result is
shown in Fig. 4.3. It is important to mention that the width of the line does not
depend on the order of reflection but it decreases with increasing wavelength.

Another important parameter of a crystal spectrometer is the resolution which
depends on the geometrical shape of source, half-width of its rocking curve, the
order of reflection and the position of crystal from source and detector [3]. This
resolution for a small crystal radius can simply be related to a larger distance
L between the crystal center and the radiation source of a size S [5], such as

Rs ¼ dk=k ¼ cot hBS=2L ð4:7Þ

Figure 4.3 shows the resolution for the source size of 1 mm in the first through
third orders of reflection. It is obvious that the resolution at 7 Å in the second order
is equal to the resolution at 14 Å in the first order of reflection. The resolution at
7 Å in the first order of reflection is twice as good as the resolution at 7 Å in the
second order.

Fig. 4.3 Linewidth calculation and spectral resolution for first three reflection orders of mica
convex crystal
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If there is no space limitation around the plasma chamber, a high-resolution
grating spectrometer with a large radius of curvature of few meters should be used
for diagnosing the emission condition of plasmas. However, a good X-ray spec-
trum, other than the dispersive element, is highly dependent on the X-ray detection
system. For a data analysis, an X-ray sensitive film (or a cooled, low-noise, X-ray
sensitive charge-coupled device) is required to convert absorption spectra into
useful quantitative emission spectra. The analysis includes the processing of raw
data to extract lineouts, applying wavelength calibration to lineouts, and converting
the film density to an intensity unit (i.e., photons per lm2). Also, the film response
needs to be checked by performing background subtraction; as an important pro-
cedure, this can be done by developing a blank piece of film or recording a blank
image without a shot at the same time of experimental data. Subsequently,
wavelength-related corrections to account for filter transmission, crystal and slit
imperfections and detector response can be applied. Once the background contin-
uum is collected, then a recorded spectrum should be divided by this continuum to
generate the transmission spectra. If there is a system of multiple slits or pinholes
for imaging the same shots, then there exists the opportunity of averaging over the
nominally identical measurements for time-integrated spectra to enhance the
signal-to-noise ratios.

Spatial Resolution

Imaging of radiative plasmas is complicated due to non-availability of refractive
materials for lenses in the X-rays region. The advancement of multilayer
(ML) mirrors for soft X-rays has enabled the analysis of plasma region, but they are
expensive and their reflectivity is easily degraded by the deposition of charged and
neutral particles. Curved crystal spectrometers can record simultaneously the spa-
tially and spectrally images [6] by using filtered pinhole. This lensless technique is a
simple and the most reliable plasma diagnostic device for X-ray imaging. A pinhole
camera can give the time-integrated, space resolved X-ray measurements of the
plasma. However, it can also be used to obtain time-resolved images by employing
microchannel plate detector [7]. The main parameters of a pinhole camera are
magnification, resolution, and its diffraction limit. The magnification of a pinhole
camera, M = b/a, simply depends upon the distance, b, from pinhole-to-detector
and the distance, a, from source-to-pinhole. For a pinhole of a diameter d, the
resolution R of an image is given by:

R ¼ d 1þ 1=Mð Þ ð4:8Þ

For an excellent resolution, it is necessary to increase the magnification and
decrease the pinhole size, but there are certain limitations. For example, too high a
magnification may give a low-intensity image on the detector, and small pinholes
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increase the diffraction effects. The pinhole diameter can be adjusted until radiation
diffraction at the pinhole is less, i.e., the angle of diffraction becomes much smaller
than the angle under which the pinhole can be seen by any point of an object

k=d � d=a; i:e:; d �
ffiffiffiffiffiffiffi
k:a

p
ð4:9Þ

Temporal Resolution

The extremely dense-pulsed plasma produces short-lived X-rays. X-ray streak
camera and microchannel plates in the sub-picosecond resolution are available to
couple with X-ray spectrometer for obtaining information about plasma mainly its
temperatures, densities, ionic distributions, polarization, and electromagnetic fields.
The semiconductor X-ray spectrometer based on Si-PIN diodes is a cost-effective
system for obtaining time-resolved and space-integrated X-ray measurements from
nanosecond pulsed plasma. In addition to superior energy resolution, semiconductor
solid-state detectors can have several other excellent features. Among these are
compact size, relatively fast timing characteristics, ruggedness, insensitivity to the
magnetic field and detection area which can be designed to match the requirements
of the application. Some limitation to its use includes the small sizes, lack of internal
gain and performance degradation due to temperature and radiation-induced dam-
age. Semiconductors-based photon detection are available for extremely low-energy
photons with amplification mechanism up to the direct detection of X-rays in 1–
100 keV energy range. Photons interact in the intrinsic by means of the photoelectric
effect and the Compton scattering and the resulting secondary recoiling electrons
lose energy in the intrinsic silicon by forming electron–hole pairs. The motion of
these charges in the applied field results in a current flowing through an external load
connected to the oscilloscope. The output voltage across the load reproduces the
temporal properties of the source while the integral of the voltage is proportional to
the absorbed energy. The temporal resolution requires a thinner detector but too thin
detector will increase the capacitance of a detector which can also be increased by
increasing area. The performance of a diode as a radiation detector is highly
dependent on its size and temporal properties of the source.

4.1.3 X-ray Production Mechanisms

The plasma temperature is high enough in pulsed power plasma device that the
wavelengths of spectral interest fall in the X-ray region. These radiations are the
usual bremsstrahlung and recombination continua of ionized gases or target
materials and line emission from different ionic species which are not fully stripped.
Studying the details of the spectra, such as the time history, the continuum shape,
and the identification and measurement of the intensities and profiles of different
lines provide information about the electron and ion temperatures and temperature
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histories, the plasma composition and density, and the degree of thermalization. The
plasma X-ray spectrum is more complex than that produced by the typical X-ray
tube in which bremsstrahlung and line radiations are the radiation mechanisms. For
plasmas, there is also the possibility of recombination and line radiation from ions.

Free–Free (Bremsstrahlung) Radiation

Bremsstrahlung radiation is emitted when an electron makes a transition between
two free energy levels of an ion which gives continuum spectrum of the radiation.
In the classical picture, this radiation emission occurs because a moving charge is
either accelerated or retarded. Such acceleration of electrons is mainly caused by the
Coulomb field of ions, and the spectrum of the radiation is continuous because both
the initial and final states are continuous.

The bremsstrahlung emission in a unit frequency interval, from Ne electrons/cm
3

with temperature Te interacting with Ni ions/cm
3 of effective nuclear charge Zi, is

[8]

dEff

dm
¼ C

X
i

NeNi
vH
kTe

� �1=2

gff exp
�hm
kTe

� �
; ð4:10Þ

where C = 1.7 � 10−40 erg cm3, vH = hydrogen ionization potential, and gff =
free–free Gaunt factor [9].

In terms of emission per unit wavelength interval, dE/dk shows a maximum at

kmax nmð Þ ¼ 620
Te eVð Þ ð4:11Þ

A property of the free–free emission is that for long wavelengths [k � hc/(kTe)],
the spectral shape is independent of Te. However, for short wavelengths [i.e.,
k � hc/(kTe)] the spectrum is strongly dependent on Te and its analysis can be used
to determine the plasma electron temperature.

Free-Bound (Recombination) Radiation

The capture of free electrons into a bound state of an ion, with the accompanying
emission of radiation of energy

hm ¼ 1=2mv2 þ vn ð4:12Þ

produces a continuous spectrum of radiation for hm > vn. The radiation energy or
the emission in a unit frequency interval from recombination into the nth shell of a
hydrogen like ion of charge i (ni+1 + e ! ni,n + hm) is

dEfb

dm
¼ C

X
i

NeNiþ n
vH
kTe

� �3=2 vi;n
vH

� �2fn
n
gfb exp

vi;n � hm

kTe

� �
; ð4:13Þ
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where vi,n is an ionization potential of the final state, fn states a number of places in
the nth shell which can be occupied by the captured electron, gfb is the free-bound
Gaunt factor [8], and all other terms are the same as in equation for bremsstrahlung
radiation.

Recombination radiation may have edges in its spectrum due to binding energies
associated with the different atomic states of plasma species. This type of radiation
is also useful to estimate the plasma parameters such as the electron density,
electron temperature, and ionic charge.

The ratio of the spectrally integrated recombination and bremsstrahlung energy
densities can be expressed as Wr/WB � 2.4 Z2 EH/(kBTe) [10]. This shows that for
low-Z or high-temperature plasmas bremsstrahlung overcomes recombination
radiation.

Bound–Bound Transition (Line Radiation)

Line radiation occurs due to electronic transitions between the discrete or bound
energy levels in atoms, molecules, or ions. When an ion, an atom, or a molecule is
in the excited state, it will undergo a transition from its present state to the ground
state through spontaneous or stimulated emission. The energy of the emitted photon
c is given by the difference of energies between the initial Ei and the final levels Ef.
Thus, the energy of the emitted photon can be written as hm = (Ei − Ef). Since the
energy levels inside the atom are quantized, this emission appears as a discrete
packet of energy, or “lines”, therefore it is also known as the characteristic radiation
and represents the characteristic properties of the emitting ion, atom, or molecule.
For the intermediate and high-Z plasmas, line emission is considered as the most
important radiation process particularly for the plasmas in which the ions are not
fully ionized. The spectrum from such plasma contains many closely spaced lines
exhibiting spacing smaller than their linewidths and thus forms an unresolved
transition array (UTA) [11].

4.1.4 Filter and Detector Absorption Mechanisms

X-ray Absorption Process

As X-ray photons pass through a material, it interacts with the material and
energy is lost to the material. This random process based mainly on three mecha-
nisms: the photoelectric effect, Compton scattering, and pair production. Other
scattering mechanisms and absorption (e.g., Rayleigh/Thomson scattering) is usu-
ally unimportant for X-rays and will not be considered here, along with photonu-
clear absorption (similar to the photoelectric effect but with the nucleus). We may
think of the absorption process simply as removing photons based on a
cross-sectional area of the material “atoms”—like throwing darts at a dartboard
with areas marked out. Although photons are not actually removed by Compton
scattering, but scattered and reduced in energy, we will use the same cross-section
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idea which will allow us to estimate the amount of X-rays absorbed. This is
probably a good estimate if the number of photons is large.

As illustrated in Fig. 4.4, for a thin slab of material with area A and thickness Dz,
the probability of a photon entering the area to be absorbed is

SPE Ep
� �þ SC Ep

� �þ SPP Ep
� �

A
¼ nADz rPE Ep

� �þ rC Ep
� �þ rPP Ep

� �� �
A

; ð4:14Þ

where photoelectric, Compton and pair production cross-sections are rPE, rC, and
rPP, respectively. Also, n is the number density of atoms such that total area S is
made up of smaller areas with r[m−2] of each atom.

If the number of photons with energy Ep is N, the change in the number of
photons = expected number of photons absorbed, given as

DN ¼ �NnDz rPE Ep
� �þ rC Ep

� �þ rPP Ep
� �� � ð4:15Þ

integrating the above equation, we get the number of photons

N ¼ N0e
�nr Epð Þz; ð4:16Þ

where N0 is the initial number of photons. This also means that

I ¼ I0e
�nr Epð Þz ð4:17Þ

Attenuation Coefficients

Although we have described the absorption process as a cross-section, it is
possible to use other ways to characterize the absorption mathematically. For
example, the atomic photoelectric cross-section r can be related to the atom for-
ward scattering factors f2

PE area SPE

Area of whole material, A

Compton 

Area SC

PP

Area

σ

Fig. 4.4 Illustration of three
main X-rays interaction
mechanisms within a material
A as cross-sectional areas
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r ¼ 2r0kf2; ð4:18Þ

where r0 is the classical atomic radius and k is the X-ray wavelength.
The absorption may also be characterized, for example in Fig. 4.6 by the linear

attenuation coefficient l ¼ nr½m�1	, by using the mass attenuation coefficient (also
called mass absorption coefficient) ¼ l

q m2 kg�1
� �

, attenuation length ¼ 1
l ½m	 and

half value thickness ¼ ln 2ð Þ
l ½m	.

Photoelectric Effect

When a photon interacts with an atom, it may transfer its energy to an electron,
thus freeing the electron and giving it kinetic energy. The photon is said to be
absorbed and this mechanism is called the photoelectric effect. This mechanism is
dominant at low photon energies; low meaning not much higher than the binding
energy of the electron. In fact, the photoelectric effect does not happen at low
photon energies if the photon is unable to supply the energy required to remove the
electron. This effect gives rise to transmission curves for transmission against
photon energy which increases until an “absorption edge” is encountered, where the
transmission drops suddenly and after that starts increasing again until the next
edge. The edges are related to the energy required to remove the K, L, M… shell
electrons. Due to this behavior, a filter made of a certain element will not absorb the
characteristic lines of the cold element as the characteristic line (e.g., L–K will have
slightly lower energy than ∞–K). Fig. 4.5 shows the typical K- and L- absorption
edges of a filter. However, if the element is ionized, the magnitude of its energy
levels will increase, and a plasma of the element may produce lines which are well
absorbed by the cold filter made of the same element.

Fig. 4.5 Illustration of typical transmission against photon energy. Transmission falls suddenly at
L- and K-edges due to photoelectric effect

4 X-ray Diagnostics of Pulsed Plasmas Using Filtered Detectors 243



Since an electron is removed from the atom, the photoelectric effect may cause
X-ray fluorescence. Where, for example, the L shell electron falls to fill the K-shell
electron which was ejected. The Ka fluorescence will be able to penetrate through
the filter easily as described above. The probability of fluorescence increases with
increasing atomic number. For this reason, sometimes when dealing with hard
X-rays, it is good to have a low-Z material after the high-Z filter to reabsorb
fluorescence from the filter and to keep the detector some distance from the filter so
that the fluorescence may escape in angles not directed at the detector. This will
allow us to calculate the absorption without taking into account the fluorescence.

Compton Scattering

When an X-ray photon with energy much higher than the electron binding
energy interacts with the atom, we may treat the interaction as if the X-ray photon is
interacting only with the electron. Unlike the photoelectric case where energy and
momentum can be conserved when the photon gives all its energy to the electron as
the atom can have a substantial momentum change even with negligible energy
change, in Compton scattering the amount of energy transferred is controlled by the
conservation of energy and momentum in the two-body collision. The Compton
effect becomes more important at intermediate energy, high above the K-edge of the
material and lower than the energy required for pair production.

Although the Compton effect reduces photon energy and scatters the photons, to
make it easier to take the Compton effect into account, it is preferable to have the
filter some distance from the detector so that the scattered photons do not fall
directly on the detector similarly to the precaution taken to avoid fluorescence. Pair
production is a dominant phenomenon at high energy greater than 1.22 MeV which
can also be ignored for most of the pulsed plasmas X-rays production. Taking a
common filter material, Fig. 4.6 illustrates the mass attenuation coefficient of alu-
minum as a function of photon energy.

Fig. 4.6 Filter absorption and attenuation mechanisms
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4.2 Experimental Setup

Easy and Cost-Effective Detectors

A conducting surface in a high vacuum will emit photoelectrons. When
appropriately biased, the photoelectrons can be made to flow in a circuit, and the
measured current from the vacuum diode will allow this device to be used as an
X-ray detector. Only electrons from the surface with sufficient energy and will have
a good probability to leave the surface.

If X-rays penetrate deep into the metal, the resulting photoelectrons will not
contribute to the photocurrent. This means that the vacuum photodiode is effective
for UV to soft X-rays and not very sensitive to higher energy X-rays. Furthermore,
the surface condition strongly affects the photoelectron emission, and it is not easy
to predict a theoretical sensitivity which may degrade over time as surface condi-
tions change with oxidation, deposition of other materials.

The PIN (or p-i-n) diode is widely used for X-ray detection [12, 13]. Fig. 4.7
illustrates a typical PIN diode structure made of a wide intrinsic semiconductor
region for photon absorption sandwiched between a P-type semiconductor plus
surface material as a top layer and an N-type semiconductor layer as a bottom
region. The PIN diode does not require vacuum operation and the sensitivity of its
active region does not degrade much with time. This makes it a more reliable for
absolute measurements than vacuum X-ray diodes [14, 15]. The BPX65 photodiode
has been used for X-rays as a low-cost alternative to diodes for X-rays. This diode
was popularized by C.S. Wong’s group [16] and has been used for many plasma
experiments by many groups in the AAAPT network. The PIN diode with different
filters is sensitive to X-rays at various energy ranges although its sensitivity is not
particularly good for very soft X-rays due to the dead layer. An array of filtered PIN
diodes can be used as a low resolution but calibrated X-ray spectrometer.

Dead Layer—Characteristics

The dead layer consists of any anti-reflection, metallized, heavily doped semi-
conductor, or doped semiconductor region which blocks the active region from the

Fig. 4.7 Layers of the PIN diode
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X-rays. If photodiodes are used, then this layer must by necessity be very thin for
visible light to penetrate to the active layer. The X-ray photon transmission through
the dead layer is given by

Td Ep
� � ¼ exp �r Ep

� �
ndld

� �
; ð4:19Þ

where nd is number of atoms per unit volume, and ld is the thickness of the dead
layer.

Active Layer—Characteristics

The active layer is the region where absorbed photons create electron–hole pair
which leads to a signal which can be recorded. In a negatively biased PIN diode, the
active layer may be taken to be the depletion region. When a photon generates
electron–hole pairs within the depletion region, the high electric field across the
depletion region causes a current to flow through the circuit. In practice, electron–
hole pairs generated outside the depletion layer may also contribute to the current
but this current will not be directly proportional to the incident X-ray power at any
instant as the diffusion of the charges may happen on a longer time scale. A PIN
diode which can be used as a good X-ray diode should have a thick intrinsic
layer as shown in Fig. 4.7. This allows for higher efficiency in absorbing photons
and also a good reproducibility in the calibration factor. As the thickness of the
depletion layer depends on the applied reverse bias voltage, the sensitivity of the
PIN diode also varies with the reverse bias voltage.

The X-ray absorption in the depletion region can be expressed as

Aa Ep
� � ¼ 1� exp �r Ep

� �
nala

� � ð4:20Þ

where la is the thickness of the intrinsic silicon wafer.

Spectral Response Curve of a PIN Diode

The sensitivity can be calculated from the low-energy X-ray interaction coeffi-
cients given by Henke [17]. The fraction of photons absorbed by the diode is TdAa.
When a semiconductor detector absorbs an X-ray photon of energy Ep = hv, then
hv/w number of electron–hole pairs are produced where w is the average energy
needed to create an electron–hole pair.

For silicon, w = 3.6 eV, the photon detection efficiency is given by

Qp Ep
� � ¼ Ep

w
exp �r Ep

� �
ndld

� � � 1� exp �r Ep
� �

nala
� �� �

; ð4:21Þ

where Q is the output number of electrons from the PIN diode for one photon.
The sensitivity of a diode at a given wavelength or incident energy is a measure

of the effectiveness of the light power (P) into electrical current (Ip). It is also
known as responsivity (A/W) of a detector and can be measured as
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S Eð Þ ¼ Ip
P
¼ Qp Ep

� �
e

Ei
; ð4:22Þ

where Ei is the incident photon energy and e is the electronic charge.
The BPX65 photodiode has intrinsic and dead layer thicknesses of about 10 and

0.5 µm, respectively. The typical sensitivity of a windowless BPX65 photodiode to
X-ray fluence in the range 1–15 keV without any filter is shown in Fig. 4.8.

Circuit—Characteristics

For the photodiode to work with a good time response, dynamic range, and a
well-known and reproducible spectral response, an appropriate circuit should be
used with the photodiode. An example circuit is shown in Fig. 4.9. The circuit
needs to supply a constant negative bias to the diode to maintain a well-defined and
constant active layer. This is accomplished by using the voltage supply or battery
together with capacitor C. When a photocurrent flows through the diode D, the
same current will flow through resistor R assuming that the bias resistor, RB � R. A
voltage thus develops across R which can be measured.

The capacitance of C must be large enough that the photo charge should not
significantly discharge it. Also, C must be large enough to ensure that 1= xCð Þ is
negligible as compared to R, as R should be chosen to match the impedance of the
transmission line TL to avoid reflections. However the time constant RBC must be
much smaller than the time between shots so that the capacitor has time to be
charged up. A practical consideration would also be to minimize stray inductances
and capacitances to avoid ringing and obfuscation of the signal.

Fig. 4.8 Sensitivity of the windowless BPX65 PIN diode detector
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Worked Example

Design the biasing circuit based on the following specifications: the RG-58
coaxial cable is used to connect the diode with 50 V bias to the oscilloscope.
Signals of about 100 ns, 0.1 A are expected from a 1 kHz rate X-ray source.
Choose suitable values for RB, R, and C.

The value of R must be chosen to match the impedance of the coaxial cable.
Since the nominal value for the coaxial cable is 50 or 52 X, R should be close to
50 X as well. Standard resistor values are 47 and 51 X. It is also possible to use two
standard 100 X resistors in parallel or three standard 150 X resistors in parallel. At
0.1 A and 50 X, the voltage expected is 5 V and the power is 0.5 W. The power is
very sensitive to the maximum current and voltage. For example, if in some shots
10 V signals are obtained, then the maximum power dissipation becomes 2 W.
However due to the short timescale of the X-ray pulse and the relatively low
repetition rate, the average power is 10,000 times less, so standard 1/8 W resistors
may be used. Small (in dimensional size) resistors are preferred for their low stray
capacitance; low inductance resistors are also preferred.

We may choose C such that the bias voltage does not change significantly during
the shot. The charge flow for the typical signal is 10 nC. Let us say we want the
voltage drop to be less than 10% of the typical signal, i.e., 0.5 V, then the
capacitance should be at least 20 nF. We may choose for example a 100 nF
capacitor so that we do not have to worry about any correction factors even for
larger than usual signals.

The bias resistor RB must be much more than 50 X to avoid recalculating the
value of the terminating resistor R as RB will be effectively in parallel with R if the
impedance of C and the battery are small. To recharge the 0.5 V between every
shot, 10 nC must flow within 1 ms, so the resistance should be less than 50 kX. If
we take the geometric mean of 50 X and 50 kX, we get a value of 1.5 kX. This
would make a 3% difference in the value of the terminating resistance and will
recharge 30 � faster than required.

Fig. 4.9 Example circuit to bias and connect the diode circuit to external measurement such as a
digital sampling oscilloscope
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Time Response

The practical time response of the photodiode can be estimated as RCD; where
CD is the capacitance of the photodiode. The photodiode has a capacitance due to
its “capacitor-like” structure, i.e., two conductors (p- and n-layers) separated by an
insulator (active intrinsic layer).

In addition, charges generated outside the depletion layer may also diffuse into
the depletion layer and contribute to the signal. As the electric field outside the
depletion region is very small, this diffusion takes a long time. This gives a typical
microsecond “background” to the observed signal. For short pulses of X-rays, this
extra slow signal may be subtracted, but for time-integrated measurements this
effect will add a systematic overestimate to the X-ray yield measurements.

Saturation

When a large X-ray flux falls on the detector, the detector or its current may get
saturated in the time-resolved measurements.

We may attribute this to several mechanisms. A simplistic way of understanding
this saturation is to consider the external circuit in Fig. 4.9 where the voltage across
the bias capacitor is equal to the voltage across the diode and output resistor,
VC ¼ VR þVD. From this analysis, the maximum output voltage can be VC and this
is made worse if the capacitor discharges significantly during the measurement. In
this case the saturation current is VC=R and is independent of the diode and X-ray
characteristics. However, the observed situation is worse than the above analysis.
For example, with the BPX65 diode biased at 50 V, signals/optical power become
nonlinear for UV light at diode voltages of about 1 and *10 V for X-rays hard
enough to penetrate the whole active layer. To explain this, we may think of the
charges generated by the X-rays as changing the electric field distribution and
structure of the diode as they are generated in such a way as to reduce the current
flow. If a lot of charges are generated in a particular region the electric field is
“shielded” in that region, this causes the mobility of the charges to drop and in the
extreme case, a situation similar to that described in the time response occurs where
charges drift slowly across the “shielded” region. This changes the current mea-
sured by the oscilloscope, but fortunately the total charge collected by the mea-
surement system may still be correct as long as the time scale of charge flow is
much shorter than the recombination time for the charges [13].

Basic Checks

If multiple photodiodes are used it is important to check that they have similar
characteristics. One way is to test their response to visible light. It is preferable to
make a few tests with various filters to check if the response is the same at different
X-ray energies.

4 X-ray Diagnostics of Pulsed Plasmas Using Filtered Detectors 249



4.2.1 Determination of Detector Active Layer

In some cases, it is possible to obtain information about the photodiode’s active and
dead layers from the manufacturer. However, for low-cost diodes it may not be
possible to do so or to have confidence that the quoted values are constant for
various batches. But it is possible to find the thickness of active layer using a simple
experiment. As a diode in reverse bias behaves like a capacitor (this effect may also
be used for producing electrically controlled capacitors for tuning circuits) we may
find a close approximation to the active layer thickness by finding the capacitance.
Such an exercise will also allow us to know how the active layer thickness changes
with bias voltage and help in deciding on an appropriate diode and also the negative
biasing voltages to be used during actual experiment. A good diode which has a
stable spectral response must also have a stable active layer.

As mentioned, the time response of the diode depends mostly on the diode
capacitance. A simple way to estimate thickness of the active layer involves
measurements of the RC time constant to determine the capacitance and thus obtain
the thickness of the insulator region.

4.2.2 Detector—Choice of Filters

Ideal Filters

In principle ideal filters with a bandpass characteristic would make data analysis
simple. If the detector has a flat spectral response, then a filter with a spectral
transmission would allow the amount of X-rays to be measured between E1 and E2

with a single detector, refer Fig. 4.10. If n number of detectors are used with filters
for different ranges, then it is easy to obtain the spectrum. It may be possible to
make such a filter with multiple layers in a way similar to multilayer mirrors in
optics, but that would be very difficult as the wavelengths are very small.

Fig. 4.10 Filter with flat
transmission between two
photon energies and
transmission of 0 at all other
energies to facilitate easy data
analysis
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Ross-Filter Pair

A simple way to approximate the ideal X-ray filter was proposed by Ross [18].
In this method a pair of filters is used to make up one “detector”. Figure 4.11
illustrates the idea behind the Ross-filter method. For convenience, a typical
detector sensitivity is considered with the filter transmission. This is important as
the detectors may exhibit variations in sensitivity with photon energy, and an ideal
sensitivity depends not only on the filters and detector but also on the gas fill
between the detectors and the plasma source.

Analysis of the raw data to obtain an X-ray yield is simple. For example, if
I1 = 125 mA is measured flowing through the detector with Co filter and
I2 = 100 mA flows through the detector with the Fe filter, then using the sensitivity
of 0.025 C/J from the Fig. 4.11, we estimate that the X-ray power incident in the
range (7–8 keV) on the detector is 1 W. The exact form of the spectrum is
unimportant.

It can be seen in the Fig. 4.11 that neither of the filtered detector has a sensitivity
close to ideal. However when the sensitivity of the 16.5 lm Fe filtered detector is
subtracted from the 13.5 lm Co filtered detector, a situation very close to that
obtained by the ideal detector and filter is obtained.

Care must be taken however when Ross-filter pairs are used. Figure 4.12
illustrates the effect of introducing a gas in the path of the X-rays between the
source and the detector pair. If the path is long or the density of the gas is high such
as the krypton or xenon, then the behavior of the filter pair is significantly altered.

Fig. 4.11 a Sensitivity of two diodes filtered with 16.5 lm Fe and 13.5 lm Co. b The difference
between the two filtered detectors
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The same effect may occur when an additional material is placed between the
detector and the source or if the detector characteristics are changed.

In this case, analysis of the raw data to obtain an X-ray yield is not so simple if
the spectrum is not known. For example, if I1 = 26 mA of current is measured
flowing through the detector with Co filter and I2 = 20 mA flows through the
detector with the Fe filter, then using the “average” sensitivity of 0.6 mC/J from
Fig. 4.12, we find that the X-ray power incident in the range of 7–8 keV on the
detector is 10 W. In this case, the exact form of the spectrum is important. If the
X-ray is from line radiation at 7.2 keV, then the yield will be closer to 14 W and if
the X-ray is from line radiation close to the 8 keV end then the yield is 8 W. There
is also the possibility that the X-ray is from above the 8 keV range. This example
also demonstrates another difficulty in choosing good Ross-filter pairs is that it is
not always possible for the sensitivity to be exactly same for energies above and
below the energy range of interest, and a decision needs to be made as to which one
can be matched well based on the expected spectrum. It is also difficult to get the
exact filter thickness to be manufactured.

Choice of Thickness

For the same two materials, the energy band is defined and it is possible to obtain
filter pairs for different pairs of thicknesses. If the filters are too thick or thin, then
the problems mentioned above where the sensitivity is not constant to apply. In
addition, there are other practical problems. For example, if the filters are too thick,
signals obtained from both detectors in the pair will be small with a correspondingly

Fig. 4.12 Same filters as in Fig. 4.11 but with a “long” & “high-pressure” gas path between the
source and detectors. a Sensitivity of two diodes filtered with 16.5 lm Fe and 13.5 lm Co. b The
difference between the two filtered detectors
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poor signal-to-noise ratio. If the filters are too thin, then the dynamic range of the
detection system is important. Figure 4.13 illustrates the sensitivity of the
Ross-filter pair when very thin filters are chosen. It can be seen that the sensitivity
of each of the individual filters is increased but the sensitivity of the “difference” is
reduced as compared to the “optimum” filter above. The L-edge can be seen for
very thin filters but if the amount of radiation in that range is known to be negli-
gible, then this is not a problem.

Choice of Material

Usually solid non-reactive metals are chosen as filters as it is easier to manu-
facture these to the correct thickness. Plastic materials are also used for the same
reason. If a spectral resolution is required, then filters with K, L-edges in the energy
range to be investigated should be chosen.

Cost-Effective Filters

It is possible to get almost any filter manufactured nowadays but sometimes it is
difficult to purchase the exact filters. One way of minimizing cost is to share filters
with other labs as the amount of material required is very small but a minimum
order is usually required to manufacture the filters. In some cases, no metallic
elements are available, though it is still possible to make filters in these cases. For
example if the edges of phosphorus, sulfur, and chlorine are required, it is possible
to use compounds where the other elements in the compound are of much lower
atomic number. If the compound is not completely opaque, it is usually possible to

Fig. 4.13 Same material filters as in Fig. 4.11 but thinner. a Sensitivity of two diodes filtered with
1.2 lm Fe and 1.0 lm Co. b The difference between the two filtered detectors
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add a thin layer of aluminized mylar without significantly changing the
transmission.

However it may be more cost effective to consider using more easily available
filters, despite the associated increase in the complexity of the analysis. It is possible
to get aluminum and mylar foils from packaging of consumable goods or mylar
capacitors. Figure 4.14 shows how filters made only from aluminum and mylar can
give two broad ranges of energy.

Obtaining X-ray Attenuation Data

X-ray data has been tabulated for many applications. Data from Henke et al.
[17], NIST [19], and other calculated data can be found from many sources on the
internet which makes the X-ray data collection very easy [20].

Combining Mass Attenuation Data

After obtaining the attenuation coefficients, we will need to process the data if
we want to work with several different materials. The data obtained from the above
websites will typically list the coefficients at various energies. The energy scale for
different elements will be similar yet distinct as each element has X-ray absorption
edges at a different energy. This means that the data for aluminum, for example,
would also have several coefficients for its K-edge at smaller intervals of energy
around 1.5 keV. The data may be processed such that all filters have coefficients
given on the same energy scale so that if a spreadsheet is used to combine the
values, it will be easier. This may be done manually if only a few materials are
chosen as filters or a program may be written to achieve this.

Fig. 4.14 Filters made from mylar and aluminum foil by using multiple layers of the two
materials
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A program created in Excel could have the following steps:

1. Make a “complete list” of energy values

(a) Combine the energy values from all filters into one column
(b) Remove duplicates
(c) Sort energy values in ascending order

2. For each element interpolate values of coefficients for the “complete list” of
energy values

(a) Compare the energy value, row by row with the complete list. If the
coefficient is available copy it over. If not, perform a linear interpolation of
the value from the two nearest values.

4.2.3 Construction of Detector Housing

For X-ray time-integrated image recording, a pinhole camera is a simple detector to
be mounted on one diagnostic port of the plasma vacuum chamber, mainly along
the radial direction for plasma focus device. The pinhole camera can be used to
provide an image of the plasma source as well as the size of the hot spots or bright
spots. Typically, a pinhole with a diameter of 5–100 µm with a light tight filter is
used. If it is a single pinhole camera, then any vacuum port size can be used such as
the NW40 or CF2.73 inches flange with a metallic tube of a length according to the
best magnification and resolution. Figure 4.15 shows a schematic of the pinhole
camera, which can be made with a standard vacuum flanges. For a multiple pinhole
camera, a large diameter vacuum flange can be used to record multiple images of
many shots without breaking the vacuum inside the plasma chamber [21].

In case of the crystal spectrometer, a light tight metallic box can serve as a
compact spectrometer. Its basic element can be a bent crystal, for example a mica
crystal (2d = 19.8 Å) in a convex shape (Fig. 4.15), with radii of a few tens of mm
for soft X-rays detection. Crystal spectrometer has a slit covered by metallic filter.
A debris filter or other debris mitigation techniques are required to protect the filter
from plasma if the spectrometer is placed inside the vacuum chamber. The

Fig. 4.15 Schematics of the a pinhole camera and b crystal spectrometer
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time-integrated spectra can be recorded on high sensitive photographic film or an
X-ray sensitive electronic detector. For a PIN diode as an X-ray detector, a filter
holder is required to place in front of this windowless detector. Typically, a PIN
diode detector is also required to place inside the vacuum chamber, therefore, its
filter holder should not be a vacuum sealed but just a light tight.

4.2.4 Debris Mitigation

The conditions inside a plasma device may be extreme due to other radiations and
debris occurring in addition to the presence of X-rays. For example, there may be
neutrons, ions of various energies, electrons, visible and UV light, molten droplets,
and particulates of various sizes—all of which may damage or coat filters. To
maintain the integrity of the filters, various arrangements may need to be imple-
mented for mitigating the effects of plasma and debris on the filters and detectors.

As most detectors are chosen due to their sensitivity to X-rays, they should be
placed at a distance where the X-ray flux is appropriately low. If very soft X-rays
are to be measured and absorption through the ambient gas needs to be avoided,
filters may be placed much nearer to the plasma.

We may estimate the energy density required to completely melt a 1 µm alu-
minum filter, using equation below, to be about 2.5 mJ/mm2, where q and C are the
density and specific heat, L is the fusion latent heat, DT is the temperature change,
and z is the thickness of a material.

Emelting ¼ CDT þ Lð Þqz ð4:23Þ

Plasma flow may be in certain angles. For example in laser produced plasmas,
plasma and debris tend to flow in the direction normal to the surface.

Magnetic Fields and Pinholes for Debris Mitigation

Magnetic fields may be used as a simple way to deflect charged particles. This
may even be done from outside the vacuum chamber. Strong neodymium magnets
can be easily obtained to give magnetic fields on the order of 0.1 T over several
centimeters. This gives the Larmor radius of a charged particle and other parameters
related to magnetic deflection as shown in Fig. 4.16.

Consider a charged particle q of mass m is moving with velocity v with kinetic
energy K in a region of uniform magnetic induction B. For motion in the plane
perpendicular to B, we can write the particles gyro-radii as:

r1 ¼ V?
xc

¼ mV?
qj jB ¼

ffiffiffiffiffiffiffiffiffiffi
2Km

p

qj jB ð4:24Þ

For 10 keV deuterium plasma in the magnetic field of 1 T, the Larmor radius of
ions is 20 mm, and the electrons has Larmor radius of about 0.34 mm. The circular
motion of charged particle in a uniform magnetic field requires to consider the
thickness w along with the length L and separation d of the magnets for mitigation
purposes.
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Another simplest mitigation technique is the pin holes to deflect sound waves
and materials carried by for low temperature plasmas. An effective pinhole which
separates X-rays from plasma would have its diameter much bigger than the
detector but much smaller than the sound wavelength.

Foil Trap

Another simple mitigation technique is the use of a foil trap [22] as shown in
Fig. 4.17.

To analyze the effect of a foil trap, consider the geometrical transmission of the
comb filter is t then the total number of energetic ions, Ii, arrive at detection or
collector system are following the same trajectory as the photons [23]. In this case

Ii ¼ Iot ð4:25Þ

Fig. 4.16 Trajectories of
plasma charged particles
under the influence of a
magnetic field

Fig. 4.17 Schematic of a foil trap and mitigation technique for a pinched plasma
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If the average spacing between thin plates is d and the depth of the foil comb
plates is L, then the total number of particles, Ar, to arrive at detector are

Ar ¼ Aot
d
L
; ð4:26Þ

where Ao is the total number of energetic particles arriving at detector without any
filter. In above equation, the geometrical factor d/L is due to the acceptance angle of
the foil trap for small angles, i.e., tan h = sin h = h. This angle is independent of
the distance between the plasma source and detector system, however, if this dis-
tance is increased but L and d remain constant, then the number of slots in the foil
comb has to be increased. For an efficient system, the t value needs to be as high as
80%, and a typical d/L ratio for the foil trap of about 1:40 gives protection factors of
about 50 for the sputtered atoms and reflected atoms, but only 1.25 for fast ions
[23].

4.3 Analysis Method

As described in the previous sections, a filtered diode has a sensitivity (C/J) which
changes for photons of various energies. Analysis may be done in terms of total
energy if the time response is not important or it may be done on a power basis if
time is important. The analysis may be of the following types with the aim to
obtain:

(i) the X-ray yield in a single range of photon energy,
(ii) the X-ray yield of a source with a known spectrum,
(iii) a characteristic “temperature” of a source with a known form of the spec-

trum, and
(iv) the X-ray yield in several ranges and thus a spectrum.

Type (iv) is thus an extension of type (i).
We will give examples of how to use various methods to do each type of

analysis. Type (i) analysis may be done by the Ross-filter method, type (ii) may be
done using type (i) and back calculation, type (iii), by ratio or fitting method, and
type (iv) by the matrix method.

4.3.1 Rose Filter Method

Type (i) analysis: in this case we use at least two filters to make a well-defined
range. We first discuss a simple case where we have an X-ray source in vacuum and
two filters are chosen, e.g., 16.5 µm Fe and 13.5 µm Co, to form a Ross-filter pair
such that photons with energy below the K-edge of Fe the transmission of both

258 P. Lee and S.M. Hassan



filters are the same. Above the K-edge of Fe and below the K-edge of Co filter the
photon transmission window forms an ideal Ross-filter system. Also, above the
K-edge energy of Co both filters have the same transmission. In this case we may
assign a single value of sensitivity of D21 = S2 − S1 = 25 mC/J to the difference of
the two signals.

Let us try theoretically for 922 and 1022 eV X-rays from neon pinch plasma. For
this range of photon energy, Fig. 4.18 illustrates that the materials with the nearest
K-edges are Ne (K-edge at 0.874 keV) and Na (K-edge at 1.080 keV).

Alternatively, the L-edge may be used as shown in Fig. 4.19. In this case, the
nearest filters could be Fe and Cu with L-edges at 0.846 and 1.09 keV, respectively.
If the lines are to be separated, two pairs could be used: (a) Fe (L-edge * 0.846 keV)
and Co (L-edge * 0.929 keV), and (b) Ni (L-edge * 1.016 keV) and Cu
(L-edge * 1.09 keV). Unfortunately, the filters need to be very thin and the K-edge
forms another band pass. This can be corrected for by having yet another set offilters
where the X-rays near the L-edge are filtered off, perhaps using beryllium or organic
filters to get only the X-rays in the K-edge band. This can then be subtracted from the
filters which pass both the K- and L-edge bands.

It must be noted that the proposed filters are not easily implemented.
Furthermore, the self-absorption from neon would significantly change the sensi-
tivities and thus must be eliminated.

Worked Example

Suppose the filters in Fig. 4.12 were used with a neon plasma and there was an
additional e-beam copper X-ray from a plasma focus discharge. Signals were

Fig. 4.18 “Ross filters” using K-edge D1 is 0.3 cm-atm Ne and D2 is 2 µm Na with Si detector
a sensitivities, b difference

4 X-ray Diagnostics of Pulsed Plasmas Using Filtered Detectors 259



simulated for two situations: shot 1 and shot 2. The charges collected by the four
X-rays detectors for these two shots are given in Table 4.1. In shot 1 we had 50% of
X-rays in the 1 keV range and 1% of X-rays in the 8 keV range, whereas in shot 2 it
was 50% in the 1 keV range and 49% in the 8 keV range. The remainder was
simulated as a continuous spectrum with an exponential form with characteristic
energy of 700 eV.

The sensitivities taken as the average are D21 = 0.12 C/J and
D43 = 0.0023 C/J. Table 4.2 summarizes the results for X-rays at 1 keV and 8 keV.

This example illustrates some of the difficulties associated with getting accurate
and precise measurements. If the signals are large compared to the difference, the
detection system may not have sufficient dynamic range to give precise results. For
example, for shot 1 the X-rays at 8 keV were found to be zero even though the
signals were calculated with 1% X-rays in the 8 keV range. For shot 2 even though
the signals were given to two significant figures, the difference signals were only
one significant figure.

Fig. 4.19 “Ross filters” using L-edge D1 is 0.31 µm Fe and D2 is 0.2 µm Cu with Si detector
a sensitivities, b differences with and without additional 75 µm mylar on both filters

Table 4.1 Charge collected
by detectors for two different
plasma focus shots

Detector charge (nC)

Shot 1 (50,1) Shot 2 (50,49)

D1 4.9 21

D2 9.7 27

D3 0.75 18

D4 0.75 19
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4.3.2 Calculation of Expected Detector Signals Based
on Known Spectra

Taking an example of two points: J(E1)/Jtotal = R1, and J(E2)/Jtotal = R2 where R1

and R2 are constants, J corresponds to X-rays incident energy in Joules on the
filtered detector, and E1 and E2 are the photon energy. Then the charge C is
measured as

C ¼ S E1ð ÞJ E1ð Þþ S E2ð ÞJ E2ð Þ ¼ S E1ð ÞR1 þ S E2ð ÞR2ð ÞJtotal ð4:27Þ

Thus,

Jtotal ¼ C= S E1ð ÞR1 þ S E2ð ÞR2ð Þ; ð4:28Þ

where S is the sensitivity of the detector in Coulombs/Joule, which can be extended
to any number of points.

This implies that if the spectrum is known then a single detector is sufficient to
calculate the X-ray yield. We can get the information about lines from http://
physics.nist.gov/PhysRefData/ASD/lines_form.html.

In the examples, the sensitivity to lower energy X-rays is low with the low-cost
Al filter. Even with the beryllium (Be) filter, the sensitivity to the lower energy
X-rays is low and worse when there is more intervening gas. Table 4.3 gives the
sensitivies of the filtered detectors in presence of an intervening gas, for example, a
neon (Ne). We can theoretically investigate the effect of a changing spectrum. If a
single detector is used, there is no way to detect if the spectrum is changed.

If we have the expected spectrum, then 1 J of X-rays will produce 1.51, 125 and
2.35 mC for the above-filtered detectors (Table 4.3). We calculate the X-ray yield

Table 4.2 Results from
analysis

Difference signal
(nC)

Energy on detector
(nJ)

Shot 1 Shot 2 Shot 1 Shot 2

E (*1 keV) 4.8 5 40 42

E (*8 keV) 0 1 0 435

Table 4.3 Example: filtered detectors and gas fill

Spectrum Energy
(keV)

Sensitivity (mC/J)
25 µm Al
(10 mbar-cm Ne)

Sensitivity (mC/J)
5 µm Be
(10 mbar-cm Ne)

Sensitivity (mC/J)
5 µm Be
(100 mbar-cm Ne)

44% 0.922 0.009 100 0.05

20% 1.022 0.110 126 0.37

36% 1.300 4.11 158 6.88

Average 1.51 125 2.35
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for various scenarios with different spectrum to see how we may over or under-
estimate the X-ray yield.

There is also possible to combine spectrum with detector sensitivity to obtain
useful information about the plasma state such as the electron density and plasma
temperature. Assume the number of photons N absorbed at the energy Ep then a
spectrum is defined by

dN
dEp

¼ Ae�
Ep
Te ð4:29Þ

dN
dEp

¼ BE�x
p ð4:30Þ

Fold the spectrum with the response from at least two different filters with
negligible sensitivity to low-energy photons.

For these methods, it is possible to make use of the low-cost filters.
Unfortunately, it is not easy to interpret the results from this type of analysis. Using
the spectrum, it is possible to get an idea of the “temperature”. However, if we have
a spatially or temporally non-uniform plasma then it is not easy to interpret the
meaning of average temperature. In this case, the spectrum obtained by using more
than two filters will be reasonable to conclude about the temperature or electron
density. For example with three filters, we may calculate two ratios which will
allow us to see if the results are consistent . Fig. 4.20 illustrates the spectrum of
seven filters made of aluminum.

(a) (b)

Fig. 4.20 a Plot of E�n
p spectrum with 7 filters starting with 25 µm Al, and each subsequent filter

thereafter with double the Al thickness. b Spectrum ratios versus the temperature
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4.3.3 The Inverse Problem: Calculating the Spectra
from Detector Signals

In this situation, we have a lot of filters and diodes with known sensitivities, but the
spectrum is unknown. In such case, we can deduce the relationship between the
X-ray energy spectrum and PIN diode output signals. The signal from the PIN
diode is the integral of the X-rays with an energy range determined by the filters. So
for a five-channel spectrometer, five intervals are obtained within the energy
spectrum, and they can be expressed mathematically as shown,

S11E1 þ S12E2 þ S13E3 þ S14E4 þ S15E5 ¼ Qd1

S21E1 þ S22E2 þ S23E3 þ S24E4 þ S25E5 ¼ Qd2

S31E1 þ S32E2 þ S33E3 þ S34E4 þ S35E5 ¼ Qd3

S41E1 þ S42E2 þ S43E3 þ S44E4 þ S45E5 ¼ Qd4

S51E1 þ S52E2 þ S53E3 þ S54E4 þ S55E5 ¼ Qd5;

ð4:31Þ

where Ei is the energy due to interval i within the energy spectrum range, Sdj is the
integrated signal from diode j, and Aji is the sensitivity coefficient of diode j in
spectral interval i. The units of Sji, Ei and Qdj are C/J, J, and C, respectively.

To obtain the spectrum of the X-ray, we need to solve for Ei, and to do so we can
write the above equation in matrix form as

SE ¼ Q; hence E ¼ S�1Q ð4:32Þ

Taking the example of the Type (i)—“ideal filters” the solution is simple

S11E1 þ 0þ 0þ 0þ 0 ¼ Qd1

0þ S22E2 þ 0þ 0þ 0 ¼ Qd2

0þ 0þ S33E3 þ 0þ 0 ¼ Qd3

0þ 0þ 0þ S44E4 þ 0 ¼ Qd4

0þ 0þ 0þ 0þ S55E5 ¼ Qd5

ð4:33Þ

S ¼

S11 0 0 0 0
0 S22 0 0 0
0 0 S33 0 0
0 0 0 S44 0
0 0 0 0 S55

0
BBBB@

1
CCCCA ð4:34Þ
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And the inverse matrix is

S�1 ¼

S�1
11 0 0 0 0
0 S�1

22 0 0 0
0 0 S�1

33 0 0
0 0 0 S�1

44 0
0 0 0 0 S�1

55

0
BBBB@

1
CCCCA ð4:35Þ

And therefore,

En ¼ Qdn

Snn
ð4:36Þ

Using Type (ii) filters, i.e., Ross-filter pairs such that filters 1 and 2 make a
Ross-filter pair, 2 and 3 make a pair and so on, we can simulate the “ideal filters”
situation by converting the n signals into n − 1 signals with each new signal given
by:

Di ¼ Sdiþ 1 � Sdi ð4:37Þ

And the spectrum can be obtained as in the “ideal filter” case but with one less
energy range.

S ¼

S11 S12 S13 S14 S15
S21 S22 S23 S24 S25
S31 S32 S33 S34 S35
S41 S42 S43 S44 S45
S51 S52 S53 S54 S55

0
BBBB@

1
CCCCA ð4:38Þ

It may be difficult to obtain exact Ross-filter pairs over a large energy range. To
match the transmission from one filter to another requires selecting specific
thicknesses which may not be easily available. One method for doing so involves
the creative use of adding foils together to make one composite filter. This is
difficult however when very soft X-rays are to be detected using the thinnest
possible foils. As a last option, we may use Type (iii) filters where there is no
obvious way of analysis. However, filter ranges have to be chosen very carefully to
avoid singular matrices. These filters must have spectral response shapes which are
significantly different from each other in the energy range of interest. The inverse
matrix may be found using the Excel function MINVERSE.
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4.3.4 Error Analysis

Some basic sources of errors in X-rays yield measurements can be categorized into
three major categories (1) analysis errors, (2) measurement and equipment errors,
and (3) physical assumption errors.

Analysis errors: designing the X-ray spectrometer based on the Ross-filtering
technique often leads to an error in X-rays yield measurement due to tails in S (E) of
a detector at the desired range of X-rays. This error can be calculated by

d ¼
ZEk1

Emin

Sj jdEþ
ZEmax

Ek2

Sj jdE

0
B@

1
CA=Q; ð4:39Þ

where Q ¼ R Ek2

Ek1
Sj jdE is from a Ross-pair filter with K-edge energies of Ek1 and Ek2.

Take the example of an X-ray source in a vacuum and its detection with two filters
16.5 µm Fe and 13.5 µm Co as a Ross-filter pair. This is a situation very close to
that obtained by the ideal detector and filter in the range of soft X-rays, i.e.,
Emin = 1 keV and Emax = 15 keV. However, the effect of tails is about 3% below
and 6% above the passband sensitivity of a detector as shown in Fig. 4.21.

The effect of tails in error calculation can be minimized by adding a thin filter
into a second filter also known as a compensation filter in a Ross-pair system [24].
Another source of error in X-ray analysis is the X-ray cross-section table database
itself, which includes uncertainty in the cross-section, photon energy and the
resolution.

Fig. 4.21 Sensitivity of a Ross-pair filter system (16.5 µm Fe and 13.5 µm Co)
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Measurement and equipment errors: the X-ray filtered detector has some
uncertainties in its system such as uncertainty of the filter thickness, dead layer
thickness uncertainty, and uncertainty of measurements (detector readings). X-ray
detection from pulsed power plasma sources such as plasma focus is more com-
plicated due to the background gas fill pressure. Background gas fill pressure may
make significant contributions to X-rays error analysis if self-absorption is
important.

Assumption errors: another source of error in X-ray analysis of plasma is
uncertainty in source size, shape, and location assumptions. The assumed spectrum
may have additional peaks due to impurities, and the spectrum may change due to
changes in temperature and density.

In general, to do the error analysis, it makes sense to identify the major sources
of uncertainty to reduce complexity. Due to the complexity of measurement and
analysis methods, we will give an example of analysis for one specific scenario. In
this example, we investigate the effect of a 25% difference in the assumed spectrum.
We consider the use of one filter to measure X-rays from neon, and compare the
sensitivity to errors in the spectrum with other filters, i.e., 25 or 5 µm Al.

Table 4.4 summarizes the results. If there is a 25% decrease in the amount of
X-rays at 922 and 1022 eV, the analysis of the 25 µm Al filter shows that we will
overestimate the 922 and 1022 eV lines by 90%, underestimate the 1300 eV band
by 1% and overestimate the total yield by 43%. This uncertainty may not be a lot if
we are interested in the total yield, or the 1300 eV band. However, if we are
interested in the in-band yield of only the 922 eV line, then it is a big uncertainty.

With the 5 µm Be filter we can see that the uncertainties are not as pronounced
as they are with the 25 µm Al filter for the low-energy lines because of the filter
sensitivity to these X-ray energies.

4.4 Summary and Conclusion

The combination of high density and temperature that occurs during the com-
pression phase makes pulsed plasma focus device a very attractive source for the
production of intense X-ray radiation in the pinching mode. The spectrum and

Table 4.4 Comparison of different detector systems (D1 and D2) to errors in spectrum analysis

Spectrum
(assumed, actual)

Energy
(keV)

D1 sensitivity
(mC/J)

D1 error
(%)

D2 sensitivity
(mC/J)

D2 error
(%)

44%, 33% 0.922 0.009 90 100 46

20%, 15% 1.022 0.110 90 126 46

36%, 52% 1.300 4.11 1 158 25

Total 43 9

Average 1.51 125

D1 has 25 µm Al filter with 10 mbar-cm Ne gas and D2 has 5 µm Be with 10 mbar-cm Ne gas
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intensity of the emission can be controlled by changing external parameters such as
current, voltage, dimensions of the device, and the composition and pressure of a
filling gas of the plasma focus. In this chapter, we discussed different techniques for
detecting X-ray radiation with a specific aim to provide a convenient way to
diagnose the plasma without disturbing it. The simplest time-integrated X-ray
detector is a pinhole imaging camera which consists of either single or multiple
pinholes. These pinholes are covered with light blocking filters with known X-ray
transmission characteristics. For a plasma focus device, the field of view of the
imaging camera needs to include the pinch region as well as the anode end rim.
Using metallic coated plastic filters such as silver- and aluminized mylar combined
with a ratio method, several tens of eV temperatures can be measured with a good
accuracy.

Bremsstrahlung and recombination are the main mechanisms for X-rays emis-
sion from hot plasmas. Line radiation also presents depending on the species and
temperature of a plasma. In plasma focus device, the main source of line radiation is
the interaction of the electron beam from the focus region with the anode, which is
typically made of copper. When electrons of energy 10–100 keV are directed onto a
Cu target, the dominant line radiation is Ka, which is of energy 8.05 keV. The
temperature of the pinch plasma typically lies in the range of 0.5–10 keV. The
spectrum consists of X-ray flux of different energy photons can be evaluated with
careful selection of filtering technique. Detectors such as PIN diodes or photo-
graphic film do not discriminate the energy of the incident photons and instead, they
exhibit energy-integrated behavior. Thus, a PIN diode signal at any given instant
represents photons of different energies originating from the plasma. A pair of filters
(i.e., Ross filter) is a simple technique to give a crude analysis of the X-ray regime.
The sensitivity of a detector such as that of PIN diode is not the same for photons of
different energy. It is important to include the detector’s response to a specific
energy of the photon. For an accurate interpretation of the X-ray signal, several
error analysis techniques should be applied during an evaluation of the X-ray data.
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Chapter 5
Pulsed Plasma Sources for X-ray
Microscopy and Lithography Applications

Syed M. Hassan and Paul Lee

5.1 Introduction

The use of high-energy photons ranging from vacuum ultraviolet to hard X-rays is
emerging as an area of primary importance in both research and industry for many
fields such as biology, biochemistry, crystallography, micro-lithography,
non-destructive control, ballistics, cine-radiography, studies of plasma dynamics, etc.
The generation of an electromagnetic (EM) wave with short wavelengths directly
from a transient motion of electrons needs the acceleration of these electrons to be
large to create a fast, electric field transient. Radiation from synchrotrons, undulators
and wigglers are based on the acceleration of the relativistic electrons [1]. These are
excellent systems to produce photons for the whole or part of the energy range with
characteristics of a short pulse duration, high flux and high brilliance. Though best
scientific and technological systems for X-ray generation, these devices are expensive
and do not meet the criteria of compactness and easy access. Dense plasmas with high
temperature are sources of ionizedmedia that can give rise toX-ray emission. Photons
with wavelength in the range of few nanometers are also known as extreme ultraviolet
radiation (EUV). Technological advancement in the pulsed power, particularly in the
energy storage and fast switching areas, made the discharge-based plasma devices an
interesting alternative to both coherent and incoherent radiation sources. Discharge
plasma devices also fulfil the requirement of compactness that can be operated easily
for the study and development of plasma-based radiation sources.

Measurements of X-rays can give information about plasmas. The emission of
X-rays from pulsed plasma is characterized by high intensity, extremely short
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duration of radiation emission and wide spectral range. The pinched plasma
structure emitting X-rays has some distinct characteristics which are suitable to be
used as a pulsed point source for some special applications such as X-rays radio-
graphy, X-rays microscopy and X-rays lithography. In this chapter, we highlight
some of the most important applications of X-ray emission from dense plasma
focus.

5.1.1 Pinch Plasma X-ray Sources

Emission of radiation at shorter wavelengths such as EUV and X-rays demands hot
and dense plasma, which is not possible by an ordinary lamp discharge, a spark or
flash. However, the self-compression of cylindrical plasma by the azimuthal
magnetic field generated by the axial discharge current can convert a
low-temperature and low-density plasma to the hot, and high-density plasma. Such
phenomenon of compression of plasma by magnetic fields is called the pinch effect,
and the compressed plasma is known as pinch plasma. The pinch plasma column in
the steady state can be derived by setting the velocity and time-derivatives to zero in
the ideal magnetohydrodynamic (MHD) equation [2] and in Maxwell equations.
Magnetostatic equations for perfectly conducting plasma are:

r!P� J
!� B

!¼ 0; r!� B
!¼ lo J

!
; r! � B!¼ 0 ð5:1Þ

where P is the momentum, J
!

represents current density and B
!

is the magnetic
field. In the cylindrically symmetric plasma column, all the quantities are the

function of r. Substituting J
!

from second equation into the momentum equation if
there is no external magnetic field, i.e. Bz = 0, we obtain

d
dr

Pþ B2
u

2l0

 !
þ 1

r

B2
u

l0
¼ 0 ð5:2Þ

In above equation, the derivative terms are the plasma kinetic pressure and the
magnetic pressure, and the second term describes the tension force generated by the

curvature of the magnetic field lines. Applying the Ampere’s law, BuðrÞ ¼ l0IðrÞ
2pr , we

get

dP
dr

þ l0
8p2r2

dI2ðrÞ
dr

¼ 0 ð5:3Þ

Assuming the uniform current density Jz in the plasma column, Io the total
current flowing through the pinch with the radius R of the pinch plasma column.
Integration simplifies the above equation to
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loIo
8p

¼ 2p
ZR
0

PðrÞrdr ð5:4Þ

Taking the Bennett temperature [3] relation, we have

TBðeVÞ ¼ 2p
Nið1þ ZeffÞ

ZR
0

PðrÞrdr ð5:5Þ

where Zeff is the average degree of ionization and Ni (¼ 2p
R R
0 niðrÞrdr) is the ion

line density.
From above equations, the Bennett condition of equilibrium can be described as

TBNið1þ ZeffÞ ¼ loIo
8p

ð5:6Þ

It is clear that the pinch plasma column under the steady state condition is a force
balance between plasma thermal pressure and magnetic field pressure. The
isothermal plasma temperature (TB = Te = Ti) in such magnetic self-focusing
plasma with electrical current flow (I) can be expressed as

Te ¼ l0I
2

8pðZeff þ 1ÞNi
ð5:7Þ

The minimum requirement for generation of soft X-ray of wavelength of about
13 nm or EUV for lithography purposes is a plasma temperature Te of 20 eV. For
this temperature, the current I is required to be 20 kA for a gas such as xenon [4],
and the plasma cylinder must be compressed to about 1 mm diameter sphere by a
pressure of 2000 bar generated by the magnetic field of 20 T. It is important to note
that a stable plasma cylinder has a resistance of 50 mX heated with some 10 MW
due to its ohmic resistance. The heating of the plasma decreases the current sig-
nificantly after several hundred nanoseconds. Thus, the operation of plasma device
should be in a pulsed regime with a total energy of 10 J for 20 kA discharge current
for EUV radiation.

Plasma focus as a pinch device produces a broad spectrum of X-rays in tens of
nanosecond duration. At the open end of a coaxial electrode system, rapid magnetic
compression of a plasma column is formed by the discharged current itself. Low
energy X-rays of few hundreds of eV can be formed from the plasma while the
high-energy X-rays are emitted from the anode surface by the interaction of fast
electron beam with the anode material. The spectrum and intensity of X-rays
emission are mainly dependent on the composition of a seed gas, discharge current
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and dimensions of the device. X-ray as a non-destructive diagnostic technique
provides the information of plasma and most importantly the dimension of the
emitting regions and their locations.

5.1.2 X-ray Production and Evaluation Mechanisms

X-rays produced in high-energy plasmas are the usual Bremsstrahlung and
recombination continua of ionized gases and line emission of the ‘optical’ spectral
type. When the plasma temperature exceeds few hundreds of eV, the wavelengths
of radiation becomes shorter and falls in the X-ray region. Considering only the
continuum (Bremsstrahlung) radiation, the maximum wavelength is given by

kmaxð _AÞ ¼ 6200
kBTeðeVÞ ð5:8Þ

A property of the free–free emission is that for long wavelength (k � hc/kBTe),
the spectral shape is independent of Te, however, for short wavelength (i.e.
k � hc/kBTe or hm � kBTe) the spectrum is strongly temperature dependent, at
Te = 1 keV, the spectrum peaks at kmax = 6.2 Å, which is in the soft X-ray region.

For high-Z focus plasma, the characteristic line emission also falls in the soft
X-ray region. For example, for highly ionized argon and neon plasma at a suffi-
ciently high temperature, the wavelengths of Ka lines are 4.2 and 12.13 Å,
respectively.

The emission of X-rays from plasma was first observed [5] around 1930 in
high-voltage vacuum sparks. The Plasma Focus (PF) device as a coaxial plasma
gun has been studied in many countries since 1960s. This gun is usually filled to a
pressure of few Torr with some suitable gas and is driven by a high voltage
(>10 kV) and high-current (>50 kA) capacitor bank. During operation, intense
X-ray bursts are emitted from plasma focus devices. The plasma focus emits both
soft (thermal) as well as hard (non-thermal) X-rays as described in previous X-ray
diagnostics chapter. The emission of thermal X-rays in plasma focus can be divided
into three processes: bremsstrahlung, recombination and line radiation.
Bremsstrahlung gives a continuum spectrum due to free–free transition of electrons
and ions interacting in the Coulomb field; recombination radiation also falls into
continuum spectrum of X-rays when free electron loses its energy on recombination
with an ion; and line radiation gives the characteristic of material when a bound
electron loses energy by falling into a lower ionic energy state. The relative
strengths of the emission depend on the temperature and gas species of the plasma.
The continuum emission dominates for high-Z plasma and line emission is stronger
from low-Z plasma. Therefore, X-rays detection is considered an important diag-
nostic tool for studying the properties of plasmas. Analysis of the X-ray spectrum
related to the time history, the continuum shape and the identification and mea-
surement of the intensities and profiles of different lines provides information about
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the electron and ion temperatures and temperature histories, the plasma composition
and density, and the degree of thermalization. The emission of X-rays from the
plasma focus is studied with various diagnostic techniques: these include pinhole
cameras (with one or multiple pinholes covered with appropriate filters) for
recording the time-integrated spatial/spectral distribution of the X-ray emitting
region; microchannel plates in conjunction with pinhole cameras for resolved
spatial distribution of soft X-rays; semiconductor detectors with appropriate filters
for space-integrated temporal/spatial distribution of the soft X-ray emission; crystal
X-ray spectrographs for space-resolved line spectrum analysis; X-ray streak pho-
tography for temporal distribution of the X-rays in one space dimension (radial or
axial); and X-ray films resists and X-ray pulse calorimeters for absolute soft X-ray
yield measurements.

For effective use of dense plasma focus (DPF) device for X-ray applications, it is
essential that different parameters should be investigated systematically and com-
prehensively. Zakaullah research group [6] reported that the good radiation yield is
strongly dependent on the anode shape and filling gas. Several efforts have been
made to study hard X-ray emission in the plasma focus devices including the
insertion of high-Z materials at the anode tip. The hard X-ray pulses produced by
the interaction of localized electron beams at the anode tip. The X-ray emission
from Ne operated plasma focus is many times more intense than that measured for
operation in pure deuterium. Scaling laws relating the soft X-ray yield to peak
discharge current and peak axial velocity have been reported by Serban et al. [7].
Several research groups [8–10] reported the scaling laws for either total X-ray yield
or soft X-ray yield. Table 5.1 summarizes X-ray yield scaling to peak discharge
current and capacitor bank energy. A general soft X-ray scaling is given by the
numerical experiments based on the Lee Model Code [11] and is described in the
next section.

5.1.3 Numerical Simulation—Tools for Radiation Source
Optimization

The X-ray emission from DPF (Dense Plasma Focus) is characterized by high
intensity and a wide spectral range which can be controlled by following the scaling
law of X-rays. In the last few years, various research groups tried to enhance the
X-ray yield in the range of 0.25–50 keV photons by changing various experimental
parameters such as bank energy, discharge current [11], electrode configuration
(shape and material) [6, 12], insulator material and dimensions [13, 14], gas
composition and filling gas pressure [15, 16] and pre-ionization assisted breakdown
[17]. Any practical plasma-based radiation source needs an optimization for its peak
performance. For example, computer simulation of DPF needs the link between the
computation and physical reality by fitting the computed current waveform to a
measured current waveform due to non-perfect mass swept up. The Lee
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computational models of DPF developed by the Sing Lee have been successfully
used for several projects [18, 19].

Lee model code uses a five phase model: an axial phase treated as snow-plow; a
radial inwards shock phase using slug model; a radial reflected shock phase with the
reflected shock moving to hit radially incoming current sheath ‘piston’; followed by
a radiative slow compression phase also known as pinch phase and finally, an
evolution of discharge current waveform is completed by an expansion phase in
axial direction. The transitions from axial to radial phases and vice versa is the most
complicated part in modelling. The discharge current waveform is the necessary
diagnostics tool which contains information on all the dynamics and radiation
processes that occur in the various phases of the DPF. This multi-phase Lee model
code requires physical dimensions of the electrodes, information about input energy
and operating gases. It was initially designed to optimize the operation of
UNU/ICTP DPF [20, 21], but later extended to NX2 [11], NX1 [22], FMPF3 [23]
and many other plasma foci around the globe. The Lee code can give important
plasma parameters of DPF operating with various gases such as D, D–T, N, He, Ne,
Ar, Kr and Xe. Radiation-coupled motion and radiation absorptions are included in
the modelling to extend the DPF device for X-rays. A recent development includes
soft X-ray [22] scaling laws over a wider range of energies. The radiation from
plasma is the usual bremsstrahlung and recombination continua of ionized gases or
target materials and line emission from different ionic species which are not fully
stripped. The total power emission in the form of radiation from plasma is highly
dependent on various assumptions made about the state of plasma. The spectral
radiation data in the soft X-ray region from neon operated 3.3 kJ UNU-ICTP

Table 5.1 X-ray scaling law for different plasma foci

Researchers
[Ref.]

Anode/material
insert

Gas Bank
energy

Scaling Law

K-radiation (J) Total X-ray (J)

Serban and
Lee [7]

Cu D2 3 kJ *Ysxr * I2.0–4.0

Filippov
et al. [8]

… Ne 0.9 MJ *Ipinch
3.5–4.0

Sharif et al.
[9]

Cu Ar 0.6–
1.8 kJ

* [I(100 kA)]3.5–4.5

* [E (kJ)]3.5–4.5
* [I(100 kA)]4.5–5.5

* [E (kJ)]4.5–5.5

Cu Ar 2.3–
4.6 kJ

* [I(100 kA)]2.9–3.3

* [E (kJ)]2.1–2.2
* [I(100 kA)]4.3–4.8

* [E (kJ)]2.8–3.7

Sharif et al.
[10]

Mo Ar 2.3–
4.6 kJ

* [I(100 kA)]2.4–3.0

* [E (kJ)]1.8–1.9
* [I(100 kA)]4.2–4.6

* [E (kJ)]2.7–3.6

W H 2.3–
5.3 kJ

…. * [I(100 kA)]3.3–3.9

* [E (kJ)]2.4–2.5
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plasma focus device is reported to 64% in the line radiations at 922 eV (Ly-a) and
1022 eV (He-a) in the spectral range 1–1.3 nm and the remaining spectrum falls
mainly in the category of recombination radiations. The contribution of line radi-
ation from NX2 plasma focus device is about 80%. In the Lee model, neon soft
X-ray (Ysxr) is simply equivalent to line radiation yield (QL):

dQL

dt
¼ �4:6� 10�31n2i ZZ

4
n pr2p
� �

zf=T ð5:9Þ

The X-ray yield generated by pinch plasma is the integration over the entire pinch
duration. It is obvious that the radiation yield from DPF is dependent on the plasma
properties such as the effective charge number Z, gas atomic number Zn, number
density ni, pinch length zf, pinch radius rp, temperature T, and the pinch duration.

Liu et al. [24] and Bing et al. [25] have shown that a pinch compression reaching
to a temperature about 200–500 eV is suitable for a high neon soft X-ray yield. By
using Lee model, Lee et al. [11] and Saw et al. [22] figured out numerically the
optimum configuration of the electrodes for the 3.3-kJ UNU/ICTP-PFF capacitor
system that can give a yield of Ysxr = 9.5 J, a two- to three-fold increase in the Ysxr
from the standard UNU/ICTP-PFF. Scaling laws for neon X-ray have been defined
for plasma focus machines with storage energy E from 0.2 kJ to 1 MJ. The soft
X-ray yield from low energy plasma machines is Ysxr � E1.6. At higher DPF
device storage energy of about 1 MJ, the radiation yield saturation starts and soft
X-ray scales as Ysxr � E0.8. The scaling laws for plasma focus machines are
typically defined by its peak discharge current Ipeak, but numerically it is possible to
define it by focus pinch current Ipinch. For soft X-ray, Ysxr scaling laws are found as
Ysxr � Ipeak

3.2 (0.1–2.4 MA) and Ysxr � Ipinch
3.6 (0.07–1.3 MA) [11].

5.2 Pinch Plasma Sources for X-ray Microscopy

Generating X-rays of short pulse duration and a wide range in photon energy gained
importance in past few years due to advancement in pulsed power technologies.
These pulsed sources are used for various applications, for example, radiography of
live biological specimen, dynamical studies of biomedical systems, non-destructive
testing of material structures, the performance testing of electronic devices in the
harsh environment, sterilization of food, crops and/or biologically active tissues,
time-resolved analysis of atomic and molecular systems, various transmutation of
organic material and fluorescence studies.

In plasma focus device, the production of hard X-ray of few nanosecond dura-
tion is attributed to a bombardment of the central electrode from instability accel-
erated energy electron beams. The high power of the X-ray pulses makes the
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plasma focus device the best choice for X-ray radiography and microscopy due to
its simplicity, versatility, compactness, cost-effectiveness and easy maintenance.

5.2.1 Soft X-ray Radiography

The UNU/ICTP plasma focus (PF) facility [7] with the typical parameters
C0 = 30 lF, L0 = 119 nH, V0 = 14 kV and I0 = 170 kA has been widely used to
study a variety of plasma phenomena. The 3 kJ PF device with neon and argon
filling gases has been studied by the Zakaullah et al. [12]. X-ray generation with
wall plug efficiency of 4% was obtained. At Plasma Radiation Sources Laboratory
(PRSL), National Institute of Education, Nanyang Technological University,
Singapore [26], soft X-ray emission efficiency up to 5.6% from 3 kJ low
inductance/high-current PF system has been achieved. Rawat et al. [27] used 3 kJ
PF machine with neon fill for imaging the insect and other biological objects.
A CCD-based soft X-ray pinhole (35 lm) camera system, as shown in Fig. 5.1, was
used to obtain images of the soft X-ray emitting zone of focused plasma column.

The details of the various parts of an insect as the biological sample were
obtained by using neon soft X-rays of energy (900–1550 eV) from plasma device.
The head, prothorax and antennae of the insect can be seen in X-rays images as
shown in Fig. 5.2. It is clear that the capacity of soft X-rays by pulsed DPF device
can be used to get X-ray images of small objects which are too thin to be imaged by
hard X-rays. Better resolution in the image is highly dependent on the pinhole size
and base pressure in the X-ray detection chamber.

Another example of soft X-ray imaging is the radiograph of the epidermal peel
of the Crassula leaf joins with the thicker area of the sample, as shown in Fig. 5.3.
The epidermis region is clearly visible but the soft X-ray is completely absorbed by
the grass blade. The variable contrast in the radiograph is clearer in the area of
uneven peeling of the epidermal layer of Crassula leaf.

5.2.2 Hard X-ray Radiography

A pulsed plasma device can also be used to take clear radiographs of metallic
objects, either moving or stationary. The major advantage of X-rays from pulsed
plasma is the extremely short duration of radiation emission in nanoseconds time
duration which gives the exposure time of about six orders of magnitude shorter
than conventional X-ray sources. The controllable parameters of X-rays emission
from plasmas and together with the degree of penetration of the radiation contribute
to high-quality X-ray images of thick objects. The main mechanism of hard-ray
production from plasma focus device is the bremsstrahlung radiation produced by
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the collision of a collimated electron beam with the anode bottom. Further
enhancements of hard X-ray emission from a low energy DPF (e.g. UNU/ICTP
machine) requires a high-Z material insert such as lead, tungsten or molybdenum at
the tip of a solid anode. A lead blanket at the bottom of an anode region can also
serve as a high-Z target for the electron beam. An exhaustive study on X-ray
characteristics from a plasma focus device in a range of 3 kJ (UNU/ICTP-PFF
device, AAAPT) has been conducted by a group of researchers led by Zakaullah
[28]. This group investigated X-ray emission from a 2.3 kJ plasma focus device,
energized by a 32 lF single capacitor charged at 12 kV, with high-Z inserts at the
anode tip. Specifically, the X-ray emission in the 5–9 and 13–25 keV energy ranges
were studied. The maximum value of the total X-ray emission in 4p-geometry was
reported around 29.4±0.2, 4.00±0.02 and 3.43±0.05 J with a Pb, Mo and W
inserted anode, respectively, and the corresponding wall plug efficiencies were
1.28, 0.20 and 0.15%. However, for a radiographic purpose, a high voltage of more

Fig. 5.1 a Schematic of
plasma focus device for soft
X-ray pinhole imaging of
focused plasma column.
b Modification of
experimental arrangement for
soft X-ray projection imaging.
Reprinted from Rawat et al.
[27] Soft X-ray Imaging using
a Neon Filled Plasma Focus
X-ray Source, Copyright
(2005), with permission from
Springer Publishing Company
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than 15 kV was required to operate the pinch plasma device. By increasing the
charging voltage, the contribution of high-energy X-rays increased abruptly.
Hussain et al. [29] reported 0.025% efficiency in the X-ray window 13–25 keV
with 12 kV charging voltage but recorded an increase by an order of magnitude to a
value of 0.25% at 20 kV charging voltage. Even a low energy PF device with
kilojoules, but capable of operating with a high voltage (>20 kV) can generate a
higher yield of pulsed X-ray. A conventional PF anode is made of copper but high
reproducible X-ray with less damages to the anode by electron bombardments is
possible with high-Z insert. This observation clearly shows an effective way of
pulsed X-ray emission from a high-Z target in comparison to a compact diode [30].
It is speculated that the plasma contains high-Z vapours which significantly con-
tributes to high X-ray emission. The latter explanation is supported by the mea-
surement of high X-ray emission from a PF when a small amount of a high-Z gas is

Fig. 5.2 a Visible light photo of an insect, b soft X-ray image of frontal part of insect and c soft
X-ray image of abdomen and wings of the insect. Reprinted from Rawat et al. [27] Soft X-ray
Imaging using a Neon Filled Plasma Focus X-ray Source, Copyright (2005), with permission from
Springer Publishing Company
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introduced. Figure 5.4 shows the experimental setup for a high X-ray yield from a
low energy PF (1.8 kJ, 20 kV) with various shapes of lead (Pb) inserted anode. The
X-ray flux was measured as a function of the filling gas pressure for each anode
shape in windows of 5–9, 7.7–9 and 13–25 keV energy ranges. At 0.75 and
0.5 mbar hydrogen, the maximum X-ray flux of 1.36±0.06 and 2.70±0.11 J/sr
were estimated for cylindrical and tapered anodes with a 75° cut at the tip,
respectively. Without any cut in anode but still tapered, the maximum value of the
energy integrated X-ray flux was reported to be about 2.17±0.09 J/sr. In 4p-geo-
metry, the maximum X-ray emission was estimated to 17.09±0.75, 27.25±1.13,
27.91±1.28 J with the cylindrical anode with a 75° cut at the tip, the tapered anode
without any cut and the tapered anode with a 75° cut at the tip, respectively. This
X-ray analysis corresponded to the much lower 0.95% wall plug efficiency of X-ray
generation with the cylindrical anode with a 75° cut at the tip in comparison to
1.5% with a tapered anode with and without 75° cut at the tip of these anodes. The
pinhole images of the anode (see Fig 5.5) and plasma suggest that the hard X-ray
emission could be due to electron bombardment of the anode tip.

The results could be useful in developing a DPF device for enhanced X-ray
production. Fig. 5.5 shows the importance of an anode shape. Anodes with a 75°
cut at the tip enhance X-ray flux in the side-on direction to be helpful in designing
the DPF for X-ray diffraction and microscopy (Fig 5.5).

Figure 5.6b, c shows radiographs of a motorbike spark plug and an integrated
circuit obtained with one shot of X-rays flashed by the tapered anode with a 75° cut
at the tip. The radiographs were recorded on Fuji medical X-ray film by placing the
specimens in the side-on direction at 29±0.1 cm from the X-ray source.
Figure 5.6c shows the radiograph of an electrolytic capacitor recorded on Fuji
medical X-ray film with single-shot exposure. This image was obtained with the
tapered anode without any cut at 20 kV charging PF system. The electrolytic

Fig. 5.3 a Visible photograph and b X-ray radiograph of Crassula leaf. Reprinted from Rawat
et al. [27], Soft X-ray Imaging using a Neon Filled Plasma Focus X-ray Source, Copyright (2005),
with permission from Springer Publishing Company
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capacitor was placed at 27±0.1 cm from the X-ray source in the end-on direction.
These high contrast radiographs of different materials are the evidence of extended
applications of radiation from pulsed plasmas with different photon energies.

Fig. 5.4 a A schematic of the DPF electrodes and X-rays diagnostics. b The three anode shapes;
(I) cylindrical anode with a 75° cut at the tip with respect to the anode axis; (II) tapered anode with
a 75° cut at the tip with respect to the anode axis; (III) tapered anode without any cut. Reprinted
from Hussain et al. [29] Plasma focus as a possible X-ray source for radiography, Copyright
(2005), with permission from IOP Publishing Ltd.
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Later, the same research group studied the performance of a 5.3 kJ plasma focus
operated in argon for hard X-ray emission [31]. The hard X-rays came from
electron beams having a pulse duration of 15–20 ns and a source size 1 mm. In
Fig. 5.7 the major skeletal structure fine bones and soft tissues of the fish
demonstrates a clear example of the ability of DPF as a hard X-ray source. The
radiograph was obtained at 27 cm from anode tip outside the chamber on Fuji
medical X-ray film. The spatial resolution was about 50 lm, restricted mainly by
the penumbral blurring due to the estimated source size of about 1 mm.

Fig. 5.5 The typical HV probe, Rogowski coil signals and soft X-ray pinhole images recorded
with Co (10 lm), Al (12.5 lm) and Ni (10 lm) filters for a tapered anode with a 75° cut; b tapered
anode without any cut; and c cylindrical anode with a 75° cut. d Oscillogram of a typical shot
showing HV probe and PIN-diode signals at 0.5 mbar of hydrogen for tapered anode with a 75°
cut. Reprinted from Hussain et al. [29] Plasma focus as a possible X-ray source for radiography,
Copyright (2005), with permission from IOP Publishing Ltd.
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5.2.3 X-ray Microscopy of Living Biological Specimen

Higher energy X-rays from plasma focus device (NX2) were used to take the hard
X-ray images of living biological objects [32]. It is noted that these X-rays can pass
through the 2 cm thick objects, a useful tool to radiograph small living species. The
NX2 machine can be operated in a repetitive mode of up to 16 Hz for a short

Fig. 5.6 Radiographic images of test objects: a motorbike spark plug; b integrated circuit; and
c electrolytic capacitor. Recorded by placing the components outside the chamber. Reprinted from
Hussain et al. [29], Plasma focus as a possible X-ray source for radiography, Copyright (2005),
with permission from IOP Publishing Ltd.

Fig. 5.7 Radiograph image of a fish recorded on Fuji medical X-ray film using X-rays with
energy above 15 keV by placing the specimens outside the chamber with objects within 2 mm of
the film. Reprinted from Hussain et al. [31], Tailoring a plasma focus as hard X-ray source for
imaging, Copyright (2010), with permission from AIP Publishing LLC
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duration, giving an opportunity to record an X-ray movie of a living object such as
a terrapin.

Figure 5.8 shows the radiograph obtained of a sea-shell and a live terrapin. The
authors attributed this high-quality radiograph to the two factors: the very short
duration of the emission, and the small (less than 1 mm) size of the source.

5.3 Plasma Focus as X-ray Source for Lithography

In the semiconductor industry, lithography is the leading technology that is used to
print the basic patterns that define integrated circuits (ICs) onto semiconductor
wafers. The fabrication of smaller sized component requires a shorter wavelength
radiation source. From last two decades, a variety of radiation sources has been
developed for medical and industrial applications particularly in the wavelength
band from about several tenths to several tens of nanometers. Each source concept
has its specific advantages regarding its radiation characteristics such as intensity,
spectral and spatial distribution, and source operation characteristics such as its
conversion efficiency and repetition rate. Each source concept has several disad-
vantages in particularly non-radiation related effects like the particle or debris
emission and EM-field production.

Pulsed radiation sources in the soft X-rays region are considered to fabricate
next-generation lithographic structures. Dense plasma focus (DPF) device as an
intense X-ray source has been studied for the fabrication of micro-sized structures
with high aspect ratio. At plasma radiation sources lab (PRSL), National Institute of
Education, Nanyang Technological University [33], a special lithographic chamber

Fig. 5.8 Hard X-ray images using plasma focus. a sea-shell and b a live terrapin. Reprinted from
Rawat et al. [32], Applications of Dense Plasma Device, Copyright (2005), with permission from
IFM
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was designed with a separation valve to allow for convenient replacement of the
sample without the need for the entire vacuum chamber to be pumped down each
time. The anode, modified for water cooling, of length 51 mm was operated at
p = 6 mbar and V = 12.5 kV under 1 Hz repetition mode. The average X-ray yield
was 82 J/shot for 800 shots in the same gas filling and the best average wall plug
efficiency obtained under repetitive mode was 4%. Various X-ray yield optimiza-
tion studies with argon and neon as filling gases were performed under different
conditions of charging voltage, filling pressure, anode length and insulator sleeve
lengths. The X-ray yield was computed using appropriate filters and a two-channel
PIN-diode spectrometer. Silicon photodiodes (BPX65) were used as X-ray detec-
tors, and the exposure dose was computed by integrating the oscilloscope signals
from the focus after considering geometrical factors, the filter characteristics and the
filling gas self-absorption. When operated in neon (k � 1 nm), the optimum soft
X-ray yield in 4p geometry was reported to 140 J/shot which corresponded to a
wall plug efficiency of about 6%. Operation in argon (k � 0.4 nm) gave the soft
X-ray yield up to 1.5 J/shot.

A chemically amplified resist (CAR) was characterized for X-ray lithographic
applications (Fig. 5.9) by studying, the resist’s cross-linking process under different
conditions of resist thickness (3.5–15 lm) and X-ray exposure dose. For the nec-
essary exposure dose (0.1–1.6 J/cm2) required for the cross-linking analysis of thick
resists, the DPF device was operated repetitively using neon as a filling gas for a
range of 100–1500 shots.

Fig. 5.9 SEM micrographs of: a gold mesh, and b SU-8 resist test structures. Reprinted from
Wong et al. [30], Study of X-ray lithographic conditions for SU-8 by Fourier transform infrared
spectroscopy, Copyright (2006), with permission from Elsevier Publishing Company
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Fig. 5.10 The schematic of the NX2 experimental setup for micro-machining. Reprinted from
Wong et al. [33], Repetitive Operation of A Dense Plasma Soft X‐ray Source for Micromachining,
Copyright (2006), with permission from AIP Publishing LLC

Fig. 5.11 Soft X-ray (SXR) yield for neon-filling under repetitive firing. Reprinted from Wong
et al. [33], Repetitive Operation of A Dense Plasma Soft X‐ray Source for Micromachining,
Copyright (2006), with permission from AIP Publishing LLC
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5.3.1 Repetitive Mode of Operation

The NX2 device (Fig. 5.10): a 27.6-lF, 15-kV, 430-kA DPF, at the PRSL, has been
demonstrated as a soft X-ray source for micro-machining [30, 33]. A neon gas was
used to produce X-rays in a narrow spectral range of 0.9–1.6 keV. For the litho-
graphic purpose, a stable pulsed operation is required to give constant radiation
yield. The NX2 radiation was measured using a multi-channel soft X-ray spec-
trometric system based on filtered BPX65 PIN diodes. A radiative source was
monitored by pulse shaping electronics—A/D converter, a microcontroller, inte-
grator, sample and peak holder, and analogue switch. The system was designed to
give shot-to-shot statistical analysis at adjustable preset trigger frequencies. The
machine was operated at 0.5 Hz for 4000 shots under the same gas fill. An average
radiation yield of 60 J/shot and a maximum single-shot yield of more than 100 J
were recorded as shown in Fig. 5.11. The experimental setup as shown in Fig. 5.10
was used for contact micro-machining by placing a sample in an axial direction.
Some microstructures with an excellent aspect ratio of up to 20:1 on 25 lm SU-8
resist are shown in Fig. 5.12.

Fig. 5.12 SEM micrograph showing a close-up view of test structures with an aspect ratio of up
to 20:1 on 25 micron-thick SU-8 resist. Reprinted from Wong et al. [30] Study of X-ray
lithographic conditions for SU-8 by Fourier transform infrared spectroscopy, Copyright (2006),
with permission from Elsevier Publishing Company
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5.3.2 Miniature Plasma Focus as a Lithography Source

Modern semiconductor technology is based on optical projection technique and
state-of-the-art 193 nm wavelength lasers to manufacture high-volume integrated
circuits. After more than a decade of research, the optics for the shorter wavelength
of radiation made extreme ultraviolet (EUV) with a wavelength of 13.5 nm and
beyond EUV (BEUV) with 6.6 nm as leading contenders to become
next-generation lithographic techniques. The sources emitting nanometers wave-
length radiation are based on the high-Z plasma. Characteristics radiation from
high-Z plasma contains many lines that are closely spaced and thus forms an
unresolved transition array (UTA). Such UTA structure has been observed in the
EUV and BEUV emitting material spectra such as Sn, Xe and Li. To achieve high
production throughput the radiation source needed to be almost spherical of about
1 mm diameter. Plasma focus as a gas discharge produced plasma device was a
strong candidate for the EUV lithography (EUVL) [34]. A 10 J PF device was
studied for EUVL at repetition rates of 20 Hz in Xenon [35]. The strongest EUV
emission in the 13.5 nm band was reported at the electron temperature of about
30 eV. This sets a minimum requirement of a current necessary to generate the
plasma temperature of 20 eV in pinch device of about 20 kA. Pulsed power device
for the EUV and BEUV photons production needs two orders of magnitude lower
temperatures as compared to typical X-ray, electron, ion or neutron production from
these devices. Earlier efforts to study small DPF as an EUVL source includes the
usage of a reliable all-solid-state pulsed power drivers and advanced thermal
management of water-cooled electrodes for few kHz operation [34]. Taking
advantages of previous extensive research on medium DPF, a plasma research
group at PRSL, NIE, NTU developed 50 kA small plasma focus for EUV radiation
[36]. A less than 1% conversion efficiency (CE) was reported with tin-insert copper
anode [37]. For lithography purpose the intrinsic conversion efficiency (ICE) of a
source, i.e. the plasma energy conversion into the desired spectral band of radiation
for the discharge produced plasma devices can be achieved up to 2% with
pre-ionization setup. Pre-ionization system was also found useful for stable oper-
ation of a machine with less pulse-to-pulse fluctuations in radiation yield. The EUV
yield (YEUV) and the peak current (Ipeak) flowing through the pinch column indicate
the EUV scaling law of YEUV / Ipeak

4.2 for the pinch plasma focus devices. The EUV
radiation increases significantly after 25 kA of discharge current due to high
magnetic compression and Joule heating of plasma. The current sheath dynamics
within the discharge tube plays a significant role to obtain an optimum condition for
enhanced radiation. The source size in the EUV band is reported about 3.5 mm
full-width (FW 1/e2) and 1.15 mm full-width at half maximum (FWHM) at the
pinch region. However, it is well known that pinch size varies with seed gas
pressures.

The source capable of stable operation over a longer time at the repetition rate of
tens of kHz operation is the basic requirement for EUV and X-ray lithography. The
source with a low electrical-to-radiation efficiency, high-level debris, heat
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generation, operation in high-Z gases and pulse-to-pulse fluctuations in the radia-
tion yield made pulsed plasma radiation sources less attractive in comparison with
existing lasers technology as a commercial EUV source for lithography.

Pulsed X-ray or beyond EUV (smaller than 6.67 nm photons) lithography is also
under investigation for future lithographic techniques. Fast miniature plasma focus
(FMPF) of 200 J developed at PRSL, NIE, NTU (with typical setup shown in
Fig. 5.13) can be a possible source for X-ray lithography regarding portability,
tunable design parameters for optimal operation, low-input energy requirement,
generation of bright and smaller point source for generation of high-resolution
micro-components and high throughput [38]. The accomplishment of X-ray
lithography using FMPF are reported by the usage of stencil mask, reduction of a
distance between sample and anode to 10 cm inside the chamber, and finally the
achievement of the cross-linking of photoresist, just with 200 mJ/cm2 instead of
800 mJ/cm2 for the fabrication of desired micro-patterns, shown in Fig. 5.14. This

Fig. 5.13 Lithography set up inside the vacuum chamber of FMPF. Reprinted from Kalaiselvi
et al. [38] X-ray lithography of SU-8 photoresist using fast miniature plasma focus device and its
characterization using FTIR spectroscopy, (copyright 2014), with permission from Elsevier
Publishing Company
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in turn significantly reduced the number of shots required to sufficiently
cross-linked the photoresist SU-8, but a thicker structure would not be possible to
expose with such a lower dosage.

5.3.3 MHD Simulation—Tools for Radiation Source
Optimization

For many applications of X-ray radiation, the size and the location of a radiation
emitting region is an important issue which depends on the electrode geometry and
the initial density profiles within the discharge tube. The plasma characteristics of a
DPF can be achieved both experimentally and by Lee model as described in
a previous section. The discharge current development within a plasma device is a
time dependence parameter of plasma. Magnetohydrodynamics (MHD)-based
simulation can give high resolution, electromagnetic simulations of plasma sheath
creation, its acceleration, pinching and the MHD instabilities for obtaining the high

Fig. 5.14 SEM image of SU-8 micro-patterns exposed with FMPF radiation. Reprinted from
Kalaiselvi et al. [38] X-ray lithography of SU-8 photoresist using fast miniature plasma focus
device and its characterization using FTIR spectroscopy, (copyright 2014), with permission from
Elsevier Publishing Company
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temperature and density distribution of plasma. A two-dimensional single fluid
MHD code [39] is used to analysis the discharge plasma. By solving the equations
describing laws of conservation of mass, energy and momentum coupled with
circuit and Maxwell’s equations, we have obtained the time dependent spatial
distributions of plasma parameters. The two-dimensional single fluid MHD code
simulates faster by assuming the axisymmetric geometry of the DPF device. As an
example, a small 50 kA plasma focus known as MPF is simulated with an MHD
codes by considering solid outer electrode with a diameter of 48 mm [37]. Inner
electrode with a hole of 3 mm in diameter having a length 29.5 mm and a diameter
of 11.5 mm acts as an anode. This tapered anode has a tip of diameter 8 mm.
Insulator sleeve of diameter 14 mm with a length of 19.5 mm makes the effective
length of an anode about 10 mm.

During axial acceleration phase, the current sheath has a velocity of about
5.6 cm/µs at the middle of anode’s effective length, as shown in Fig. 5.15. At the
peak value of discharge current of about 50 kA, a shock wave is generated after the
compression phase. The heating of plasma continues due to ions in the shock wave
and by the Joule heating. The plasma temperature rises due to increase in electrons
temperature. Since the magnetic field pressure (B2/2l) has an inverse square
dependence on the radius of the current sheath, thus the higher velocity of a current
sheath of about 12 cm/µs is estimated at the tip of a tapered anode.

At pinch time, the plasma column reduces to a diameter *0.25–0.3 mm a so
called ‘neck’ by the high magnetic field pressure. The outflow of plasma from the
high-pressure neck causes the pinch column to become hydromagnetically unstable
to axial perturbations. Subsequently, the sausage mode instability creates the
conditions for radiative collapse. During this time, the radiation emission rises
exponentially to several MW. This is due to the rapid conversion of the plasma

Fig. 5.15 The MHD simulation results: a Current density during axial acceleration phase, and
b Plasma density at maximum compression. Small windows correspond to the images obtained by
laser probing technique
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kinetic energy into thermal energy causing the sudden rise in plasma temperature.
The duration of radiation can be estimated by considering the sausage instability
lifetime due to plasma outflow: s 	 cr/Vs, where c is the sausage aspect ratio
(length/radius) which is approximately constant (2–5), Vs is the ionic sound velocity
in the plasma and r is the radius of the pinch column.

5.4 Summary and Conclusion

Plasma X-ray spectrum is more complex than the typical X-ray tube in which
bremsstrahlung and line radiation are the radiation emission mechanisms. For
plasmas, there is also the possibility of recombination and line emission from ions.
A plasma focus device as an intense X-ray source has been studied for more than
two decades. The major studies include the characterization of soft X-rays from the
hot-spots at the tip of an anode and the hard X-rays from the interactions of
energetic electron beams impacting on the anode. It proves advantageous in terms
of cost-effectiveness, portability, tunable design parameters for optimal operation,
low-input energy requirement, generation of bright and reliable X-rays, pulsed
source and smaller point source for generation of high-resolution
micro-components and high throughput. The plasma focus geometry with a coax-
ial cylindrical electrode configuration has several advantages for X-ray lithography,
radiography and microscopy, such as its working in gases mixture and open end
anode/cathode system of the source in principle enables collection of radiation over
an angle of 2p sr. It has been successfully demonstrated that these sources can
indeed be employed for X-ray imaging and lithography.
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Chapter 6
Neutron and Proton Diagnostics for Pulsed
Plasma Fusion Devices

Alireza Talebitaher and Stuart V. Springham

6.1 Introduction

There are several pulsed plasma devices which can be used for fusion reaction such
as Tokamak, Stellarator, pinch plasmas, etc., which work on the basis of magnetic
confinement and also laser or ion beam-driven fusion systems which work on the
basis of inertial confinement. The dense plasma focus (DPF) can be used as a
magnetic fusion device due to its high plasma density and temperature, intense
fusion products and simple structure. Based on the authors’ experiences in DPFs in
different range of storage energy from sub-kJ to MJ devices, for neutron and proton
diagnostics from pulsed plasma fusion devices, this chapter is mainly focused on
deuterium–deuterium (DD) fusion reaction in DPF.

The DPF device is a pulsed electrical discharge in different gases which was
discovered independently by Mather [1] and Filippov [2]. Although these two
systems were different in terms of constructional geometries, they were very similar
as regards the dynamics of the current sheath and in the scaling laws [3] for neutron
yield, X-ray and other kinds of emission. Since then, DPF devices have been built
with energies ranging from a few joules to a few mega-joules with a consequent
variation in the physical size. The main difference between Mather-type and
Filippov-type DPF is in the electrode dimension and the aspect ratio
(diameter/length) of the anode. The Mather-type device has an anode aspect ratio
less than 1 (typically 0.25), while for the Filippov-type device the typical aspect
ratio is around 5.

Physicists are interested in the Plasma Focus (PF) because of the high ns value
for the pinched plasma (where n is the particle density *1019 cm−3 and s is the
confinement time *50 ns, giving ns = 5 � 1011 s cm−3), and bursts of fusion
neutrons when operated in deuterium. However, to reach ignition in a thermonu-
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clear reaction requires fulfilling the Lawson Criterion of ns greater than
3 � 1014 s cm−3. Also the hot (*1 keV) dense plasma emits abundant soft and
hard X-rays, especially when operated with high-Z gases like neon or argon.

The PF has a very complex behavior and exhibits a rich variety of plasma
phenomena. The PF is essentially a two-dimensional Z-pinch formed on, or near,
the axis at the end of a coaxial plasma accelerator. The Filippov machine was
developed as a modification of the straight Z-pinch and the Mather-type device was
modified from the coaxial plasma gun.

6.1.1 Fusion Reactions in Plasmas

Among all of the possible fusion reactions which are shown in Table 6.1, DT
reaction is the best candidate for future power plant based on fusion; however,
obtaining and handling tritium is not easy for all plasma fusion labs. By contrast,
deuterium is readily available commercially. Moreover, due to the high-energy
neutron production from DT reaction, it needs a lot of insulation and safety regu-
lation which leads most of the research labs including the authors to select DD
reaction for their nuclear fusion investigation.

The 2H(d, n)3He and 2H(d, p)3H reactions are of interest for fusion energy
applications when deuterium is the working gas. The DD fusion reactions are:

DþD ! n ð2:45MeVÞþ 3Heð0:82MeVÞ� 50%

DþD ! pð3:02MeVÞþ 3Tð1:01MeVÞ� 50%

Table 6.1 List of the most favorable fusion reactions. [4]

1. D + T ! 4He (3.5 MeV) + n (14.1 MeV)

2. D + D ! T (1.01 MeV) + p (3.02 MeV) (50%)

! 3He (0.82 MeV) + n (2.45 MeV) (50%)

3. D + 3He ! 4He (3.6 MeV) + p (14.7 MeV)

4. T + T ! 4He + 2n + 11.3 MeV

5. 3He + 3He ! 4He + 2 p

6. 3He + T ! 4He + p + n + 12.1 MeV (51%)

! 4He (4.8 MeV) + D (9.5 MeV) (43%)

! 4He (0.5 MeV) + n (1.9 MeV) + p (11.9 MeV) (6%)

7. D + 6Li ! 2 4He + 22.4 MeV

8. p + 6Li ! 4He (1.7 MeV) + 3He (2.3 MeV)

9. 3He + 6Li ! 2 4He + p + 16.9 MeV

10. p + 11B ! 3 4He + 8.7 MeV
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Classically, the energy required to overcome the Coulomb barrier which is due
to electrostatic repulsion, so that DD fusion takes place is

E ¼ 1
4p�0

Z1Z2e2

R0

where Z1 and Z2 are the atomic number of two nucleus and R0 is the distance
between nuclei centers at which the short-range nuclear force exceeds long-range
repulsive Coulomb force. However, according to quantum mechanics, there is a
finite probability that two nuclei will fuse even though they do not have sufficient
energy to overcome the Coulomb barrier. The penetration probability for a given
nuclear fusion reaction increases as the energy of the fusing nuclei approaches the
top of the barrier. Fusion reactors such as Tokamak are expected to operate at
temperatures in the range kT ¼ 1 to 30 keV [5].

6.1.2 Reaction Cross Sections and Kinematics

By looking at the cross section of different fusion reaction shown in Fig. 6.1 from
Ref. [4], it can be realized that for the ranges of less than 100 keV for incident
particles’ kinetic energy, DT and DD reactions have the highest fusion cross sec-
tion. However, as it is mentioned before, working with tritium is not straightforward
for most of the research labs, so we will focus on DD fusion reaction kinematics
and elaborate them in this chapter.

The principal mechanisms for fusion production in plasma focus device can be
categorized as thermonuclear and non-thermonuclear.

Thermonuclear Reaction
In thermonuclear mechanism, the ions are approximately in thermal equilibrium
with one another. If the thermal plasma is considered to have an isotropic
Maxwellian ion-energy distribution, then the energy spectra are independent of
proton emission angle, and FWHM of proton line will be significant. Concerning
the proton fluence anisotropy, for a stationary isotropic Maxwellian energy distri-
bution, the proton intensity is spatially isotropic. One characteristic of a ther-
monuclear reaction is that the reacting center of mass of any two deuterons should
be statistically stationary in the laboratory frame of reference. This is in contrast to
the case of an accelerated beam striking a target, in which case the reaction center of
mass has a directed momentum equal to the incident particle momentum in the
beam. The resulting velocity of the reacting system results in a non-isotropic
velocity distribution (in the laboratory frame).

An accelerated ion beam incident upon a cold target cannot produce useful
(positive net output) thermonuclear power because the irreversible energy loss of
slowing down in the target is always greater than the reaction energy produced. In
this case, the bulk of the kinetic energy of the impinging beam is dissipated
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uselessly by ionization, radiation, and energy transfer to the atomic electrons of the
target [6].

Approximately one-half of the thermonuclear reactions produce protons, so the
number of protons (and neutrons) in thermal mechanism, is

Yp ¼ Yn ¼ 1
2
� 1
2

� �
n2d�pinch rvh iDD�volume� reaction time

¼ 1
4
n2d rvh iDD�th pr2pinchhpinch

� �
s

where nd � 3� 1018cm�3 is the deuteron density inside the pinch, rvh i �
2� 10�22cm3s�1 is the cross-sectional velocity product of DD fusion reaction
at *1 keV. Also rpinch � 0.1 cm and hpinch � 1 cm are the pinch radius and
height, respectively, for NX2 plasma focus device (as an example). By replacing the
s � 50 ns as neutron emission time, the neutron yield will be in order of 106.

This model was rejected very soon with observing the relatively high anisotropy
in neutron emission. Moreover, the actual neutron yield is much higher (2 order of
magnitude) than calculated yield based on plasma temperature (*1 keV) in pinch
plasma.

Beam-Target Mechanism
In order to explain the neutron energy spectrum, several models for acceleration
mechanisms have been considered for energetic electrons and ions (in our case,

Fig. 6.1 Cross sections versus center of mass energy for key fusion reactions [4]
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deuteron) beams. However, mechanisms for ion acceleration and the formation of
intense ion beams have still not been enough clarified yet. Some of the proposed
mechanisms are fluid-like and others are kinetic in nature. An important test of any
hypothetical theory is whether total axial momentum is conserved during the ion
beam formation.

With regard to the ion/deuteron beam, Bernard et al. [8] claim that it is the main
source of neutrons, as the deuterons bombard both the dense plasma and the ionized
but relatively cold gas bubble between the ionization-front and the shock-front.

The non-thermonuclear (beam target) model considers a high current of charged
particles accelerated in an electromagnetic field giving a different proton and
neutron production mechanism. In this mechanism, the accelerated deuterons strike
ions at rest. The beam-target yield is written in the form:

Yp ¼ Yn ¼ 1
2
nbnirDD�b tv pr2pinchhpinch

� �
s

where nb � 1016cm�3 is the number of beam ions per unit plasma volume for
NX2 PF device, ni ¼ nd � 3� 1018 cm�3 is the target ion density, r � 0.02
barn = 2 � 10−26 cm2 is the cross section of DD fusion reaction and v �
3� 108 cm s�1 at *100 keV. So the total neutron yield will be in the order of 108

which is matched with the experimental result from NX2.

Moving Boiler Model
This model, based on thermonuclear mechanism, tries to explain the anisotropy in
neutron production where it is assumed that the plasma center of mass is moving
along the axis of plasma focus device [7]. The required velocity to produce ani-
sotropy of 1.5 is about 5 � 108 cm/s. However, it is in contrary to many experi-
mental results such as optical observation which indicates a velocity of
5 � 107 cm/s. Moreover, the neutron emission interval time (50–100 ns) gives us a
fusion source length around 25–50 cm which is very unrealistic (the average length
of fusion source in NX2 is about 1 cm). In addition, the neutron energy spectrum
shows a large range of energy (2.2–2.9 MeV) which indicates the involvement of
high-energy deuterons in neutron production.

Gyrating Particle Model (GPM)
In a generalized beam-target model GPM, the trajectories of trapped high-energy
deuterons are simulated in the time varying structure pinch plasma column. It is
assumed that the deuteron source is a series of local point source positioned on the
axis. The main difference between conventional beam-target model and GPM is the
stretching of deuteron path by gyro-motion in GPM against a straight and
un-scattered axial beam in the original version. Jager shows the results of this new
model [9] in comparison with spectrally and spatially resolved measurements of
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fusion protons (pinhole imaging) and accelerated deuterons in POSEIDON plasma
focus device (W0 = 280 kJ, U0 = 60 kV, Mather type).

Cross-Field Acceleration Model
Bernstein and Comisar [10] proposed another generalized beam-target model which
assumes: (1) high-energy deuterons have angular distributions consistent with a
cross-field acceleration mechanism and have velocity vectors distributed
anisotropically in space and energy and (2) these energetic deuterons undergo
fusion collisions primarily with stationary target ions. The principle assumption is
that the azimuthal magnetic field diffuses rapidly toward the axis of self-pinching
discharge.

Plasma Diode Model
The study of ion-induced pinch and enhancement of ion current by pinched electron
flow in relativistic diodes was done by Goldstein and Lee [11]. In this model, the
initial motion of the ions, accelerated from the anode plasma, forms an ion sheath
which modifies the electric field. When an electron enters the ion sheath with
grazing incidence, it will be reflected back into the diode by the unaffected magnetic
field but reduced electric field. The necessary ion-sheath thickness to provide such
electron reflection is reached in times which are short enough (<1 ns) to explain the
fast collapsing pinch. The electric field in the diode is of order *1 MV/cm.

Double-Layer Pulse Current Model
Hora et al. developed a new model [12] for the mechanism of the plasma focus
based on the assumption that the space charge term in Maxwell’s equation (usually
neglected) is dominating due to the double layer of discharge. The model assumes
that the current pulse is being produced during the several nanoseconds in the focus
by the charge separation in the double layer between the collapsing plasma and the
remaining gas in the focus.

Surfing Model
The simulation of high-energy proton production by fast magneto-sonic shock
waves in pinched plasma focus was done by Mizuguchi et al. [13]. It is focused on
the shock formation and the shock acceleration during the pinched current. Some
protons are trapped in the electrostatic potential produced near the shock front can
be accelerated to a few MeV by surfatron acceleration mechanism.

Collective Focusing Model
Recently, the collective focusing of intense ion beam pulses model was proposed by
Dorf et al. [14]. The main concept is that a weak magnetic lens (several hundred
gauss) can provide a strong focusing of an intense ion beam pulse carrying a
neutralizing electron background. Note that for a single-species non-neutral ion
beam, a several Tesla magnetic field would be required to achieve the same focal
length. Collective focusing will only occur if no background plasma or secondary
electrons are present inside the lens.
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6.1.3 Overview of Neutron and Proton Detectors

Because of the same cross section of DD fusion reaction, the neutron and proton
yields are the same. So by measuring the neutron yield, we can estimate the total
protons for each shot and vice versa. However, the techniques for neutron and
proton detection are completely different. Neutron is electrically neutral and has
very low interaction with matters and so its detection is based on an indirect method
such as absorption or activation, whereas a proton is positively charged and
deposits its energy in matter in a short range. Using the solid-state nuclear track
detector (SSNTD) is a common method to record the high-energy charged particles
such as fusion protons; although it is a very time-consuming method and needs
several post-processes such as etching, scanning the detector, and analyzing the
images. Also, specifically for plasma focus as a magnetized plasma device, the
trajectory of protons in plasma current magnetic field must be taken into account,
whereas, the magnetic field does not influence on neutron path.

Another difficulty with neutron detection is the influence of wall-scattered
neutron on its yield measurement. Most of the thermal neutron detectors which use
a moderator to reduce the neutron energy suffer from this problem. A good neutron
detector should be sensitive only to the specific range of energy (in case of DD
fusion reaction, around 2.5 MeV) and ignores all scattered neutrons with lower
energy.

Sensitivity of a neutron detector to the high-energy gamma-ray is another issue
which must be considered. For instance, plastic scintillators (which are commonly
used for neutron detector) are quite sensitive to gamma-ray which must be rejected
with some techniques such as pulse shape discrimination. Instead, SSNTD for
proton detection is insensitive to gamma-ray.

In the next two sections, the different techniques for neutron and proton
detections are explained and their detection efficiency and sensitivity to the back-
ground noises are compared.

6.2 Neutron Diagnostics

In 1932, James Chadwick bombarded beryllium with a particles leading to the
emission of a previously unknown particle. In order to explain his experimental
results, he postulated the existence of a “new” neutral particle, which he named the
neutron. Hence, the nuclear reaction he observed was 9Be + 4a ! 12C + 1n. These
days, neutron measurements have become an essential part of any experiment or
technique involving nuclear fission or fusion.

Neutron detection techniques are based on indirect methods. Typically, a nuclear
reaction with, or a neutron scattering from, a target nucleus produces one or more
energetic charged particles, and the ionization or excitation resulting from the
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transit of the charged particles is processed by the detection system. Detectors
which rely on neutron absorption are generally more sensitive to thermal neutrons
(0.025 eV), and are orders of magnitude less sensitive to high-energy neutrons. On
the other hand, organic scintillation detectors, which rely on elastic scattering of fast
neutrons to transfer kinetic energy to hydrogen nuclei, have difficulty in registering
low-energy neutrons. This illustrates the principle that different approaches are
required for detecting neutrons of different energy groups. Thermal neutrons are
usually detected by absorption/capture methods which can be divided into prompt
detectors employing 3He, 6Li, 10B (examples of these are 3He filled proportional
counters, lithium-iodide (LiI) scintillator crystals, and 10B-enriched-boron-
trifluoride (10BF3) filled proportional counters); and activation detectors employ-
ing silver (Ag) [15], indium (In), or rhodium (Rh) [16]. Fast neutrons can be
detected by organic scintillation [17]; activation by inelastic scattering from certain
chemical elements, such as indium (In) [18, 19], arsenic (As) [20], or yttrium
(Y) [21]; or by moderation to thermal energies followed by capture by a suitable
chemical element that emits charged particles.

6.2.1 Thermal Neutron Detectors

There are common requirements for slow neutron detection. As in photon detection,
the interaction cross section must be as large as possible to achieve a high
efficiency.

Neutrons always produce secondary gamma-rays by interacting either with
detector materials or with surrounding materials. Thus, the Q-value of the inter-
action should be large to make the gamma-ray discrimination easy. The third
requirement is that the kinetic energies of the interaction products should be fully
absorbed (Table 6.2).

Boron Detector
BF3 proportional counter is a boron-based neutron detector. The gas acts as both a
proportional counter and a neutron detection material. BF3 has a high concentration
of boron and its gas multiplication performance is good as well. The intrinsic

Table 6.2 Q-value and products kinetic energy for three useful interactions [54]
10B(n, a) 6Li(n, a) 3He(n, p)

Abundance
and cross section

19.9%
3837 barns

7.6%
937 barns

0.014%
5330 barns

Products
and Q-value

7Li + a (2.79 MeV) (6%)
7Li* + a (2.31 MeV) (94%)

3H + a (4.78 MeV) 3H + p (0.76 MeV)

Kinetic E a: 1.47 MeV
7Li: 0.84 MeV

a: 2.05 MeV
3H: 2.73 MeV

p: 0.57 MeV
3H: 0.19 MeV
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efficiency of a 30 cm long detector (96% enriched 10B) filled to 600 torr is 92% at
thermal neutron energies (25 MeV).

Hellium-3 Detector
The Hellium-3 based gas neutron proportional counter is the most popular type due
to the natural property of helium. They are sensitive to thermal neutrons and are
normally used in conjunction with a moderator material. For applications where the
surrounding medium acts as a moderator, the detectors can be used un-moderated.
They utilize the 3He(n, p)3H reaction for the detection of thermal neutrons. The
energy of reaction is carried away as kinetic energy of the products, which move in
opposite direction. This detector provides an output pulse that is proportional to
764 keV (reaction Q-value) for thermal neutrons. The cross section of He-3 for
thermal neutrons is 5330 barns. The cross section follows an inverse proportionality
with neutron velocity up to about 200 keV. The ionization potential of helium is
about 25 eV.

Compared to the 10B(n, a) interaction, the 3He(n, p) reaction has a bigger cross
section, which makes the 3He proportional counter an attractive alternative to the
BF3 proportional counter. The lower Q-value of the 3He(n, p) reaction makes
gamma-ray discrimination more difficult than for a BF3 counter.

Lithium Detector
Because a lithium-containing gas is not available, scintillation detectors are com-
mon as lithium-iodide (LiI) based slow neutron detectors. LiI is chemically similar
to NaI, and therefore its scintillation performance is reasonably good. As an acti-
vator for LiI, Europium (Eu) is doped.

A LiI(Eu) crystal thickness of tens of microns is sufficient to fully stop the
products particles (alpha particle and triton) from the neutron absorption. Thus,
each neutron interaction event can make a signal pulse height equivalent to
4.78 MeV. When a gamma-ray with similar energy makes an interaction of
full-energy deposition, the resultant pulse height is the same as the pulse height of
the neutron event. Accordingly, the gamma-ray discrimination of LiI(Eu) neutron
detectors is inferior to gas neutron detectors.

Indium Foil Activation Detector
Natural indium consists of 115In (95.8% abundance) and 113In (4.2%). The acti-
vation cross section is about 200 barns. The thermal neutrons are captured pre-
dominantly by 115In within an indium foil, making it beta radioactive as described
by the following reaction:

115Inþ n ! 116In� þ c ! 116Snþ b�

The activated 116In has three separate half-lives: 14.1 s, 54.15 min, 2.18 s
associated with the ground state and two isomeric levels. For the indium activation
detector used in NX2 plasma focus experiments, only the beta decay with the
half-life of 14.1 s (and with end-point energy of 3.3 MeV) are counted. The beta
particles are counted by the Geiger-Muller tube detector (or plastic scintillator with
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photomultiplier). This detector can be calibrated by 252Cf fission source (positioned
temporarily at the top of the anode of the PF device).

Silver Activation Detector
Natural silver consists of 107Ag (51.35% abundance) and 109Ag (48.65%). Both
isotopes have a sufficiently high activation cross section for thermal neutrons and a
relatively short decay time. The activation cross sections for thermal neutrons are
35 and 92 barns, respectively. When 109Ag is activated with thermal neutrons,
110Ag (half-life of 24.2 s) and 110mAg (half-life of 270 days) are produced which
undergo beta decay to 110Cd. Activation of 107Ag results in the generation of 108Ag
with a half-life of 2.3 min. So the total activity is the sum of the activities of 110Ag
and 108Ag.

6.2.2 Fast Neutron Detectors

The neutron interaction with matter occurs in three different ways:

1. The fast neutron can be thermalized by using a moderator such as paraffin or
polyethylene (energy will be reduced) and then be detected by above mentioned
thermal neutron detector. However, there are some direct methods to detect fast
neutrons such as elastic scattering from proton at high energy.

2. The incoming neutron is scattered by a nucleus. If the recoil nucleus acquires
sufficient energy from the neutron, it ionizes the matter surrounding the inter-
action site. This type of interaction facilitates fast neutron (typically with energy
of >100 keV) detection and is efficient for neutrons interacting with lighter
nuclei such as H and He.

3. Activation processes: neutrons may be detected by reacting with absorbers in a
radiative capture, spallation, or similar reaction, producing reaction products
that then decay at some later time, releasing beta particles or gammas. Selected
materials have extremely large cross sections for the capture of neutrons within
a very narrow band of energy: (9Be(n, a)6He), (56Fe(n, p)56Mn), (27Al(n,
a)24Na), (93Nb(n, 2n)92mNb), and (28Si(n, p)28Al).

Scintillation Detection
Plastic and liquid (organic) scintillators are often used for fast-neutron detection
because of their fast response and modest cost. The major disadvantage of organic
scintillators in nondestructive assay applications is their high gamma-ray
sensitivity.

Neutron Detection Mechanism: Fast neutrons interact in scintillators through
elastic scattering with the nuclei present (C and H). Most of the useful scintillator
light comes from recoiling protons because a neutron can transfer 100% of its
energy in an elastic scattering interaction (only 28% can be transferred to a recoiling
12C). The kinetic energy of the recoiling protons is absorbed by the scintillator and
is ultimately converted to heat and visible light. The visible light can be collected in
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a photomultiplier tube (PMT) or Avalanche Photo Diode (APD) optically coupled
to the scintillator and converted to an electronic pulse whose magnitude is related to
the kinetic energy of the recoiling proton.

Gamma Detection Mechanism: Gamma-rays (and X-rays) also interact in scin-
tillators and part of its energy is transferred to the recoiling electron (Compton
Scattering) which results in a decrease in energy (increase in wavelength) of the
photon.

A good neutron detector must have high sensitivity to neutron and less sensi-
tivity to gamma. A good scintillation material for radiation detection has:

• Relatively high efficiency for converting recoil particle energy to fluorescent
radiation.

• Good transparency to its own radiation.
• Good matching of the fluorescent light spectrum to the photomultiplier tube

response.
• And specifically for fast neutron scintillation, it must be rich in hydrogen.

Fast neutrons are detected in hydrogen-rich organic scintillators and significant
absorption volume is required. They have continuous spectrum and neutron/gamma
separation by pulse shape discriminator (PSD) is needed.

Neutron Activation
Neutron activation methods are well suited to make accurate measurements of
neutron fluence in environments with high backgrounds of gamma-rays or other
forms of radiation. For many chemical elements, neutron-induced nuclear reactions
lead uniquely to a specific radioactive product which no other form of radiation can
produce. The half-life of the radioactive product allows measuring (in some way) of
both the neutron fluence and the background radiation; and then the essence of the
activation technique is that the neutron fluence during exposure can be inferred
from a measurement of the activity of the product nuclide after exposure. In this
way, the influence of even an intense background of non-neutron radiation is very
effectively eliminated.

Several different chemical elements and activation schemes have been employed
in a wide variety of experimental situations. In practical terms, the half-life of the
induced activity must be long enough so that the target can be recovered (if nec-
essary) and counted before the activity decays away, but not so long as to make the
counting interval impractically long. Many other factors come into the selection of a
particular target element and reaction, including the natural abundance of the rel-
evant isotope, the reaction cross section, the chemical and physical forms of the
element available, the type and energy of the decay radiation, and the branching
ratio for the relevant decay mode. For some targets (e.g., rhodium), cost can also be
an important consideration. The type and energy of the decay radiation strongly
influence its detection efficiency, discrimination against interfering radiations, and
self-absorption in the activation target. To reduce self-absorption of the decay
radiation, the target is often in the form of a foil or sheet, and its lateral dimensions
are chosen to match the active area of the detection system. In situations where the
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high background radiation is more or less continuous, the activated target is typi-
cally transported to a shielded low-background area where it is “counted”.
Automated foil activation systems with pneumatic target transfer (or sometimes
activation of a flowing liquid or gas) are important neutron diagnostics for large
fusion devices [22–25]. If relatively long half-life activations are chosen, then
several different foils may be activated over the same exposure period and measured
individually with a single remote counting system.

For pulsed neutron sources, it is often advantageous to measure the activity
in situ after the burst of background radiation associated with the neutron pulse has
died away. The detector and activation target are therefore kept in close proximity,
and together form a single instrument referred to as an “activation counter” [17].
Unlike foil activation schemes, no transfer-time is involved, and short half-lives
(typically milliseconds to minutes) are preferred. Both thermal neutron and fast
neutron activation detectors have been developed. Rhodium and silver, for which
(n, c) neutron capture reactions lead to b radioactive products, are the most suitable
elements for thermal neutron activation counters. Naturally, with the addition of a
moderator, the fast neutrons can also be detected. However, the bulky nature of the
moderator, mutual interference between nearby moderating detectors, and the lack
of neutron energy discrimination are potential disadvantages of such detectors.

For fast neutron activation counters, a considerably wider group of elements
have been employed, including: arsenic [20], beryllium [26], fluorine [27], indium
[18, 19], lead [28], neon [25], oxygen [24], praseodymium [29], sodium [30],
yttrium [21], and zirconium [28]. Fast neutron activation of these elements occurs
via one of the reactions: (n, n′), (n, 2n), (n, p) or (n, a). In each case, the reaction has
a definite threshold energy which is useful for differentiating between neutrons of
different energy groups, such as DD and DT fusion neutrons, or discriminating
against room scattered neutrons (which will have lower energies than the source).
For fast DD neutron activation detectors, the most suitable elements (with
half-lives) are: arsenic (17.6 ms), beryllium (807 ms), indium (4.49 h), and yttrium
(15.7 s). The half-life for arsenic activation is too short to properly exclude the
influence of capture gamma-rays from the room, making beryllium a good choice of
activation target for moderate repetition-rate sources. Fast neutron activation
detectors have proven well suited for neutron fluence measurements on pulsed
devices such as ICF, Z-pinch, and plasma focus sources.

Beryllium Detector
This is a fast neutron detector, so neutron moderation is not required. Important
advantages of beryllium activation are its short decay half-life (0.807 s), maximum
sensitivity at 2.8 MeV neutrons, and practically no sensitivity to the neutrons with
energies less than 1 MeV (due to cross section). Consequently, the detector has
good sensitivity to *2.5 MeV neutrons from DD fusion, while largely rejecting
room-scattered neutrons, which are predominantly <1 MeV. It is also insensitive to
hard X-ray. It employs a beryllium sheet sandwiched between two proportional
counters using xenon gas. The relevant reaction 9Be(n, a)6He has a threshold
energy of 670 keV and a peak cross section of 105 mb for 2.8 MeV neutrons. The
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6He beta decay (100% b− to 6Li) has a half-life of 0.807 s and end-point energy of
3.5 MeV [31]. This high end-point energy means that a relatively thick beryllium
sheet (5 mm) can be used as the activation target with a substantial fraction of the
emitted beta particles still being able to escape from the metal sheet. So in terms of
detector sensitivity, the high beta end-point energy and low atomic number of the
target compensate for the relatively modest reaction cross section. Moreover, the
half-life of 6He enables this detector to be used with moderate repetition rate
sources (<0.2 Hz) such as plasma focus devices.

Figure 6.2 shows a plot of the cross section from the Evaluated Nuclear Data
File (ENDF), National Nuclear Data Center (NNDC) [32], where the main source
for experimental cross-sectional data for energies up to 4.4 MeV is a reference [33].
The 9Be n; að Þ6He cross section at 14 MeV is approximately 10 mb, so the detector
has much lower sensitivity for the detection of DT fusion neutrons.

A prototype of the beryllium detector was previously constructed [31], with a
2 mm thick Be sheet and proportional counters which required a flowing gas
mixture (90% Ar + 10% CH4) at a rate of about 1.2 L/min. For the new detector,
the beryllium sheet is sandwiched between two sealed xenon-filled proportional
counters. There are two main advantages of xenon- over argon-filling for the
proportional counters. First, xenon has a higher electron density (a factor of 3 for
the same gas pressure), and therefore higher energy loss for the beta particles
traversing the gas layer. Second, xenon has much higher X-ray absorption than
argon enabling the proportional counters to be energy-calibrated using standard
X-ray sources. Of course, the xenon-filled proportional counters are also sensitive
to the hard X-rays emitted during and after the maximum compression of the
plasma focus pinch. However, since this is an activation detector, a delay of a few
milliseconds following the shot, eliminates the influence of the hard X-rays and
there is sufficient time for the proportional counters to recover (i.e. to clear the
gas-ionization and recharge to the applied bias voltage) before counting of beta
particles begins.

Fig. 6.2 Plot of the 9Be(n,
a)6He reaction cross section
as function of neutron energy.
Inset beta-particle energy
spectrum for the decay of
6He. (Data for both plots from
NNDC database). Reprinted
from Talebitaher and
Springham [51] with
permission from Elsevier
publishing company
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The goals for developing the new Be activation detector were: (i) to eliminate the
inconvenience of flowing gas in the proportional counters, (ii) to obtain a high b
particle count (typically several thousand counts for NX2 PF shots of *108 neu-
trons), and thereby achieve good statistical accuracy in the measured neutron flu-
ence, and (iii) attain an absolute calibration using the method described in the next
sections.

Bubble Detector
It is a reusable and passive dosimeter that allows instantly visible detection of
neutron emission. It can be used to calibrate the other neutron detectors. It consists
of droplets of a superheated liquid dispersed throughout an elastic polymer. When
neutrons strike these droplets, they form small gaseous bubbles that remain fixed in
the polymer and hence providing a real time and immediate visual record of the
dose that is directly proportional to the number of bubbles. Neutron elastically
scatters from a nucleus, e.g., 35Cl, in a superheated drop; the recoil of nucleus
provides energy to nucleate the boiling of the droplet. The number of neutrons per
square centimeter equivalent to a dose of 1 rem for 2.5 MeV DD neutrons from
plasma focus is *3�107 n/cm2 [34].

6.2.3 Fluence Anisotropy Measurements

Neutron anisotropy measurements are amongst the most informative of diagnostics
for the deuterium-filled plasma focus as they afford explicit evidence of the nature
of the fusion mechanism [35, 36]. It is well known that thermonuclear fusion is
characterized by isotropic emission of neutrons with a narrow spread (some keV) of
energies around 2.45 MeV. However, numerous experiments conducted by dif-
ferent groups using PF devices covering a wide range of capacitor-bank energies
[38–43] show that the emitted neutrons exhibit both fluence and energy anisotropy:
the neutron fluence is greater in the axial (0°) direction than in the radial (90°)
direction, and the average neutron energy at 0° is significantly higher (*2.8 MeV)
than it is at 90° (*2.5 MeV). The fusion cannot, therefore, be straightforward
thermonuclear fusion within the hot plasma pinch column. In the moving-boiler
model [44], ions and electrons within the ‘boiler’ are thermalized at energies of a
few keV (typical of thermonuclear fusion), and the observed neutron emission
anisotropy results from center of mass (CM) motion of the whole
plasma-containing ‘boiler’. However, this model provides no explanation for the
intense forwardly directed D+ ion beam that has been consistently observed for
numerous PF devices. D+ ions ejected from the pinch have a wide spectrum of
energies ranging up to a few MeV. However, deuterons with energies \100 keV
are responsible for the bulk of the neutron yield [45–47]. These observations are
consistent with the beam-target mechanism [48–50] in which an intense forwardly
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directed D+ ion beam bombards stationary deuterons within the pinch column and
the surrounding deuterium gas.

In order to perform anisotropy measurements on the PF device, two identical
beryllium activation detectors were fabricated. The DD fusion neutron yield and
anisotropy were measured on a shot-to-shot basis for the NX2 plasma focus device
using these two detectors at 0° and 90° to the PF axis. Measurements were per-
formed for deuterium gas pressures in the range 6–16 mbar, and positive correla-
tions between neutron yield and anisotropy were observed at all pressures.

Figure 6.3 presents a group of plots containing the main results from this
experimental series. As seen in the top-right plot, the highest average neutron yield
was obtained for a deuterium gas pressure of 12 mbar. The MCNP derived cali-
bration gives the average neutron yield at 12 mbar to be about 3 � 108 per shot, but
a sizeable neutron yield was obtained over the whole 6–16 mbar pressure range.
The top-left plot shows that the average count-anisotropy AnBeh i decreases steadily
with increasing gas pressure. The other plots in Fig. 6.3 show that for each of the
six experimental pressures there is a positive correlation between the
count-anisotropy (AnBe) and net neutron count at 0° (C0

nBe) (i.e. higher yielding
shots tend to have higher count-anisotropy).

Subsequently, the contribution to the fusion yield produced by the forwardly
directed D+ ion beam, emitted from the plasma pinch, was investigated by using a
circular Pyrex plate to obstruct the beam and suppress its fusion contribution.
Neutron measurements were performed with the obstacle positioned at two dis-
tances from the anode tip (3.0 and 6.0 cm), and also without the obstacle. Two
identical beryllium activation detectors were positioned at 0° and 90° to the PF axis,
respectively. The distance from the anode tip to the mid-point of each Be plate was
250 mm. The gross count was integrated over a 3.0 s interval (=3.7 half-lives)
following each PF shot, and the background count was subtracted to give the net
count: denoted C0

nBe and C90
nBe for the 0° and 90° beryllium detectors, respectively.

A schematic diagram of the experimental setup is shown in Fig. 6.4.
Figure 6.5 shows the variability of the neutron yield in plasma focus shots. An

estimate of the fraction of the neutron yield Yn originating within the pinch can be
made by averaging the 0° and 90° count values for the two cases: without-obstacle
and with-obstacle (z ¼ 3:0 cm or 6:0 cm). The estimated pinch fusion contribution
is then *80%.

6.2.4 Neutron Energy Measurements

As previously mentioned, the neutron energy spectrum in DD fusion reaction in
plasma focus device shows a large range of energy (2.2–2.9 MeV) due to the
high-energy deuteron involvement in neutron production.

Plastic scintillator can be employed for fast neutron measurements. Some of the
neutrons entering the plastic scintillator will undergo elastic scattering collisions
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with hydrogen nuclei (i.e. protons) which comprise part of the polymer chain in the
plastic scintillator. The colliding neutron transfers some of its kinetic energy to the
proton in one collision. The fraction of kinetic energy given to the proton varies
between * 0 and *1 depending on the scattering angle, and averaging one-half of

Fig. 6.3 Top right Average Be detector count (0° and 90°) vs. D2 gas pressure; Top left Average
neutron count-anisotropy vs. D2 gas pressure; (other panels) individual shot count-anisotropy for
different D2 gas pressures. Reprinted from Talebitaher and Springham [37] with permission from
Elsevier publishing company
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Fig. 6.4 Schematic diagram (not to scale) of the NX2 plasma focus device and beryllium
activation detectors for neutron yield and anisotropy measurements. Dashed lines indicate the two
alternative positions for the circular Pyrex-obstacle (when used). Reprinted from Talebitaher and
Springham [37] with permission from Elsevier publishing company

Fig. 6.5 Individual shot count-anisotropies (AnBe) over 40 shot series, without the Pyrex obstacle
and with the Pyrex obstacle at positions: z ¼ 3:0 or 6.0 cm. Statistical uncertainties in AnBe values
are typically *2%, and therefore too small to indicate as error bars. Reprinted from Talebitaher
and Springham [37] with permission from Elsevier publishing company
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the neutron energy. As a result, the scintillator material gains energy from the
proton and the excited scintillating molecule will produce light photons during the
de-excitation process. The light photons are then detected by a photomultiplier tube.
The scintillation decay-time is approximately 2 ns for most types of plastic
scintillator.

It is possible to obtain a few nanoseconds resolution with the combination of a
fast multiplier and a selected scintillation material. The detection efficiency for fast
neutrons in a plastic scintillator depends upon the neutron energy, the geometry,
and the scintillation material. Figure 6.6 shows the various components of an
assembled plastic scintillator and photomultiplier-tube combination; a 14-stage high
gain photo-multiplier tube, Thorn EMI 9813BK coupled with NE-102A scintillator
(of 40 mm length and 52 mm diameter) having decay time constant of *2.4 ns
[55].

The neutrons produced from the DD fusion reaction are non-relativistic since
they have energy of 2.45 MeV which is much less than 940 MeV (rest mass energy
of neutrons). The energy resolution is given by

DE
E

¼ 2Dt
s

; s ¼ x
v

where Dt is the emission duration, and s is the average time of flight of the neutron
from the source to the detector. The scintillation decay-time can be neglected as it is
so much shorter than the neutron emission time in the plasma focus. Then the
neutron velocity can be calculated by

v ¼ 2E
m

� �1=2

Fig. 6.6 Components of Scintillator-PMT combination [56]
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6.2.5 Monte Carlo Simulation for Neutron Detector

Simulations necessary for the absolute efficiency calibration of the beryllium acti-
vation detector were performed with the Monte Carlo radiation transport code
MCNP5. The overall simulation of the detector response was conducted in two
parts: first, the neutron interaction in the Be and the production of 6He; and second,
the path of the emitted b particle and its energy-deposition (if any) in one of the Xe
gas layers. The simulated geometry was simplified to three cuboids representing
beryllium and xenon cells with the same dimensions and densities as for the
physical detector. A parallel neutron beam of 1 n/cm2 fluence was taken to be
normally incident on the (largest area) face of the detector. The probability of a b
particle escaping from the Be sheet and entering one of the xenon cells is clearly
greater if it originates close to the surface of the Be sheet. For this reason, in the
MCNP simulation, the beryllium sheet is divided into five layers (sub-cells), each of
1-mm thickness, and the neutron-induced production of 6He within each layer is
determined separately. Simulations were performed over the range of neutron
energies 2.0–4.0 MeV in steps of 0.2 MeV. The neutron energy 2.45 MeV which is
characteristic of DD thermonuclear fusion was also simulated. This energy range is
sufficiently wide to cover neutrons from almost any DD fusion device. From the
first part of the simulation η-values g1 Enð Þ; . . .; g5 Enð Þð Þ, representing the number
of 6He atoms produced in each layer for a neutron beam of energy En and 1 n/cm2

fluence, were calculated. As examples, η-values found for a selection of four of the
neutron energies simulated are shown in Table 6.3. In these MCNP5 simulations,
the neutron beam is incident on the “layer 1 side” of the Be cell.

In the second part of the MCNP simulation, the probability of a b particle,
originating in a given layer, reaching a Xe gas cell and depositing energy Edep is
tallied. The 6He b energy spectrum used for this simulation, and plotted in Fig. 6.7,

Table 6.3 Beryllium layers (each 1 mm) contribution to 6He production

Layer En = 2.0 MeV 2.2 MeV 2.4 MeV 2.45 MeV 2.6 MeV 2.8 MeV

g1 0.1279 0.1763 0.2246 0.2366 0.2776 0.3037

g2 0.1274 0.1751 0.2219 0.2334 0.2732 0.3022

g3 0.1264 0.1733 0.2185 0.2294 0.2676 0.2993

g4 0.1251 0.1709 0.2146 0.2249 0.2612 0.2953

g5 0.1234 0.1679 0.2099 0.2198 0.2536 0.2898

gtot 0.6302 0.8636 1.089 1.144 1.333 1.490

Layer En = 3.0 MeV 3.2 MeV 3.4 MeV 3.6 MeV 3.8 MeV 4.0 MeV

g1 0.3033 0.2921 0.2806 0.2697 0.2589 0.2478

g2 0.3019 0.2905 0.2788 0.2679 0.2569 0.2457

g3 0.2991 0.2877 0.2759 0.2649 0.2538 0.2425

g4 0.2952 0.2838 0.2719 0.2609 0.2497 0.2384

g5 0.2900 0.2787 0.2669 0.2557 0.2445 0.2334

gtot 1.489 1.433 1.374 1.319 1.263 1.208
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was taken from the NNDC database [32]. The probability distributions obtained
from this part of the simulation are plotted in Fig. 6.8. The summed probabilities for
Edep > 2.5 keV (denoted j1; . . .; j5) is shown in the first part of Table 6.3.

Fig. 6.7 b-particle energy spectrum for the decay of 6He [56]

Fig. 6.8 MCNP simulation results of frequency distribution of energy deposition in PC xenon gas
layer (12.7 mm depth) by 6He b particles which escape from Be sheet and enter PC. Separate
curves are for 6He b particles originating in each 1 mm thick layer of the 5 mm thick Be sheet. In
this simulation a PC is located on one side only of the Be sheet, and adjacent to layer 1. Reprinted
from Talebitaher and Springham [51] with permission from Elsevier publishing company
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Since, however, as the xenon cells are placed symmetrically on the either side of the
Be cell, this probability distribution can be folded as shown in the second part of
Table 6.3. It can be seen that approximately 40% of the 6He b particles are detected
in one of the proportional counters.

Then the overall calibration, or response function, of the detector is given by

R Enð Þ ¼
X5
l¼1

Rl Enð Þ ¼
X5
l¼1

gl Enð Þ � jl þ j6�lð Þ

where gl is the neutron energy dependent production of 6He in layer l of the Be
sheet, and jl is the probability of a b particle originating in layer l depositing more
than 2.5 keV of energy in one xenon gas cell.

Making use of above equation with values from Table 6.3 (expanded for all En)
and Table 6.4: the calculated response function R Enð Þ of the detector for a parallel
beam of 1 neutron/cm2 is presented in Table 6.5. These values of R Enð Þ are also
plotted in Fig. 6.9, along with the contributions RL Enð Þ from each of the 5 layers
modeled in MCNP5. The largest contribution to the uncertainties in these values
comes from the experimental cross-sectional measurements. From Fig. 6.2 of Ref.
[33], it is apparent that the shape (or relative cross section vs. energy) of the 9Be(n,
a)6He cross section is very well determined. Table 6.2 of the same reference lists
the six absolute cross-sectional points around the 2–4 MeV region relevant to this
work, and the mean relative uncertainty for these cross sections is 9.6%.
Consequently, the shape of the response function in Fig. 6.9 should be corre-
spondingly accurate, but the absolute values across the curve as a whole, have an
estimated uncertainty of ±10%.

To consider the response function for point sources, it is convenient to keep the
number of neutrons incident on the Be plate the same as for the parallel beam of
1 neutron/cm2, and therefore numerically equal to the plate area (in cm2) of
21 � 10.6 = 222.6. Then the response factor is affected only by the spread
of angles of incidence. Also useful is the formula for the solid angle subtended by a
right rectangular pyramid:

Xrrp ¼ 4arctan
ab

2d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4d2 þ a2 þ b2

p
� �

Table 6.4 Sum of frequencies of b particle originating in each 1 mm layer of the Be cell entering
a Xe cell and depositing energy >2.5 keV

Beryllium layer j1 j2 j3 j4 j5
Sum of frequency 0.416 0.264 0.167 0.102 0.058

Folded Be layer j1 þ j5 j2 þ j4 2j3
Folded frequency 0.473 0.366 0.335
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where a and b are the dimensions of the Be plate and d is the distance from the
point source to the midplane of the plate. Hence, for the above scaling, the emit-
tance of the source is 222:6=XBeð Þ n/sr. MCNP simulations were performed for a
point source of 2.45 MeV neutrons located at d ¼ 15, 20, 25, 30, 40, and 50 cm.
The simulation results were processed in an analogous way to that described above,
and scaled to 222.6 neutrons incident on the plate midplane. Figure 6.10 shows a

Table 6.5 Counts from layers for a parallel neutron beam fluence of 1 neutron/cm2

Layer En = 2.0 MeV 2.2 MeV 2.4 MeV 2.45 MeV 2.6 MeV 2.8 MeV

R1 0.0605 0.0835 0.1064 0.1121 0.1314 0.1438

R2 0.0466 0.0641 0.0812 0.0854 0.0999 0.1106

R3 0.0423 0.0580 0.0732 0.0768 0.0896 0.1002

R4 0.0458 0.0625 0.0785 0.0823 0.0956 0.1080

R5 0.0584 0.0795 0.0994 0.1041 0.1201 0.1372

Rtotal 0.2537 0.3476 0.4386 0.4607 0.5367 0.5999

Layer En = 3.0 MeV 3.2 MeV 3.4 MeV 3.6 MeV 3.8 MeV 4.0 MeV

R1 0.1436 0.1383 0.1329 0.1277 0.1226 0.1173

R2 0.1105 0.1063 0.1020 0.0980 0.0940 0.0899

R3 0.1002 0.0964 0.0924 0.0887 0.0850 0.0812

R4 0.1080 0.1039 0.0995 0.0955 0.0914 0.0872

R5 0.1373 0.1320 0.1264 0.1211 0.1158 0.1105

Rtotal 0.5996 0.5770 0.5532 0.5311 0.5088 0.4862

Fig. 6.9 Response function R(En) of beryllium neutron activation detector for a parallel neutron
beam of fluence 1 neutron/cm2, and contributions RL(En) from each 1 mm thick layer of the Be
sheet. Note that the vertical axis is broken and the two parts are scaled differently. The absolute R
(En) values across the curve as a whole, have an estimated uncertainty of ±10%. Reprinted from
Talebitaher and Springham [51] with permission from Elsevier publishing company
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plot of point source response function Rps En ¼ 2:45MeVð Þ versus distance d. It can
be seen that for larger d, the response tends asymptotically towards the value
(0.4607) obtained for a parallel beam. To obtain the response function in terms of
neutrons per steradian, a Rps value can be interpolated from the graph and multi-
plied by the factor ðXBe=222:6Þ.
Special Calibration for NX2 Plasma Focus Device
To approach the numerical absolute efficiency calibration of the activation detector,
the accurate reaction cross section is needed which is related to the incoming
neutron energy and this in turn is determined by the kinematics of the DD fusion
reaction, e.g. for beam-target reactions, it depends on the energy of the incoming
deuteron and the angle of neutron emission.

For the first step, we need the angular differential cross section of D(d, n)3He
reaction as a function of deuteron energy. The most suitable references are IAEA
Technical Report [52] and Brown-Jarmie [53]. Both data have been fitted by using a
polynomial function of cos(h), because the DD differential cross sections are
symmetric about 90°. We have chosen the IAEA result in the form of Legendre
polynomial:

rðhÞ ¼ S0 A0 þ A2

2
3cos2h� 1
� �þ A4

8
35cos4h� 30cos2hþ 3
� �	 


where S0 is Center of Mass (CM) differential cross section at 0°, A0, A2, and A4 are
reduced Legendre coefficients. Figure 6.11 shows the angular distribution of CM
cross section of DD reaction.

Fig. 6.10 Beryllium neutron detector response function Rps En ¼ 2:45MeVð Þ for a point source at
distance d. Reprinted from Talebitaher and Springham [51] with permission from Elsevier
publishing company
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But as the measurement is performed in the Lab Frame (LF), the data must be
changed to the lab frame regarding to these followed formulas:

hLab ¼ tan�1 sin hCM
cþ cos hCM

� �
where: c ¼ Ed

3Ed þ 6Q

� �1=2

and

Q ¼ 3:27MeV

so;
dr
dX

� �
Lab

¼ 1þ 2ccos hCM þ c2ð Þ3=2
1þ ccos hCMj j

dr
dX

� �
CM

The result is shown in Fig. 6.12.
In the second step, we need the angular distribution of neutron energy from

D(d, n) 3He reaction with different deuteron energy. Using accepted atomic masses
of mD ¼ 2:014102 uð Þ, mn ¼ 1:008665 uð Þ, and mHe3 ¼ 3:016029 uð Þ, the energy
released in the D(d, n)3He reaction is Q ¼ Dm� 931:5 ¼ 3:27MeV and the neu-
tron energy is given by the kinematic formulae below, and plotted in Fig. 6.13 for
the deuteron energy range ED ¼ 50 to 150 keV.

En ¼ uþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þw

p� �2

Fig. 6.11 Center of Mass (C.M.) cross section for DD reaction with the deuteron energy (in keV)
as a parameter [56]
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Fig. 6.12 Lab frame cross section for DD reaction with the deuteron energy (in keV) as a
parameter [56]

Fig. 6.13 Lab frame (L.F.) neutron energy distribution for DD reaction with the deuteron energy
(in keV) as a parameter [56]
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where

w ¼ Q�MHe3 þED MHe3 �MDð Þ
MHe3 þMn

¼ ED 90oð Þ

u ¼ MDMnEDð Þ1=2
MHe3 þMn

coshLab

To find the accurate beryllium count factor or efficiency for a special device like
NX2 plasma focus device, the system geometry has been simulated in Monte-Carlo
N-Particle code (MCNP5-visual version). The chamber’s size and material, all
flanges and plates, xenon proportional counters and beryllium plate of neutron
detector have been arranged carefully. The distances between detectors and anode
tip are 25.0 cm as it is in real experiment. Figure 6.14 shows the 3D image of
simulation design.

Moreover, the source has been considered as a cylinder with 10 mm height and
2 mm diameter (the same as deuteron source shape or pinch region in NX2 plasma
focus device). The angular distribution of lab-frame cross section and neutron
energy have been calculated (as it is explained in introduction) and put as SDEF

Fig. 6.14 Simulation of NX2 chamber and beryllium detectors in MCNP-visual [56]
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input data for MCNP. The SDEF inputs include Source Information
(SI) ðcosðhLabÞÞ, Source Probabilities (SP) (Cross Section), and Distribution Source
(DS) (Energy).

The real deuteron angular and energy distributions within the pinch column are
not known, but as a model we assumed the physically reasonable case [57] of
deuterons with directions distributed isotropically within a forwardly directed 30°
cone, and with positions distributed uniformly throughout a cylinder of 2 mm
diameter and 10 mm length (at the pinch location). The deuterons were assumed to
be mono-energetic, and this value of energy was varied as a parameter. The DD
kinematics were entered into SDEF cards in the MCNP simulation as outlined
above, so that the outgoing neutron energy and relative angular fluence were in
accordance with the differential cross section (for the selected energy) and the
reaction kinematics. Since the response of the beryllium detectors varies with
neutron energy, the purpose of this simulation was to find the beryllium detector
count/anisotropy as a function of deuteron energy within the DD fusion model
described above. In order to make the correspondence with the experimental situ-
ation as close as possible, the simulation includes the effects of neutron scattering
and absorption, in the chamber wall and top-plate, etc.

The simulation was performed for a range of deuteron energies as shown in
Table 6.6. The count factors given in this table represent the number of counts per
source neutron for the beryllium detectors located at 0° and 90°, based on the
source model described above. It can be seen that the modeled anisotropy increases
as the deuteron energy increases. It should be emphasized that values in the last
column represent a mixture of fluence anisotropy and energy anisotropy as it affects
the count from the beryllium detectors. The first row of the table labeled ‘0 keV’
represents thermonuclear fusion, for which the neutron yield is perfectly isotropic
and the neutron energy is 2.45 MeV. The simulated anisotropy value of 1.140 is,
therefore, the result of neutron scattering and absorption in the chamber materials.
For comparison, the simulation was also performed in absence of the chamber and
all other materials (done by setting their densities to zero). In this case, the ther-
monuclear ‘0 keV’ modeled anisotropy is 1.00, as expected.

Figure 6.15 shows the efficiency or response factor for both side-on and end-on
situations. Also, Table 6.7 compares the effect of scattering in different deuteron

Table 6.6 Efficiency and anisotropy for different deuteron energy

ED (keV) Be count factor (0°) [/n] Be count factor (90°) [/n] Anisotropy

0 4.34 � 10−5 3.81 � 10−5 1.140

50 7.08 � 10−5 3.49 � 10−5 2.030

60 7.36 � 10−5 3.44 � 10−5 2.140

70 7.64 � 10−5 3.42 � 10−5 2.235

80 7.96 � 10−5 3.43 � 10−5 2.324

90 8.24 � 10−5 3.40 � 10−5 2.423

100 8.24 � 10−5 3.38 � 10−5 2.435

150 8.72 � 10−5 3.32 � 10−5 2.624
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Fig. 6.15 Total efficiency of
neutron detector in axial and
radial direction at 25.0 cm
from anode tip [56]

Table 6.7 Changing
percentage of efficiency and
anisotropy by scattering effect

ED (keV) Eff. (0°) % Eff. (90°) % Anisotropy %

0 −22.3 −32.4 14.9

50 −25.4 −29.5 5.8

60 −25.6 −29.9 6.1

70 −25.5 −29.2 5.2

80 −24.7 −28.4 5.2

90 −24.1 −28.9 6.8

100 −25.5 −28.6 4.5

150 −26.4 −28.1 2.3

Fig. 6.16 The result of
neutron anisotropy versus
deuteron energy by MCNP
[56]
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energy. It can be seen that counts in both beryllium detectors are reduced as a result
of neutron scattering, but more so for the side-on detector (at 90°) than for the
end-on (0°) detector. Figure 6.16 shows the anisotropy versus deuteron energy in
presence and absence of the chamber. It is worth mentioning that for calculating the
efficiency factor for a different device, the simulation must be repeated with
regarding the actual geometry and material of the device. Even for NX2 plasma
focus device, to measure the neutron yield at different distances, the simulation
must be repeated for them.

MCNP simulations also confirmed that for the best estimation of neutron yield,
both detectors should be positioned at the same distances from the PF pinch, and for
all experimental measurements this distance was 25 cm. Since anisotropy refers to
particular deuteron energy, with calculating the ratio and referring to Fig. 6.16, the
average deuteron energy in that experiment can be found. Finally to refer the
efficiency plot in Fig. 6.15, and find the proper count factor (or just refer to
Table 6.6 and find it by interpolation), the final neutron yield can be calculated by
dividing the output count by efficiency. With this assumption, the results from both
angles give almost the same numbers.

Moreover, MCNP simulation was applied to find the neutron fluence versus
energy at different angles in the range of 0°–180° (with 30° interval) to find the
neutron energy spectrum in plasma focus device. It was assumed that 30° forward
cone deuteron beam is coming from pinch region with constant energy (100 keV)
based on beam-target mechanism for DD reaction. The point detector was kept at
1 m from the center of pinch.

The simulation was run for two different situations, without chamber (void
command) shown in Fig. 6.17 and with complete NX2 chamber shown in

Fig. 6.17 Neuron fluence verusu energy at different angles with 100 keV deuteron energy 30°
forward cone at r = 100 cm from center of pinch, without chamber. [56]
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Fig. 6.18. The result clearly shows the shifting of neutron energy by changing the
angle for both situations. Regarding to the thermonuclear DD reaction, the neutron
energy which is 2.45 MeV, at side-on (90°) the neutron fluence will remain almost
constant in the range of 2.30–2.65 MeV, however, for 180° it has a peak around
2.18 MeV (*0.3 MeV less) and for end-on (0°) it has a peak around 2.85 MeV
(*0.4 MeV more). As the beryllium neutron reaction cross section is depended to
the neutron energy, this energy spectrum must be taken in account for response
factor calculation.

It is worth referring to the simulation which was done by Bernstein [10]. In
Fig. 6.4 of mentioned paper, there are two sharp spikes at both sides of neutron
energy spectra for hn (neutron detector is placed at 90°). It is in contrast to our
simulation which shows zero at the end sides (see the purple line). The reason is in
his assumption, that the deuterons are emitted at 90° trajectories with respect to the
PF axis (single angle hd = 90°). However, we have assumed that deuterons are
going via a 30° cone with respect to the PF axis.

6.3 Proton Diagnostics

The ion energy and yield investigation in plasma focus device can be done by
different methods. The most common method is using a Faraday Cup to find the
number (fluence) of arriving ions. Mixing it with a magnetic system introduces the
ion magnetic spectroscopy. Silicon-based detectors such as silicon PIN diode also

Fig. 6.18 Neuron fluence versus energy at different angles with 100 keV deuteron energy 30°
forward cone at r = 100 cm from center of pinch, with NX2 chamber. [56]
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can be used for proton yield and energy measurement using the magnetic and
electric fields.

However, the most efficient (almost 100%) system for ion detection is using the
nuclear track detector. When a particle (in our case, proton or deuteron) crosses the
nuclear track detector, it produces polymer chain scission damage within a cylin-
drical region extending to a few tens of lm, forming the so-called latent track. They
can be made visible under an optical microscope by etching the exposed detector
sheets with appropriate chemical solutions. During the etching, the material is
removed along the latent track and conical etch-pits are formed. They are also
insensitive to gamma-ray.

6.3.1 Polymer Nuclear Track Detectors

Poly-Allyl-Diglycol-Carbonate (PADC), marketed under the commercial name
CR-39, is an excellent material for the detection and measurement of low and
medium energy charge particles such as protons and alphas due to its dielectric
properties, which makes it resistive to annealing [58]. With the advent of research
in plasma technologies, it has been used as a Solid State Nuclear Track Detector
(SSNTD) in detecting charged particles emitted from plasma devices. It is worth
emphasizing that linearity of detector response and high spatial resolution (ideally
sub-pixel) are key factors for the successful application of the coded aperture
imaging (CAI) technique. In both these respects, CR-39 is an excellent detector:
track-counting ensures very good linearity and the spatial resolution is of the order
of microns.

When hit by heavy ionizing particles, invisible latent tracks of cleaved polymer
chains are created. These latent tracks are developed by chemically etching the
PADC, hence fixing the tracks for subsequent studies. The formation of tracks
through etching is dependent on the track etch rate VT, being greater than the bulk
etch rate VB which produces tracks or pits at the position of the latent tracks. CR-39
is a transparent thermo-set polymer with chemical formula C12H18O7. The structure
of the monomer is given below:

Table 6.8 Characteristic of CR-39 elements for stopping power calculation

CR-39 (PM-355) with q = 1.3 g/cm3

Element
symbol

Atomic number
(Z)

Formula
number

Ionization pot.
(eV)

No. density
n (cm−3)

H 1 18 20.4 5.14E+22

C 6 12 73.8 3.43E+22

O 8 7 115.7 2.00E+22

6 Neutron and Proton Diagnostics for Pulsed Plasma Fusion Devices 323



6.3.2 Proton Stopping-Power and Range

To compute the Stopping Power for a compound using the Bethe-Bloch formula,
we must sum the contributions for each element in the compound as below:

S Eð Þ ¼ � dE
dx

� �
tot
¼ z2e4

4pe20m0v2
X
i

niZi ln
2m0v2

Ii

� �

where Zi is the atomic number for the ith element, Ii is the mean ionization and
excitation potential for that element (given by Tsoulfanidis-1995 [59]) and ni is the
associated atomic number density (1.3 g/cm3) (see Table 6.8).

Stopping Powers were calculated from the equation given above for proton
energies in the range 1–18 MeV, and the value plotted in Fig. 6.19. The Stopping
Power calculation shows the expected approximately inverse relationship between
proton energy and stopping power. It is convenient to consider the kinetic energy of
3 MeV to be characteristic of D(d, p)3H fusion protons, and these protons have a
stopping power of 14.83 keV/lm in CR-39. Polymer nuclear track detectors reg-
istered the arrival positions of the particles passing through the mask. The detection
efficiency of CR-39 for charge particles incident at near normal incidence is
effectively 100%.

The Stopping and Range of Ions in Matter (SRIM) Monte Carlo Simulation can
be used for calculating the stopping power which demonstrates good agreement
with graph. Using this simulation, we can determine the depth penetration range of
the various charged particles emitted from the plasma focus. Figure 6.20 shows the
output screen of SRIM program which is run by 3 MeV protons passing through a
CR-39 layer. It illustrates that these protons can go 118 lm deep in CR-39
detectors. As CR-39 characteristics are not in the SRIM library, we have to include
it in a new layer with element formula number as given in Table 6.8 with
density = 1.31 g/cm3.

Fig. 6.19 Stopping power
graph for protons in CR-39
[56]
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6.3.3 Proton Energy Spectroscopy Based on Range

As mentioned earlier, the most efficient (almost 100%) system for ion detection is
using the nuclear track detector [65]. When a particle crosses the nuclear track
detector it forms latent track which is made visible under an optical microscope by
etching the exposed detector foils with appropriate chemical solutions. During the
etching, the material is removed along with the latent track at velocity VT and
isotropically at velocity VB from the bulk of the material, if VT > VB then conical
etch-pits are formed.

Etching Criteria
After exposure, the CR-39 detector is chemically etched to reveal an etch-pit (also
referred to as a track) where the energetic charged particle entered the detector. This
enables us to extract an ‘image’ of the fusion within the plasma focus in a reliable
and efficient fashion. For explaining the nature of charged particle tracks, we can
use the Restricted Energy Loss (REL) model. When charge particles pass through
nuclear tracks detectors, they leave trails of damage along their tracks. This damage
(in the form of a trail of broken polymer chains and free radicals) represents a latent
track for each incident particle. The amount of local damage is related to the local
rate at which energy is lost by the particle. Non-local forms of energy loss (e.g.
bremsstrahlung) are insignificant for protons at these energies; hence REL is
essentially equivalent to the stopping power as given by the Bethe–Bloch formula.
From Fig. 6.19 and also the Bragg peak in Fig. 6.21, it is clear that the damage

Fig. 6.20 The SRIM simulation result by 3 MeV proton pass through the CR-39 with 250 lm
thickness [56]
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along the trail is lowest as the particle enters the detectors, and highest at the end of
its track. Hence, in principle, it is evident that the rate of chemical attack on the
damaged trail will not be strictly constant. However to simplify the details of the
etch pit geometry, we can assume the rate of chemical attack to be constant. It is
common that this rate of chemical attack on the damage trail to be called the “track
etch rate”, VT. For areas that have not been damaged by incident charged particles,
the chemical attack rate on the surface is constant and is often called the “bulk etch
rate”, VB. The main etching parameters are:

• Etchant chemistry [NaOH, KOH, Ba(OH)2 aqueous solution].
• Molarity.
• Temperature.
• Etching time.

Using a simplified model, when the track etch rate is greater than the bulk etch
rate, we can predict that a conical pit will be formed if the particle is incident
normally to the surface. This is shown in Fig. 6.22. The more general and com-
plicated case is when the particle is not normally incident on the surface which has
been discussed in [61].

As we have mentioned earlier about stopping power, the protons with the higher
energy (like 14.7 MeV for the case of the 3He(d, p)4He reaction) lose at the
beginning of the track much less than that of lower energy (like 3 MeV for the case

Fig. 6.21 Bragg curve for proton particle. The relative dose (y-axis) and depth (x-axis) are
arbitrary unit. Reprinted from Miller [65] with permission from American Association of Physics
Medicine
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of the 2H(d, p)3H reaction). This is based on the predictions of the Bethe–Bloch
formula. The formula predicts that when non-relativistic particles have the same
charge, the specific energy loss varies approximately inversely with the particle
energy. As the amount of damage in the material is directly related to the track etch
rate, we can infer that the VT in the case of the higher energy protons is lower.

But the sensitivity, V = VT/VB has much more important role to identify the
etching solution; higher sensitivity is depended to higher VT and lower VB. The
response function of V has been defined by three groups:

Green et al. [62] V ¼ 1þ 11:45e�0:339R þ 4:0e�0:044Rð Þ � 1� e�0:58R
� �

Brun et al. [63] V ¼ 1þ e�0:1Rþ 1 � e�Rþ 1:27 þ e1:27 � e1

Nikezic et al. [64] V ¼ 1þ e�0:06082Rþ 1:119 � e�0:8055Rþ 0:8055

where R is residual range.
Based on these formulas, a program (NRU) has been written by Nikezic and Yu

[64] (City University of Hong Kong) which calculates the track parameters, major
and minor axes and depth. Then it plots the track profile and track opening contour.
By specification of detector (CR-39 or LR-115), a-particle energy (MeV), etching
time (hour), bulk etch rate (lm/h), incident angle and choosing a formula, it shows
the tracks shape and its specifications. Figure 6.23 demonstrates the result of a track
for 5 MeV a particle which is etched 5 h and bulk etch rate of solution is 1.6 lm/h
(for 6.25 n NaOH which we use usually) [60, 66], incident angle 90° by choosing
the formula number 1 given by Green et al. [62] (from three suggested empirical
formulas in NRU program). It indicates a conic track shape which it can be seen a
dark cone under microscope; however, if we increase the etching time, the shape
becomes shallow with the appearance of a bright end point when viewed under an
optical microscope; these shallow tracks, therefore, have poor contrast with the
bright background in the microscope image (see Fig. 6.24).

If the etching time is defined properly for proton tracks, they will appear like a
dark end cone circle while deuterons tracks will be a bright end cone circles,
because they have been over etched. This is a good approach to distinguish the

Fig. 6.22 Etching speed and normal track shape [56]
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genuine proton tracks and high-energy deuteron tracks. Figure 6.25a, b has been
taken by Confocal microscope which shows the normal and over etched tracks and
Fig. 6.25c shows the difference between proton and deuteron tracks.

Fig. 6.23 NRU program output shows the 5 MeV a track size after 5 h etching [56]

Fig. 6.24 Over etched track shape is shallow and appears like bright circle [56]

328 A. Talebitaher and S.V. Springham



6.3.4 Proton Imaging of the Fusion Source

In DD fusion proton imaging, we are interested in recording 3 MeV protons,
however, all charged particles (mostly high-energy deuterons) would enter the
detector and make a track in the detector, so after etching, the desirable protons
position and number cannot be recognized. It leads us to use a proper filter to
prevent passing the other charge particles mostly deuterons.

Kapton film of 75 lm thickness was used to filter (i.e., stop) the energetic
deuterons. Table 6.9 shows the minimum energy of charge particles (proton and
deuteron) to pass the Kapton filter layer with different thickness (50, 75, 100 lm)
using SRIM simulation. Although the results show the best thickness is 100 lm for
3 MeV protons, however, in plasma focus device, the DD reaction mostly relies on
beam-target model and so because of collision and momentum conservation, the

Fig. 6.25 Normal track (a) and over etched track (b) taken by confocal microscope.
c Distinguishing between usual proton and deuteron tracks under microscope. Reprinted from
Talebitaher et al. [67] with permission from Springer publishing company

Table 6.9 Minimum energy of proton and deuteron to pass the Kapton filter

Proton min. energy (MeV) Deuteron min. energy (MeV)

Kapton (50 lm) 1.8 2.3

Kapton (75 lm) 2.3 3.0

Kapton (100 lm) 2.7 3.6
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fusion product protons have a wider energy range (roughly ±10%). To avoid
missing some lower energy range protons, 75 lm Kapton is preferred.

Using the same method it can be realized that the residual energy of 3 MeV
protons after passing the Kapton is 1.6 MeV and they can penetrate 41 µm in
CR-39, instead all deuteron particles with energy less than 3 MeV will be stopped
by Kapton. It is worth emphasizing that the 4 MeV deuterons (if any) can go the
same depth as 3 MeV protons and make the same track shape on CR-39.
Fortunately, the magnetic spectroscopy results predict the quantity of such
high-energy deuterons drops dramatically, much less than the fusion protons in
NX2 plasma focus device [68].

To acquire the images of CR-39 surface, an Optical Microscope (Olympus
BX51) has been used together with a motorized stage (PRIOR Scientific H138)
controlled by Stage-Pro software (Media Cybernetics). The detector scanning
system also comprises a (PRIOR Scientific) motorized microscope stage controlled
by Image-Pro software (Media Cybernetics). The CMOS camera produced 8 bit
monochrome images, transferred to a computer by IEEE 1394 (FireWire) interface.

To obtain the best focusing on detector, we have two choices; automatic
laser-focusing and software auto-focusing. In auto-focus option, the program allows
the system to scan the frame in different focusing state (z-position) and choose the
best one (maximum local contrast) and goes to new position (if it is set). The
number of stage and step size for finding the best focus must be identified by user.
In laser focusing option (using Prior Scientific LF100 laser auto-focus), the system
sends a laser wave to detector surface and detects the reflected wave and finds the
best focus stage. Although it is much faster than software auto-focusing but for
using this option the detector surface must be highly reflective, it needs to be coat
by Silver or Indium before scanning. Actually Silver has the best reflectivity, but it
gets oxidized fast and the tracks disappear. The problem of Indium is that it cannot
be bonded on CR-39, so, it must be coated first by Chromium because of its good
adhesiveness. In our case, we coat the detectors with 2 µm Chromium and 2.5 µm
Indium using the thermal evaporator.

Moreover, suppose we have different energy ranges of incident particle, in our
case 2.7–3.3 MeV protons and so the tracks have slightly different diameters.
Figure 6.26 shows the proton tracks from DD fusion reaction in a typical NX2
discharge.

6.3.5 Coded Aperture Imaging

Coded Aperture Imaging (CAI) is a technique originally developed for X-ray and
c-ray astronomy, where typical imaging problems are characterized by far-field
geometry and an object comprising many point sources distributed over a mainly
dark background. These conditions provide, respectively, the basis of artifact-free
and high Signal to Noise Ratio (SNR) imaging. Coded aperture techniques were
first proposed in 1961 by Mertz and Young [69, 70]. The aperture they proposed
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was a Fresnel Zone Plate (FZP), in theory a circularly symmetric mask of contin-
uously varying transmittance. The advent of more manageable apertures gave new
momentum to the field. In 1968, Dicke [71] and Ables [72] independently pointed
out that a square arrangement of randomly distributed square openings (a random
array) has reasonable self-correlation properties.

In 1971, the Non Redundant Arrays (NRAs) were proposed [73–75]. These
arrays are compact but have ideal properties only on a small field of view and
contain a small number of holes, which prevents great improvements in the SNR.
The difficulty was overcome in 1978, when Fenimore and Cannon [76] introduced
the rectangular Uniformly Redundant Arrays (URAs), which have an ideal Point
Spread Function (PSF) and are finite. A decade later URAs were followed by the
Modified URAs (MURAs), which have the additional convenience of being square.
Meanwhile, a number of other apertures were discovered. A coded mask pattern of
95 � 95 elements formed by a replicated 53 � 53 MURA basic pattern (Gottesman
and Fenimore [78]) is shown in Fig. 6.27.

Since its invention, the most salient applications of the CAI technique have been
in X-ray and gamma-ray astronomy [79, 80]. However in recent years, the CAI
technique has also been investigated for a broader range of applications. For
example, in medical imaging, it may be a means of obtaining high-resolution
images while decreasing the radiation dose for patients [81]. And its uses for
particle-source imaging include Coded Aperture Fast Neutron Analysis (CNFNA)
[82, 83] and Inertial Confinement Fusion (ICF) neutron and proton imaging [84–
86].

The two most essential components of a CAI camera are a position-sensitive
detector and a patterned mask of alternately transparent and opaque areas

Fig. 6.26 Proton tracks with different energy in the range of 2.7–3.3 MeV have slightly different
diameters [56]
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(or pixels). The detector and mask planes are arranged to be parallel, and the pixels
are usually square or hexagonal. In essence, all CAI schemes are a form of mul-
tiplexed pinhole imaging. The pinhole is, of course, the simplest and earliest known
method of imaging, and its limitations, in terms of resolution versus signal, are well
known. As the pinhole size is increased, the signal increases but the axial resolution
decreases [87]. However, it is still important for types of radiation for which
coherent imaging is not practicable (e.g., vacuum-ultraviolet, X-rays (>30 keV),
gamma-rays, etc.). The basic concept of the CAI technique is to open multiple small
pinholes, thereby maintaining good angular resolution, while achieving the high
signal throughput of a large aperture.

It is notable that all the apertures that in far-field ensure artifact-free imaging,
deviate significantly from ideality when used in near-field [89]. The goal of
devising a rational design procedure for the coded aperture is now expanding to
include near-field artifact reduction. Also, among the many apertures that provide
ideal far-field imaging, some types have a SNR significantly superior to others,
which are preferred to use.

Coded apertures try to achieve the good resolution of small pinholes while
maintaining a high signal throughput. The basic idea is to overcome photon (or, in
our case proton) shortage by opening many small pinholes to give the same
effective open area as a large pinhole. A large pinhole necessarily results in a loss of
resolution [57, 88]. These many small pinholes are placed in specially designed
arrays called patterns. The coded aperture (or mask) is the physical realization of a
pattern. The detector and mask, together, form the coded aperture camera. The
design of a coded aperture system for charged particles such as protons and deu-
terons requires work on two components: a position and energy sensitive detector
and the coded aperture. The complexity of the CAI system requires theoretical
investigation together with verification by numerical and experimental simulations.

Fig. 6.27 Coded mask pattern of 95 � 95 elements formed by a replicated 53 � 53 MURA basic
pattern (left) whose cyclic autocorrelation (right) is a d function. Reprinted from Goldwurm et al.
[77] with permission from Astronomy and Astrophysics
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In order to design a suitable CAI mask and camera, it is necessary to have an
understanding of the trade-offs between various imaging parameters such as
field-of-view, resolution, collection efficiency, and signal-to-noise ratio. Clearly, for
a detector of reasonable size, and a mask of a useful open fraction, there will be
considerable overlap of the multiple (inverted) pinhole images. Therefore, a
deconvolution step is necessary to extract the final image, known as the decoded
image. The unprocessed image from the detector is referred to as the coded image.

It is worth mentioning that single pinhole imaging is quite sufficient for high
neutron (proton) yield device such as the 1 MJ Frascati, plasma focus with the
Yn � 1011 per shot [81]. However, in our case with NX2 PF with Yn � 108 neu-
trons per shot, the precise fusion imaging can only be done by coded aperture
imaging technique.

2D Imaging
An image is a mapping over space of some distribution, in our case that of a proton
source. A pinhole is the simplest imaging device, being a sheet of material through
which light or charged particles cannot pass, which is punctured by a small (ideally
dimensionless) hole. As every ray (or proton) emitted from the object passes
through the pinhole following a straight line trajectory (see Fig. 6.28-left), every
point of the detector plane is related to a point in the source. Another simple
imaging system is the collimator: an array of narrow parallel tubes placed side by
side, and aligned perpendicular to the detector plane. Then protons must arrive from
directions perpendicular to the detector surface (see Fig. 6.28-right), which effec-
tively identifies the place of emission. The image is directly the proton distribution
recorded by the detector. So a one-to-one correspondence between object and
image is the property of ideal pinholes and collimators [89]. Also, in both cases, for
a given source point, only protons traveling in a single direction are collected.

In theory, the resolution obtainable with an ideal dimensionless pinhole is per-
fect, in the sense that two point sources arbitrarily close to one another in the object
will always be separated on the detector. However, an ideal pinhole results in no
counts at all on the detector, as the ideal pinhole has zero area. Real pinholes must
have a finite size to allow some protons to pass, but the problem is if two point
sources are very close, their projections on the detector would not be distinct. As the

Fig. 6.28 Pinhole imaging (left) and collimator imaging (right) systems
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blue lines show, (see Fig. 6.29-right) light rays from the same source point can hit
the detectors over a small region. In the same way, the red lines show that the light
rays from different points on the object can hit the same point on the film. Light
from the same point on the object hits a circular area on the film, creating a
so-called “circle of confusion”. The larger the hole, the larger the circle of confu-
sion, and the blurrier the photograph becomes. In conclusion, the pinhole (or col-
limator) hole size cannot be increased indefinitely to increase efficiency because
some resolution limit will be reached.

Concept of Coded Aperture Imaging
For a coded aperture arrangement, the number of protons passing through each
pinhole is independent of all the others; each pinhole producing an inverted image
on the detector. Therefore, the tracks collected on the detector are, the superposition
of many shifted copies of the object by different pinholes. In a far-field approxi-
mation, the projection process follows the equation:

O�A ¼ R

where O is the number of emitted protons per unit area from the object, A is the
transmission function of the coded aperture (mask), R is the counts recorded on the
detector, and * indicates non-periodic correlation.

As the mask can have a large number of pinholes, R does not resemble O. When
O is replaced with Dirac’s delta function (d):

R ¼ d�A ¼ A

Therefore, each point of the object will project a pattern on the detector, rather
than a point. Different point sources are characterized by a pattern shift. So a point
source is counted once for every pinhole of the pattern, which is expected to
increase the counting statistics and, consequently, improve the SNR. The second
thing is that each point of detector presents information about many points of the
source. In this sense, information is multiplexed. The third consequence is that the

Fig. 6.29 Pinhole camera limitation: ideal zero dimension pinhole (left) and practical pinhole
camera (right)
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recorded pattern R must be decoded to obtain an image by separating the over-
lapped copies through an associated decoding pattern G such that

A� G ¼ d

where ⊗ indicates periodic correlation. Given the linearity of correlation operations
one can write

bO 	 R� G ¼ ðO� AÞ � G ¼ O�ðA� GÞ

where bO is the reconstructed image. This shows that the output of the imaging
system is not directly the object, but as in all linear systems, it is a convolution of
the object with a kernel, in this case A� G also called the Point Spread Function
(PSF):

bO ¼ O � PSF

From equations above, in coded aperture imaging:

PSF ¼ A� G

We can design and generate pairs of A and G somehow to satisfy the criteria and
have perfect imaging properties:

bO ¼ O�d ¼ O

which means that if the PSF is a d function, the reconstruction is perfect. Naturally,
the choice of aperture pattern A and decoding function G have a large influence on
the quality of the final image [90, 91].

In conclusion, coded aperture imaging is able to produce a high precision copy
of the object via a two-step process, which is a physical projection of the source
through the aperture pattern, followed by computational decoding. The motivation
to go through this complication is the potential of achieving a higher SNR than for a
small pinhole of equivalent angular resolution.

Coded Aperture Geometry
The most important parameters in coded aperture imaging are shown in Fig. 6.30.
The analysis can be carried out from 1D to 2D, because it is assumed that the mask
and detector planes are parallel.

The image or detector pixel size is:

PxDet ¼ d1 þ d2
d1

� PxMask
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where PxDet and PxMask are pixel size of detector and mask, respectively, d1 is the
distance between the object (source) and mask and d2 is the distance between
detector (image) and mask.

The resolution of system is defined by object pixel size (PxObj):

PxObj ¼ d1 þ d2
d2

� PxMask

The Image size can be recognized by assumption of an ideal (dimensionless)
pinhole:

Image size ¼ d2
d1

� Object size

The linear dimensions of mask and detector determine the CAI Field of View
(FOV) which is the maximum object size that can be fully coded on the detector:

FOV ¼ d1LD � d1 þ d2ð ÞLM
d2

where LD and LM are the lengths of the detector and mask sides, respectively. With
LM ¼ 0, the pinhole’s field of view will be

FOV ¼ d1
d2

LD

This means that the FOV for pinhole imaging system is bigger than that of a CAI
system with the same size of the detector. In applications such as the plasma focus
in which the source is relatively compact, the reduction in the FOV (by comparison
with a pinhole) is not a problem.

Fig. 6.30 CAI geometry to identify the magnification, object pixel size (resolution), image pixel
size and field of view. [56]
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Singer Set Array, a New Approach for Coded Aperture Imaging
As it was mentioned before, Coded Aperture Imaging is a linear technique. If O(x,
y) is the two-dimensional object distribution, A(x, y) is the aperture transmission
function and N(x, y) is the signal independent noise, then the spatial distribution of
the detected fluence (or coded image) is given by:

R x; yð Þ ¼ A x; yð Þ�O x; yð ÞþN x; yð Þ
where * is the correlation operator. Then using the correlation method of

decoding, bOðx; yÞ, the estimate of the object or reconstructed image is defined by:

bOðx; yÞ ¼ Gðx; yÞ�Rðx; yÞ ¼ Gðx; yÞ�Aðx; yÞ�Oðx; yÞþGðx; yÞ�Nðx; yÞ

where G(x, y) is the decoding function. From this equation, it can be seen that the
Point Spread Function, PSF ¼ G�A, should ideally be a delta function for the best
image reconstruction.

A Cyclic Difference Set (CDS) is a set of h positive numbers [a1 = 0, a2, a3, …,
as] < p, with the property that all differences ai � aj

� �
modulo p for i 6¼ j, occur the

same number of times (k), corresponding to a flat autocorrelation side-lobe. The
i ¼ j condition clearly occurs h times, corresponding to the autocorrelation peak.
The numbers p and h are referred to as the modulus and size of the CDS,
respectively. So the important parameters for any CDS can be abbreviated to
p; h; kð Þ. Among the CDS, there are two subclasses which are particularly suitable
for generating masks for multiplex imaging:

1. Singer sets [92, 93] for which

p ¼ tmþ 1 � 1
t � 1

h ¼ tm � 1
t � 1

k ¼ tm�1 � 1
t � 1

with t being a prime number, or a prime power,

2. Hadamard sets [94, 95] for which

p ¼ 4t � 1 h ¼ 2t � 1 k ¼ t � 1

with t being an integer.
To form a two-dimensional mask, the CDS is wrapped onto a rectangular array,

where the sides of the rectangle are factors of p. Hence, p represents the total
number of pixels in the mask, and h is the number of open pixels (holes).
Considering these two sets, it can be seen that Hadamard masks have an open
fraction, very close to 50%:
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qH ¼ h=p ¼ 2t � 1ð Þ= 4t � 1ð Þ

whereas those based on Singer sets have a variable open fraction:

qS ¼ tm � 1ð Þ= tmþ 1 � 1
� � � 1=t

Since t is a prime number, the obtainable open fractions with Singer sets are:

qS ffi
1
2
;
1
3
;
1
4
;
1
5
;
1
7
;
1
8
;
1
9
;
1
11

. . .

Note that 1
8 open fractions are obtainable because 8 ¼ 23, and t is therefore a

prime power. But open fractions of 1
6 and

1
10, etc., are not obtainable as they are not

prime number.
The simplest modulo is “Binary Field” or modulo 2 which produce a * 50%

open area Singer set pattern. The irreducible polynomial for modulo 2 is x3 þ xþ 1
and the parameters of this set are (7, 3, 1) which can be found by putting t = 2 and
m = 2. Figure 6.31 shows a one-dimensional analog of the CAI technique using the
(m, k, k) = (15, 7, 3) set. It includes 15 pixels, 7 holes, and 3 side lobes which
represent about 50% open area.

Figure 6.32 also shows the final image reconstruction procedure which is called
“Deconvolution” algorithm.

If with the same modulo (modulo 2 with 50% open area) one wants to increase
the number of pixels and holes, one has to apply an irreducible polynomial of a
higher order. For making the Singer set with parameter (15, 7, 3) (t = 2 and m = 3),

Fig. 6.31 1D cyclic difference singer set in modulo 2 [56]
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the polynomial x4 þ xþ 1 must be used as the irreducible factor. For our first mask
design, a modulo 7 with parameter (400, 57, 8) has been used (t = 7 and m = 4)
where the irreducible polynomial is x4 þ 2x3 þ 6x2 þ 3xþ 6. From these parame-
ters, it is clear that the mask comprises 400 pixels in a 2D pattern (20 � 20), 57
holes and a side lobe value of 8. The open fraction is 57=400 ffi 14:3%.

It is known in the literature that for maximum SNR, the optimum mask open
fraction decreases as the spatial extent of the source increases [96, 97]. However,
attempts to reduce the effective open fraction of Hadamard set masks have not been
successful [98]. Hence for imaging extended sources, the wide range of open
fractions attainable with Singer sets is an important advantage, enabling the mask to
be designed to achieve near optimum SNR.

Signal-to-Noise Ratio (SNR) in Coded Aperture Imaging
Fenimore [96] and Accorsi et al. [98] have compared the SNR for different
Hadamard families and pinholes for a series of simulated sources using the standard
“balanced” method of decoding. However, their definition of SNR corresponds to
the variation in brightness of a given fixed pixel between hypothetically many
exposures for a source with assumed constant intensity, which simplifies the sta-
tistical analysis at the cost of a loss of intuition. Also, balanced decoding, while
relatively simple in the Hadamard case (the matrix G consists of +1 where A has a
hole and −1 where it does not) becomes more complicated in the Singer case. In
this work, it was considered more meaningful to define SNR in terms of the
variation in brightness across different pixels within a single exposure, more pre-
cisely as follows:

Fig. 6.32 Schematic of reconstruction algorithm (Deconvolution) [56]
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SNR ¼ signal from given pixelffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
variance of signal across image

p
As well as being closer to our intuition, this within-exposure definition of SNR

has the added advantage of being more readily compared with the results of
experiment. And in cases of non-repeatability, where a single-exposure is the only
thing available, it may be the only possibility. We shall also find it more convenient
to use direct decoding, where the decoding matrix G = A, the aperture itself, which,
although differing from balanced decoding by overall constants and scaling, sep-
arates the terms involved in a way which makes the statistical analysis more
straightforward.

Direct decoding, where we take G = A, the aperture itself, uses the defining
property of a CDS-based coded aperture, namely that if two copies of the aperture
are cyclically displaced relative to each other then the resulting open fraction, that
is, where the holes of the two copies happen to coincide, is q2 independent of the
displacement, except of course when the two copies themselves coincide, in which
case the open fraction is just q again. In other words, as the aperture A passes across
the encoded image R we will pick up the signal from the object pixel matching that
position but attenuated by a factor q, together with the signal from all other object
pixels but attenuated by a factor q2. More specifically, let N be the total number of
particles incident on the mask, and N′ = qN the number which pass through the
mask, and let n be the number of particles incident on the mask which arrive from a
direction associated with a particular object pixel, and n′ = qn those passing
through the mask, and let the object comprise m bright (illuminated) pixels. Then,
when the decoding matrix is aligned with that particular pixel, the decoded signal
will be n0 þ q N 0 � n0ð Þ ¼ qnþ q2 N � nð Þ; while if the decoding matrix is aligned
with any other pixel in the field of view not corresponding to a pixel on the object
the decoded signal will be qN 0 ¼ q2N: So direct decoding produces a sharp image
of the object but superimposed on an approximately uniformly bright background,
where the average background brightness is qN′. Subtracting this average back-
ground brightness, we recover a signal qnþ q2 N � nð Þ � q2N ¼ qn� q2n ¼
q 1� qð Þn against an approximately uniformly zero background. It is then not
difficult to show that, up to an overall scaling factor of 1/(1 − q) the resulting
decoded image is identical with that obtained from balanced decoding.

Including this overall 1/(1 − q) scaling, in which case the reconstructed signal is
just qn has the advantage that the total particle count in the reconstructed image is
identical with the number of particles actually detected. Since the SNR is invariant
under overall scaling of the data, however, direct decoding allows us to neglect it
for the purposes of the statistical analysis. An additional advantage of direct
decoding, at least in the case where SNR is defined within-exposure, is that the
overall constant qN′ subtracted also does not affect the computation of the variance
and can be neglected, whereas in the case where SNR is defined
exposure-to-exposure it does vary. To compute the SNR within-exposure, it only
remains therefore to compute the variance of the signal
n0 þ q N 0 � n0ð Þ ¼ qnþ q2 N � nð Þ. It is a property of CDS -based coded apertures
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that the second term represents a pseudo-random sampling of the detected particles
with probability q and so follows binomial statistics. If we make the simplifying
assumption that the m object pixels are uniformly bright, then the first term also
follows binomial statistics with probability q. Neglecting the covariance between
the two terms, and using the standard result that a B(N, q) random variable of
N trials with probability success p and failure q = 1 − p has expectation Np and
variance Npq, the variance of the directly decoded signal as the decoder moves
across the coded image is

qð1� qÞnþ qð1� qÞ N 0 � n0ð Þ ¼ qð1� qÞnþ qð1� qÞqðN � nÞ

Substituting this into our earlier formula defining the within-exposure SNR we
obtain:

SNR ¼ q 1� qð Þnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q 1� qð Þnþ q2 1� qð Þ N � nð Þp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q 1� qð Þp

nffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nþ q N � nð Þp

Then putting m ¼ N
n : SNR ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nqð1�qÞ

mð1þ qðm�1ÞÞ
q

This expression happens to coincide with the formula derived by Fenimore [96]
although under quite different assumptions, i.e., exposure-to-exposure variance, and
later shown by Accorsi [98] to be in error in that case. These formulae are, however,
approximations. A truly complete SNR analysis for the within-exposure case has, to
our knowledge, not yet been reported.

Again using the simplification that the m bright pixels are considered to be
equally bright, and differentiating the SNR function with respect to q, gives the
optimum open fraction in terms of the number of bright pixels:

qopt ¼
1

1þ ffiffiffiffi
m

p and SNRmax ¼ qopt

ffiffiffiffiffi
N 0

m

r
¼ qopt

ffiffiffiffi
n0

p
¼ ffiffiffiffiffiffiffiffiffiffi

qoptn
p

Hence, for a mask of constant size (and therefore constant N′), both qopt and
SNRmax decrease as the source becomes more extended and illuminates more
pixels; or alternatively, as the pixel-size shrinks and the number of pixels increases.
Figure 6.33 shows a plot of SNR versus q for different numbers of bright pixels
m = 8, 16, 32 and 64. This calculation is for a mask of the dimensions used for our
first experimental study (8 � 8 mm2) with a total of 400 pixels and an isotropic
source of 108 particles located at a distance of 45 mm from the center of the mask.

The solid angle subtended by the mask is 0.0314 sr, and the number of particles
hitting the mask is N 0 ¼ 2:5� 105. Open circles in Fig. 6.33 represent values of
qopt for each curve. The vertical lines on the plot represent the values of
qS ffi 1

t ¼ 1
2 ;

1
3 ;

1
4 ;

1
5 ;

1
7 ;

1
8 ;

1
9 ;

1
11

� �
attainable with Singer set masks, while the circle

symbols represent values of qopt for each curve. Hadamard masks, being restricted
to qH ffi 0:5, are best suited to situations with very few bright pixels.
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Also for pinhole imaging, the SNR is simply:

SNRph ¼ nffiffiffi
n

p ¼ ffiffiffi
n

p

It should be remembered that the value of n for a CAI is h times greater than that
for a pinhole of the same angular resolution. Hence the optimum enhancement of a
CAI mask over a pinhole (i.e. always with a mask of optimum open fraction qopt) is
given by

SNRmax=SNRph
� �

opt¼
ffiffiffiffiffiffiffiffiffiffi
hqopt

q
¼ qopt

ffiffiffi
p

p ¼
ffiffiffi
p

p
1þ ffiffiffiffi

m
p

It is clear from this formula that the SNR advantage of CAI over pinhole
imaging decreases as the source becomes more extended, until the limit at which the
source fills the entire field of view (m � p) when CAI offers essentially no SNR
advantage over pinhole imaging. As a rule of thumb, CAI can be considered
advantageous, and worth the additional complexity, in cases where the source
occupies no more than 10% of the field of view (FOV).

Experimentally it is usually the case (and certainly so for the plasma focus) that
the precise number of bright pixels is not known prior to the exposure. It is
probably best, therefore, to use a mask with q somewhat larger than qopt for the

Fig. 6.33 SNR versus open fraction (q) for objects (of the same total brightness) which illuminate
different numbers of pixels (m) the vertical black lines represent the possible open fraction for
Singer Set. Reprinted from Talebitaher et al. [99] with permission from Elsevier publishing
company
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anticipated value of m. As can be seen from Fig. 6.31, the SNR penalty for using a
moderately larger value of q is slight. Also, for experiments using CR-39 detectors,
the signal independent noise N(x, y) is primarily due to flaws, scratches, alpha tracks
from background radon, which are always present to some extent on the etched
CR-39 surface. With proper handling of the material, this background is relatively
low and uniform across the detector surface, resulting in a slightly degraded SNR in
the decoded image.

6.3.6 Proton Gyration in Magnetic Field

It was anticipated that the fusion source dimension would be somewhat larger than
the size of the pinch: the reason being that medium energy deuterons (*20–
50 keV) gyrate within, and around, the pinch column due to the high magnetic
field. On this basis, for NX2 PF device, we roughly predicted the size of the fusion
source to be about 3 mm in diameter and 11 mm in length.

For proton imaging, it is essential to consider the curvature of proton trajectories
due to the magnetic field in and around the pinch column, and its influence on the
images recorded by the CAI camera. For this purpose, a program was written in
MATLAB to calculate trajectories of DD fusion protons that impinge on the CAI
mask, and to calculate the apparent source position. It was assumed that current
through the PF pinch plasma column is parallel to the PF axis and uniformly
distributed throughout the pinch column (i.e. disregarding breaking and kink
instabilities), and also that the current flows uniformly out of the pinch in a fountain
shaped current sheath. Then the magnetic field is purely toroidal and given by

B/ ¼ l0Ipr
2pR2

p
r�Rp
� �

B/ ¼ l0Ip
2pr

RP\r�Rcs zð Þð Þ
B/ ¼ 0 ðr[Rcs zð ÞÞ

where Rp is the radius of the pinch column and Ip is the current flowing through it.
The radius of the current sheath (CS) is given by an empirical function Rcs zð Þ which
follows the observed shape of the CS. The acceleration of protons in the magnetic
field is

d~v
dt

¼
~F
m

¼ e
m
~v�~B ¼ vr ẑ� vzr̂ð ÞeB/=m

and this ordinary differential equation is solved in MATLAB by numerical inte-
gration (Runge–Kutta method) to determine the proton trajectory for a given point
of origin and initial velocity. When the proton exits from magnetic field region
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(r�Rcs zð Þ), it follows a straight line path. For simplicity, a 3 MeV proton source
was assumed to be positioned on-axis (x = y = 0) and the z position within the
plasma pinch column was selected randomly (0 � z � l) where l is the length of
the column. The program then follows the trajectories of protons emitted over a
range of angles, to find those that are incident on the coded mask. Figure 6.34
shows calculated proton trajectories for the geometry of the CAI exposures, and a
pinch current IP ¼ 300 kA.

For these mask-incident trajectories, the program determines the apparent
position of the proton source by extrapolation of the straight section of the tra-
jectory back to the pinch. Table 6.10 shows the z displacements of protons emitted
over a range of angles which impinge on the coded mask (with the same 45°
positioning as used experimentally). The mean z displacement dzm is −3.0 mm.
More importantly, the range of z displacements is 0.08 mm which is only 8% of the
object pixel size (*1 mm) and the standard deviation is 0.02 mm. Hence for a
mono-energetic proton point source, the effect of the magnetic field amounts simply
to a displacement (in the negative z direction) of the apparent source position.
Figure 6.35 shows dzmj j as a function of the point source height zs within the pinch
column, and it can be seen that the relationship is almost linear. Since dzm is
negative, the overall affect of magnetic curvature of proton trajectories is that the
fusion source image is linearly stretched (by a factor of Sz = 1.6) in the axial
z direction, but no other significant distortion of the image occurs.

Fig. 6.34 Trajectories of
3 MeV protons (which
impinge on coded mask at
45°) in plasma pinch
magnetic field. Reprinted
from Talebitaher et al. [67]
with permission from
Springer publishing company
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6.3.7 Some Experiments and Results

The Coded Aperture Imaging (CAI) technique has been used to investigate the
spatial distribution of DD fusion in NX2 Plasma Focus device operated in, alter-
natively, pure deuterium or a deuterium-krypton admixture. Fusion images were
obtained for single PF shots with a neutron yield of 1–3 � 108 neutrons per shot.
The coded 91 � 15 mask pattern is based on a Singer Cyclic Difference Set with

Table 6.10 Displacements of apparent proton source position versus emission angle, for
trajectories which impinge on coded mask at 45°

Angle (°) Mask position (mm) Displacement (mm)

81.92 4.1 −3.11

82.67 3.1 −3.06

83.42 2.5 −3.09

84.18 1.7 −3.09

84.98 0.8 −3.06

85.79 0 −3.08

86.59 −0.8 −3.09

87.4 −1.8 −3.05

88.2 −2.3 −3.13

89.01 −3.3 −3.09

89.83 −4.1 −3.11

Average Displacement (mm) −3.09

Maximum Displacement Range (mm) 0.08

Standard Deviation (mm) 0.02

Actual source position is mid-pinch: z = 5 mm

Fig. 6.35 Magnitude of
mean displacement of
apparent source position dzmj j
versus actual z position of
source within the pinch for
mask-400 at 45°. Reprinted
from Talebitaher et al. [67]
with permission from
Springer publishing company
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341 square holes of 300 µm side, giving a total open area of 30.69 mm2 (see
Fig. 6.36 which shows this experimental setup).

CR-39 nuclear track detectors were employed to register the tracks of protons
from the D(d, p)T reaction. A 75 µm thick Kapton film was placed immediately in
front of the CR-39 detectors to stop all energetic charged particles (mostly deu-
terons) other than the *3 MeV protons. The CAI camera system was located
inside the NX2 vacuum chamber close to the radial direction.

The source-to-mask and mask-to-detector distances were d1 = 44 mm and
d2 = 40 mm, respectively, giving an open solid angle of 1.32 � 10−2 sr. The
dimensions of the CR-39 detectors used were 67 (horiz) � 77 (vert) mm2 giving a
fully coded field of view (FOV) in the source plane of 2.8 � 1.7 cm2. Hence, the
anticipated *1.0 � 0.3 cm2 fusion source of the NX2 lies easily within this FOV.
The resolution of CAI camera (i.e., the magnified pixel size in the source plane) for
this geometry is 0.63 mm. The internal angle of the conical anode tip is 130°, and
the coded mask spans the angular range of 60°–90° relative to the PF axis.

The pinch current for good shots was close to 300 kA, and hence the deflection
of proton trajectories in the magnetic field around the dense plasma column was
analogous to that described in Ref. [67]. The anode cone-angle and CAI camera
position were chosen based on these proton trajectory calculations to ensure that
protons emitted from the upstream end of the pinch column could reach the CAI
camera unobstructed.

An X-ray pinhole camera was employed to record the time-integrated image of
the hot (*keV) plasma X-ray source for each shot. It comprised a 1/3 in. CCD
sensor with 768 � 576 pixels, and a laser-drilled pinhole through 50 µm thick
tungsten foil. The demagnification for this pinhole camera was 4.5. For pure
deuterium operation, the pinhole was covered with a 20 µm Be filter to cut all
photons with energies below *700 eV. For deuterium–krypton operation, a

Fig. 6.36 Mask, its pattern and holder (left) and its position in front of anode top inside the
plasma focus (right). [56]
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12.5 µm Ti plus 50 µm Be filter combination was used. Both sets of filters transmit
the Cu Ka and Kb X-rays of energies *8 and 8.9 keV, which permits the position
of the copper anode tip to be observed in many of the X-ray images.

To measure the time-integrated neutron yield and anisotropy, two beryllium
fast-neutron activation counters [51] were positioned 25 cm from the anode tip in
the axial and radial directions, respectively (shown in Fig. 6.37).

For the pure D2 series of shots, the NX2 plasma focus was operated in its
neutron yield optimized regime (13 mbar, 11 kV/1.6 kJ). Several CR-39 detectors
were exposed to single PF shots: these being the first shot fired after evacuating the
chamber and filling with deuterium gas, so that there should be no significant effect
from the gas impurities, which usually accumulate over a series of shots. In spite of
different neutron yields and anisotropies, the fusion source images showed quite
similar spatial distributions.

We have selected one “good shot” (1365-I23-A) as an example. This shot had a
high neutron yield of 3.2 � 108, but in other respects is fairly typical of the results
obtained. The high neutron anisotropy of 2.4 indicates a high average energy for
deuterons producing fusion via the beam-target interaction. For this shot, Fig. 6.38-
right shows a cone-shaped fusion source of *11 mm length. The source width
is *2 mm near the anode, and widens to *5 mm near the top of the cone, with the

Fig. 6.37 Schematic of experimental setup showing: NX2 plasma focus, CAI mask, CR-39
detector, and two beryllium neutron activation counters (positioned axially and radially). The
X-ray pinhole imaging system is not shown. Reprinted from Springham et al. [100] with
permission from AIP publishing
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highest fusion density occurring at z = 3 mm. The high SNR value of 21.8 for this
image is a consequence of the high number of proton tracks (*174,000) recorded
on the CR-39 detector. The corresponding X-ray image, Fig. 6.38-left, shows a hot
dense pinch region (of *4 mm length and *0.5 mm width) above the anode tip. It
also shows considerable X-ray emission from the copper anode tip due to bom-
bardment by the energetic electron beam emitted from the pinch.

Comparison of the X-ray and fusion proton images indicates that the zone with
the highest concentration of DD fusion occurs close to the downstream end of the
hot dense plasma column. This can be understood in terms of deuterons being
accelerated (predominantly in the +z direction) by the rapidly constricting magnetic
field around the pinch, and so reaching their highest kinetic energies at the
downstream end of the pinch column, where they produce fusion reactions with the
approximately stationary and relatively high-density deuterium gas within
the “fountain” at this end of the pinch. This cone-shaped fusion zone at the end of
the pinch column is consistent with the more extended conical distribution of
fusion, due to forwardly directed deuteron beams, observed in another plasma focus
device [57]. Of course, there is also a concentration of fusion production along the
length of the pinch column (where the ion density is at its highest) before the
accelerated deuterons have attained their maximum energy.

The CAI fusion source images clearly show the different size and density of the
fusion emission zones for pure D2 and D2-Kr admixture (98% D2 + 2% Kr by vol.)
operation. The NX2 was operated with the same parameters as for D2 (i.e., 13 mbar,
11 kV/1.6 kJ).

The majority of fusion source images in the D2-Kr admixture case show a similar
structure. For the selected illustrative shot, 1365-I28-A, the neutron yield was
4.1 � 108. The relatively low neutron anisotropy of 2.17 indicates a lower average
energy of beam deuterons involved in the fusion reactions. The image of fusion

Fig. 6.38 Proton CAI fusion source image (right) and X-ray image (left) for pure D2 gas
operation (shot 1365-I23-A). Reprinted from Springham et al. [100] with permission from AIP
publishing
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source in Fig. 6.39-right appears as a prolate ellipsoid of *2 mm width and *6
mm length, with the highest concentration of fusion near the geometrical center
(z = 6.5 mm). A very high SNR value of 50.8 for this image is due to the high
number of proton tracks (*187 000) and compact geometry of the source. The
corresponding X-ray image (Fig. 6.39-left) clearly shows the existence of
high-density hot spots possibly associated with m = 0 instabilities in the final
compression. The pinch column length is only *3 mm. The hot plasma is dis-
tributed quite evenly along the z-axis. The m = 0 and m = 1 instability structures
responsible for the break-up of the pinch column are not evident in the fusion
source images, which indicate that the deuterons are accelerated along the pinch
column and react mostly above the pinch.

In conclusion, the fusion source in pure deuterium appears cone-shaped, nar-
rower near the anode, and wider at the top, but most concentrated in the central
region of the pinch. There is no evidence for the existence of hot spots or m = 0
instabilities in the fusion source image or even in the pinch X-ray region. The
observed neutron anisotropy values (>2.0) together with the lack of axial structure
in the fusion proton images are a strong indication that beam-target fusion is
distributed along the length of the pinch column, and to a lesser extent, within the
fountain-shaped region of high gas density at the downstream end of the column.
The lack of spatial correlation between the regions of fusion and X-ray emissions
for the D2-Kr shots shows that any contribution from thermonuclear fusion is
relatively small. Moreover, the downstream displacement of the fusion source
relative to the X-ray source shows that, although it is not associated with m = 0
instabilities or micro-pinches, the zone of deuteron acceleration is quite compact
and located within the X-ray emitting region.

In contrast to the pure deuterium case, Kr-doped operation produces a prolate
ellipsoidal fusion source, which is smaller and more concentrated in the center. The

Fig. 6.39 Proton CAI fusion source image (right) and X-ray image (left) for D2-Kr gas admixture
operation (shot 1365-I28-A). Reprinted from Springham et al. [100] with permission from AIP
publishing
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X-ray images clearly show the existence of hot spots/micro-pinches in the final
compression phase, and the resultant radiation cooling leads to this compact highly
compressed plasma pinch.

6.4 Conclusion

In this chapter, some of the methods and diagnostics which are applied for neutron
and proton detection especially produced from DD reaction in plasma focus device,
have been explained. Also some results based on experiments which were done in
Plasma Radiation Source Lab at NIE, NTU, Singapore have been shared and
discussed.

The new developed neutron detector based on beryllium activation has good
sensitivity and a high signal-to-background ratio, enabling neutron fluence mea-
surements above 3 � 104 n/cm2 to be made with statistical uncertainties better than
1%. Very large pulsed neutron fluences can be measured by interposing a known
delay before the counting interval begins. Another useful aspect of this detector is
its lack of sensitivity to neutrons with energies <1 MeV, which provides good
discrimination against room-scattered DD neutrons.

The reliability of the calibration methodology relies primarily on (i) the evalu-
ated 9Be (n, a) 6He reaction cross-sectional data from the ENDF database, (ii) en-
ergy calibration of the xenon-filled proportional counters and the measurement of
their relative gas-gain as a function applied bias voltage using standard X-ray
sources, and (iii) the accuracy of the neutron and electron transport physics
incorporated in the MCNP5 code. The largest contribution to the uncertainty in the
response function arises from (i), and this represents ±10% uncertainty across the R
(En) curve as a whole.

The constructed detectors are quite compact, enabling them to be positioned
close to the pulsed neutron source with negligible mutual interference. The relevant
half-life of *0.8 s is shorter than that for most types of neutron activation detector,
enabling them to be used for moderate repetition-rate sources (<0.2 Hz). The
experimental tests performed with the NX2 plasma focus show that interfering
activations of detector materials are negligible, and that the responses of the two
constructed beryllium activation detectors are, for practical purposes, identical.

The DD fusion imaging in plasma focus device using a newly developed coded
aperture technique was also described. A cyclic difference Singer set coded aperture
was applied to investigate the spatial distribution of the fusion source in the
NX2 PF device by recording the 3 MeV protons from DD reaction on CR-39
polymer nuclear track detector.

It is evident from the results, that the CAI system has superior SNR and fidelity
by comparison with pinhole imaging; these masks have a good resolution as well as
a significantly large open solid angle which should yield better precision images.
After chemical etching, the positions of several proton tracks were successfully read
from the surface of CR-39 by an automated scanning system. The list of track

350 A. Talebitaher and S.V. Springham



coordinates was processed by a de-convolution algorithm to produce a final image
of the pinch fusion source for each CAI camera.

From the CAI images, the fusion reaction source in the NX2 devise appears to be
a ‘‘cigar shaped’’ cylindroid. It is interesting to observe that the size of the fusion
source is larger than the pinch column itself, although the highest fusion densities
are concentrated in the pinch column. It is also interesting that there is no indication
of sausage or kink instabilities which are typically observed in shadographic images
of PF pinches.
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Chapter 7
Plasma Focus Device: A Novel Facility
for Hard Coatings

R. Ahmad, Ijaz A. Khan, Tousif Hussain and Z.A. Umar

7.1 Introduction

Thin films are the layers of materials on other materials and its thickness can be
varied from few nanometers to several micrometres. These films are developed to
address the novel applications in various areas because the properties of thin films
can be tailored by using different methods. Hard thin films or coatings are deposited
to resist the harsh conditions of working environments such as temperature, pres-
sure, radiation, etc. It has various applications in fields such as optics, mechanics,
chemistry, electronics, magnetism, etc. The hardness of thin film can be measured
using Vickers indenter in units of HV or GPa. Various techniques are being used to
develop a wide range of advanced functional properties, such as physical, chemical,
electrical, electronic, magnetic, mechanical, wear resistant and corrosion resistant
properties at the required substrate surface. Almost all types of materials including
metals, ceramics, polymers and composites can be deposited onto similar or dis-
similar materials.
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Nanocomposite thin films having higher hardness are a new kind of coatings
which also exhibit excellent mechanical, electronic, optical and magnetic properties
because of their dependence on size and morphological structures of the thin films.
Three basic steps in the formation of a hard coating on any given substrate are given
below [1, 2]:

• Production of the depositing species for synthesis
• Transport from source to substrate
• Deposition onto the substrate and subsequent growth of film

These steps can completely be separated from each other or can be superimposed
on each other depending on the process under consideration.

A large number of deposition techniques are being used to deposit thin films.
Techniques based on the deposition from a vapour of some kind are more common.
These techniques can be subdivided further into two broad categories of Physical
Vapour Deposition (PVD) and Chemical Vapour Deposition (CVD).

(a) Physical Vapour Deposition (PVD) Processes

The term PVD is generally used to describe a variety of methods to deposit thin
solid films by the condensation of a vapourized form of the solid material onto
various surfaces and hence covers a wide range of vapour-phase technologies. The
process of PVD involves physical ejection of material as atoms or molecules
(sputtering), evaporation and condensation resulting in nucleation of these atoms
onto a substrate (Fig. 7.1). This can only be explained on the basis of momentum
transfer theory which was proposed by Wehner et al. [3] on the basis of earlier
work. Sputtering strongly depends on the energy of ions but not on the flux of ions.

The ratio of atoms sputtered to the number of high-energy incident particles is
known as sputtering yield. It depends on the binding energy of incident ion and on
the angle of incidence and is written as under [4, 5]

Fig. 7.1 Physical vapour
deposition typical
arrangement
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Y ¼ 3a
4p2

4mimt

mi þmtð Þ2
E
U

where

mi the atomic mass of the bombarding incident ion,
mt the atomic mass of the target,
U the binding energy of the surface atom of the target,
E the energy of the incident ion, and
a depends on striking/incident angle.

The vapour-phase material consisting of ions or plasma often reacts chemically
with gases introduced into the vapour, called reactive deposition, to form new
compounds. The main categories of PVD processing are vacuum evaporation,
sputter deposition and ion plating. A variety of other processes like reactive ion
plating, reactive sputtering, unbalanced magnetron sputtering, High Power-Pulsed
Magnetron Sputtering (HPPMS), and filtered cathodic arc deposition are derived
forms of these basic PVD processes:

• Vacuum evaporation is a process in which material from a thermal vapouriza-
tion source reaches the substrate. Trajectory of the evaporated material is ‘line of
sight’. There is little or no collision with gas molecules in the space between the
source and substrate.

• Molecular Beam Epitaxy (MBE) uses evaporation to grow crystalline thin films
in ultrahigh vacuum (UHV) with precise control of thickness, composition and
morphology from well-controlled deposition rates.

• Reactive evaporation (RE) is a process in which metal atoms are evaporated
from the target with a partial pressure of a reactive gas present in the chamber.
The evaporated material reacts chemically with the gas forming a compound and
deposited onto the substrate.

• Activated Reactive Evaporation (ARE) is the reactive evaporation process car-
ried out in plasma which converts some of the neutral atoms into ions or
energetic neutrals thus enhancing reaction probabilities and rates to deposit
refractory compounds.

• Biased Activated Reactive Evaporation (BARE) is the same process as ARE with
the substrate held at a negative bias voltage.

• Sputter Deposition is the deposition of particles vapourized from a surface
(target), by the physical sputtering process. Physical sputtering is a non-thermal
vapourization process where surface atoms are physically ejected from a solid
surface by momentum transfer from an atomic-sized energetic bombarding
particle which is usually gaseous ion accelerated from plasma. These ejected
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atoms from the solid surface can be condensed on a substrate to form a surface
coating.

• Reactive Sputter Deposition is a sputter deposition that involves a partial
pressure of a reactive gas which reacts with the sputtered material to form a
compound surface coating.

• Ion Beam Deposition process involves an ion beam gun of the material to be
deposited which generates a beam of ions. This ions beam impinges on the
substrate and deposition is achieved.

• Ion Beam Assisted Deposition is similar to the above. However, it sputters target
material and deposits them on to the substrate. In dual ion beam assisted
deposition an ion beam is used to sputter a target and a second beam is used to
bombard the growing film to change the structure and properties.

• In Ion Implantation process, all of the depositing material is ionized having
much higher accelerating energies. The result is that the depositing ions are able
to penetrate the substrate surface and be implanted in the substrate rather than
depositing on it.

(b) Chemical Processes

• When a volatile compound of the substance to be deposited is vapourized via
heating, and the vapour is thermally decomposed into atoms or molecules,
and/or reacted with other gases, vapours, or liquids at the substrate surface to
produce the desired thin film onto substrate, the process is called thermal
chemical vapour deposition (CVD). Thermally activated CVD processes are
initiated only with the thermal energy of the resistance heating, RF heating or by
infrared radiation. While in some cases enhanced CVD methods are employed,
which includes plasma-enhanced CVD (PECVD), laser-induced CVD (LCVD),
photo CVD (PCVD) and so on [5].

• Plasma-Enhanced Chemical Vapour Deposition (PECVD) is a process in which
species to be deposited are generated in the plasma. As a result, deposition using
the same source gases takes place at lower wafer temperature than in conven-
tional CVD which requires high temperature to break bonds and to release
desired species from input gases. The plasma is generally created by RF or DC
discharge between two electrodes, space between which is filled with the
reacting gases.

(c) Magnetron sputtering

The magnetron is heavily used as a system to deposit thin film because of its
versatility [5]. It uses the static magnetic field and electric field to confine the
electrons through Hall drift closer to the substrate area. The magnetic field is
located parallel to the cathode surface. This confinement increases plasma density
through ionization by these energetic electrons trapped in the electric and magnetic
field lines (Fig. 7.2). These increased ions collide with the target. This results in a
higher rate of deposition. Magnetron sputtering can also have balanced and
unbalanced electrode systems which have their own advantages.
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In balanced magnetron sputtering the plasma is confined in the range of few tens
of mm on the surface of target, and the substrate remains outside of the system and
some of the secondary electrons may escape the trapped area producing less dense
plasma near the substrate. This plasma provides electron/ion current which heats the
substrate by the bombardment which would affect the structure of the film. Due to
this limitation, unbalanced magnetron is designed as shown Fig. 7.2. In this con-
figuration, the plasma is extended from the target to the substrate due to the
strengthening of the outer pole of the magnetron. This plasma column extending to
the substrate leads to a significant increase in substrate ion current density and
electron current density measurable at the substrate. This leads to better transport of
ions to the substrate with better adherence of thin film [6].

In case of reactive sputtering, arcing occur which results in the reduced ion-
ization. Therefore, it cannot handle the growth of insulating materials. The main
disadvantage of using a single unbalanced magnetron for thin film deposition is the
anode problem and the inhomogeneity of plasma at the substrate. These problems
can be overcome by employing two or more magnetron systems and by using
moving substrates. Various methods were used to increase ionization in magnetron
but with the coming of HIPIMS (High Power Impulse Magnetron Sputtering)
system, the problems are resolved.

HIPIMS was first reported in 1999 by Kouznetsov et al. [7, 8] and they explicitly
outlined the possibility to operate a planar magnetron at high power density leading
to deposition of the target material from the plasma. HIPIMS combines the
advantages of high ionization like arc evaporation with the advantages of mag-
netron sputtering. The basis of the technique is to increase the plasma density in
front of a sputtering source, and, thereby, decreasing the mean ionization distance
for the sputtered particles. The plasma density is increased simply by applying a
higher pulsed power. However, the electron utilization efficiency during sputtering
is rather low and the metal particle ionization rate needs to be considerably
improved to allow for a large-scale industrial application. Therefore, Li and Tian [9]
enhanced the HIPIMS technique by simultaneously applying an electric field
(EF-HIPIMS). The major focus of this chapter is, however, a dense a plasma focus
device which is introduced in the next section.

(d) Dense Plasma Focus—A potential Surface Coating Technique

Dense plasma focus (DPF) device was developed initially as a feasible fusion
scheme [10, 11]. However, later on whole interests were diverted in using this

Fig. 7.2 Balanced and
unnbalanced Sputtering gun
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device as a copious source of multi-radiations which include neutrons, X-rays, fast
electrons and ions [11]. The DPF is a device that can generate, accelerate and pinch
plasma by electromagnetic forces. The short-lived pinched plasma column
(*10−7 s) is sufficiently hot (*1–2 keV) and dense (*1025–1026 m−3) to enhance
nuclear fusion reaction [11], even with high threshold energies, which make it a
multi-radiation source. DPF works in pulsed mode since the whole discharge lasts
for a few tens of microsecond and is a pulsed ionizing radiation source for many
applications. DPF as an abundant source of neutrons has been used earlier as pulsed
neutron activation analysis [12, 13] and as a wide range of X-ray source for
lithography and radiography [14–17]. The highly energetic ion and electron beams
emitted in DPF have also been used for processing of materials in the form of
surface modification and thin film coatings [18–24]. The nature of gases and the
electrodes material inside DPF chamber determine the emission of different kind of
radiations.

The DPF has been used for nitrogen ion implantation on stainless steel [25],
titanium [26] and high carbon steel. Figure 7.3 shows the schematic of typical DPF
device as material processing facility where the samples to be processed are
mounted on sample holder down the anode stream. Kant et al. [27, 28] used
nitrogen ions of the DPF for fabrication of carbon nitride coating on a graphite
substrate. Others have reported ion induced structural and morphological changes
of a variety of thin films [28–33]. When compared with other surface modification
and thin film deposition techniques, plasma processing and deposition with DPF
has several attractive features which are listed below.

Fig. 7.3 Schematic of
plasma focus device for
materials processing
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Advantages of Surface Coatings Using DPF

Several prominent features of DPF which make it an attractive candidate for thin
film coatings when compared with other coating techniques are as follows:

• DPF combines the feature of three different techniques which are the PVD
sputtering process, electron beam evaporation and plasma-enhanced chemical
vapour deposition and hence is a hybrid deposition technique.

• The deposition rates in DPF device are extremely high in comparison to most of
the other plasma based depositions due to intense ablation of anode material by
energetic electron beam generated from high-energy density pinch plasmas.

• To deposit thin films no external heating of the substrate is required as highly
energetic ions (40 keV–2 MeV) emanated in DPF heats up the substrate surface
transiently to high temperatures.

• DPF operation requires low working gas pressure and static gas fill mode rather
than flowing gas operation and hence the gas consumption is low as compared
to other deposition techniques.

• DPF can be energized by a simple fast discharge capacitor.
• Short duration ion pulse is used to deposit composite thin films.
• Adhesion between the deposited films and substrate is good due to the treatment

of substrate surface by ions of filling gas species.

7.2 Studies of Ions Emitted from Plasma Focus

Plasma focus device is a rich source of ions with a broad range of energies. These
ions are being used to deposit a thin film or to modify the surface of the substrate.
Therefore, characterization of ions generation in plasma focus is of great impor-
tance to understand the processes happening in plasma focus devices. Various
studies [34–45] were made over the years by using various techniques such as
SSNTDs [36–38], photodiode [39, 40], Faraday cup [41–45] and simulations [46].
The fast radial collapse induces very high local electric field accelerating the ions
and electrons in opposite direction with high velocities. The ions are accelerated
towards the top of the chamber in a conical fashion with energies ranging from tens
of keV to few MeV. Various mechanisms were proposed for ion acceleration in the
plasma focus [47, 48].

Kelly et al. [35] studied the spectrum of ions by operating the device with
nitrogen. A Faraday cup operating in the secondary electron emission mode was
used. Jakubowski et al. [49] investigated the energetic ion beams and their corre-
lation with a pulsed relativistic electron beam. The measurements were performed
with pinhole camera equipped with solid-state nuclear track detectors (SSNTDs)
and with a scintillation detector, allowing determination of the ion energy spectrum
on the basis of the time of flight technique. Takao et al. [50] studied ion beams and
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their energy spectra with a Thomson parabola spectrometer. From the measurement,
the proton beam energy was found to be distributed from 0.15 to 2 MeV. Takao
et al. [51] investigated the anode configuration to improve the purity of ion beams
produced in a PF. The purity of nitrogen ion was enhanced up to 91% with an
engraving of anode face.

(a) Ions Studies Using SSNTDs

A solid-state nuclear track detector or SSNTD is plastic material to record tracks of
neutrons or charged particles. These tracks are revealed after etching. The com-
monly used plastic material is polyallyl diglycol carbonate (PADC) which is also
known as CR-39.

The characteristics of ion beams of hydrogen and nitrogen with different filling
pressures emitted from the 2.3 kJ plasma focus device have been investigated by
author’s group [52]. CR-39 SSNTDs are employed for the registration of tracks of
ions. The exposed detectors are etched in 6 N NaOH solution at 70 °C and then
examined with an optical microscope. The ion flux is estimated to be of the order of
105–6 tracks/cm2 (Fig. 7.4).

The flux with the radial position does not exhibit any regular pattern of variation.
This is attributed to the generation of micro-beams at the anode tip, which are
scattered on passing through pinch region under the influence of intense electro-
magnetic field [52, 53]. This scattering is stronger for nitrogen because ion beams
find sufficient time to interact with neutral species or ionized gas in the pinch
region. The irregular behaviour can also be attributed to the shot-to-shot fluctua-
tions of the ion emission.

Moreno et al. [54] used SSNDT to detect the ions and found that average energy
of hydrogen ions is around 40 keV.

Fig. 7.4 a Variation of hydrogen ion’s flux with distance from the focus axis at 1 mbar.
b Variation of nitrogen ion’s flux with distance from the focus axis at 2 mbar. Reprinted from
Ahmad et al. [52] (copyright 2002), with permission from Springer
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(b) Measurements Using Photodiode

Photodiodes are conventionally designed to operate for light but these are also used
to detect the charged particles directly [55]. Thickness of intrinsic layer of BPX 65
photodiode is large so that charged particles dissipate their energy along a linear
track. The energy dissipation results in the generation of electron hole pair by
means of coulomb interaction between ions and electrons. A number of electron–
hole pair generation depends on the incident ion energy. The amount of electron–
hole pair generated can be estimated by detecting the amount of this charge.

The ion beam signals emanated during the radial collapse phase of PF operation
are recorded with BPX65 photodiode detector in order to measure the ion beam
parameters like ion velocity, ion energy and ion number density.

The protective glass of BPX65 photodiode detector is removed allowing the ions
and soft X-rays to reach the active area of photodiode. The photodiode has a
response time of about 12 ns, whereas an aperture (diameter = 600 µm and area
0.28 mm2) is made in the active layer of thickness (10 µm) which limits the ion
beam flux striking the detection area of the photodiode. The ion beam signal is
recorded through coaxial cable (resistance = 50 X) with the help of oscilloscope
attached to the computer.

Time of flight technique [44] is employed to measure the ion beam parameters
like ion velocity, ion energy and ion number density. The ion velocity can be
calculated by using the relation:

Vion ¼ d
t

ð7:1Þ

where d is the distance (from source to detector) and t is the flight time of ions.
Flight time is measured by comparing the ion beam signal with the X-ray signal
emitted during the same focus shot of PF device. The estimated ions velocity is
used to further calculate the ion beam parameters like energy (Eion) and ion number
(Nd) density through the following relations, respectively.

E ¼ 1
2
mv2 ð7:2Þ

Nd ¼ V
RqAv

ð7:3Þ

where m is the atomic mass of ions or mass of ion of the filling gas species and Nd is
the ion number density, A is the area of aperture through which ions are entered and
reached to the active area of photodiode detector, v is the ion velocity, q is the
charge and V is the voltage developed by ion current across the resistor R.

In order to confirm the results obtained with the help of BPX65 photodiode

detector, spectral law dN
dE ¼ aE�X is employed to estimate different parameters

(Eqs. 7.2 and 7.3) of ion beam signals [56]. Where N is the total number of ions

7 Plasma Focus Device: A Novel Facility for Hard Coatings 363



emitted during one focus shot (one ion beam signal) having energy E, the value of
exponent X is ranged from 2 to 5 and the proportionality constant “a” is equal to
1.12 � 1019 a.u. If we divide the total number of ions emitted during one shot of
PF operation to the ion beam cross-section, it gives us the ion beam fluence denoted
by (fi ¼ N=rl), this ion beam fluence is estimated by using the expression given in
Ref. [56].

A typical ion beam signal recorded with BPX65 photodiode detector placed at
9 cm from the anode tip along with high voltage probe signal is shown in Fig. 7.5.
The first and second peaks of diode signal (solid line) indicate an X-ray pulse due to
its high sensitivity for X-rays and the desired ion pulse, respectively. The dis-
crimination of X-rays and ion pulses has been confirmed by masking the detector
with a thin foil allowing the X-rays to pass while stopping the ions. Such ion beam
pulses have already been reported by Kelly [44] and Nunomura [57].

Two photodiodes (one photodiode has glass window while the second photo-
diode has a copper foil with small hole at its centre) were used to differentiate the
existence of X-ray peak and ion pulse recorded by BPX65 photodiode. Both the
BPX65 photodiodes are placed at 10 cm from the anode. The recorded signal was
the light signal because UV and visible light have the ability to pass through the
glass window.

Now the ion energy flux emanated during each focus shot is determined for 9
and 14 cm positions. For 9 cm axial position, the estimated values of ion energy
(E) and ion number density (Nd) are ranged from 40 keV to 1.2 MeV and
9.7 � 1019 to 1.8 � 1019 m−3 and 140 to 847 keV and 5.3 � 1019 to
2.2 � 1019 m−3, respectively [58]. These estimated values of ion energy and ion
number density agreed well with the reported values [59]. This shows that the ion

Fig. 7.5 Typical ion beam
signal recorded with BPX65
photodiode detector along
with high voltage signal
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energies and ion number densities are decreased with the increase of axial distance.
Most of the ions are emitted in a small solid angle (along the anode axis) and their
flux decreases with the increase of angular position. Therefore, it is concluded that
as we go away from the pinched plasma region (source point); either along the
anode axis or away from the anode axis at different angular positions; the energy
and number density of ions reached at the detector surface is decreased.

(c) Faraday Cup

A Faraday cup (FC) is a conductive cup designed to detect charged particles in
vacuum. FCs have been used as a measurement tool for charged particle beam
parameters such as current and current density profile. Various designs of FCs have
been reported for different applications [42, 58–60].

The electric current of the FC is dependent on the incident particle beam current.
These charged particles may be backscattered and may result in the ejection of
secondary electrons. These secondary electrons may escape from the FC aperture.
Care must be taken to minimize these electrons. The escaping of secondary elec-
trons results in the current overestimation for positively charged particle beams and
current underestimation for electrons and other negative charged particle beams
from the true values of current. To avoid this problem, cylindrical FC designs have
employed either coaxial electrostatic fields or magnetic fields to recapture the
ejected secondary electrons.

A negative voltage is applied to the electrostatic guard ring which produces the
coaxial electrostatic fields to prevent electrons from escaping. For high-energy
ejected electrons, a voltage with rather a large magnitude should be used which may
cause difficulties. A new design was proposed by Thomas et al. [61] to solve this
problem. This design was based on the addition of a long bevel to the entrance end
of the cylindrical inner cup (IC) of a traditional coaxial electrostatic FC. The
simulation and experimental results showed an improvement in the FC
performance.

Time of flight (TOF) is used to determine the velocity of the ions which in turn
provide us the energy of ions. The dimensions of the electrodes and the insulation
material between them are chosen such that a characteristic impedance of 50 X is
achieved according to the expression [60]

Z ¼ 138:2
ffiffiffiffi
K

p log10
D
d

ð7:4Þ

where D = 28 mm is the internal diameter of the anode, d = 8 mm is the external
diameter of the cathode and K = 2.269 is the dielectric constant of Teflon. An
electrically insulated perforated circular disc of brass having a cross-sectional area
of 3.92 mm2 acts as an entrance window, and also avoids escaping of charged
particles once they entered the FC.
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The ion number density Nd having velocity v and charge q can be estimated
using Eq. 7.2. The ion beam current density J is also estimated from FC signals
using simple expression

J ¼ I
A

ð7:5Þ

where I ¼ dQ
dt is the ion current and Q ¼ R

V
R dt is the charge collected at the

collector.
Figure 7.6 shows that ion density determined by Faraday cup and the photodi-

ode is significantly different as techniques are different and therefore have inherent
errors.

After discussing various ion measurement techniques that we have used in
plasma focus device we will now provide details of various hard coatings that have
been deposited by our group using this device.

Fig. 7.6 Distribution of ion number density (cm−3) as a function of ion energy (keV) estimated
with BPX65 photodiode and Faraday cup
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7.3 Deposition of Nitride and Carbide Coatings

Plasma nitriding/carbiding is a well-established technique for surface modification
of metal alloys, improving the mechanical and chemical properties of the materials.
The nitrogen/carbon chemical potential is the driving force in the diffusion process,
i.e. the concentration gradient determines the species diffusion into the bulk
material. Important processes in plasma nitriding/carbiding are implantation,
sputtering and diffusion. These phenomena are energy dependent. As we know
plasma focus device has the wide range of energies for ions (45 keV–2 MeV), all of
these phenomena occurred but dominant phenomena are sputtering and ion
implantation.

Ions coming from plasma focus device have been used for the surface modifi-
cation of a variety of metals. These ions have much energy which is transferred to
the material’s surface raising its surface temperature (discussed above). Feugeas
et al. [25] reported that this change in temperature is much significant in materials
with plasma focus. Several surface treatment processes like annealing of crystal
lattice defects, formation of new phases and quenching can be performed by this
process. It can also cause to penetrate the ions beyond the normal range through
cascade collision and because of the energetic ions.

Titanium nitride is a member of the refractory transition metal nitrides family
showing characteristics of both covalent and metallic compounds [62]. For a few
decades, TiN coatings have been applied to tools, dies and many mechanical parts
to increase their lifetime and performance owing to their excellent mechanical,
thermal and electronic properties, such as good thermal stability, high corrosion
resistance and low electrical resistivity. Therefore, they have many applications
ranging from coatings on cutting tools to diffusion barriers in microelectronic
applications. However, TiN coating is degraded by oxidation at high temperature
during working. So, it is important to improve its oxidation resistance for successful
use. As a possible solution to this problem, aluminium atoms have been added to
the TiN material considering that both TiN and TiAlN have the same crystallo-
graphic structure (fcc). In high-temperature applications, a dense and strongly
adhesive Al2O3 film is observed because of diffusion of Al atoms to the surface,
which stops further oxidation. TiAlN is expected to be a promising candidate as a
hard coating layer because it shows excellent properties, especially for
high-temperature use [63, 64].

Amorphous carbon (a-C) films are known due to their extraordinary properties
such as high hardness, wear resistance, chemical resistance and good tribological
properties [63]. The a-C thin films are generally hard (about 18–80 GPa) but brittle.
Metal/amorphous carbon (Me/a-C) thin films improve the toughness of the thin
films [63], with moderately high hardness and therefore are important engineering
materials for surface protection [64].

The Al/a-C nanocomposite thin films are synthesized on Si substrates using
Mather-type plasma focus device. For the deposition of Al/a-C nanocomposite thin
films, the central hollow copper anode was replaced by an engraved copper anode
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with solid aluminium top placed as an insert at the anode tip. The optimized CH4:Ar
admixture filling gas pressure was found to be about 1.5 mbar. We used the CH4/Ar
admixture ratio of 3:7 for the synthesis of Al/a-C thin films on Si substrate placed at
a distance of 10 cm above the anode tip along the anode axis.

Titanium Carbide (TiC) is very well known as a hard refractory ceramic material
used in protecting coating. TiC shows high hardness, high melting point, remark-
ably chemical stability, high oxidation resistance, excellent wear resistance and low
coefficient of friction. It also has metallic properties such as high electric and
thermal conductivity [65]. Hydrogenated amorphous carbon (a-C:H) films have
been studied widely for about three decades because of their excellent mechanical
and tribological properties [65]. Carbon based nanocomposites such as (TiC/a-C:H)
where TiC nanocrystalline is embedded into a-C:H matrix is more attractive
because of their potential as high-strength material [66].

The TiC/SiC/a-C:H nanocomposite structure shows high hardness and Young’s
modulus values as well as low friction similar to that of the Ti3SiC2 phase [67–69].
These nanocomposite films share a combination of properties such as superior
corrosion resistance SiC, wear resistance and low friction a-C:H, and mechanical
enhancement due to the nc-TiC [70]. Koutzaki et al. [71] and Krzanowski et al. [72]
deposited films using RF magnetron co-sputtering of TiC and SiC targets and they
observed increase in hardness from 10 GPa of silicon-free TiC film to 20–22 GPa
for films containing 15–30 atomic percent (at.%) Si. These outstanding properties
of the Ti-Si-C nanocomposite coatings make them a suitable candidate for various
applications, such as protective coatings [70, 73, 74], diffusion barriers [73] and
material for solar cells [75]. Different techniques have been used for the synthesis of
TiCx/SiC/a-C:H thin films such as RF magnetron sputtering [74, 75], DC mag-
netron sputtering [76], CVD [77], etc.

Experimental Details

The synthesis of zirconium nitride, zirconium oxy-nitride, zirconium carbonitride,
zirconium aluminium oxy-nitride, titanium carbide, titanium aluminium nitride,
aluminium carbide and alumina stabilized zirconia films are accomplished with
Mather-type PF facility energized by a single capacitor with maximum storage
energy [78], whose schematic is shown in Fig. 7.3. The electrode system comprises
of copper anode surrounded by six equidistant copper rods forming a cathode. The
anode is engraved 15 mm deep at the tip to reduce the copper (anode material)
impurities [51].

1. Synthesis of the TiAlN thin films was done using polished aluminium substrates
and a titanium target fitted at the top of the anode. The deposition was per-
formed in a Mather-type DPF device powered by a single 32 lF, 15 kV
capacitor for 10–50 focus shots.
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2. For zirconium nitride: the zirconium samples (about 10 � 10 � 5 mm3) are
polished with SiC abrasive papers of different grids and subsequently washed in
an ultrasonic water bath for 30 min. The vacuum chamber is filled with nitrogen
gas at 1.25 mbar pressure. The polished zirconium samples are mounted at 9 cm
above the anode tip with the help of sample holder but at different angular
positions (0°, 10° and 20°) with respect to anode axis. These samples are
exposed to multiple focus shots (10, 20, 30 and 40) at various axial positions (5,
8, 11, 14 and 23 cm) with the help of an axially movable sample holder.

3. In the other experiment, graphite and aluminium materials were placed as an
insert at the anode tip to deposit them onto the zirconium or titanium substrate.
The samples were irradiated with multiple shots from 10 to 50.

4. Aluminium samples were deposited with carbon which is inserted in the anode
tip for focus shots from 10 to 50.

These synthesized films were investigated by using different characterized
techniques like X-ray diffractometer (XRD), field emission scanning electron
microscope (FESEM), energy dispersive X-ray (EDX) spectrometer, Fourier
transform infrared (FTIR) spectrometer, Raman spectrometer and Vickers
micro-hardness indenter in order to explore the ion induced structural changes,
crystallinity, crystallite size, residual stresses, surface morphology, elemental
composition and micro-hardness.

7.3.1 Growth of TiAlN Coatings

Various methods are used to deposit thin films on a substrate for the improvement
of hardness. Ait Djafer et al. [79] deposited the film using RF magnetron sputtering
and found the maximum hardness of 25.75 GPa. Addition of aluminium improved
the wear, corrosion resistance and can be used for orthopaedic [79] and mechanical
applications. These treated samples are characterized by using X-ray diffractometer,
scanning electron microscope and micro-hardness [80].

7.3.1.1 Phase Identification

Figure 7.7 shows the XRD peak patterns, ranging from 30° to 85°, of coatings for
various focus shots. XRD patterns showed the development of two phases: one with
fcc NaCl B1 structure similar to TiN structure and the other with AlN (fcc phase).
Differentiation of the TiN and TiAlN phases using the diffraction method is
impossible because of their isomorphous nature, as TiAlN is, in fact, the secondary
solid solution based on titanium nitride. The diffraction patterns exhibit a pattern of
crystalline TiAlN with orientations of (111), (200), (220) and (311) and AlN with
orientations of (111), (200) and (220). Native oxide of aluminium, is removed
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Fig. 7.7 XRD patterns obtained for TiAlN coatings deposited at a distance of 9 cm at zero
angular positions for various number of focus shots. Reprinted from Hussain et al. [80] (copyright
2011), with permission from Taylor & Francis

Fig. 7.8 Lattice constant with varying number of focus shots. Reprinted from Hussain et al. [80]
(copyright 2011), with permission from Taylor & Francis

370 R. Ahmad et al.



gradually with the increase in the number of focus shots. The observed intensity of
the TiAlN planes for TiAlN coatings showed an increasing trend when the number
of focus shots is increased (Fig. 7.7). The intensity of diffraction peaks is improved
with the increase in energy and flux of ions that are impinging on the film surface
with the increase in a number of focus shots.

In order to further investigate the microstructural changes of plasma focus
deposited TiAlN coatings, the lattice constants were calculated. The peak position
revealed a nonlinear variation of the lattice parameter (Fig. 7.8), which is consid-
ered to result from the composite nature of the ternary nitrides and the substrate
high heating effect during deposition. The reported lattice parameter of TiN is
0.424 nm. It is clear from Fig. 7.8 that the lattice parameter of (111) and
(200) planes are less than the reported lattice parameter of TiN. The smaller lattice
parameter was related to the formation of a solid solution structure where Al atoms
substitute Ti atoms in the TiN cubic lattice (remaining still fcc structure), since the
aluminium’s atomic radius (0.143 nm) is smaller than that of Ti (0.146 nm). This
leads to shrinkage in the lattice parameter and hence a shift in 2h value in the
XRD pattern.

From the figure, it is observed that peaks are broadening; using the broadening
of the peaks, it is possible to determine the grain size from the Scherrer formula
[81]. Crystallite size (D) of TiAlN (111) plane is estimated from the following
equation:

D ¼ 0:9k
b cos h

ð7:6Þ

where b is the full width at half-maximum (FWHM) of the diffraction peak, k is the
wavelength of the incident Cu Ka X-ray (1.514 Å) and h is the diffraction angle.
The grain size curve (Table 7.1) is influenced by the number of focus shots; when
increasing the focus shots, the crystallite size was found to decrease linearly. With
the reduction in the crystallite size, the dislocation activity is restricted and crack
propagation along grain boundaries is prevented.

Surface Morphology
The surface morphological studies of the plasma focus deposited TiAlN coatings
that exhibit good crystallinity were observed by SEM as shown in Fig. 7.9. The
sample exposed to 10 focus shots showed dense and fine-grained morphology with

Table 7.1 Crystallite/Grain
size as a function of the
number of focus shots

Number of focus
shots

Crystallite size (nm) of TiAlN
(111) plane

10 48.7

20 41.6

40 36.5

50 29.2
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few pit holes and crater present throughout the TiAlN coating. It is noticeable that
there is no trace of columnar growth in any of the TiAlN coatings. The columnar
growth results by self-shadowing during the deposition process and is the charac-
teristic feature for evaporation and sputter deposition [82, 83]. For sufficiently high
energies, the impacting cluster compresses and anneals the area directly, hindering
the columnar growth. The energetic cluster also leads to a self-smoothing of the
surface [84, 85].

The average thicknesses of the samples synthesized using various focus shots
can be measured from the corresponding cross-sectional SEM images as shown in
Fig. 7.10. The results showed that the deposition thickness of the TiAlN coatings in

Fig. 7.9 SEMs of the TiAlN
coatings synthesized at a 10
focus shots; b 20 focus shots;
c 40 focus shots and d 50
focus shots. Reprinted from
Hussain et al. [80] (copyright
2011), with permission from
Taylor & Francis

Fig. 7.10 Thickness as a
function of the number of
focus shots (inset
cross-sectional SEM of TiAlN
coating synthesized with 40
focus shots). Reprinted from
Hussain et al. [80] (copyright
2011), with permission from
Taylor & Francis
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a plasma focus system is in some way linear with the typical deposition rate of
about 276 ± 50 nm per shot at focus bank storage energy of 2.3 kJ. It may be
noted that the deposition rate achieved in plasma focus is high compared with the
deposition rates obtained in other devices. It may also be noted that energetic ions
also sputtered the substrate.

7.3.1.2 Micro-hardness

The Vickers micro-hardness (HV) as a function of imposed load for plasma focus
deposited TiAlN coatings is shown in Fig. 7.12. Four hardness measurements at 25,
50, 100 and 200 gf loads, applied for dwell time of 5 s, for each sample were used
for micro-hardness profile. The hardness of untreated aluminium sample is also
presented for comparison. The hardness was observed to increase with the increase
in focus shots except for 50 focus shots. A steep fall in the micro-hardness values in
the near-surface region of the samples exposed to focus shots suggests a concen-
tration gradient towards the bulk. The microstructure severely affects the hardness
of the material [86]. The increase in the micro-hardness values may be credited to
increase in ion flux and incorporation of titanium and nitrogen ions into the
deposited TiAlN coatings [26].

There are many factors that may affect the measured hardness of TiAlN coatings,
including the crystallite size, residual stresses and densification of coatings.
A hardening (H) because of a decrease in the average crystallite size (d) according
to the Hall–Patch relationship H a 1/d1/2 might also be included in the present case.
This can be deduced from the observation that hardness increases as the crysallite
size decreases from about 49 to 29 nm (Fig. 7.11).

Fig. 7.11 Micro-hardness as
a function of the applied load
and the number of focus shots.
Reprinted from Hussain et al.
[80] (copyright 2011), with
permission from Taylor &
Francis
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7.3.2 Synthesis of Zirconium Nitride Films

The intense nitrogen ion energy fluxes emanated during the radial collapse phase of
PF operation irradiate the surface of zirconium samples resulting in the formation of
sputtered zirconium plasma [87] which react with the background ionized nitrogen
plasma to form zirconium nitride which is deposited in the form of thin film. The
zirconium nitride films are deposited by multiple (10, 20, 30 and 40) focus shots ion
irradiation process. These deposited zirconium nitride films are characterized by
induced structural change, phase identifications, crystallinity, crystallite size, dis-
location density, lattice parameters, surface morphology and micro-hardness by
employing XRD, FESEM attached with EDX and Vickers micro-hardness tester.

Structural Analysis

Figure 7.12(a) reveals the XRD patterns of zirconium nitride films deposited for
multiple (10, 20, 30 and 40) focus shots ion irradiations when the zirconium
samples are placed at a distance of 9 cm from the top of the central anode.
The XRD pattern shows that the peak intensity of zirconium is decreased whereas
the peak intensity of newly formed zirconium nitride phase is increased with the
increase in a number of focus irradiation shots. This shows that the ion irradiation
process sputtered the zirconium surface creating zirconium plasma which reacts
with energetic nitrogen ions to form zirconium nitride. The XRD patterns confirm
the development of various diffraction peaks related to ZrN and Zr2N compounds
which grow along different orientations. However, their peak intensities are
increased with increasing focus shots. The increase in peak intensity means the
increase in crystallinity or growth of respective phase. Moreover, the increasing
growth of zirconium nitride along various orientations is due to the increase of total
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Fig. 7.12 XRD patterns of ZrN films deposited for a multiple (10, 20, 30 and 40) focus shots at
zero-degree angular position and b 40 focus shots at different angular positions. Reprinted from
Khan et al. [87] (copyright 2008), with permission from Elsevier
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ion energy flux delivered to the zirconium samples and the total number of ion
energy flux is associated with the total number of focus shots. It may be interesting
to note that the intensity of Zr2N planes is stronger than that of ZrN planes. This
indicates that the amount of Zr2N phase is more than ZrN phase. It was concluded
that the PF assisted ZrN film formation is due to the combination of two different
processes (i) ion implantation and (ii) re-deposition of zirconium nitride phases
[87].

Figure 7.12b shows the XRD patterns of zirconium samples treated at different
angular positions (0°, 10° and 20°) for 40 focus shots ion irradiation process. The
respective positions of observed zirconium nitride peaks corresponding to ZrN,
Zr2N and Zr3N4 phases are in agreement with the literature [88–90] as well as
Inorganic Crystal Structure Database (ICSD). It is observed that the growth of
zirconium nitride (both ZrN and Zr2N compounds) is decreased with the increase of
sample angular positions along with the formation of Zr3N4 phase of zirconium
nitride. It is concluded that the main features of XRD patterns are: (i) with the
increase in angular sample position, the diffraction peaks of zirconium start to
regain their intensity to the same level as that of the untreated zirconium sample,
(ii) the crystallinity of ZrN and Zr2N degrades with increasing angle of exposure
and (iii) the appearance of Zr3N4 (340) phase at 2h values of 43.5°, which is
identified as the insulating phase of zirconium nitride [91]. It is observed that the
insulating phase of zirconium nitride is formed at lower surface temperature
whereas conducting phase of zirconium nitride is formed at comparatively higher
surface temperature because the rise in surface temperature is associated with the
total number of incorporated nitrogen ions and the total numbers of incorporated
ions are increased with the increase of focus shots.

Figure 7.13 exhibits the variation of crystallite size of ZrN (200) and Zr2N
(121) planes and the corresponding peak intensity of respective diffraction peaks as
a function of a number of focus shots when the zirconium samples are irradiated at
zero-degree angular position. The crystallite size of ZrN (200) plane is increased
from*36 ± 2 nm to*54 ± 2.5 nm when the ion dose is increased from 10 to 40
focus shots, respectively. These crystallite sizes are of the order of nanoscale
dimensions which are agreed well with the FESEM microstructure measurements
[87].

It is clear that both the crystallite size and peak intensity increased with the
increase in a number of focus shots. The increasing number of focus shots results in
the increase of ion energy flux delivered to the zirconium sample and hence greater
transient annealing of zirconium sample surface which in turn increases the growth
of zirconium nitride film.

7.3.2.1 Microstructural Analysis

Figures 7.14 and 7.15 exhibit the FESEM microstructures of zirconium nitride
films deposited for 10 and 40 focus shots at 0°, 10° and 20° angular positions. The
microstructure of zirconium nitride film deposited at zero-degree angular position
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exhibits a significant surface damage, showing pits of various shapes on the top
surface owing to melting which may be due to the normal incidence of maximum
ion energy flux. However, the crystallite and nanoparticles of zirconium nitride film
formed during the ion irradiation process are increased by increasing the number of
focus irradiation shots. A granular surface morphology is observed when zirconium
nitride film is deposited at 10° angular position showing homogeneous distribution
of nanoparticles which may be due to lower ion energy flux. It means that lower ion
energy flux and hence lower surface transient temperature are suitable for the
uniform distribution of nanoparticles and their growth. The estimated size of
nanoparticles (by using linear interception method) is increased from 40� 2 nm to
50� 2:5 nm when the number of focus shots is increased from 10 to 40. This
means that the growth of nanoparticles is associated with the increase in a number
of focus shots. The microstructures of zirconium nitride films deposited for 10 and
40 focus shots but at 20° angular position show a slight restructuring which may be
due to lowest ion energy flux and corresponding lowest surface transient temper-
ature [87]. However, again a granular surface morphology is observed showing
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comparatively smaller nanoparticles making wave-like double-layer structure (10
shots) and a cluster of nanoparticles (40 shots).

Moreover, the microstructure of zirconium nitride film deposited for 10 focus
shots show polishing marks whereas the zirconium nitride film [87] deposited for
40 focus shots reveals the presence of a cluster of particles of nano-dimensions.
These clusters probably consist of Zr3N4 phase coagulated with the oxide layer left
un-sputtered due to lowest ion energy flux at higher degree angular position. It is
well known that the surface morphology is attributed with the surface roughness

Fig. 7.14 SEM
microstructures for 10 shots at
a 0°, b 10° and c 20° angular
positions. Reprinted from
Khan et al. [87] (copyright
2008), with permission from
Elsevier
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which is increased with the increase in a number of focus shots but it is decreased
with the increase of sample’s axial positions. Therefore, the surface roughness of
zirconium nitride films deposited along the anode axis for higher number of focus
shots is more than the zirconium nitride films deposited for lower number of focus
shots at all angular positions.

The surface morphology of zirconium nitride films deposited with a different
number of focus shots at different angular positions revealed that the film surface
quality is better at 10° as compared to 0° angular position. The significant melting,

Fig. 7.15 SEM
microstructures for 40 shots at
a 0°, b 10° and c 20° angular
positions. Reprinted from
Khan et al. [87] (copyright
2008), with permission from
Elsevier
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surface damaging and presence of large pits on the surface at zero-degree angular
position actually decrease the film surface quality and therefore the film surface
quality at 10° angular position is better comparatively because a smoother, uniform
and crack free microstructure is observed.

7.3.2.2 Micro-hardness Analysis

Figure 7.16a shows the Vickers micro-hardness of zirconium nitride films depos-
ited for different number of focus shots as a function of depth (micrometre) of ZrN
films at various imposed loads (10, 25, 50, 100 and 200 gf). The maximum
micro-hardness of zirconium nitride film deposited for 40 focus shots is found to be
6.3 GPa which is four times the micro-hardness of virgin zirconium sample up to
the depth of 1.01 µm of zirconium nitride film. The micro-hardness of zirconium
nitride films is divided into three domains. Domain-I indicates the steep fall while
domain-II shows the slow fall of micro-hardness values of zirconium nitride films.
The third domain reveals the saturation in micro-hardness values; however, the
saturation level of micro-hardness (domain-III) is still greater than the
micro-hardness of the virgin sample up to the penetration depth of 10 µm. This
steep and slow decrease in micro-hardness values with increasing depth of zirco-
nium nitride film shows the formation of a thick film. Even the micro-hardness
value of zirconium nitride is twice compared to the virgin zirconium sample up to
the penetration depth of 10 lm.

Actually, during energetic nitrogen ion irradiation process, the zirconium lattice
is distorted by the incorporation of nitrogen ions interstitially and ions induced
collision cascades produce point defects. This lattice distortion of zirconium and the
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creation of defects improve the micro-hardness of zirconium nitride films [87].
These defects and lattice distortion are increased with the increase of total incor-
porated nitrogen ions which directly depend on the total number of focus shots. The
total ion energy flux delivered to the substrate surface increases the substrate sur-
face transient temperature which in turn improves the crystallinity or growth of
various phases. The increasing growth behaviour or crystallinity of zirconium
nitride phases actually decreases the micro-hardness. However, the main reason for
increasing the micro-hardness is the total amount of nitrogen ions delivered to the
substrate surface and the amount of nitrogen ions is increased with the increase in
number of focus shots. This shows that the micro-hardness of zirconium nitride
films is increased with the increase in number of focus shots. Therefore, the hardest
zirconium nitride film deposited for 40 focus shots is due to the presence of
maximum nitrogen content along with nitride compound layer although having
minimum stresses.

Figure 7.16b shows the Vickers micro-hardness profile of zirconium nitride
films deposited for 40 focus shots at various (0°, 10° and 20°) angular positions.
Again the micro-hardness is divided into three domains. It is obvious that the
micro-hardness of zirconium nitride film decreases with increasing angular position
of deposition. The incorporation rate of nitrogen ions depends upon the nitrogen ion
energy flux, which is highest at zero-degree angular position and decreases with the
increase of sample’s angular position. Moreover, the formation of nitride com-
pounds (ZrN and Zr2N) is also favoured at 0° due to maximum ablation and
re-deposition of substrate surface. The formation of ZrN and Zr2N hard compounds
is the second reason to increase the micro-hardness of zirconium nitride. At higher
angular positions, there is lower level of nitrogen ions implantation, defects for-
mation and nitride compound formation because of lower ion energy flux. It is
concluded that the micro-hardness of zirconium and zirconium nitrides decreases
with the decrease of ion energy flux at higher angular positions.

7.3.3 Deposition of ZrON Composite Films

Recently, a new class of composite materials so called metal oxy-nitride (MeON)
[Me = metal] is getting importance in diverse technological applications, especially
for decorative purpose, coatings on medical and cutting tools and protective coat-
ings. The oxygen plays a vital role in controlling the surface properties of
nanocomposite thin films [92]. Zirconium oxy-nitride composite film on zirconium
substrates at room temperature is deposited by using plasma focus with improved
surface properties like change in crystal structure, surface morphology and
micro-hardness of the deposited composite films [93].
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7.3.3.1 Structural Analysis

Figure 7.17 exhibits the XRD patterns of virgin zirconium and polycrystalline
zirconium oxy-nitride [P–ZrON] composite films deposited for various (0.5, 1, 1.5,
2 and 2.5 mbar) nitrogen pressures. The XRD pattern shows that virgin zirconium
has preferential orientation along (101) plane as the intensity of diffraction peak
corresponding to this plane is maximum. For 0.5 mbar nitrogen pressure, the peak
intensity of Zr (101) plane is decreased whereas the Zr (100) and Zr (002) planes
are disappeared due to the formation of nitride/oxide phases of zirconium on
substrate surface. The XRD patterns confirm the evolution of various diffraction
peaks related to ZrN (111), Zr3N4 (230), Zr3N4 (320), Zr3N4 (140), Zr3N4 (340) and
ZrO2 (200) planes. This confirms the deposition of P–ZrON composite films. The
overlapping of diffraction peaks is due to their large FWHM (full width at
half-maximum) which in turn can be attributed to small average crystallite size of
polycrystalline regions. The amount of insulating phase of zirconium nitride
(Zr3N4) is more because the peak intensity related to this phase is maximum. For
1 mbar nitrogen pressure, the peak intensity of Zr3N4 (320) and Zr3N4 (140) planes
is increased while the peak intensity of Zr3N4 (340) plane is decreased along with
the appearance of Zr3N4 (040) and ZrO2 (102) diffraction planes. For 1.5 mbar
nitrogen pressure, the intensity of various diffraction peaks observed in the previous
P–ZrON composite films is increased significantly along with the development of
ZrN (200) phase. For 2 mbar nitrogen pressure, a slight improvement in the
intensity of various diffraction peaks is observed. For 2.5 mbar nitrogen pressure,
the intensity of ZrN (111) and ZrN (200) planes is increased while it is decreased
for all other phases. It is observed that the intensity of ZrN (111) and ZrN
(200) diffraction peaks is maximum for 2.5 mbar nitrogen pressure whereas the

Fig. 7.17 XRD patterns of
zirconium and P–ZrON
composite films deposited for
various nitrogen pressures
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intensity of ZrO2 (200) and (102) diffraction peaks is maximum for 1.5 mbar
nitrogen pressure. The increased intensity of ZrN (200) plane for higher nitrogen
pressure indicate the increased preferential growth along (200) plane for ZrN phase.
It is concluded that the formation of new phases and their relative contents are
associated with the ion energy fluxes delivered to the substrate surface which in turn
depend on nitrogen pressure.

Fig. 7.18 FESEM microstructure of P–ZrON composite films deposited at a 0.5 mbar, b 1 mbar,
c 1.5 mbar, d 2 mbar, e 2.5 mbar nitrogen pressures, respectively. The micron bar is 1 lm
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7.3.3.2 Morphological Analysis

The FESEM microstructure can help to elucidate the growth behaviour and
microstructure features of the P–ZrON composite films deposited at different
nitrogen pressure. Figure 7.18 demonstrates the surface morphology of P–ZrON
composite films deposited for various (0.5, 1.0, 1.5, 2.0 and 2.5 mbar) nitrogen
pressure. For 0.5 mbar nitrogen pressure, the equiaxed nanoparticles (55–110 nm)
are observed which are distributed uniformly. These equiaxed nanoparticles are
separated from each other through their grain boundaries and the separation
between the grains boundaries hinder the dislocation motion resulting in the
increase of micro-hardness (discussed later). For 1 mbar nitrogen pressure, two
types of particles (according to their dimensions) are observed. The sizes of
equiaxed and elongated particles are ranged from 27 to 450 nm and 330 to 820 nm.
The formation of particles of different dimensions makes the surface rough. The
distribution of mixed particles (equiaxed and elongated) shows the formation of
double-layer structure because it seems that the larger particles are located on the
top of smaller particles. Therefore, the surface roughness and the formation of
double-layer structure may hinder the dislocation motion resulting in the
improvement of micro-hardness (discussed later). For 1.5 mbar nitrogen pressure,
again equiaxed nanoparticles (30–60 nm) distributed uniformly are observed. The
reduction in particle size confirms the grain refinement which is due to the bom-
bardment of higher ion energy flux results in the creations of more micro-strains.
However, the deposited P–ZrON composite film is more compact in nature. The
surface roughness of P–ZrON composite film is more for 1.5 mbar than 1 mbar
nitrogen pressure which is due to the grains of different dimensions; more ion
energy flux strikes the substrate surface resulting in more separation between the
grain boundaries. For 2 mbar nitrogen pressure, again equiaxed nanoparticles of
different dimensions (ranged from 30 to 120 nm) distributed uniformly are
observed. It is interesting to note that the microstructure pattern formed by these
equiaxed nanoparticles is elegant and smooth. Up to 2 mbar nitrogen pressure, it is
obvious from the microstructure appearance that equiaxed and elongated particles
are formed, however, their distribution, size and gap between the grains boundaries
depend strongly on the increase of nitrogen pressure [93].

For 2.5 mbar nitrogen pressure, the microstructure reveals the formation of
complicated network of nanowires. Careful investigation reveals that many
nanoparticles are attached on both sides of nanowires resulting in the formation of
nanocombs. Actually, many nanocombs form joints with each other forming a
complicated network of nanocombs. The bright and dark regions of the
microstructure indicate the formation of double layer structure of nanocombs. The
diameter of nanowires is found to be about 55 nm. It is concluded that the surface
morphology of P–ZrON composite films can be controlled by controlling the
nitrogen pressure. This change in microstructure appearance is associated with the
total energy delivered to the substrate surface which in turn is controlled by
changing the working gas pressures.
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7.3.3.3 Mechanical Property Analysis

It is worth mentioning that the irradiated zirconium substrates exhibited better
micro-hardness as compared to the virgin zirconium substrate. Figure 7.19 exhibits
the micro-hardness of P–ZrON composite films deposited for various 0.5, 1, 1.5, 2
and 2.5 mbar nitrogen pressures. Five measurements are taken in order to estimate
the average values of micro-hardness for the imposed load of 0.490 N. The max-
imum micro-hardness of P–ZrON composite film deposited for 1.5 mbar nitrogen
pressures is found to be 8623 ± 0.96 MPa which is about 5.4 times the
micro-hardness of the virgin substrate. The micro-hardness pattern of P–ZrON
composite films is divided into two domains. In first domain (0.5–1.5 mbar), the
micro-hardness values are increased sharply up to 1.5 mbar nitrogen pressures
which is mainly due to the maximum (N + O)/Zr atomic ratio. In second domain
(2–2.5 mbar), the micro-hardness values of P–ZrON composite film is decreased
because the (N + O)/Zr atomic ratio present in the deposited film is decreased. The
decrease in atomic ratio of the involved species is due to increase in nitrogen
pressure. Generally, the increase in micro-hardness values of P–ZrON composite
films up to 1.5 mbar nitrogen pressure can be interpreted in terms of lattice dis-
tortion, micro-strains and interstitial point defects which are associated with the
coexistence of various crystalline phases and implantation of instability accelerated
nitrogen ions into the top surface of zirconium substrate. It is concluded that the
increasing contents of Zr, N and O species, overlapping of various diffraction
planes, lattice distortion and point defects are responsible to enhance the
micro-hardness of P–ZrON composite films up to 1.5 mbar nitrogen pressures
whereas the decreasing contents of Zr, N and O species and decreasing probability
of overlapping of diffraction planes are responsible for the reduction in
micro-hardness of P–ZrON composite films. Vaz et al. [94] pointed out that the
micro-hardness of the deposited films significantly decreases by increasing the
oxygen content.
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Fig. 7.19 Variation of
hardness of P–ZrON
composite films deposited for
various nitrogen pressures
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7.3.4 Growth of Nanocrystalline ZrAlO

Zirconium-based ternary transition metal nitrides composite films have been
reported as promising hard coatings mainly in the field of protection technologies
against wear and hot corrosion at high temperatures and superior resistance to
abrasive and chemical wear [95, 96]. Incorporation of Al atoms into the ceramic
nitride films provides higher hardness, oxidation and wear resistance. The
nanocrystalline multiphase zirconium aluminium oxide (MP–ZrAlO) composite
films are deposited on zirconium substrate by employing plasma focus device [97].
The deposited MP–ZrAlO composite films are characterized for different properties
such as crystal structure, surface morphology, elemental distribution and
micro-hardness.

7.3.4.1 XRD Analysis

Figure 7.20 shows the XRD patterns of nanocrystalline multiphase ZrAlO (MP–
ZrAlO) composite films deposited for multiple (5, 15 and 25) number of focus
deposition shots. The XRD patterns exhibit that virgin zirconium has four
diffraction peaks. The development of oxides of zirconium and aluminium as well
as zirconium aluminium oxide phases confirms the deposition of MP–ZrAlO
composite films. However, the MP–ZrAlO composite film grows preferentially
along (020) and (220) orientations of monoclinic zirconium oxide (m-ZrO2) and

Fig. 7.20 XRD patterns of
MP–ZrAlO composite films
deposited for different (5, 15
and 25) focus shots at 2 mbar
working gas pressures when
the samples are placed at
10 cm in front of anode.
Reprinted from Khan et al.
[97] (copyright 2014), with
permission from Elsevier
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cubic aluminium oxide (c-Al2O3) phases, respectively. The XRD analysis reveals
that the increase in crystallinity of above-mentioned phases is associated with the
increase of focus deposition shots. The increasing number of focus shots actually
increases the total ion energy flux delivered to the zirconium sample which is
maximum along the anode axis and minimum as the sample moves away from the
anode axis (means at higher degree angular positions). This shows that the crys-
tallinity of various phases actually depends on the total amount of ion energy flux
delivered to the zirconium samples. However, the crystallinity of zirconium oxide
(zirconia) phase is better than the crystallinity of aluminium oxide (alumina) phase.
This difference in the crystallinity of zirconia and alumina phases indicates that
different ion energy fluxes are required for the better growth of zirconia and alumina
phases.

The diffraction peak appeared at 2h of about 36.4° is attributed to
zirconium/zirconium aluminium (Zr/ZrAl) phase because according to
JCPDS/ICDD reference card the diffraction peaks related to Zr and ZrAl are
observed at the same diffraction angle. It is also hypothesized on the basis of the
fact that the instability generated electron beam which moves towards the anode of
plasma focus device ablate the energetic Al species which can substitute some of
the Zr atoms in Zr lattice resulting in the formation of ZrAl phase. This also shows
the formation of solid solution of Zr/ZrAl phase which plays a vital role in
improving the micro-hardness of MP–ZrAlO composite films.

In order to examine the annealing effect on the surface properties like structural,
morphological and mechanical of MP–ZrAlO composite film, we annealed the MP–
ZrAlO composite film deposited for 5 focus shots at temperatures of 300 and 600 °
C. Figure 7.21 demonstrates the annealing effect on the crystal growth of MP–
ZrAlO composite films as a function of annealing temperature. For lower annealing

Fig. 7.21 XRD patterns of
MP–ZrAlO composite films
deposited for 5 focus shots
and the films annealed for
300 °C and 600 °C
temperature. Reprinted from
Khan et al. [97] (copyright
2014), with permission from
Elsevier
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temperature, different phases of the deposited films show diverse behaviour like the
crystallinity of zirconium oxide phase is increased while the crystallinity of alu-
minium oxide as well as zirconium aluminium phase is decreased. This shows that
the monoclinic phase of zirconium oxide is stable while aluminium oxide and
zirconium aluminium phases start to re-crystallize because the peaks are broadened.
It is found that the monoclinic phase of zirconium oxide present in MP–ZrAlO
composite film grows along (020) orientation preferentially which is due to its
improved crystallinity. For higher annealing temperature, all phases except m-ZrO2

(111) start to re-crystallize which shows that this phase is stable even at higher
annealing temperature while all other phases are decomposed and re-crystallize
resulting in the formation of nanocrystallites. The formation of more nanocrystal-
lites increases the crystallite boundary area which hinders the dislocation of crys-
tallite and hence plays a vital role in increasing the mechanical properties like the
hardness of the deposited films. The stability of zirconium oxide phase growing
along (111) direction which indicates that this phase may grow further with the
increase of annealing temperature.

It is known that the decreasing crystallite size is associated with the phase
transformation. In the deposition of MP–ZrAlO composite films and its annealing,
the crystallite size is decreased with the increase of annealing temperature but no
phase or orientation transformation occurs in zirconium oxide because zirconium
oxide phases are embedded inside aluminium oxide which prevents the volume
expansion of zirconium oxide phase since the Young’s modulus of aluminium
oxide is higher than zirconium oxide. The hindrance in the volume expansion of
zirconium oxide and the development of rigid aluminium oxide matrix around
zirconium oxide phases cause to develop local stresses which hinder the phase or
orientation transformation of zirconium oxide. We have already reported that [32]
phase or orientation transformation of zirconium oxide is attributed to the increase
in a number of focus deposition shots and annealing temperature. It is concluded
that the presence of aluminium oxide phase in the deposited MP–ZrAlO composite
films is responsible to hinder the phase or orientation transformation of zirconium
oxide phase. Therefore, the existence of aluminium oxide phase (in rigid matrix
form) is responsible for stabilizing the zirconium oxide crystals at room temperature
as well as at lower (300 °C) annealing temperature. The formation of monoclinic
and cubic phase of zirconium oxide was observed for all focus shots as well as
annealing temperatures. This reveals that the accessible ion energy flux and
annealing temperature are appropriate not only for the nucleation and growth of
monoclinic and cubic phase of zirconium oxide but also for the formation of
aluminium oxide phase. However, the existence of aluminium oxide phase hinders
the nucleation and growth of tetragonal zirconium oxide because no diffraction
peak is observed related to the tetragonal phase of zirconium oxide.
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7.3.4.2 SEM Analysis

Figure 7.22 illustrates the FESEM microstructural features of MP–ZrAlO com-
posite films deposited for multiple 5, 15 and 25 focus shots at zero—degree angular
position and only for 25 focus shots at 10° angular position. For 5 focus shots
depositions, the FESEM image shows the formation of few dark regions indicated
by an arrow; however, the overall nature of the composite film is compact. The film
contains granular grains ranging from 50 to 100 nm that are closely packed to each
other. The dark regions may be formed due to the removal of unbounded Zr, Al and
O species resulting in the formation of the rough surface. For 15 focus shots, the
density of dark regions decreases resulting in the formation of denser microstruc-
ture, decreasing the surface roughness. This increase in film compactness with
increasing focus shots is due to the increase in crystallinity (XRD results) of alu-
mina and zirconia phases. For 25 focus shots, the FESEM microstructure features
abruptly changed showing the formation of lateral strips which are broadened from
the centre (� 750 nm), while narrowed (� 333 nm) at the edges. These strips are
laterally packed with each other forming denser film. The nanostrips separated
through their boundaries having lengths ranging from 2.5 to 9 lm are also

Fig. 7.22 The SEM images of MP–ZrAlO composite films deposited for 5, 15 and 25 FDS at 0°
position and for 25 FDS at 10° angular positions [97]. The micron bar is 1 lm. Reprinted from
Khan et al. [97] (copyright 2014), with permission from Elsevier
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observed. The FESEM microstructure exhibits the granular surface morphology of
MP–ZrAlO composite film when deposited for 25 focus shots at 10° angular
position. These granular grains (ranging from 45 to 80 nm) are distributed uni-
formly on the whole scanned area. Careful investigation reveals that a film of
equiaxed grains is formed in the background of the top surface layer. The deposited
composite film contains more than one layer stacked one above the others. It is
obvious that the surface morphology of MP–ZrAlO composite films changes from
granular to strips and the formation of stacked layers containing granular grains
which are attributed to the increase of focus shots and sample angular position.
Thus, the surface morphology of MP–ZrAlO composite films depends on the total
amount of incorporated ions and their energies. Therefore, strips are formed for
greater ion energies and fluxes; whereas, stacked layers are formed for lower ion
energies and fluxes.

Figure 7.23a, b reveals the surface morphology of MP–ZrAlO composite films
annealed at 300 and 600 °C temperatures in oxygen environment for 1 h, respec-
tively. For 300 °C annealing temperature, the FESEM image shows the uniform
distribution of nanograins (size ranging from 60 to 120 nm) over the whole scanned
surface area which is free from the dark regions. It is clear that the grain size
increases during the annealing process. The dark regions observed in as deposited

Fig. 7.23 SEM images of
samples annealed at 300 and
600 °C [97]. The micron bar
is 100 nm. Reprinted from
Khan et al. [97] (copyright
2014), with permission from
Elsevier
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MP–ZrAlO composite films disappeared after annealing temperature. The grains
distributed uniformly over the entire scanned surface area are separated through
their grain boundaries and their close packing made the film dense. Consider a
small portion of the same FESEM micrograph where one can observe the numbers
of particles (not exactly rounded) spread over the surface and joined with each other
(head to head). These closely packed nanoparticles are not well arranged like
beaded string. The surface appearance of these nanoparticles exhibits crest/humps
and wells/dips, as shown and marked in the FESEM micrograph. The combination
of these humps and dips make the half wave-like structure, which is responsible to
increase the surface roughness as well as hinder the dislocation motions resulting in
the increase of micro-hardness of the deposited composite films. The roughened
surface and the increase in grain boundary areas are probably responsible to
improve the mechanical properties of the deposited film. For 600 °C annealing
temperature, the surface morphology exhibits the formation of vertically growing
nanorods which are located in the form of clusters (groups of nanorods). The
diameter of nanorods ranges from 25 to 50 nm. The gap between the clusters
decreases the film compactness. The formation of nanorods and porous film (be-
cause clusters of nanorods are not packed) is attributed to the re-crystallization of
the previously deposited nanocrystalline MP–ZrAlO composite film (XRD results).
These nanorods are related to monoclinic zirconia (m-ZrO2) phase as only
diffraction peak related to this phase is observed and grow perpendicular to the
substrate surface (FESEM results). It is concluded that only m-ZrO2 (111) phase is
stable at higher annealing temperature while the others phases of alumina and
zirconia are decomposed. The change in surface morphology (from equiaxed grains
to nanorods) of MP–ZrAlO composite film is associated with the decomposition of
alumina and zirconia phases during annealing at higher temperature. The porous
film that consists of nanorods promotes the oxygen diffusion which is responsible
for the distortion of the lattice and creation of point defects such as vacancies,
which enhances the mechanical properties of the deposited film. However, the
formation of dark and bright regions, large particles of different shapes (cubic and
cylindrical) on the top surface of nanorods and porous film (due to re-crystallization
of alumina and zirconia phases) make the surface rough. It is concluded that the
surface morphology, grain size, distribution of grains and the formation of half
wave-like structure made by grains are attributed with ion energy flux and con-
tinuous annealing.

7.3.4.3 Micro-Hardness Analysis

Figure 7.24 illustrates the surface hardness (GPa) of MP–ZrAlO composite films
deposited for multiple (5, 15 and 25) focus shots at 2 mbar oxygen pressure when
the samples are placed at 10 cm in front of the central electrode.

Five measurements (for 0.49033 N imposed load) were taken in order to esti-
mate the average values of the hardness of MP–ZrAlO composite films deposited
for multiple focus shots. It is found that the hardness of MP–ZrAlO composite films
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is increased with the increase in number of focus shots. The maximum values of
hardness of MP–ZrAlO composite films deposited for 25 focus shots is found to be
9140 ± 15 MPa which is approximately seven times the hardness of virgin zir-
conium substrate. We have already reported that the concentration of nitrogen in
zirconium nitride film was increased with the increase of focus shots. Similarly, the
concentration of oxygen in this case is increased with the increase in number of
focus shots. Therefore, the total numbers of incorporated oxygen ions are associated
with the increase of oxygen operating pressure and the increase in amount of
oxygen present in the deposited films is the main reason for the improvement
of hardness of MP–ZrAlO composite films. Moreover, the increase in hardness of
MP–ZrAlO composite films could also be interpreted in terms of lattice distortion,
point defects and vacancies which are associated with the total number of incor-
porated oxygen ions and their corresponding energies. Basically, the zirconium
lattice is distorted by the incorporation of oxygen ions interstitially and ions
induced collision cascades to create point defects. The doping of ablated Al into
zirconium lattice also enhances the above-mentioned defects in the deposited
composite films. The development of such defects inhibits the dislocation motions
which improve the hardness of MP–ZrAlO composite films. Furthermore, the
formation of multiphase zirconia embedded in alumina phase also improves the
hardness of MP–ZrAlO composite films. The stability of zirconia phases for dif-
ferent focus shots which is due to the presence of alumina, the formation of
nanocrystallites of zirconia and alumina phases and their coexistence also enhance
the hardness of MP–ZrAlO composite films. The hardness of MP–ZrAlO composite
film deposited for 5 focus shots (� 3441 ± 7 MPa) is increased up to approxi-
mately maximum value of hardness 7387 ± 11 MPa for lower annealing (300 °C)
temperature and it is decreased again up to 5611 ± 9 MPa for higher annealing
(600 °C) temperature (not shown). This increase in hardness for lower annealing
temperature is due to the increase in crystallinity of zirconia and alumina phases.
The change in weight fraction of zirconia phases and the formation of half
wave-like microstructures actually hinders the dislocation motion which increases
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Fig. 7.24 Variation of
hardness (MPa) of MP–
ZrAlO composite films
deposited for multiple 5, 15
and 25 focus shots at 2 mbar
oxygen pressures when the
samples are placed at 10 cm
in front of central electrode
anode. Reprinted from Khan
et al. [97] (copyright 2014),
with permission from Elsevier
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the surface roughness as well as hardness of the deposited composite films.
Moreover, besides the structural defects and the relatively stabilized zirconia con-
tent, the reduction in the hardness of MP–ZrAlO composite films annealed at higher
temperature is also due to the film’s increasing porosity but it is still higher than the
hardness of virgin zirconium.

7.3.5 Mechanical Properties of Nanocomposite Al/a-C

Amorphous carbon films have extraordinary properties such as high hardness, wear
resistance, chemical resistance and good tribological properties [98, 99]. The a-C
thin films are generally hard (about 18–80 GPa) but have brittleness which can be
improved by the formation of metal/amorphous carbon (Me/a-C) composite thin
films [100] which are important engineering materials for surface protection. A lot
of work has been done previously on Me/a-C or Me/DLC thin films using different
techniques at room temperature such as sputter deposition [101, 102], plasma
assisted chemical vapour deposition (CVD) [103], plasma focus [104] and vacuum
arc deposition [105].

7.3.5.1 XRD Analysis

The XRD patterns of the nanocomposite Al/a-C thin films synthesized using a
different number of focus deposition shots on silicon substrates are shown in
Fig. 7.25. The XRD results show the formation of very weakly crystalline Al
(111) plane for 10 focus shots and the intensity of this phase increases with

Fig. 7.25 XRD patterns of
the deposited thin films using
different number of focus
shots with CH4/Ar ratio of
3:7. Reprinted from Umar
et al. [104] (copyright 2014),
with permission from IOP
Publishing
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increasing number of focus deposition shots. The (200) phase of Al appears only for
30 and 40 focus deposition shots. The XRD patterns do not show any peak related
to aluminium carbide. Moreover, the XPS results shown in Fig. 7.26 do not show
any formation of aluminium carbide at the surface of thin film, which confirms the
absence of aluminium carbide phase formation in nanocomposite thin films. The
increase in the intensity of Al (111) phase with increasing number of focus depo-
sition shots may be due to the increase in the thickness as well as the energetic
processing of the nanocomposite thin film. The XRD spectrum of the virgin silicon
substrate exhibits only (311) diffraction plane while the samples exposed to dif-
ferent numbers of focus deposition shots exhibit the formation of polycrystalline Si
with additional Si diffraction peaks being observed. The accelerated energetic ions
of filling gas species, decaying high-energy density pinched plasma column and fast
moving shock wave in DPF increases the surface temperature of the silicon sub-
strate placed down the anode stream [106], followed by the fast cooling may cause
the formation of polycrystalline silicon on the substrate surface.

Fig. 7.26 XPS spectra of thin films deposited using different number of focus shots, a detailed
scan of C 1s peak, b deconvoluted C 1s peak for the thin film deposited using 40 focus shots, and
c detailed scan of Al 2p peak. Reprinted from Umar et al. [104] (copyright 2014), with permission
from IOP Publishing

7 Plasma Focus Device: A Novel Facility for Hard Coatings 393



7.3.5.2 XPS Analysis

The XPS analysis of all the Al/a-C nanocomposite thin films synthesized using a
different number of focus deposition shots were done to examine the elemental
concentration and the bonding of the elements at the surface of thin films. Different
elements present at the surface of composite thin films along with their atomic
percentage are given in Table 7.2. The analysis shows increase in the atomic
percentage of carbon with increasing number of focus deposition shots implying the
increasing amount of carbon in the thin films.

The chemical states of carbon present at the surface of composite thin films
synthesized with a different number of focus shots can be deduced from the C 1s
spectra in Fig. 7.26a. The XPS spectra show the presence of carbon in C–C/C–H,
C–O–C and O–C–O/C = O bonding with their peak binding energy values of about
285, 286.7 and 288.8 eV, respectively. The C 1s spectra do not show any peak in
the range 281 to 283 eV for the nanocomposite thin films deposited with a different
number of focus deposition shots, indicating that carbon is not making a bond with
Al at the surface of the thin films to form carbide. The C 1s XPS spectra of one of
the samples treated with 40 focus shots are deconvoluted to identify various
compounds/phases that have been formed on the surface of the composite thin film
shown in Fig. 7.26b. The deconvolution of the spectra shows the presence of C–C,
C–O–C and C=O/O–C–O at the surface of the thin film. The presence of significant
amount of oxygen on the nanocomposite thin film surface is due to the oxidation of
metallic Al present at the surface when the samples were exposed to atmospheric
conditions, as seen in Fig. 7.26c. So, from results obtained from XRD and XPS
analysis, it is clear that composite Al/a-C thin film is formed on Si substrate without
any Al–C bonding.

7.3.5.3 Raman Analysis

The Raman spectra of the nanocomposite thin films synthesized with a different
number of focus shots are represented in Fig. 7.27. The spectra show the stretching
vibrations due to D and G bonds which confirm the existence of carbon in sp2 and
sp3 bonding configuration in composite thin films. The D and G peaks are
appearing at about 1366 and 1600 cm−1 without any considerable shift in these

Table 7.2 Elemental composition and Al/C ratio of the deposited thin films using different
number of focus shots

No. of focus shots Al (at.%) C (at.%) O (at.%) Al/C

10 19.6 44.3 36.1 0.44

20 15.4 53.8 30.8 0.29

30 11.3 58.6 30.1 0.19

40 12.6 60.6 26.8 0.21
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values for thin films deposited with a different number of focus deposition shots.
The Raman spectra also show the variation in intensity of D and G peaks with
different number of focus deposition shots. The pronounced intensity of D and G
peaks for the samples treated with 40 focus deposition shots shows the increase in
a-C in the thin film.

The variation in the integrated D and G peaks intensity ratios appearing for
different thin films as a function of a number of focus deposition shots is also
calculated. The ID/IG ratio is 1.26 and 1.27 for the films synthesized using 10 and
20 focus shots, respectively. ID/IG ratio increases to the values of 1.46 and 1.38 for
the films synthesized using 30 and 40 focus shots, respectively. This shows greater
amount of sp3 content in the films deposited with 10 and 20 focus shots, as sp3/sp2

ratio is inversely related to ID/IG ratio. The variation in the ion flux and ion energies
may be responsible for different sp3 and sp2 bonding content in the deposited thin
films. Zeb et al. deposited diamond like carbon film at different axial positions using
the DPF device and found the similar trend of ID/IG values with increasing ions flux
and energies [107] as in our case.

7.3.5.4 Surface Morphology

The surface morphology of the nanocomposite thin films synthesized using a dif-
ferent number of focus deposition shots are shown in Fig. 7.28. The thin films
synthesized with a different number of focus shots exhibit dense and smooth surface
morphology without the presence of any cracks and voids and consist of
nanoparticles and nanoparticle agglomerates. The round shaped nanoparticles on
the surface of thin films deposited with a different number of focus deposition shots
may be indicating the presence of amorphous carbon. The agglomerates size and

Fig. 7.27 Raman Analysis of
the thin films deposited using
different number of focus
shots with fixed CH4/Ar ratio
of 3:7. Reprinted from Umar
et al. [104] (copyright 2014),
with permission from IOP
Publishing
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their number increased with increasing number of focus deposition shots. The
agglomerates form a flower like structure for the film deposited with 40 focus
deposition shots. The average size of these agglomerates for 30 and 40 focus
deposition shots is more than 100 nm. The increase in a number of agglomerates
and their size at higher number of deposition shots (30 and 40 shots) is attributed to
the increase in ion energy and ion flux. The surface morphology of the thin film
consists of nanoparticles and their agglomerates, which offer a large
surface-to-volume ratio resulting in easy oxidation of metallic aluminium [108,
109], as observed earlier in XPS results.

Fig. 7.28 Surface morphology of the thin films deposited using different a 10, b 20, c 30 and d 40
focus shots [104]. The micron bar is 100 nm. Reprinted from Umar et al. [104] (copyright 2014),
with permission from IOP Publishing

Table 7.3 Hardness and
elastic modulus values of the
deposited thin films using
different number of focus
shots

No. of focus
shots

Hardness
(GPa)

Elastic modulus
(GPa)

10 7.4 ± 0.24 155.1 ± 2.8

20 10.7 ± 0.27 189.2 ± 2.92

30 5 ± 0.29 115 ± 6.92

40 7.7 ± 0.59 170.2 ± 10.4
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7.3.5.5 Mechanical Properties

The variation in hardness and elastic modulus values of Al/a-C thin films synthe-
sized with varying number of focus deposition shots are shown in Table 7.3. The
mechanical properties are analyzed in terms of their chemical composition and
relative sp3 content measured by XPS and Raman spectroscopy. The hardness and
elastic modulus values of the films are taken at the depth of 100 nm to avoid the
substrate effects to the measurement.

The processing of the film with a different number of focus shots gives different
composition and structure due to the effect of ion beam flux and energy. It is evident
from the results shown in Table 7.3 that the combination of Al/C ratio and sp3

content in the film affect the mechanical properties. The hardness and elastic
modulus values of the thin films are 7.4 and 155.1 GPa, respectively having Al/C
ratio of 0.44 and ID/IG value of 1.26, for 10 focus shots. The hardness and elastic
modulus values for 20 focus shots are highest (10.7 and 189.2 GPa). However, the
sp3 content in the film deposited with 20 focus shots with ID/IG value of 1.27 is
almost same to that of 10 focus shots film but relatively lower Al/C ratio of 0.29
results in the increase of hardness and elastic modulus values. The film synthesized
with 30 focus shots shows the lowest values of hardness and elastic modulus with
ID/IG value of 1.46 and Al/C ratio of 0.19. The significant decrease in sp3 content in
this film sample resulted in reduced hardness and elastic modulus values. The
hardness and elastic modulus values of the film synthesized with 40 focus shots
increase again even though the Al/C ratio is almost same to 30 shots film. This
increase in hardness and elastic modulus is due to the decrease in ID/IG value to
1.38 which implies the increase in sp3 content in the film.

So, from above discussion, it is concluded that both Al/C ratio and sp3 content
play important role in achieving better mechanical properties in Al/a-C thin films.
The low Al/C ratio and high sp3 content in the film are the key features in attaining
improved hardness and elastic modulus values.

7.3.6 Hard TiCx/SiC/a-C:H Nanocomposite Thin Films

Titanium Carbide (TiC) is very well known as a hard refractory ceramic material
used in protecting coating. TiC shows high hardness, high melting point, remark-
ably chemical stability, high oxidation resistance, excellent wear resistance and low
coefficient of friction [110]. Hydrogenated amorphous carbon (a-C:H) films have
been studied widely for about three decades because of their excellent mechanical
and tribological properties [111, 112]. Carbon based nanocomposites such as
(TiC/a-C:H) where TiC nanocrystalline is embedded into a-C:H matrix is more
attractive because of their potential as high-strength material. The synthesis of
composite thin films was performed using plasma focus [113].
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7.3.6.1 XRD Results

The XRD patterns of the composite thin films synthesized using 20 focus shots at
different CH4:Ar admixture ratios of 1:9, 3:7 and 1:1 on the silicon substrates
placed at the distance of 14 cm above the anode tip along the anode axis are shown
in Fig. 7.29a. The XRD pattern of the film synthesized with CH4:Ar admixture ratio
of 1:9 shows only two diffraction peaks corresponding Si (311) and Si (200) at the
2h values 56.13° and 47.35°, respectively. No diffraction peaks corresponding to
TiCx or SiC phases are observed indicating that the composite thin film is either
amorphous or very weakly crystalline in nature. It may be highlighted that the XPS
results, not shown, however confirm the formation of the carbides of Ti and Si on
these samples. So even though the carbides of Ti and Si are observed in XPS
results, which are a very sensitive surface analytical tool, the amount of these
crystalline phases might be too low to be detected efficiently by XRD. The increase
in CH4 concentration to 30% in CH4:Ar admixture (3:7 sample) results in the
formation of crystalline TiCx and SiC phases as seen in corresponding XRD
spectrum in Fig. 7.29a. A further increase in CH4 concentration to 50%, by using
CH4:Ar admixture ratio of 1:1, some of the diffraction peaks of the carbides of Ti
and Si are observed but with a significantly reduced intensity which may be
attributed to the formation of excessive amorphous carbon as discussed later
through Raman analysis. This shows that for the formation of crystalline TiCx/SiC
composite thin films, the CH4:Ar admixture ratio of 3:7 is the best. It may be
pointed out that the XRD spectrum of virgin silicon substrate shows only the Si
(311) diffraction peak. However, an additional diffraction peak of Si (200) appeared
for all samples, synthesized either with different CH4:Ar admixture ratio or a dif-
ferent number of focus shots, which shows that the single-crystalline silicon
transforms into polycrystalline phase. The transient rise in surface temperature of
the silicon substrate placed down the anode stream [26] (by the complex mix of
intense flux of instability accelerated energetic ions of filling gas species, decaying

Fig. 7.29 XRD patterns of the deposited thin films using a different CH4/Ar ratios for fixed 20
focus shots, and b different number of focus shots at fixed CH4/Ar ratio of 3:7. Reprinted from
Umar et al. [113] (copyright 2013), with permission from Elsevier
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high-energy density pinched plasma column and fast moving shock wave) followed
by the fast cooling may cause the formation of polycrystalline silicon on the sub-
strate surface.

Figure 7.29b shows the XRD patterns of the composite thin films synthesized on
the silicon substrates placed 14 cm above the anode tip along the anode axis using a
different number of focus shots (10, 20 and 30) with fixed CH4:Ar admixture ratio
of 3:7. The results for 10 focus shots show the formation of polycrystalline TiCx/
SiC composite as diffraction peaks corresponding to TiC2 (100), TiC2 (110), TiC
(111), TiC (200), SiC (103), SiC (105) and SiC (106) are observed. An additional
phase of SiC (102) is found to appear for the film synthesized with 20 focus shots.
The increase in a number of focus shots to 30 shots causes (i) the decrease in the
intensity of most of the diffraction peaks and (ii) the disappearance of SiC phase.
The decrease in diffraction peak intensities and disappearance of crystalline SiC
phases may be attributed to the excessive processing of the synthesized composite
thin film by energetic ions and high-energy density plasma flux which might be
causing the amorphization of the deposited material.

7.3.6.2 SEM Results

The surface morphologies of the composite thin films synthesized (i) with different
CH4:Ar admixture ratio using fixed 20 focus shots and (ii) with a different number
of focus shots for fixed CH4:Ar filling gas ratio of 3:7; are shown in Figs. 7.30 and
7.31, respectively. Figures show that the films are made up of nanoparticles and
nanoparticle agglomerates. The Fig. 7.30b, when viewed with digital magnification,
shows that the composite thin film synthesized for CH4:Ar ratio of 3:7 as it is
composed of individual nanoparticles with the average size of 10.2 ± 2.6 nm as
well as bigger sized nanoparticle agglomerates with an average size of
36.3 ± 9.2 nm. The images in Fig. 7.30a–c, however, show that the films syn-
thesized for CH4:Ar ratio of 1:9 and 1:1 essentially composed of nanoparticle
agglomerates only. The average size of nanoparticle agglomerates was found to be
46.5 ± 10.7 nm and 40.0 ± 9.6 nm for the CH4:Ar admixture ratio of 1:9 and 1:1,
respectively. This indicates that if the methane concentration in admixture filling

Fig. 7.30 Surface morphology of deposited thin films with fixed 20 focus shots at different CH4

concentration of a 10%, b 30% and c 50% [113]. The micron bar is 100 nm. Reprinted from Umar
et al. [113] (copyright 2013), with permission from Elsevier
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gas is either too low or if it is too high then the surface morphology of the
synthesized film is affected.

The SEM image sequence shown in Fig. 7.31, shows the formation of
nanoparticle agglomerates for all the thin films synthesized with a different number
of focus shots. The average size of nanoparticle agglomerates are found to be
24.8 ± 1.3, 36.3 ± 9.2 and 83.9 ± 12.2 nm for 10, 20 and 30 focus shots,
respectively. The increase in average size of the nanoparticle agglomerates with the
increasing number of focus shots is due to the increase in the total energy trans-
ferred to the surface of the thin film and greater transient annealing at a higher
number of focus shots.

Raman Analysis
Figure 7.32a and b show the Raman spectra of TiCx/SiC/a-C:H composite thin
films synthesized using different CH4:Ar admixture ratio for fixed 20 focus shots
and using a different number of focus shots for fixed CH4:Ar admixture ratio of 3:7.
The Raman spectra in figures have been roughly divided into three regions,
demarcated by dotted lines, related to Si–Si, Si–C and C–C vibration modes [109].
It may be important to point out that the stoichiometric TiC does not have any
Raman-active vibrational mode. Figure 7.32a shows the strong D and G peaks, at
about 1340 and 1583 cm−1, respectively, only for the film synthesized using 50%
CH4 which implies the presence of a-C as a separated layer. The D and G peaks are
not present in the Raman spectra for the thin films synthesized with a lower
methane concentration of 10% and 30% which indicates that most of the carbon in
these films is bonded to titanium and silicon. A broad hump in the spectral range
150 to 1000 cm−1, with a sharp peak at about 500 cm−1 (for deposition with 30%
methane concentration), can be attributed to amorphous silicon and SiC [109]. The
longitudinal optical (LO) phonon band of crystalline SiC is clearly observed only in
the films synthesized with 30% methane.

The Raman spectrum of amorphous silicon can be divided into three regions:
(i) low-frequency scattering below 200 cm−1 corresponding to transverse acoustical
(TA) band, (ii) intermediate Raman band from 200 to 420 cm−1 corresponding to
longitudinal acoustical (LA) and longitudinal optical (LO) peak range, and (iii) high
frequency regime extending to 600 cm−1 corresponding to transverse optical

Fig. 7.31 Surface morphology of the deposited thin film using 30% CH4 with increasing number
of a 10, b 20, and c 30 focus shots [113]. The micron bar is 100 nm. Reprinted from Umar et al.
[113] (copyright 2013), with permission from Elsevier
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(TO) band. A Raman peak at about 520 cm−1 is attributed to crystalline Si (c-Si)
which shifts towards the lower wavenumber with the increasing disorder of the c-Si
(110). The Fig. 7.32b shows a Raman peak at about 520, 500 and 473 cm−1 for thin
film synthesized with 10, 20 and 30 focus shots. Since the thickness of the syn-
thesized films varies between 0.8 and 2.1 µm for 10 and 30 shots it is not likely that
the Raman spectrum is able to provide the information about the crystalline Si
substrate or substrate-thin film interface as the laser light used in Raman spec-
trometer for non-transparent thin film samples typically can penetrate only up to
about 50–100 nm. The observation of Raman peak at 520 cm−1 for thin film
synthesized using 10 focus shots indicates that the Si ablated from silicon substrate
surface by energetic ions of filling gas species re-deposited in crystalline form on
the thin films surface. The increase in a number of focus shots to 20 increases the

Fig. 7.32 Raman Analysis of
the thin films synthesized with
a different CH4 concentration
for fixed 20 focus shots and
b different number of focus
shots for fixed CH4/Ar
admixture ratio of 3:7.
Reprinted from Umar et al.
[113] (copyright 2013), with
permission from Elsevier
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intensity of the Raman peak corresponding to c-Si indicating the increase in the
c-Si. However, the shift in peak’s position towards the lower wavenumber of about
500 cm−1 indicates the increasing disorder in c-Si which can be attributed to the
amorphization of c-Si due to increasing ion irradiation dose. The peak shifts further
to 473 cm−1 for 30 focus shots which correspond to a-Si obviously because of
increasing amorphization of the silicon due to higher ion irradiation dose. The LO
phonon band of crystalline SiC was observed only in the film synthesized with 10
and 20 focus shots only.

7.3.6.3 Hardness Measurements

Table 7.4 shows the variation of the hardness and the elastic modulus (measure of
the stiffness or the rigidity) of composite thin films, measured at the surface of the
thin films, as a function of methane gas concentration for fixed 20 focus shots. For
the films synthesized with fixed 20 focus shots but with different CH4:Ar admixture
ratio; the maximum values of the hardness and the elastic modulus of about 15 and
230 GPa, respectively, at the surface, were obtained for thin film synthesized with
30% methane concentration. This confirms that 30% methane concentration in CH4:
Ar admixture operating gas in plasma focus provides optimum mechanical prop-
erties for hard composite TiCx/SiC/a-C:H coatings. The Raman results exhibited the
abundance of a:C formation with the observation of graphitic D and G peak for the
films synthesized with 50% methane; but this film does not show the maximum
hardness implying thereby that the contribution to the hardness mainly comes from
crystalline TiC phase formation which according to XRD results is maximum in the
film synthesized with 30% methane.

The Table 7.5 shows the hardness and the elastic modulus of composite thin
films synthesized using a different number of focus shots for fixed 30% methane

Table 7.4 The variation in hardness and elastic modulus of the deposited thin films using
different CH4:Ar ratio for fixed 20 focus shots

CH4/Ar ratio Hardness (GPa) Elastic modulus (GPa)

1:9 3.9 ± 0.3 43.2 ± 11.9

3:7 15.3 ± 0.5 230.2 ± 14.9

1:1 2.2 ± 0.15 18.7 ± 2.4

Table 7.5 Variation in hardness and elastic modulus of the thin films deposited with different
number of focus shots for fixed 30% CH4

No. of focus shots Hardness (GPa) Elastic modulus (GPa)

10 4.0 ± 1.1 47.4 ± 17.1

20 15.3 ± 0.5 230.2 ± 14.9

30 22 ± 4.4 304.6 ± 37.6
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concentration at the surface of the thin films. The general trend is that the hardness
and the elastic modulus values are higher for the films synthesized with a higher
number of focus shots at the surface. Maximum values of hardness and elastic
modulus of about 22 and 305 GPa, respectively, were obtained at the surface of the
composite thin film treated with 30 focus shots. XRD pattern (Fig. 7.29) show that
the films synthesized with 10 and 20 focus shots have phases like TiC, TiC2, and
SiC whereas the films synthesized with 30 shots mainly has crystalline titanium
carbide phase and hence the better mechanical properties for 30 focus shots once
again confirms that they are mainly due to titanium carbide phases. A careful
analysis of the position of the (100) TiC2 and the (200) TiC peaks shows that they
have shifted significantly compared to the positions mentioned in standard
diffraction database for the film synthesized with 10 focus shots indicating thereby
the biggest amount of stress in this thin film leading to lower hardness and elastic
modulus. The peak positions shifted closer to the standard value, indicating thereby
the stress relaxation and enhancement in mechanical properties, with the increase in
the number of focus shots. The stress relaxation in the films synthesized with a
greater number of focus shots can be related to greater thermal processing due to
increased ion irradiation dose.

7.4 Conclusions

The DPF device is a simple, cost-effective and pulsed coaxial plasma accelerator
that employs the self-generated magnetic field to squeeze the plasma column up to
high density (1025–1026 m−3) and high-temperature (� 1� 2 keV) in a short time
(� 10�7 s). The energetic ion and relativistic electrons emanated during the radial
collapse phase of DPF operation are being used for material processing form the
last few decades. The velocity, energy and flux of energetic ions have been esti-
mated by employing various detectors like SSNTD, Faraday Cup and BPX65
photodiode. The estimated values of ions energy and ions number density by
employing BPX65 photodiode detector ranged from 40 keV to 1.2 MeV and
9.7 � 1019 m−3 to 1.796 � 1019 m−3, respectively when the BPX65 photodiode
detector was placed at 9 cm in front of central anode. The ion energy and ion
number densities are associated with the focusing efficiency of DPF device as well
as sample axial and angular positions. It is found that the ion energy fluxes are
decreased with the increased axial distance and angular position.

The deposition of TiAlN composite films on Al substrate was done by the
irradiations of nitrogen ions emanated during the radial collapse phase of plasma
focus operation. TiAlN composite films are deposited for different focus (10, 20,
30, 40 and 50) shots ion irradiation process. XRD analysis exhibits the development
of various diffraction peaks related to TiAlN and AlN phases, respectively. The
intensity of different diffraction peaks related to TiAlN and AlN phases was found
to increase with the increase in a number of focus shots. The lattice parameters of
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TiN were found to be lower which was associated with the formation of solid
solution where Ti atoms are replaced by Al atoms without changing the crystal
structure because Al atomic radius (0.143 nm) is smaller than the atomic radius of
Ti (0.146 nm). The crystallite size of TiAlN (111) plane also decreased linearly
with the increase in a number of focus shots which restricted the dislocation activity
and crack propagation along grain boundaries. The surface morphology of TiAlN
film was influenced by number of focus shots with the deposition rate of about
276 ± 50 nm per shot. Note that the deposition rate achieved in plasma focus is
high as compared to the deposition rates obtained in other devices. The
micro-hardness of TiAlN composite films increased with the increase in number of
focus shots due to the increase in ions energy flux and incorporation of Ti and
nitrogen in the deposited TiAlN composite films and Al substrate.

The ZrN films were deposited by the irradiation of energetic nitrogen ions from
plasma focus on zirconium substrates placed at 9 cm in front of the central anode.
The crystallinity of various planes of zirconium nitride phase and the grain size
increased with the increase of a number of focus shots and decreased by increasing
the sample angular position. The increased focus shot irradiation decreased the
stresses developed in the deposited films. The ZrN film deposited at higher degree
angular position was smooth and structured as compared to films deposited along
the anode axis. The Vickers micro-hardness of ZrN film deposited for 40 focus
shots is enhanced up to 400% as compared to an untreated substrate which can be
attributed to greater lattice distortion produce in the substrate during ion irradiation
process.

Polycrystalline ZrON composite films were deposited on zirconium substrates
by the irradiation of energetic nitrogen ions using plasma focus at fixed distance of
10 cm for fixed 25 focus shots for various (0.5, 1, 1.5, 2 and 2.5 mbar) nitrogen
pressures. The XRD pattern exhibits the development of zirconium nitride and
oxide diffraction planes confirming the deposition of P–ZrON composite films. The
(N + O)/Zr ratio present in P–ZrON composite strongly depends on nitrogen
pressures. The average crystallite size and strain transformation observed in various
diffraction planes were found to be associated with the increase of nitrogen pres-
sures. The shape and size of nanoparticles and the formation of complex network of
nanowires and nanocombs were coupled with the operating nitrogen pressures. The
micro-hardness of P–ZrON composite film was found to be 5.4 times greater than
the micro-hardness of virgin zirconium sample.

The MP–ZrAlO composite films are deposited on zirconium substrate by the
irradiation of energetic oxygen ions and Al plasma from anode insert of plasma
focus device. The XRD pattern showed that the growth of ZrO2 and Al2O3 phases
was better when MP–ZrAlO composite film was deposited for 15 focus shots
whereas comparatively weak growth of MP–ZrAlO composite film was observed at
higher degree angular positions. The crystallinity of monoclinic and cubic zirco-
nium oxide (m-ZrO2 and c-ZrO2) phases was better at lower annealing temperature
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while the re-crystallization of the above-mentioned phases of zirconium oxide at
higher annealing temperature is obtained. The weight fractions of monoclinic and
cubic phase of zirconium oxide were found to depend strongly on number of focus
shots, angular position of sample and the annealing temperature. Similarly, the
sample surface was found to be decorated with nanoparticles (45–100 nm in
diameter), nanostrips (333–750 nm in width and 2.5–9 lm in length) and nanorods
(25–50 nm in diameter) depending on the total ion energy flux delivered to the
substrate surface, sample angular positions and annealing temperatures. For lower
annealing temperature, the close packing of nanoparticles confirmed the develop-
ment of half wave-like microstructures. The half wave microstructure played a
significant role in surface roughness as well as hinders the dislocation motion which
improved the mechanical properties like micro-hardness of MP–ZrAlO composite
films. For higher annealing temperature, the decomposition of various phases
present in MP–ZrAlO composite film was observed. The estimated values of
micro-hardness of MP–ZrAlO composite films deposited for higher number of
focus shots was about seven times greater than the micro-hardness of virgin
zirconium.

The Al/a-C thin films were also successfully deposited on silicon substrates by
the ions irradiation of various focus (10, 20, 30 and 40) shots. The XRD pattern
does not show any diffraction peak related to aluminium carbide phase. The XPS
analysis also confirms the absence of aluminium carbide phase. The Raman spectra
showed the development of stretching vibrations D and G bonds (about 1366 and
1600 cm−1) which confirmed the existence of carbon in sp2 and sp3 bonding
configuration. It was shown that greater amount of sp3 content was present in the
deposited film for lower number of focus shots. The significant decrease in sp3

content resulted in the decreased of micro-hardness and elastic modulus. However,
the combination of Al/C ratio and sp3 content in the deposited film influence the
micro-hardness. On the other hand, the increase in micro-hardness and elastic
modulus is due to the decrease in ID/IG ratio.

The TiC/a-C-H composite films were deposited different number of plasma
focus deposition shots and also for various CH4:Ar ratios of 1:9, 3:7 and 1:1 on
silicon substrates placed at 14 cm. The best results were obtained for CH4:Ar ratio
of 3:7. For fixed CH4:Ar (3:7) ratio samples showed deposition of polycrystalline
TiC/SiC composite films. The crystallinity of these phases was strongly associated
with the number of focus shots. For larger number of shots the SiC diffraction peak
disappeared due to the excessive amount of energetic ions energy flux which caused
the amorphization of deposited material. The SEM microstructure of the deposited
films revealed the formation of nanoparticles and their agglomerates. The Raman
analysis showed the strong D and G bands at about 1340 and 1583 cm−1,
respectively when the film was deposited for 50% concentration of carbon. These
Raman bands did not appear for lower concentration of CH4. Raman results also
exhibited the shifting of SiC band position towards the lower wave numbers
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indicating the disordering in crystalline silicon phase with increasing focus shots.
The maximum values of micro-hardness and elastic modulus were found to be 22
and 305 GPa, respectively, when the film was deposited for 30 focus shots.

The DFP device has wide range of ion energy flux. The ion energy flux is
associated with the focusing efficiency of DPF device; better the focusing efficiency
more will be the ion energy flux. The focusing efficiency depends on working gas
pressure as well as nature of the gas. The ion energy flux is tuned by adjusting the
sample axial and angular positions. The total number of ion energy flux delivered to
the substrate surface is associated with the total number of focus shots; more the
focus shots, greater amount of ion energy flux incorporated to the substrate surface
and more substrate surface transient temperature. Therefore, one can control the
film surface properties just by tuning the total ion energy flux delivered to the
substrate surface and their corresponding substrate surface transient temperature.

In short, the several prominent features which make DPF device an attractive,
outstanding and potential candidate for the deposition of hard coatings as compared
to other coating techniques are as follows: (i) the DPF device is a hybrid deposition
technique for hard and soft coating materials because it comprises the feature of
three different deposition techniques like PVD sputtering process, electron beam
evaporation and plasma-enhanced chemical vapour deposition, (ii) it has compar-
atively higher deposition rate than other plasma deposition techniques, (iii) it has
ability to incorporate the third element through the ablation process of anode
material by the irradiation of relativistic electron beam generated from DPF device,
(iv) no external heating to the substrate is required, (v) the DPF operation works on
lower working gas pressure and also in static gas fills mode rather than flowing gas
operation and thus the gas consumption is low comparatively, (vi) the DPF device
is energized by a simple fast discharge capacitor, (vii) in DPF device, ion pulse of
short duration is used to deposit various types of composite materials in the form of
films, (viii) the deposited composite films of hard and soft materials have good
adhesion with the substrate surface and (ix) the DPF device is capable to deposit
hard and soft coating on various substrates at room temperature environment.
Therefore, the DPF device is a versatile deposition technique to deposit hard and
soft materials in the form of films of diverse surface properties at room temperature
environment.
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Chapter 8
Research on IR-T1 Tokamak

Mahmood Ghoranneviss and Sakineh Meshkani

8.1 Introduction

According to estimates made by the Department of Economic and Social Affairs of
the United Nations [1], the population of the world will keep increasing until it
reaches 9 billion in 2050. Every one of these individuals needs access to energy
resources. Furthermore, as the standards of living in third-world nations increase,
the energy use per person will increase as well, causing an increase in the global
need for energy that is even greater than the global increase in population. Taking
this into account, the global energy usage may well increase to 30 TW, three times
what is consumed today. At present, around 90% of the energy utilized by people is
produced by burning fossil fuels (oil, coal, natural gas). Because of different eco-
nomic and political interests, it is difficult to estimate the total reserves of these
fossil fuels. It is estimated that the oil stores will last 20–30 years at the present rate
of consumption, the natural gas reserves 50–60 years, and the coal 200 years. The
uranium reserves on Earth, on the other hand, could last for over 2000 years at the
present rate of consumption if breeder technology is employed [2]. The current
record for the most efficient solar cell is 42% efficiency [3]. For a silicon solar cell,
the record is 25% efficiency [4]. While research into high-efficiency solar cells
continues, such cells may be uneconomical to produce in large quantities.
Controlled thermonuclear fusion promises to provide a clean power source with
sufficient fuel reserves to last far into the future [5].
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8.2 Thermonuclear Fusion

It is a known fact that in nuclear fusion, two light nuclei fuse together to form a
heavier nucleus and releases energy. For two nuclei to fuse, they must collide with
enough energy to overcome the repulsive electrostatic force between them. In stars,
hydrogen nuclei are fused due to high densities and long confinement times created
by the intense pressure in the stellar core. In the laboratory, it is practically
impossible to recreate the conditions necessary to fuse hydrogen. In order to control
the nuclear fusion, a fuel mixture of deuterium and tritium needs to be heated to an
adequately high temperature such that the thermal velocity of the cores is suffi-
ciently high to overcome the Coulomb repulsion between them. To reach the
deuterium-tritium fusion, the reaction cross section has the largest cross section of
the possible fusion reactions in this energy and reaches a maximum at 100 keV (see
Fig. 8.1). The reaction between deuterium and tritium can be shown as [6]:

2
1Dþ 3

1T ! 4
2a 3:5MeVð Þþ 1

0n 14:1MeVð Þ ð8:1Þ

This releases 17.6 meV in each reaction (Fig. 8.2). Though the cross section has
a maximum at 100 keV, it is sufficient to heat the plasma to about 20 keV because
the required reactions occur in the high-energy tail of the Maxwellian distribution.
Additionally, due to the scaling of confinement time, the Lawson criterion is best
met at plasma temperatures of around 10–20 keV. At temperatures of 20 keV, the
fuel becomes a fully ionized plasma, where the electrostatic charge of the ions is
balanced by that of electrons.

Deuterium is found mixed up (1 part in 6000) as heavy water (D2O) in natural
water. It is virtually inexhaustible. Tritium does not exist naturally because it has too

Fig. 8.1 Fusion cross
sections of various fusion
reactions as a function of
center of mass energy [9]
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many neutrons and undergoes b-decay with a half-life of 12.3 years. Therefore, the
tritium necessary for fusion reactions must be reproduced by bombarding lithium
with neutrons, as lithium is readily available in the Earth’s crust and oceans [7]:

6
3Liþ 0

1n ! 4
2Heþ 3

1Tþ 4:8MeV ð8:2Þ
7
3Liþ 0

1n ! 4
2Heþ 3

1Tþ 0
1n� 2:47MeV ð8:3Þ

The ratio of 7Li to 6Li must be regulated in order to ensure that the amount of
tritium bred exceeds that consumed in the reactor.

8.2.1 Confinement Fusion

To achieve the nuclear fusion on the Earth, a plasma of the fusion reactants with
sufficiently high temperature and density needs to be achieved. Also, the plasma
produced must be confined for a sufficiently long time away from any surrounding
material walls. Inertial confinement fusion (ICF) and magnetic confinement fusion
(MCF) are the two possible approaches to achieve this.

Inertial confinement fusion (ICF) is a type of fusion energy research that
attempts to initiate nuclear fusion reactions by heating and compressing a small
capsule of fuel by an intense pulse of laser light. The capsule is typically in the form
of a pellet that most often contains a mixture of deuterium and tritium as follow [8]:

1. Laser beams of high-energy X-rays rapidly heat the surface of the fusion target,
forming a surrounding plasma envelope (Fig. 8.3).

2. The fuel is compressed by the rocket-like blow-off of the hot surface material.
3. The fuel would ignite at 100–1,000,000 K when its density goes up to 20 times

the density of the lead at the time of capsule breakdown.
4. Thermonuclear burn spreads rapidly through the compressed fuel, yielding

many times the input energy.

Fig. 8.2 Schematic of a D-T fusion reaction
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In magnetic confinement fusion, one utilizes the electromagnetic properties of
the charged plasma particles to trap them away from material walls in a specifically
designed magnetic field configuration called a magnetic bottle. This exploits the
ability of a steady magnetic field to dramatically restrain the motion of the charged
particles in a plasma across the magnetic lines of force, while allowing them to
move freely along them. Research and development in the area of magnetic con-
finement fusion has given rise to a variety of confinement configuration concepts.
Magnetic confinement fusion is the process of trapping the plasma particles by
strong and non-uniform magnetic fields. The most successful configuration is a
torus with the magnetic field pointing mainly in the toroidal direction based on the
Tokamak concept.

8.3 Tokamak

The word Tokamak is an acronym for the Russian words for toroidal chamber with
magnetic coils. In Tokamaks, the plasma is formed in the shape of a torus or a
doughnut, through a specially designed magnetic field configuration. The main
magnetic field is in a toroidal direction that is created by a solenoidal set of ring-like
coils, the coils are placed around the torus toroidally. The curvature of the field lines
leads to a charge separation and an electric field generation. Consequently, the
plasma particles transport to the chamber wall. To confine the plasma particles, one
needs an additional component of the magnetic field turning around on the minor
cross section of the torus (poloidal magnetic field). This field is produced through
the induced plasma current by the central solenoid (see Fig. 8.4).

The resultants of poloidal and toroidal magnetic field lines are the helical
magnetic field lines that produce nested magnetic surfaces. In spite of the helical
magnetic field, plasma particles expand toward the torus wall so a vertical field
must be inserted into plasma. This field is provided through external coils (vertical
field coils) and imposes a radial force on particles and moves them towards the
chamber center; thus the plasma column achieves equilibrium. To raise the plasma
temperature and D-T reaction rate, the plasma must be heated. There are three
methods for plasma heating [9, 10]:

Fig. 8.3 Schematic of the stages of inertial confinement fusion using lasers. The blue arrows
represent radiation; orange is blow-off; purple is inwardly transported thermal energy. Image made
by Esham [8]
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(1) Ohmic heating in intrinsic heating mechanism that is inherently produced
through particle collisions. This is the main heating of all Tokamaks and can be
effective in raising plasma temperatures only up to about 1 keV.

(2) Neutral beam injection (NBI) is a secondary heating in which energetic neutral
particles are injected into the plasma and transfer energy to plasma particles to
heat them to fusion temperatures.

(3) Radio frequency (RF) heating is a secondary method for plasma heating that
includes electron cyclotron resonance heating (ECRH), lower hybrid range of
frequencies (LHRF), ion cyclotron resonant heating (ICRH), and Alfvén waves.

8.4 IR-T1 Tokamak

IR-T1 is a small research Tokamak located at the Plasma Physics Research Center
(PPRC). It is an air core Tokamak without a copper shell with major radius of
R = 45 cm and a minor radius of a = 12.5 cm. This device consists of a vacuum
vessel with a circular cross section that was made from a stainless steel welding
structure with two toroidal breaks and a minor radius, b = 15 cm. The toroidal field
in IR-T1 Tokamak is about 1 T and is produced by 16 coils that surround the torus
toroidally [11]. The main parameters of IR-T1 Tokamak have been summarized in
Table 8.1.

Fig. 8.4 Schematic representation of the magnetic field system of a Tokamak [10]
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8.4.1 Biasing Systems in IR-T1 Tokamak

The biasing system in the Tokamak has played an important role in plasma con-
finement and in saving plasma energy by applying an electric field, especially at the
edge of the plasma. The turbulence and particle transport are reduced by the radial
current which is produced between the limiter biasing and the vacuum vessel [11].
IR-T1 Tokamak is equipped with three different types of biasing systems:
(1) electrode biasing, (2) cold limiter biasing, and (3) emissive limiter biasing.
These systems are illustrated in Fig. 8.5a, b. The electrode biasing consists of a
circular disc with a diameter of 2 cm and thickness of 2 mm that is made of
stainless steel (see Fig. 8.5a). Figure 8.5b is a limiter biasing system with a poloidal
sector of stainless steel that has a thickness of 2 mm, a width of 2 cm and an arc
length of 10 cm. Emissive limiter biasing and cold limiter biasing are the two types
of limiter biasing that are being used in IR-T1 Tokamak. The difference between the
cold and emissive biasing systems is determined by whether the tungsten filament
inside the system is on or off. When turned on, the biasing system can heat the
limiter biasing to a high temperature and can even cause electron emission into the
plasma. When the filament is disconnected, the system is called cold limiter biasing.
The schematic of emissive limiter biasing can be seen in Fig. 8.6.

The limiter or electrode biasing can be placed 1 cm into the Tokamak plasma to
apply voltage ranges of −400 to +400 V and current ranges from −40 to +40 A
between the vacuum chamber and the electrode.

Table 8.1 The main
parameters of IR-T1 Tokamak

Parameters Value

Major radius 45 cm

Minor radius 12.5 cm

Toroidal field <1.0 T

Plasma current <40 kA

Discharge duration <35 ms

Electron density 0.7–1.5 � 1013cm−3

Toroidal field coils 16

Fig. 8.5 Schematic of a electrode biasing and b limiter biasing in IR-T1
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8.4.2 Resonant Helical Magnetic Field in IR-T1 Tokamak

Resonant helical magnetic field (RHF) is an external resonant helical magnetic field
which can improve the Tokamak plasma confinement. The RHF in IR-T1 is created
by two sets of local helical fields which are installed outside the vacuum vessel. This
field is produced by two conductors with optimized geometry wound externally
around the Tokamak torus with a given helicity. The ratio of the magnitude of the
RHF perturbation to the main magnetic field is dB/B = 1%. The minor radii of these
helical windings are 22 cm (L = 2: m = 2, n = 1) and 23 cm (L = 3: m = 3, n = 1).

In the experiments presented here, the current through the helical windings was
between 100 and 400 A, which is very low compared to the plasma current itself
(25–30 kA). Figure 8.7 shows a typical schematic of RHF (L = 2/1 and 3/1) on
IR-T1 Tokamak [11].

Fig. 8.6 Image of emissive
limiter biasing in IR-T1

Fig. 8.7 Schematic of RHF
on IR-T1
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8.5 Plasma Diagnostics in IR-T1 Tokamak

Plasma diagnostics is a novel branch of fusion science that requires understanding
from all the physics fields. For magnetic confinement fusion, it is necessary to create
the special experimental techniques for diagnostics. Generally, plasma diagnostic
techniques are distinguished into two different classes: passive methods and active
methods [10, 12]. Passive methods detect and study radiations that are emitted by the
plasma while active methods measure plasma reactions to external stimuli. The
performed measurements by former method give averaged information while latter
method makes the local measurements. IR-T1 is an active Tokamak that performs
extensive research into plasma diagnostic. There are many plasma diagnostics in
IR-T1 Tokamak such as magnetic and electric diagnostics, and some of the diag-
nostics that measure based on passive methods are described in the following.

8.5.1 Magnetic Diagnostics

Tokamak is a magnetic device for plasma confinement, so magnetic measurements
have played an important role in understanding plasma behavior. These measure-
ments are performed using probes and coils that are sensitive to magnetic fields in
different places within the plasma column.

8.5.1.1 Rogowski Coil

The Rogowski coil is a solenoid coil whose two ends are closed together and form a
torus (Fig. 8.8) and can measure alternating current (AC). The Rogowski coil
surrounds the Tokamak chamber and plasma column in the poloidal direction as the
entire plasma current must pass through it. The plasma current produces a magnetic
field around itself that induces an appropriate voltage in the Rogowski coil
(Faraday’s law of induction). According to the following equation, it is clear that
the time evolution of the plasma current is proportional to the induced voltage [12]:

dI
dt

¼ V
NAl

ð8:4Þ

where A, N, µ, and V represent the cross-sectional area of the Rogowski coil, the
number of solenoid turns, magnetic permeability of the material inside the solenoid,
and the induced voltage in the Rogowski coil, respectively. The plasma current can
be measured using an appropriate integrator which is connected to the coil.
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8.5.1.2 Loop Voltage

General information about the plasma impurities, plasma displacement, and plasma
resistance can be obtained by the loop voltage. Toroidal loop voltage is often
measured by a voltage loop that is a single wire placed along the Tokamak chamber
(in the toroidal direction). In IR-T1 Tokamak, to increase the resolution of the loop
voltage, four voltage loops are used at four angles of 0°, 90°, 180°, and 270°.
Figure 8.9 illustrates a voltage loop and Rogowski coil installed on a Tokamak
chamber.

Fig. 8.8 Schematic
representation of the
Rogowski coil

Fig. 8.9 Schematic of
voltage loop and Rogowski
coil installed on a Tokamak
chamber
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8.5.1.3 Mirnov Coils

Mirnov oscillations and magneto hydrodynamic (MHD) instabilities in Tokamaks
are detected using Mirnov coils. These coils are inductive sensors in the form of
cylindrical coils that are placed in toroidal or poloidal configuration within a
Tokamak. Variations in the magnetic flux density generated by moving charges
induce voltage in the coils. Three different configurations of Mirnov coils have been
placed in IR-T1 Tokamak. These configurations consist of an array of 12 poloidal
Mirnov coils with a separation angle of 30°, an array of 8 poloidal Mirnov coils
with a separation angle of 45° and an array of 12 radial Mirnov coils with a
separation angle of 30°. These coils are installed inside the Tokamak chamber at a
very small distance from the wall. Figure 8.10 presents the schematic of Mirnov
coils installed in the Tokamak. In poloidal Mirnov coils, the axis of coils is in
poloidal direction so the coils can detect poloidal fluctuations. Also, the axes of
radial Mirnov coils are in the radial direction to sense radial magnetic fluctuations.
Mirnov fluctuations play a very important role in the study of MHD instabilities,
determination of plasma modes, and safety factor in Tokamaks.

Control of MHD Activity by Limiter Biasing System in IR-T1 Tokamak

MHD instabilities are responsible for various disruptions in plasma; these insta-
bilities may cause destruction of magnetic surfaces and terminations of plasma
discharges [13]. Consequently, the investigation and control of MHD phenomena in
Tokamaks are of interest to researches around the world [14–16].

MHD instabilities are effective causes in radial dispersion of runaway electron,
so IR-T1 group has performed many experiments to study and control MHD
instabilities using singular value decomposition (SVD) and wavelet techniques
[13]. To study the poloidal magnetic field fluctuations, dependent on the rotation of
magnetic islands, one array of magnetic coils consisting of eight coils with a
separation angle 45° is used. To investigate the external field effect on magnetic
fluctuations, the emissive biased limiter is applied to the plasma. As mentioned in

Poloidal 
Mirnov 
Colis 

Toroidal 
Mirnov colis 

Plasma 
Chamber

Fig. 8.10 Schematic of
Mirnov coils in a Tokamak
chamber
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Sect. 8.4.1, an element is placed inside this limiter, which can regularly increase the
temperature of the limiter using a separate DC power supply. If the power supply is
turned on, the element with a heating current of 5 A will be heated and emit limiter
electrons; consequently, the biased limiter is converted to an emissive biased
limiter. If the power supply is off, then there will be a cold biased limiter. For this
purpose, a biasing voltage with negative polarity (−200 V) is applied to the plasma
when the plasma reaches relative stability. If the biasing voltage is applied before
the plasma achieves stability, the plasma will collapse [11]. Then the signals
detected by Mirnov coils are analyzed using SVD and wavelet techniques. In the
following, wavelet and SVD techniques are described [17, 18]:

Wavelet Analysis
The wavelet transform method is a form of spectral analysis. A wavelet transfor-
mation decomposes a signal x(t) into elementary functions wa;b tð Þ derived from a
mother wavelet w tð Þ by dilation and translation:

wa;b tð Þ ¼ 1ffiffiffi
a

p w
t � b
a

� �
ð8:5Þ

where b and a > 0 denote the position and the scale (dilation) of the wavelet,
respectively. The wavelet transform of the signal x(t) about the mother wavelet w tð Þ
is defined by the convolution integral:

W a; bð Þ ¼ 1ffiffiffi
a

p
Z

w� t � b
a

� �
x tð Þdt ð8:6Þ

where w� is the complex conjugate of w tð Þ defined in the open time and scale real
(b, a) half plane. There are many mother wavelets but the Morlet mother wavelet is
very well suited to the experimental data analysis because it has a Gaussian
envelope. It allows us to reach a reasonable compromise between the temporal and
the frequency resolutions which is given by:

w0 gð Þ ¼ p�
1
4eix0ge �g2

2

� �
ð8:7Þ

where g is time and x0 is the wave number. The wave number is the number of
oscillations within the wavelet itself. In this experiment, the Mirnov analysis was
based on the use the Morlet wavelet [19, 20].

SVD Analysis
SVD is a powerful mathematical tool well suited to studying spatially extended
systems. It detects the signal features which are relevant to the dynamics of the
system as a whole. A brief description of the technique follows. Consider a time
series of M-dimensional vectors x(t) = [x1(t), …, xM(t)], where the components
xj(t) are simultaneous measurements of the same physical quantity at different
position (channels). For practical objectives, the time series is sampled every Ts
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seconds, which leads to the study of a set of N vectors x(0), x(Ts), …, x((N − 1) Ts).
One can equivalently build an N � M rectangular matrix:

X ¼ 1ffiffiffiffi
N

p

x 0ð Þ
x Tsð Þ
:
:
:

x N � 1ð ÞTsð Þ

2
6666664

3
7777775
¼

x1ð0Þ � � � xMð0Þ
..
. . .

. ..
.

x1ððN � 1ÞTsÞ � � � xMððN � 1ÞTsÞ

2
64

3
75 ð8:8Þ

whose components are then xij ¼ 1ffiffiffi
N

p xjðði� 1ÞtsÞ (row index and column index

represent the time and channel, respectively). The singular value decomposition
expresses X in terms of the following product of matrices [18]:

X ¼ VSUT ð8:9Þ

where S is an M � M diagonal matrix:

Sij ¼ dijsi ð8:10Þ

And the quantities si � 0 are called singular values of X, V is an N � M matrix
with orthonormal columns vðjÞ ¼ Vij; vðjÞvðkÞ ¼ djk:

U is an M � M orthonormal matrix. SVD is the analogue of the similarity
transformation which diagonalizes a square matrix. The SVs are the analogue of the
eigenvalues, while the U columns uðjÞ ¼ Uij are the analogue of the eigenvectors;

therefore, Eq. (8.9) is equivalent to Xij ¼ VikskUjk ¼ vðkÞi sku
ðkÞ
j .

The vectors uðjÞ, called principal axes, form an orthonormal basis on which the
signal is decomposed. The projections of X along U (i.e., the product VS) are the
principal components (PC) of X. They give the time evolution of the signal along
the correspondent principal axis. This means that the original time series X(t) is now
described as a sum of time series each along the new coordinate axis uðjÞ.

Fourier analysis and SVD are two common methods for mode detection in
Tokamaks but when plasma activity and m (poloidal mode number) are relatively
high (m > 3), the energy is balanced between modes and the phase of modes is
close together. In this case, Fourier analysis is less capable than SVD for recog-
nizing all modes [21, 22].

To study limiter biasing effects on plasma parameters, a long pulse is applied to
the plasma at 10 ms for as long as the plasma persists. This study investigates how
this long pulse (or DC pulse) affects MHD modes, time evolution and plasma
rearrangement after that. Figure 8.11 shows the time evolution of plasma param-
eters such as plasma current (Ip), loop voltage (Vloop), biasing current (Ibiasing),
H-alpha radiation (Ha), and floating potential (Vfl.). As mentioned earlier, plasma
current and loop voltage are measured by a Rogowski coil and voltage loop. H-
alpha radiations and floating potential are measured by a single channel visible Ha
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spectrometer and electric probes, respectively, as will be described later. The results
show that the floating potential and consequently electric field are reduced after the
application of a biasing voltage. The temporal evolution of magnetic fluctuations
measured by a Mirnov coil is illustrated in Fig. 8.12. This signal is the same
x(t) input mentioned in Eq. (8.8). For this analysis, the time interval of 8–12 ms
was chosen. As the sample rate of data acquisition is 0.5 l s, there were 8000 data
points in this interval.

Figure 8.13a, b show the spectrum obtained from wavelet analysis in the time
range of 8–12 ms without applying emissive biased limiter and after applying it,
respectively. Figure 8.13b shows the effect of emissive biased limiter on MHD
activity which is associated with the signal shown in Fig. 8.12 The comparison
between Fig. 8.13a, b shows that the MHD frequency decreases from 45 to 25 kHz
after applying the biasing voltage. This reduction can be due to mode suppression.

Mirnov fluctuations are analyzed by SVD method to investigate MHD mode
energies. For this purpose, time intervals of 7–22 ms are divided into 15 smaller
time intervals of 1 ms each, and SVD is run for all of the smaller intervals

Fig. 8.11 The temporal evolution of plasma current (Ip), loop voltage (Vloop), biasing current
(Ibiasing), H-alpha radiation (Ha) and floating potential (Vf). Emissive biased voltage (−200 V) is
applied at t = 10 ms

Fig. 8.12 The temporal evolution of magnetic fluctuations measured by a Mirnov coil
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separately. SVD can extract the spatial features of MHD modes in the form of
eigenvectors called principal axis (PAs). PAs of the dominant poloidal MHD modes
and their temporal evolution are presented in Fig. 8.14 for 15 small time intervals.
The toroidal mode number corresponds to n = 1 in this discharge, which is the
typical case for most IR-T1 discharges [13].

The relative mode spectra of PAs for 15 small time intervals without applying
biasing voltage are illustrated in Fig. 8.15 and Table 8.2. In all time intervals, the
dominant mode is m = 3 and no mode suppression is observed. Relative mode
spectra of PAs shows that the coupled mode of the first PA (7–8 ms) consists
mainly of m = 3 mode (99.36%) and m = 4 mode (0.561%) as shown in Fig. 8.16
and Table 8.3. Other modes (i.e., m = 1 and m = 2) also appear in the spectrum
with no significant contribution to the global mode amplitude. Subsequently, for the
14 other small time intervals, the energies of 1–4 modes are illustrated in Table 8.3.

As mentioned above, before applying the biasing voltage the dominant mode is
m = 3; however, the biasing voltage causes an increase of the energy of mode
m = 2 and at around 1 ms after applying biasing, the energy of mode m = 3 is
suppressed and mode m = 2 becomes the dominant mode. It is clear that 5 ms after

Fig. 8.13 Morlet wavelet spectrum of one Mirnov signal in the time range of 8–12 ms a without
and b with applying emissive biased limiter. Biased voltage is applied at t = 10 ms
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applying the biasing voltage mode m = 2 is suppressed and mode m = 3 increased.
The results demonstrate that an emissive biased limiter with negative voltage affects
MHD modes.

Fig. 8.14 Spatial and temporal structures of the dominant poloidal mode at 15 time windows.
Emissive biased limiter is applied at t = 10 ms
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Fig. 8.15 Relative mode spectra of PAs for 15 small time intervals without applying biasing
voltage. No mode suppression is observed

Table 8.2 MHD mode energies at 15 small time interval without applying biased voltage

Time (ms) m = 1 m = 2 m = 3 m = 4

7–8 0 0.14 91.06 0

8–9 0 0.14 71.17 0

9–10 0 3.5 95.52 0

10–11 0.009 0.02 96.08 0

11–12 0 0.04 84.1 0.1

12–13 0 9.43 89.82 0

13–14 0 3.25 87.98 0.01

14–15 0.28 0.06 97.04 0

15–16 0 89.54 6.93 2.41

16–17 0 0.22 86.88 2.14

17–18 0 0.08 7.98 91.46

18–19 0 92.27 7.34 0.024

19–20 0 8.95 87.61 0

20–21 0 2.23 6.37 90.19

21–22 0.67 88.04 11.09 0

Fig. 8.16 Relative mode spectra of PAs for 15 small time intervals. To apply emissive biased
limiter, dominant mode from m = 3 changes to m = 2
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Study of Magnetic Islands Width in IR-T1 Tokamak

Macroscopic instabilities can affect Tokamak plasmas and lead to the reduction of
their effectiveness [9]. One of these, tearing modes, is relatively slow growing
instabilities which finally saturate with the process reconnecting magnetic flux
surfaces to create magnetic islands. Magnetic islands cause a flow of heat and
particles along field lines from inner to outer radii and finally the reduction of
plasma confinement [23]. In fusion devices, magnetic islands mostly rotate at a
kilohertz range of frequencies. Magnetic island rotation leads to rotating pertur-
bations in the magnetic field, density, and temperature [24]. Since the amplitude
and frequency depend on time evolution, the application of signal analysis tech-
niques to capture the island dynamics is necessary. There are several experiments
that demonstrate that the radial electric field induced by a biasing system can
modify MHD activities [25, 26]. In the resistive plasma, the helical current jh ¼ vrBh

gk

is produced by~vr �~Bh where vr is a radial flow of plasma across Bh. The resulting
Lorentz force ~jh �~Bh

�� �� � vr
gk
B2
h usually opposes the original fluid motion across the

magnetic field and is finite in the limit that the plasma resistivity vanishes, gk ! 0.
It may be considered as a mechanism of plasma field coupling or freezing of
magnetic field lines and plasma embodied in the ideal Ohm’s law, ~Eþ~V �~B ¼ 0
[27].

Slipping of plasma through the field and the subsequent reconnection of the field
can occur at the null layer centered on the resonant surface. As Bh vanishes at the
resonance even in the presence of small resistance, the restoring Lorentz force also
vanishes and consequently fast diffusion, reconnection, and magnetic island for-
mation are still feasible in a narrow resistive boundary layer about the rational

Table 8.3 MHD mode
energies at 15 small time
intervals in the presence of a
biasing voltage

Time (ms) m = 1 m = 2 m = 3 m = 4

7–8 0.006 0.053 99.36 0.561

8–9 0 0.008 97.07 0.042

9–10 0 1.09 79.63 0.347

10–11 1.124 29.264 66.481 0

11–12 1.98 65.867 0.848 0.022

12–13 0 92.728 0.195 0.0787

13–14 0 90.303 0.0455 0.025

14–15 0.714 30.579 65.455 0.024

15–16 0 2.64 97.07 0

16–17 0.35 24.46 73.97 0.0077

17–18 1.613 3.825 66.486 0.023

18–19 0.014 1.18 98.56 0.0022

19–20 0 0.058 97.85 2.03

20–21 0 0.0353 98.93 0

21–22 0 0.45 86.5 0
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surface [28]. As the magnetic islands change the topology of the overall magnetic
field and degrade plasma confinement when their width becomes greater, the
complete loss of plasma can occur. So, determination of the width of magnetic
islands and obtaining a proper technique to reduce them in plasma is a fundamental
objective in Tokamaks. Therefore, in this section, the effect of limiter biased voltage
on width and frequency of magnetic islands is studied. In the results reported in this
experiment, the magnetic island width can be calculated from the following
approximate formula [29]:

w
rs
¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
m

rc
rs

� �mdBh

Bh

s
ð8:11Þ

where rs and m are mode rational surface radius and poloidal mode number,
respectively. Also, rc = 18 cm is the radius of the detecting Mirnov coil. It is
customary to consider the relative amplitude, dBh

Bh
, where Bh is the unperturbed

poloidal field. To obtain dBh for the four different cases mentioned above, the time
interval of 8–12.2 ms is divided into 14 smaller and equal time intervals of 300 ls;
then in each of these intervals, one of the Mirnov coil signals (of relevant shot) is
integrated over the time interval of 300 ls. The obtained result is used in relation
(8.11). It is noticeable that the biasing voltage is applied at t = 10 ms. The poloidal
mode number in relation (8.11) is obtained from SVD analysis of Mirnov coil
signals (M8) in each of the time intervals of 300 s. rs in this relation can be
extracted from the following relation:

q ¼ m
n
¼ 5� 106 � BTr2s

RIp
ð8:12Þ

In this relation, BT, IP, R, q, and m are the toroidal magnetic field, the plasma
current, the radius of Tokamak major, the safety factor, and the poloidal mode
number, respectively. In order to investigate the frequency of magnetic islands,
wavelet analysis of the Mirnov coil signal is used as mentioned earlier. In this
section, the influence of the biased limiter in two situations (cold and emissive) on
the magnetic island’s width is investigated. For this purpose, the biasing voltage is
exerted in two polarities: positive (+380 V) and negative (−380 V). Figure 8.17a–d
illustrate the time evolution of plasma parameters such as plasma current, H-alpha
radiation, loop voltage, and electron density in the presence of the cold biased
limiter in positive polarity (+380 V), cold biased limiter in negative polarity
(−380 V), emissive biased limiter in positive polarity (+380 V), and emissive
biased limiter in negative polarity (−380 V), respectively. Clearly, it is observable
that the emissive biased limiter is more effective in the reduction of loop voltage
fluctuations and H-alpha radiation. On the other hand, positive polarity of the
emissive biased limiter is much more effective in the reduction of loop voltage
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fluctuations and H-alpha radiation and consequently plasma stability increases.
Also, it can be seen that in presence of the cold biased limiter with negative voltage,
H-alpha radiation is the highest value.

To study the biasing voltage effect on the rotation frequency of magnetic islands,
a Mirnov signal from each of the conditions mentioned above, in the time interval
8–12 ms, is studied using wavelet analysis. The effect of limiter biasing on the
rotation frequency of magnetic islands is investigated in Fig. 8.18a–d for different
conditions. The results demonstrate that the emissive biased limiter with positive
voltage is the most effective on the magnetic islands frequency (see Fig. 8.18c).
This figure was taken 1 ms after applying the biasing voltage and shows that the
magnetic island’s frequency reduces from 50 to 25 kHz. Clearly, no reduction is
found in the magnetic island’s frequency after applying the cold biased limiter in
negative polarity, as observed in Fig. 8.18b. It can be concluded that the emissive
biased limiter has a greater effect on the reduction of magnetic island frequency

Fig. 8.17 The time evolution of plasma current, H-alpha radiation, Vloop and electron density in
the presence of a cold biased limiter +380 V, b cold biased limiter −380 V, c emissive biased
limiter +380 V and d emissive biased limiter −380 V. In all cases, the biasing voltage was applied
at t = 10 ms until the end of the shot
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compared to the cold biased limiter. Comparatively, between the positive and
negative polarities of emissive biased limiter, the positive polarity is more
influential.

To study the dominant poloidal MHD mode and temporal evolution of them in
different conditions, a time interval of 8–12.2 ms for Mirnov fluctuations was
chosen for SVD analysis (see Figs. 8.19, 8.20, 8.21 and 8.22). In order to inves-
tigate the limiter biased effect, Mirnov fluctuations were analyzed 2 ms before
applying the biasing voltage and 2 ms after applying the biasing voltage. The time
interval is divided into 14 smaller time intervals (of 300 ls each), and SVD is run
for all of the smaller intervals individually. The effect of the cold biased limiter and
the emissive biased limiter with positive and negative voltages on the dominant
poloidal mode number (Dpmn), the dominant mode energy and magnetic island
width in 14 time intervals are summarized in Table 8.4a–d. The results show that
the emissive biased limiter with both negative and positive voltages immediately
reduces the dominant poloidal mode number and the magnetic island’s width.

Fig. 8.18 Morlet wavelet spectrum of one Mirnov signal in the time range of 8–12 ms with
applying a cold biased limiter with voltage +380 V, b cold biased limiter with voltage −380 V,
c emissive biased limiter with voltage +380 V and d emissive biased limiter with voltage −380 V.
Biased voltage is applied at t = 10 ms
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It is noticeable that the positive voltage is more effective than the negative
voltage at reducing the magnetic island’s width, as observed in Table 8.4c, d.
Table 8.4a demonstrates that the magnetic island’s width reduces around 1 ms after
applying the cold biased limiter with positive voltage. It can be observed imme-
diately after applying the biasing voltage that the energy mode m = 3 reduces while
simultaneously the energy mode m = 4 increases (with energy 26.29 eV); however,
in the following time interval the plasma goes to a more stable mode of m = 2, and
these modifications have finally led to a reduction in the width of the magnetic
islands. It is clear from Table 8.4b, that the cold biased limiter with negative

Fig. 8.19 Spatial and temporal structures of the dominant poloidal mode at 14 time windows.
Cold biased limiter with positive voltage (+380 V) is applied at t = 10 ms
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voltage causes an increase in the plasma instability. In the present case, immediately
after applying the biasing voltage, mode m = 4 becomes the dominant mode and
the magnetic island’s width increases.

8.5.1.4 Magnetic Probes

To improve the plasma confinement, it is necessary to prevent contact between the
plasma and Tokamak wall. Control of plasma position and stability can be studied

Fig. 8.20 Spatial and temporal structures of the dominant poloidal mode at 14 time windows.
Cold biased limiter with negative voltage (−380 V) is applied at t = 10 ms
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using magnetic probes or diamagnetic loops that work based on Faraday’s law. In
IR-T1 Tokamak, an array of four magnetic probes has been installed in a circle with
radius of 16.5 cm. Two magnetic probes were placed at angles of h = 0 rad and
h = p rad to determine the tangential magnetic field and two other probes were
located at angles of h ¼ p

2 rad and h = 2p rad to determine the normal magnetic
field [30]. The position of these probes is shown in Fig. 8.23.

Fig. 8.21 Spatial and temporal structures of the dominant poloidal mode at 14 time windows.
Emissive biased limiter with positive voltage (+380 V) is applied at t = 10 ms
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Poloidal beta is an essential factor for determining optimized operation in
Tokamaks. Poloidal beta can determine other parameters of a plasma such as
internal inductance, plasma energy, and plasma confinement time. Poloidal beat is
often specified by toroidal magnetic flux measured by a diamagnetic loop.

A diamagnetic loop is a simple wire loop that surrounds the Tokamak chamber
in a poloidal direction as shown in Fig. 8.24. It is noticeable that this loop can be
located either inside or outside of vacuum chamber. Intrinsically this loop will also
detect the toroidal magnetic flux from the toroidal field coil and any current

Fig. 8.22 Spatial and temporal structures of the dominant poloidal mode at 14 time windows.
Emissive biased limiter with negative voltage (−380 V) is applied at t = 10 ms

436 M. Ghoranneviss and S. Meshkani



Table 8.4 The dominant poloidal mode number (Dpmn), the dominant mode energy and
magnetic island width in the presence of (a) cold biased limiter with positive polarity, (b) cold
biased limiter with negative polarity, (c) emissive biased limiter with positive polarity and
(d) emissive biased limiter with negative polarity

Time (ms) Dpmn Energy Island width (cm)

(a)

8–8.3 3 98.14 3.19

8.3–8.6 3 96.77 3.16

8.6–8.9 3 98.42 3.14

8.9–9.2 3 98.78 3.11

9.2–9.5 3 99.17 3.08

9.5–9.8 3/2 68.30/29.70 3.06

9.8–10.1 3 93.21 3.03

10.1–10.4 3/4 60.39/29.26 3.01

10.4–10.7 2 93.10 2.28

10.7–11 2 99.27 2.26

11–11.3 3 95.06 2.93

11.3–11.6 3 99.15 2.90

11.6–11.9 3/2 80.11/18.79 2.86

11.9–12.2 2 98.30 2.17

(b)

8–8.3 3 94.73 3.06

8.3–8.6 3 98.74 3.04

8.6–8.9 3 99.67 3.02

8.9–9.2 3 98.10 2.99

9.2–9.5 3 91.48 2.97

9.5–9.8 3 80.01 2.94

9.8–10.1 3/4 73.52/15.91 2.92

10.1–10.4 4 93.13 3.52

10.4–10.7 4 98.99 3.49

10.7–11 3 98.92 2.84

11–11.3 3 96.02 2.80

11.3–11.6 3 98.43 2.79

11.6–11.9 3 91.68 2.75

11.9–12.2 3 98.001 2.72

(c)

8–8.3 4 99.67 4.39

8.3–8.6 2 99.49 2.61

8.6–8.9 2 99.08 2.59

8.9–9.2 3 99.10 3.36

9.2–9.5 2 99.09 2.55

9.5–9.8 3 98.25 3.30

9.8–10.1 3 78.75 3.26
(continued)
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Table 8.4 (continued)

Time (ms) Dpmn Energy Island width (cm)

10.1–10.4 2 84.11 2.49

10.4–10.7 2 98.89 2.47

10.7–11 3/2 57.36/38.37 3.18

11–11.3 2 97.38 2.41

11.3–11.6 4 99.76 3.98

11.6–11.9 2/1 78.34/21.21 2.36

11.9–12.2 3 99.80 3.04

(d)

8–8.3 3 99.75 2.06

8.3–8.6 2/3 65.57/32.52 2.16

8.6–8.9 2 99.39 2.15

8.9–9.2 2 98.34 2.13

9.2–9.5 2 97.35 2.11

9.5–9.8 3 98.41 2.56

9.8–10.1 3 97.93 2.53

10.1–10.4 2 97.16 2.06

10.4–10.7 2 97.95 2.04

10.7–11 3 79.70 2.46

11–11.3 3 73.15 2.44

11.3–11.6 2 90.16 1.98

11.6–11.9 3 99.43 2.39

11.9–12.2 3 97.35 2.36

Fig. 8.23 Schematic of the
position of the magnetic
probes in IR-T1 Tokamak
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circulating in the poloidal plane, particularly the toroidal field coil current, eddy
currents in the conducting vacuum chamber induced during transient changes in the
plasma energy, and plasma current. In other words, the diamagnetic loop consists of
a simple loop that links the plasma column, ideally located in a poloidal direction in
order to minimize detecting the poloidal field. The parameters of the magnetic
probes and diamagnetic loop installed on IR-T1 Tokamak are summarized in
Table 8.5.

Determination of the Toroidal Field Ripple and Shafranov Parameter by
Discrete Magnetic Probes

The toroidal magnetic field can be analyzed by the following simple relationship
[30]:

B£ h;£ð Þ ¼ B0 1� q cos h� A cos N£ð Þ ð8:13Þ

where B0, h and £ indicate the toroidal magnetic field at the center of the chamber,
and poloidal and toroidal angles, respectively. Also q and N are the inverse aspect

Fig. 8.24 Schematic
presentation of the
diamagnetic loop and
compensation coil in IR-T1
Tokamak

Table 8.5 Design
parameters of the magnetic
probe and diamagnetic loop
[30]

Parameters Magnetic
probe

Diamagnetic
loop

R (Resistivity) 33 Ω 100 Ω

L (Inductance) 1.5 mH 20 mH

n (Turns) 500 170

S (Sensitivity) 0.7 mV/G 0.5 V/G

f (Frequency response) 22 kHz 5 kHz

Effective nA 0.022 m2 16 m2

d (Wire diameter) 0.1 mm 0.2 mm

dm (Coil average radius) 3 mm 175 mm
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ratio and the number of toroidal field coils (TFCs), respectively. The amplitude of
the toroidal field ripple, A, is determined as follows:

A ¼ dB

B£
� 	 � BMax � BMin

BMax þBMin
ð8:14Þ

In IR-T1 Tokamak, N = 16 and q ¼ 0:278: The amplitude of the toroidal field
ripple depends on the poloidal angle, so to determine the amplitude of the toroidal
field ripple it is necessary to calculate the average value of it as follows:

A ¼ 1
4

B; h ¼ 0; ; ¼ p=Nð Þ � B; h ¼ 0; ; ¼ 0ð Þ
B0

�

þ B; h ¼ p; ; ¼ p=Nð Þ � B; h ¼ p; ; ¼ 0ð Þ
B0

�
ð8:15Þ

This equation shows that the toroidal magnetic field is determined using four
probes in four different poloidal angles. The measurements performed by the
magnetic pick-up coils on the outer surface of the IR-T1 Tokamak demonstrate that
the amplitude of the toroidal field ripple on the sensor position is 0.01. This result is
consistent with the result of modeling given in Fig. 8.25.

The Shafranov parameter can be calculated by the distribution of tangential and
normal components of the magnetic field around the plasma current [31]:

Bh ¼ l0Ip
2pb

� l0Ip
4pR0

� ln
a
b
þ 1� Kþ 1

2

� �
a2

b2
þ 1

� �
� 2R0Ds

b2


 �
cos h ð8:16Þ

Br ¼ � l0Ip
4pR0

� ln
a
b
þ Kþ 1

2

� �
a2

b2
� 1

� �
þ 2R0Ds

b2


 �
sin h ð8:17Þ

Fig. 8.25 Dependence of the toroidal field on the poloidal and toroidal angles (TF ripple)

440 M. Ghoranneviss and S. Meshkani



where in these relations R0, Δs, Ip, a, and b are the major radius of the vacuum
vessel, Shafranov shift, plasma current, the minor radius of the plasma and
chamber, respectively.

K ¼ bp þ
li
2
� 1 ¼ ln

a
b
þ pR0

l0Ip
Bh þBrð Þ ð8:18Þ

Bhh i ¼ Bh h ¼ 0ð Þ � Bh h ¼ pð Þ ð8:19Þ

Brh i ¼ Br h ¼ p
2

� 
� Br h ¼ 3p

2

� �
ð8:20Þ

Here, li and bp represent the plasma internal inductance and poloidal beta,
respectively. In this experiment, we assume that the minor radius of the plasma and
amplitude of the toroidal field ripple at different poloidal angles are constant. Since
toroidal flux is a variable parameter at different toroidal angles, we need field lines
which loop back on themselves, in which case we require localized poloidal
currents.

Measurements of the Poloidal Beta and Internal Inductance with the
Diamagnetic Loop

The toroidal diamagnetic flux that relates to the perpendicular thermal energy of the
plasma is measured using the diamagnetic loop. When measuring the diamagnetic
flux, poloidal beta is obtained by the following relation [31]:

bp ¼ 1� 8pB£

l20I
2
p
DUD ð8:21Þ

The diamagnetic flux DUD is equal to Utotal � Uvacuum.

Uvacuum ¼ UToroidal þUVertical þUOhmic þUEddy ð8:22Þ

UToroidal;UVertical and UOhmic are the toroidal flux due to toroidal field coils, the
flux passing through the loop due to possible misalignment between the diamag-
netic loop and vertical field, and the ohmic field, respectively. UEddy is toroidal flux
due to eddy current in the chamber. The compensation coil in Fig. 8.24, can
compensate for these fluxes. The compensation coil of the diamagnetic loop that is
wrapped around the plasma current can only receive toroidal flux (Figs. 8.23 and
8.24). Substituting Eq. (8.13) into Eq. (8.21), we can write:
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bp ¼ 1� 8pB0 1� q cos h� A cos N£ð Þ
l20I

2
p

DUD ð8:23Þ

And from Eq. (8.18):

li
2
¼ 1� bp þK
� � ð8:24Þ

li ¼ 2 ln
a
b
þ 2pR0

l0Ip
Bhh iþ Brh ið Þþ 16pB0 1� q cos h� A cos N£ð Þ

l20I
2
p

DUD

ð8:25Þ

Moreover, the Shafranov shift is obtained from Eq. (8.16):

Ds ¼ pb2

l0Ip
Bhh iþ b2

2R0
� ln

a
b
þ 1� a2

b2
þ 1

� �
bp þ

li
2
� 1
2

� �
 �
ð8:26Þ

According to the above discussion, the IR-T1 group has done many experiments
to investigate the toroidal field ripple effects on the poloidal beta, internal induc-
tance, and Shafranov shift [30, 31]. The experimental results were illustrated in
Figs. 8.26, 8.27 and 8.28. Figure 8.26 illustrates the plasma parameters in the
absence of toroidal field ripple. The time evolution of plasma current is seen in
Fig. 8.26a. As shown in Fig. 8.26b, the measured poloidal beta is close to one
which is acceptable for ohmically heated Tokamaks such as IR-T1 Tokamak. The
time evolution of measured internal inductance and Horizontal Displacement (H.D.)
of the plasma column can be observed in Fig. 8.26c, d. The effect of toroidal field
ripple amplitude on DBetap (the difference of poloidal beta with and without tor-
oidal field ripple) at different poloidal angles is presented in Fig. 8.27a–d. The
results show that DBetap is on the order of 10−4. DBetap is negative in the high
field side region (h = 180°) whereas it is positive in the low field side (h = 0°). The
effect of toroidal field ripple amplitude on Dli (the difference in internal inductance
with and without Toroidal field ripple) is on the order of 10−2, as observed in
Fig. 8.28a–d. It is noticeable that in the high field side region (h = 180°), unlike the
poloidal beta case, Dli is positive while in the low field side (h = 0°) Dli is negative.
As shown in Fig. 8.29a–d, no observable change is found in Shafranov shift
[Horizontal Displacement (H.D.)] due to the toroidal field ripple at different
poloidal angles.
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The Effect of Cold Limiter Biased System on the Plasma Internal Inductance
in IR-T1 Tokamak

As mentioned in an earlier section, poloidal beta is an important parameter in
Tokamaks. With the measurement of poloidal beta, we can obtain other important
parameters of a plasma such as plasma pressure (P), plasma thermal energy (U),
plasma temperature (T), plasma resistance (R), and plasma internal inductance (li).
The volume averaged plasma kinetic pressure Ph i can be directly determined from
poloidal beta by the following relation [32]:

Ph i ¼ bp
B2
h að Þ
2l0

¼ l0I
2
pbp

8p2a2
ð8:27Þ

Also, Eqs. (8.28) and (8.29) can be used to determine the plasma thermal energy
(U) and also plasma temperature (T):

Fig. 8.26 The time evolution of a Plasma current, b Poloidal beta, c Internal inductance, and
d horizontal displacement (H.D.) in the absence of toroidal field ripple
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U ¼ 3
2

X
a

naTa

 !
V ¼ 3

2
Ph iV ð8:28Þ

Ta ¼ U
3naV

ð8:29Þ

where V and n are the plasma volume and plasma density and subscript a indicates
the plasma species. Moreover, the plasma specific resistance in the steady state
plasma can be written as:

qp ¼
1
rp

¼ A
l
Rp ¼ a2

2R0

VR

Ip
ð8:30Þ

where rp, Rp and VR are the plasma conductivity, the plasma resistance and the
resistive component of the loop voltage (poloidal flux loop), respectively.

Fig. 8.27 Effects of the equal TF ripple amplitude on the difference in poloidal beta with and
without TF ripple (DBetap) at different poloidal angles
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In the following, the time evolution of plasma parameters is calculated using the
above procedure and the effects of the biased limiter are presented. Figure 8.30
illustrates the time evolution of plasma current (Ip), loop voltage (Vloop), poloidal
beta (bp), plasma pressure (P), plasma energy (U), plasma resistance (R), plasma
temperature (T), plasma displacement, Shafranov parameter (K), and plasma
internal inductance (li) without biased voltage. As can be seen from this figure, all
of these parameters turn into the steady state (after 10 ms) when the plasma current
is in the equilibrium state. The results show that the plasma temperature and plasma
displacement calculated using the diamagnetic loop are around 140 eV and
5 � 10−3 m. The effects of the cold biased limiter with different voltages (+200 V
and +320 V) on these parameters is seen in Figs. 8.31 and 8.32. It can be observed
that plasma current increases as a result of applying the cold biased limiter with
voltage +200 V. Also, the plasma current profile is flattened in the presence of a
+200 V biasing voltage. The +200 V biasing voltage increases poloidal beta,
plasma pressure, plasma energy, and plasma temperature and decreases plasma
resistance, plasma displacement, and plasma internal inductance.

It can be concluded that applying +200 V biasing voltage to the plasma could be
effective for improving the quality of the Tokamak plasma discharge by creating

Fig. 8.28 Effects of the equal TF ripple amplitude on the difference in internal inductance with
and without TF ripple (Dli) at different poloidal angles
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steady state plasma. The +200 V biasing voltage significantly increases the mag-
nitude of the radial electric field in the region inside the fixed limiters. Also, one of
the results of improving the particle and energy confinement is that the plasma
displacement is decreased (from 8 mm to around 1 mm). The plasma current,
plasma pressure, plasma energy, and plasma temperature increase as a result of
applying the cold biased limiter with voltage +320 V and then decreases rapidly.
Also, reduction of plasma displacement is not steady after applying biased voltage
+320 V. These results show that the cold biased limiter with voltage +320 V is not
effective for improving the plasma confinement.

8.5.2 Electrical Probes

The scrape-off layer (SOL) and edge plasma which are the closest regions to the
chamber walls have been extensively studied in recent fusion research. In general,

Fig. 8.29 Effects of the equal TF ripple amplitude on the horizontal displacement (H.D.) at
different poloidal angles
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the critical conditions of edge plasma relate to interactions with the wall and
impurity transport. The measurement of parameters is essential for the study and
control of edge plasma behavior. The easiest, most practical, and accurate tool for

Fig. 8.30 Time evolution of a plasma current, b loop voltage, c poloidal beta, d plasma pressure,
e plasma energy, f plasma resistance, g plasma temperature, h plasma displacement, i Shafranov
parameter and j plasma internal inductance without applying biasing voltage
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measuring local plasma parameters is the electrical probe. To minimize destruction
of the probe and impurity transport into the plasma, the electrical probes can only
be placed at the plasma edge. This probe includes one or more electrodes in

Fig. 8.31 Time evolution of a plasma current, b loop voltage, c poloidal beta, d plasma pressure,
e plasma energy, f plasma resistance, g plasma temperature, h plasma displacement, i Shafranov
parameter and j plasma internal inductance in the presence of a biasing voltage (+200 V)
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different forms based on the required measurements. For measuring parameters, an
external voltage is applied to the electrodes and the current or voltage response
detected by the electrodes is measured as output data.

Fig. 8.32 Time evolution of a plasma current, b loop voltage, c poloidal beta, d plasma pressure,
e plasma energy, f plasma resistance, g plasma temperature, h plasma displacement, i Shafranov
parameter and j plasma internal inductance in the presence of a biasing voltage (+320 V)
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8.5.2.1 Principles of Langmuir Probe Operation

The oldest and simplest electrical probe is the Langmuir probe that was invented by
Arving Langmuir in 1924. The Langmuir probe is a diagnostic tool for the mea-
surement of electron density, electron temperature, and floating potential at the
plasma edge and SOL region. In general, an electrode is inserted into the plasma
and is connected to a defined voltage to collect ions and electrons. For different
applications, Langmuir probes are constructed in different configurations such as:
single Langmuir probe, double Langmuir probe, Mach probe, radial array of
Langmuir probes (rake probe), and poloidal array of Langmuir probes.

8.5.2.2 Single Langmuir Probe

A single Langmuir probe includes an electrode that is placed at the plasma edge. By
applying an external voltage to the electrode and measuring the current collected by
the electrode, it is possible to determine I–V characteristics of the plasma discharge.
A typical I–V characteristic curve for plasma with Maxwellian energy distribution is
illustrated in Fig. 8.33. Since the plasma is a quasi-neutral gas of ions and electrons,
the I–V characteristic curve includes two currents for ion current (Ii) and electron
current (Ie).

When the potential of the probe is greater than the plasma potential (Vp), elec-
trons are preferentially collected by the probe (relative to ions), so the electron
current increases to reach an electron saturation current (Ies). When the probe
reaches the electron saturation current, electrons are repelled from the probe and no
more electrons are collected by the probe. On the other hand, if the probe potential
is less than the plasma potential, more ions are collected than electrons. To attract
these ions and increase the ion current, the probe is positively charged until ions are
repelled from probe. In this situation, the probe current is equal to the ion saturation
current (Iis). The floating potential is the potential at which the probe is electrically

Fig. 8.33 I–V characteristic
curve for the Langmuir probe
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insulated from the chamber. Electron temperature can be obtained from the fol-
lowing relation:

Vp ¼ Vf þ Te ln
Ies
Iis

� �
ð8:31Þ

where Vp, Vf, and Te are the plasma potential, floating potential, and electron
temperature, respectively.

There are two different arrays of Langmuir probes in IR-T1 Tokamak. A radial
array of 16 single Langmuir probes (Rake probe), separated radially by 2.5 mm
from each other, is inserted vertically from the top of the Tokamak into the
chamber, as presented in Fig. 8.34. This movable array is used to measure the radial
electric fluctuations. Probe tips are made of molybdenum and are 3.3 mm in length
and 0.6 mm in diameter. The other probe is a poloidal array of four single Langmuir
probes placed in the poloidal direction on two poloidal surfaces to determine the
poloidal electric fluctuations. Two of the four probes are shorter in length than the
other two probes. In order to prevent the probes from producing shadows on each
other, the shorter probes are located in the first surface and the longer probes are
placed in the second surface. The tips are made of tungsten with a diameter of
0.6 mm and a length of 3.9 mm (see Fig. 8.35). These probes are used to determine
the edge plasma fluctuations and associated transport in IR-T1 Tokamak
experiments.

The Control of Turbulent Transport in IR-T1 Tokamak by External
Resonant Fields

In this experiment [11, 33], the effect of a cold biased limiter with voltages of +200
and −200 V on turbulence and transport of the particles at the edge of the plasma
are investigated. Figures 8.36a–e and 8.37a–e display the influence of cold biased
limiter voltage with positive and negative polarity, respectively, on the temporal

Fig. 8.34 Photo of the Rake probe in IR-T1 Tokamak
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evolution of plasma parameters. These parameters include the plasma current, radial
and poloidal electric field, and the radial and poloidal turbulent transport. The
measurements were taken at the plasma edge using the radial and poloidal
Langmuir probe arrays mentioned earlier.

It is noticeable that the radial particle flux (Cr) and poloidal particle flux (Cp) can
be calculated by Cr(t) = n(t) Ep(t) and Cp(t) = n(t) Er(t), respectively. n(t), Ep(t) and
Er(t) are the fluctuations of electron density, poloidal electric field, and radial
electric field as determined by Langmuir probes. As presented in Figs. 8.36a and
8.37a, the plasma current increases after applying the cold biased limiter with
positive voltage while it reduces as a result of the presence of the negative biased
voltage. Additionally, Fig. 8.37a demonstrates the reduction of confinement time
after applying the biasing voltage with negative polarity. One possible explanation
for this is the radial current (J) produced by the cold biased limiter, which can create
the ~J �~B force to balance the gradient of kinetic pressure in the plasma.
Figures 8.36b and 8.37b confirm the results as the radial electric field in the plasma
edge increases with the application of the positive biased voltage and reduces as a
result of the presence of the negative biased voltage. The poloidal electric field
decreases in the presence of a biasing voltage with positive polarity, while the
negative biased voltage increases it (see Figs. 8.36c and 8.37c).

These results show that the~J �~B force produced by the positive biased voltage
is in the opposite direction to the gradient of kinetic pressure. In contrast, it can be
guessed that the negative biased voltage produces the~J �~B force in the direction of
the gradient of kinetic pressure. So we can predict that the biased voltage with
positive polarity can reduce the radial particle flux and increase the poloidal particle
flux, as shown in Fig. 8.36d, e. Also, Fig. 8.37d, e demonstrate that the negative
biased voltage causes an increase in the radial particle flux and the reduction of
poloidal particle flux. These results show that the cold biased limiter with positive
voltage improves plasma confinement while negative voltage reduces it.
Figure 8.38a–c illustrate the effects of biasing voltage (+200 and −200 V) on the

Fig. 8.35 Photo of a poloidal array of Langmuir probes in IR-T1 Tokamak
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temporal evolution of H-alpha radiations, energy, and confinement time of plasma
in IR-T1 Tokamak. It can be observed that the energy and confinement time of the
plasma increases in the presence of the positive biasing voltage and reduces after
applying the negative biasing voltage. It can be concluded that the polarity of the
biasing voltage has a key role in improving plasma confinement.

In the following, the influence of both the cold biased limiter with positive
polarity (+200 V) and RHF (L = 2 and L = 3) and the time order of applying them
to the IR-T1 Tokamak plasma are investigated. For this purpose, the experiments
have been performed in three steps: first, the biasing voltage and RHF were applied
at t = 15 ms and t = 20 ms, respectively and continue until the end of the shot. In
the next step, RHF and biasing voltage were applied at t = 15 ms and t = 20 ms,
respectively, until the end of the shot. In the final step, RHF and biasing voltage
were applied simultaneously at t = 15 ms until the end of the shot. As mentioned
earlier, turbulent transport depends on fluctuations of the density and the potential,
so a description of their statistical properties can be useful in studying turbulent

Fig. 8.36 The temporal evolution of a plasma current, b radial electric field, c poloidal electric
field, d radial turbulent transport and e poloidal turbulent transport in the absence of the cold
biased limiter voltage and in the presence of the cold biased limiter voltage with positive polarity
(+200 V)
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transport. It is noticeable that the auto-power spectrum of the parameter u can be
estimated by [34, 35]:

Su xj
� � ¼ u xj

� ��� ��2D E
ð8:32Þ

where the brackets <…> denote ensemble averaging, showing the frequency dis-
tribution of the power of the fluctuations. For two fluctuating quantities, u and v, the
cross-power spectrum reveals information on the correlation between two different
quantities in the Fourier domain. It is given by:

Puv ¼ u xj
� ��

v xj
� �� 	 ð8:33Þ

Fig. 8.37 The temporal evolution of a plasma current, b radial electric field, c poloidal electric
field, d radial turbulent transport and e poloidal turbulent transport in the absence of the cold
biased limiter voltage and in the presence of the cold biased limiter voltage with negative polarity
(−200 V)
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Fig. 8.38 The time evolution of a H-alpha radiation, b energy and c confinement time of plasma
in both the absence of biasing voltage and the presence of biasing voltages (+200 V and −200 V)

the asterisk denotes the complex conjugation. The cross-phase spectrum can be
determined by:

uuv ¼ tan�1 Image Puv xð Þð Þ
Real Puv xð Þð Þ

� �
ð8:34Þ

Furthermore, the cross-coherence is defined as:

cuv xj
� � ¼ Puv xj

� �� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Su xj
� �

Sv xj
� �q

ð8:35Þ

Which is limited to [0, 1], where 0 and 1 indicate phase incoherence and
coherence, respectively, and the values between them indicate the partial phase
coherence.

Diffusion is a factor in plasma particle transport and is produced by pressure
gradients and different types of collisions from the high density regions to the low
density regions, both along and across the magnetic field lines. The flux of the
diffusing particles is given by [36]:

C ¼ lnE � Drn ð8:36Þ

l and D represent the mobility and diffusion coefficients, respectively. If either
the mobility or electric field is zero, this equation is called the Fick’s low and is
expressed by:

C ¼ �Drn ð8:37Þ
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So, the measurements of the particle flux and density gradient can determine the
diffusion coefficient. Figure 8.39a–d present the effect of the cold biased limiter and
RHF on the power spectrum of the ion saturation current (Isat) and gradient of
floating potential. It is necessary to express that when the temperature is assumed to
be constant, we can presume n / Isat. As seen from Fig. 8.39a, the power spectrum
of the amplitudes of Isat and ∇Vf are the same at t < 15 ms, but they change as a
result of applying the biasing voltage and RHF to the plasma. They have a
broadband turbulent character, i.e., there is no reproducible or persistent peak in the
spectra. When the biasing voltage and RHF are applied at t = 15 ms and t = 20 ms,
respectively, at low frequency (f � 10 kHz) and in the time interval
20 < t < 22 ms, the spectrum of Isat varies in the range of 0 < spectrum of
Isat � 1.2 � 10−9. In the other range, it was reduced and when f > 60 kHz it was
near zero (Fig. 8.39b).

In the opposite situation, i.e., when RHF and biasing voltage are applied at
t = 15 ms and t = 20 ms, respectively, in the time interval 20 < t < 22 ms, the
fluctuations of the power spectrum of Isat are more than the fluctuations in the other
conditions. At the low frequency interval (f � 10 kHz), the spectrum of Isat varies
in the range of 0 � spectrum of Isat � 2 � 10−9 but at the frequencies beyond
10 Hz, it decreases about 90%. To apply the RHF and biasing simultaneously, the
range of the spectrum of the Isat was restricted to 0 � spectrum of
Isat � 1.1 � 10−9. Its fluctuations are less than the fluctuations observed under the
other conditions. The analysis was repeated in the time interval 13 < t < 15 ms.
The spectrum of the signals is identical in all the conditions (Fig. 8.39a, c).

Fig. 8.39 Superposition of a power spectrum of Isat during 2 ms (13 < t < 15 ms), b power
spectrum of Isat during 2 ms (20 < t < 22 ms), c power spectrum of ∇Vf during 2 ms
(13 < t < 15 ms), d power spectrum of ∇Vf during 2 ms (20 < t < 22 ms)
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The same results are obtained from the spectrum of ∇Vf (Fig. 8.39d). The power
spectrum of ∇Vf becomes smoother as a result of exerting the biasing voltage and
RHF at t = 15 ms. The analysis proceeds by calculating the cross power, phase, and
the coherence between ∇Vf and Isat. The cross power of ∇Vf and Isat by applied RHF
and biasing voltage at t = 15 ms, t = 20 ms, and vice versa, is more than the cross
power when biasing voltage and RHF are applied at t = 15 ms simultaneously (see
Fig. 8.40). The cross power decreases with increasing frequency in all conditions.
The coherence between ∇Vf and Isat (Fig. 8.40c) depends on the time order of
applying the RHF and biasing voltage. The results show that this coherence reduces
when biasing voltage and RHF are applied simultaneously.

Figure 8.41a–d present the effects of biasing voltage and RHF on the temporal
evolution of the plasma current, radial particle flux, gradient of particle density, and
diffusion coefficient. The results show that when simultaneously applying the
biasing voltage and RHF at t = 15 ms, the radial particle flux, radial particle density
gradient, and the diffusion coefficient decrease by around 60, 50, and 55%,
respectively. We can conclude that applying the biasing voltage and RHF simul-
taneously at t = 15 ms has the most effect on plasma confinement improvement.
Table 8.6 presents the average values of the diffusion coefficient, radial particle flux
and the particle density gradient at different time intervals.

8.5.2.3 Ball-Pen Probe

Due to fluctuating electron temperatures (Te) during measurement, it is very difficult
to calculate Te with sufficient accuracy. Moreover, in a strong magnetic field, the
ratio between the ion and the electron saturation currents Ies/Iis cannot always be

Fig. 8.40 Analysis of fluctuation spectra during 2 ms (20 < t < 22 ms), includes a cross-power
spectrum of (∇Vf − Isat); b phase between (∇Vf − Isat); c coherence of (∇Vf − Isat)
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determined precisely [37]. Moreover, the Langmuir probe obtains incorrect results
for the plasma potential. This can be attributed to electron drift or runaway electrons
with velocity distribution functions that deviate from the Maxwellian velocity
distribution function. To avoid this problem, there are probes such as the ball-pen
and emissive which can directly measure the plasma potential as explained in the
following. I–V curve becomes symmetric for both the ball-pen probe and emissive
probe as explained in the following (see Fig. 8.42).

The ball-pen probe is a simple probe for the direct measurement of plasma
potential. This probe is based on the Katsumata probe which is supposed to only be
sensitive to ions [38, 39]. The difference between Larmor radii of ions and electrons
in a strong magnetic field forms the basis of the probe’s operation. The Katsumata
probe consists of a movable collector and an insulating tube that surrounds the
collector. Within a strong magnetic field, the electron Larmor radius is much
smaller than the ion Larmor radius, and thus the insulator tube can shield the
collector from electrons. To measure the plasma potential, electron saturation
current has to be equal to ion saturation so the part of electron current must shield
collector. For this purpose, Adamek et al. improved the Katsumata probe and
invented the ball-pen probe [38,40]. In contrast to the original Katsumata probe, the
collector of this probe has a conical tip to transit smoothly from full electron
collection to no electron collection. When the electron saturation current decreases
to become equal to the ion saturation current, the second part of the right side of
relation (8.31) becomes equal to zero and the floating potential becomes equal to
the plasma potential and the I–V characteristic curve becomes symmetric.

Direct measurement of electron temperature can be achieved by adding a single
Langmuir probe to the ball-pen probe as shown in Fig. 8.43. The collector of the
ball-pen probe can measure plasma potential as mentioned above and the Langmuir
ring probe can measure the floating potential because it is in direct contact with
the plasma. The electron temperature can now be calculated using Eq. (8.31).

Fig. 8.41 The time evolution of a plasma current; b radial particle flux; c radial particle density
and d particle diffusion coefficient at plasma edge. No smoothed version of the diagrams was
plotted at the corner of each diagram
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The schematic and photo of the Langmuir ball-pen probe in IR-T1 Tokamak are
illustrated in Fig. 8.43a, b, respectively. The probe consists of a conically shaped
collector, which is shielded by an insulating tube made of alumina (Al2O3).

Study of Electron Temperature by the Langmuir Ball-Pen Probe

In this study [41], we investigated the results of direct measurement of the plasma
potential and electron temperature using the Langmuir Ball-pen probe. Moreover,
the influence of external fields [cold biased limiter with different voltages

Fig. 8.42 I–V characteristic curves obtained by a Langmuir probe (the solid line), ball-pen probe
(the dash line) and emissive probe (the dotted line)

Fig. 8.43 The a schematic and b photo of Langmuir ball-pen probe in IR-T1 Tokamak
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(V =+200 V and V = −200 V) and resonant helical magnetic field (RHF) with
different modes (L = 2 and L = 3)] on plasma parameters is studied. Dependence of
ion and electron saturation current (I þsat and I

�
sat) on the collector position in edge

plasma for different biasing voltages (Vbiasing = +200 V, Vbiasing = 0 V and
Vbiasing = −200 V) is displayed in Fig. 8.44a, b.

It can be seen that when the collector retracts into the tube, both I þsat and I�sat
decrease. Reduction of electron saturation current ðI�satÞ is steeper than in case of ion
saturation current ðI þsat Þ because the electrons have smaller Larmor radii compared
to the ions. Very small displacement of collector causes to shield more electrons
compared to ions. Also, the results obtained from experiments demonstrate a sig-
nificant increase in ion and electron saturation currents after applying the positive
biasing voltage (Vbiasing = +200 V) while the biasing voltage with negative polarity
(Vbiasing = −200 V) decreases them, as shown in Fig. 8.32. Also, Fig. 8.45a, b
show that RHF with both modes L = 3 and L = 2 increase ion and electron satu-
ration currents. It is clear that the decrease of electron and ion saturation currents
when retracting the collector into the tube is much greater when RHF is applied to
plasma. One of the possible reasons for this reduction can be explained by an
increase in the magnetic field. As we know, with an increasing magnetic field the
Larmor radius of both electrons and ions decrease.

As mentioned earlier, by retracting the collector into the tube fewer electrons are
collected by the collector until the number of electrons collected by the collector
becomes equal to the number of ions. A comparison between the electron saturation
current and ion saturation current shows that the ion saturation current and electron
saturation could be very close to one another when the collector retracts into the
tube by about 0.7 mm. So R is approximately equal to 1 for position h = −0.7 mm
as seen in Fig. 8.46. But this is just in the case of no external field biasing being
applied to the plasma. As a result, the floating potential is almost equal to the
plasma potential in this collector position. To study the influence of resonant
external fields on the plasma potential, the dependence of R on the collector

Fig. 8.44 Dependence of a ion and b electron saturation currents on the collector position in the
IR-T1 plasma edge for different biasing voltages
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position was investigated in the presence of external fields. The results demonstrate
that R ffi 1 in h = −1.1 mm and h = −0.6 mm in the presence of biasing voltages of
+200 and −200 V, respectively. On the other hand, the floating potential can be
assumed to be the same as the plasma potential in these positions.

Also, R ffi 1 in h = −0.5 mm and h = −0.6 mm for RHF with L = 3 and L = 2,
respectively. Figure 8.47a, b correspond to the influence of external fields on the
time evolution of the plasma potential measured by the ball-pen probe. As seen
from these figures, plasma potential increases after applying the biasing voltage
with positive polarity, and decreases for negative polarity. Furthermore, RHF with
both modes L = 3 and L = 2 increases the plasma potential however mode L = 3 is

Fig. 8.45 Dependence of a ion and b electron saturation currents on the collector position in the
IR-T1 plasma edge for different modes of RHF

Fig. 8.46 The ion and
electron saturation currents in
different collector positions.
The measurements were
performed in IR-T1 plasma
edge without external fields
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more effective than L = 2. As the Eq. (8.31) implies, the electron temperature can
be directly calculated from the difference between the plasma potential and floating
potential:

Te ¼ Vp � Vf

ln R
ð8:38Þ

Figure 8.48a, b illustrate the temporal evolution of electron temperature mea-
sured by the Langmuir ball-pen probe and the influence of external fields on it.
According to the results in Fig. 8.48a, biased limiter with positive voltage causes an
increase in electron temperature while the electron temperature decreases quickly in
the presence of the negative biasing voltage. On the other hand, the negative biasing
voltage reduces confinement time, as seen in Fig. 8.48a. The electron temperature
grows when the resonant helical magnetic field with different modes (L = 3 and
L = 2) acts on the plasma. The electron temperature growth with RHF in mode
L = 3 is much more significant than for L = 2 (seen Fig. 8.48b).

8.5.2.4 Emissive Probe

Usually, an emissive probe includes a tungsten half-loop with its two ends placed
into the bores of a double-bore ceramic. The schematic of an emissive probe is seen
in Fig. 8.49. This probe can emit electrons when is inserted into the plasma and
heated to a high temperature (around 3000 K). With electron emission, the
I–V characteristic curve becomes symmetric because the electron current emitted by
the probe is in the direction of the positive ion current that flows to the probe.
Therefore, the ion saturation current increases to become equal to the electron
saturation current. An emissive probe can calculate the potential of a Maxwellian
plasma using the relation (8.39):

Fig. 8.47 Time evolution of the edge plasma potential for a different biasing voltages and
b different modes of RHF
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Vp ¼ Vf;em þ Te ln
Ies

Iis þ Iem

� �
ð8:39Þ

Vf,em is a real floating potential that depends on the emission current Iem. The
probe can emit electrons for so long as the probe potential is more negative than the
plasma potential [42].

One of the disadvantages of emissive probes is their technical limitation to reach
the temperature of around 3000 K. Also, the high power of the electron saturation
current can destroy the probe. There is a new type of emissive probe that is heated
by a laser, called the laser-heated emissive probe. For first time, a laser-heated
emissive probe was designed in the Max Planck Institute in Germany that consists
of a cylindrical electrode made of LaB6 [43]. A molybdenum wire connects the
electrode to copper threads passing from a single-bore ceramic. An infrared
high-voltage diode laser heats the electrode to a high temperature and the probe
begins to emit electrons. The schematic of the laser-heated emissive probe is seen in
Fig. 8.50.

Fig. 8.48 Time evolution of the electron temperature in the plasma edge of IR-T1 Tokamak for
a different biasing voltages and b different modes of RHF

Fig. 8.49 Schematic
representation of an emissive
probe
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8.5.2.5 Mach Probe

The study of plasma flow velocity is of specific interests to Tokamaks, and par-
ticularly Tokamaks with a divertor [42]. The plasma rotation velocity can be
determined by the Mach probe, which is a type of Langmuir probe. The simplest
configuration of a Mach probe is composed of two electrodes separated from each
other by an insulator (double sided Mach probe) as shown in Fig. 8.51. When the
probe is exposed to a plasma flow as observed in Fig. 8.51, the current drawn by the
upstream facing electrode (electrode facing the plasma flow) is more than that of the
downstream facing electrode (electrode facing away from the flow). If Iup and Idown
are currents drawn by upstream electrode and downstream electrode respectively,
then the relation between them can be expressed by:

Fig. 8.50 Schematic of the laser-heated emissive probe [44]

Fig. 8.51 Schematic of the double sided Mach probe
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Iup=Idown ¼ ekM ð8:40Þ

where M ¼ Vflow
Cs

is the Mach number of the plasma flow and Cs ¼
ffiffiffiffiffi
2Te
mi

q
and k are

sound velocity and a constant that is determined by the model used, respectively
[45].

The picture is complicated by the need to consider the extent to which ion
collection is impacted by the presence of the magnetic field. If the ion gyro radius
(qi), is much greater than the characteristic dimension of the probe (rp), ions are
considered to be unmagnetized. If the opposite limit holds, the ions are considered
to be magnetized. For the highly magnetized case (qi/rp 
 1), the magnetized
model by Hutchinson is by far the most widely used. Double-sided Mach probes
only measure the flow velocity along the magnetic line, so to measure the total flow
velocity, this probe must be rotated from one shot to another shot. Multi-sided
Mach probes are the best solution to this problem. These probes consist of four or
more electrodes that are separated from each other by an insulator. One type of
multi-sided Mach probe is the Gundestrup probe that can be seen in Fig. 8.52. The
Mach probe in IR-T1 Tokamak is a four-sided probe as shown in Fig. 8.53.

The Influence of the Biased Electrode System on the Rotation Velocity
of Plasma

In this part, the experimental results of the biased electrode effect on rotation
velocity measured by a Mach probe are investigated [47]. For this purpose, a
biasing voltage of +300 V is applied to the plasma edge (r = 11.5 cm) from
t = 12.5 ms to t = 27 ms. Figure 8.54a–d illustrate the temporal evolution of the

Fig. 8.52 Schematic of a multi-sided Mach probe (Gundestrup probe)
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plasma current (Ip), ion saturation current (Is), and loop voltage (Vloop) at the plasma
edge in both the absence and presence of the biasing voltage.

It can be observed that the ion saturation current increases during biasing.
Theoretical models have been derived to describe the Mach probe’s data in
unmagnetized and magnetized plasmas, using fluid, particle, and kinetic models
[11,48]. Figure 8.55a–d show the time profile of ion saturation currents collected by
the toroidal Mach probes, the ratio of upstream to downstream current, and the
resulting Mach number.

These figures demonstrate that the electrode biasing voltage causes a significant
increment in the ion saturation currents in the upstream and downstream Mach
probe signals. The ratio of upstream to downstream current signal (R) is as high as 8
during the bias induced improvement phase. For toroidal flow, the Mach number
approaches 1.1 during electrode biasing, corresponding to a toroidal velocity of
5.58 � 104 m/s (Ti = 10 eV).

Figure 8.56a–d present the ion saturation currents measured by the poloidal
Mach probes and the current ratio in the plasma edge. According to the model of
Hutchinson, the peak poloidal velocity is around 3 � 103 m/s. The obtained results
indicate that the biasing electrode voltage has an important role in the improvement
of both the toroidal and poloidal edge plasma rotation. It must be mentioned that the

Fig. 8.53 Four-sided Mach probe in IR-T1 Tokamak [46]

Fig. 8.54 Temporal evolution of the plasma current (Ip), ion saturation current (Is) and loop
voltage (Vloop) in both the absence and presence of the biasing voltage
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poloidal velocity measured by the Mach probes is much smaller than the toroidal
velocity, whereas in the experiments described, the poloidal magnetic field is very
weak, Bp 
 Btor. This means that E � B drift is mainly poloidal. It seems that
another unknown phenomenon affects plasma toroidal rotation. The increase in the
radial electric field due to the applied biasing voltage slowly reduces the poloidal
rotation in the electron diamagnetic drift direction, i.e., to speed up rotation in the
ion diamagnetic drift direction. An increased toroidal rotation velocity has the
opposite effect on the poloidal rotation. The experimental uncertainty in our mea-
surements can be attributed to: (1) the discrepancies in design, construction, and
installing of the Mach probe, (2) excessive noises do not become zero during
compensation of the Mach probe data, and (3) the Hutchinson model (which is not
100% compatible with our experiments).

Fig. 8.55 Time evolution of a downstream ion saturation current, b upstream ion saturation
current, c ratio of ion saturation currents, and d toroidal Mach number. The biasing voltage of
+300 V is applied to the plasma edge (r = 11.5 cm) from t = 12.5 ms to t = 27 ms
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The Study of Plasma Flow Rotation in the Presence of a Resonant Helical
Magnetic Field

As mentioned earlier, RHF in IR-T1 Tokamak is an external magnetic field which
can improve the plasma confinement. In this experiment, the RHF effect on the
rotation of plasma flow in IR-T1 Tokamak is investigated. The DC current pulse
through the helical windings is applied 100–400 A, which is very low compared to
the plasma current itself (20–30 kA). The dominant mode in IR-T1 plasma
Tokamak is often m = 3. The typical time evolution of the polar mode structure,
plasma current, and Mirnov oscillations and diagnostics positioned around the
chamber are shown in Fig. 8.57.

During the discharges, RHF current pulses of about 2, 3 ms and continuously
until end of discharge were applied during active MHD oscillations. In most dis-
charges the parameters were: Ip = 20 kA, Vloop < 3 V and q(a) = 3.7. In this
experiment, the current in the RHF coil is about 400 A.

Fig. 8.56 Time evolution of a downstream ion saturation current, b upstream ion saturation
current, c ratio of ion saturation currents, and d poloidal Mach number. The biasing voltage of
+300 V is applied to the plasma edge (r = 11.5 cm) from t = 12.5 ms to t = 27 ms
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The main effect of RHF on the discharge is the significant change in plasma
rotation velocity and MHD fluctuation signals. As seen from Fig. 8.58, the poloidal
velocity increases with positive biasing voltage but it decreases in the presence of
RHF. Toroidal velocity does not exhibit considerable change and the poloidal Mach
decreases as a result of applying the biasing voltage. It is clear that RHF decreases
the toroidal rotation velocity to a significant extent. Figure 8.58a illustrates the
temporal evolution of the poloidal and toroidal velocity of plasma rotation in the
presence of RHF (L = 3) and positive limiter biasing voltage. RHF and positive
limiter biasing voltage are applied at 7.7 and 10 ms, respectively. The first response
of the plasma to the biasing voltage is a significant decrease in plasma poloidal
rotation. During this reduction, in a matter of less than 0.5 ms, the edge electrostatic
and magnetic fluctuations are strongly suppressed and the pressure gradient
increases. The direction of this rotation usually corresponds to a negative direction
of Er. When applying the positive limiter biasing voltage after RHF with L = 2, a
rapid increase in poloidal rotation is found and in this situation, the toroidal rotation
became smooth (see Fig. 8.58b). This figure shows that by applying RHF, the
plasma rotation fluctuation increases while both poloidal and toroidal rotation
becomes smooth. The significant reduction of Mirnov oscillations, and toroidal and
poloidal rotation velocity can be found in Fig. 8.58c as a result of applying RHF
with L = 3.

Fig. 8.57 a Time evolution of the polar mode structure, plasma current, and Mirnov oscillations.
b A typical schematic of the L = 2/1 RHF winding coil, A Mach probe, B Biasing limiter and
C Mirnov coils positioned around the chamber
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8.6 Conclusion

Nuclear fusion can possibly be a boundless, clean, and safe type of energy resource.
It may require scientific and technological discoveries to reach our goals. Tokamaks
are the devices used for magnetic confinement fusion, and over 198 Tokamaks have
been built in the world. Large Tokamaks such as Tore Supra, and several smaller
projects, notably the spherical Tokamak experiments such as MAST and NSTX,
have paved the way for a next-generation project, ITER. The ITER project is
expected to create ten times more energy that the energy consumed in heating the
plasma. An extensive diagnostic system will be installed on the ITER machine to
provide the measurements necessary to control, evaluate, and optimize plasma
performance and to further the understanding of plasma physics. These include
temperature, density, impurity concentration, and particle and energy confinement

Fig. 8.58 a Time evolution of poloidal and toroidal rotation in the presence of RHF (L = 3) and
positive limiter biasing voltage (+200 V), b Time evolution of Mirnov oscillations and poloidal
and toroidal Mach number in the presence of RHF (L = 2) and positive limiter biasing voltage
(+200 V) and c Time evolution of Mirnov oscillations and poloidal and toroidal Mach number in
the presence of RHF (L = 3). RHF and biasing voltage are applied at 7.7 and 10 ms respectively
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time measurements. There are different Tokamaks with different sizes. CASTOR,
ISTTOK, STOR-M, and IR-T1 are active small Tokamaks around the world and
they are all lending a helping hand to the ITER project. The group of IR-T1
Tokamak has performed many experimental studies on the exact measurement of
plasma parameters using different diagnostic techniques. In order to improve the
plasma confinement, IR-T1 group designed and fabricated a biasing systems and
resonant helical magnetic field. The experimental results demonstrate that the
external resonant fields can control MHD activities and improve the plasma
confinement.
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Chapter 9
Cost-Effective Plasma Experiments
for Developing Countries

Rattachat Mongkolnavin, Siriporn Damrongsakkul, Oi Hoong Chin,
Deepak Subedi and Chiow San Wong

9.1 Introduction

Plasma technology is a backbone technology for most of all modern industries,
including electronics, agricultural, medical, and environmental remediation indus-
tries. However, due to the high initial capital cost required to set up plasma systems
for related industrial processes, the potential for plasma technology to enhance
productivity and effectiveness cannot be fully realized in industry. Thus, we believe
there is a need to emphasize the importance of developing cost-effective plasma
devices to perform industrial processes that are currently relying on expensive
plasma systems.

There are two major cost factors in setting up most plasma systems. First is the
requirement of low or ultra-low operating pressure. The creation of high vacuum
means that a large budget is needed to purchase expensive high vacuum equipment,
which consists of the pumping system, pressure gauges, as well as an assortment of
vacuum valves, couplings, and connection pipes. It is for this reason that the
development of atmospheric pressure discharge has attracted much research effort
in recent years [1, 2]. The second factor is the power source. Compared to RF,
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microwave or even DC power sources, one relatively cheap power source is the
50 Hz AC power supply which can be obtained directly from the domestic power
source via a step-up transformer. The effectiveness of using relatively
less-expensive and simple plasma devices for industrial processes must of course be
verified before they can be implemented in industry. This opens up a broad range of
opportunities for research which may be undertaken by small laboratories such as
those among the member institutions of the Asian African Association for Plasma
Training (AAAPT) [3].

Another category of plasma devices that can be considered by small laboratories
due to their low initial and subsequent maintenance costs is small pulsed plasma
devices such as the plasma focus, vacuum spark, and pulsed capillary discharge.
These devices are not yet being used for industrial application, but they are being
widely studied for possible applications as high-energy particle beams and soft to
hard X-ray radiation sources. These devices are capable of producing plasmas with
high temperatures up to tens of keV and particle densities close to solid density. The
plasma focus is the subject of several chapters of the current book, and hence it will
not be covered in this chapter. The operating principles and applications of the
50 Hz glow discharge, dielectric barrier discharge, nonthermal plasma jet, vacuum
spark, pulsed capillary discharge, and exploding wire will be discussed in the
following sections.

9.2 Plasma Devices and Their Applications

9.2.1 50 Hz AC Glow Discharge

Glow discharge plasma is well known to be used in many industrial applications. It
can be produced by a high-voltage power source that is coupled to a pair of
electrodes. A 50 Hz AC power source is relatively cheap in comparison to the RF,
microwave, or DC power sources that are commonly used in industrial systems.
The 50 Hz AC power source is provided through domestic power outlets. For
higher voltage application, a step-up transformer can be used, such as in the case of
neon lighting. A simple milliammeter or a multimeter can be used to monitor the
discharge current. A voltmeter coupled with a resistive voltage divider can be used
to measure the discharge voltage which is expected to be in the kV region. An
example of the setup of a 50 Hz AC glow discharge system is shown in Fig. 9.1 [4].

The system consists of a discharge chamber evacuated by using a rotary pump, a
gas flow control system, a pair of circular stainless steel plates as electrodes that are
connected to a 50 Hz AC power supply consisting of basically a variac, and a neon
transformer. The system operation is straight forward and the discharge current can
be controlled by using a current-limiting resistor such that the current is within the
operating range of a glow discharge, which is normally in the mA region. The
voltage across the electrodes can be adjusted from 3 to 16 kV. Before each
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operation, the chamber must be evacuated to less than 0.3 mbar before the operating
gas is filled to the required pressure. After the pressure stabilizes at 1 mbar, glow
discharge plasma can be initiated by applying a sufficiently high AC voltage across
the electrodes. The average power (W) can be calculated according to Eq. (9.1):

W ¼ 1
T

ZtþT

t

IðtÞVðtÞdt; ð9:1Þ

where W is the average power, I is the discharge current, V is the applied voltage,
and T is the cycle time.

In a series of experiments [4] where the interelectrode distance was set to 2 cm
and the working pressure was varied from 0.3 to 0.6 mbar, argon glow discharge
plasma was produced by using a discharge voltage of 16 kV peak-to-peak. Various
sets of I–V characteristics were obtained with the Langmuir probe placed at the
center of the plasma column. These I–V characteristics can be used to determine
the electron temperature and density of the plasma produced by the system. The
variations of electron density and electron temperature with pressure for this
example are shown in Fig. 9.2. It can be seen that the electron density increases
when the operating pressure increases, while the electron temperature decreases.
The maximum electron density and electron temperature obtained are found to be
3.58 � 1016 m−3 and 5.98 eV, respectively. The increase of electron density with

Fig. 9.1 Schematic of a typical 50 Hz AC glow discharge system [4]
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pressure is believed to be due to more ionization. Since an increase in pressure
increases the neutral particle density, the probability of plasma electron energy loss
due to collisions with neutral particles also increases. This, in turn, leads to a
decrease in electron energy, i.e., electron temperature decreases with increase in
pressure. However, it has been noticed that decrease in interelectrode distance for a
particular pressure caused a decrease in plasma density but an increase in electron
temperature, while the reverse trend occurred for the case of widening interelec-
trode distance. It is believed that when the interelectrode distance is greater, the
electrons can undergo more collisions resulting in an increase in plasma density.
However, because there are more collisions, electrons also lose more energy,
resulting in a decrease in electron temperature.

In another series of experiments, Optical Emission Spectroscopy (OES) has been
used to monitor the excited plasma reactive species generated by a 50 Hz AC
plasma. The optical emission analysis can explicate the reactions of reactive species
that may contribute to plasma surface modification. The emission spectra of 50 Hz
AC plasmas generated using nitrogen, oxygen, and dry air are presented in Fig. 9.3.
The results showed that nitrogen plasma mainly consisted of the nitrogen molecule
radical (N2

�) and nitrogen molecule ion (N2
þ ) as indicated by the strong peaks at

the wavelengths of 315.9, 337.13, and 357.8, 391.44 nm, respectively. For oxygen
plasma, strong peaks were observed at the wavelengths of 777.42 and 844.56 nm
corresponding to the oxygen radical (O�) [5]. For air plasma, both nitrogen and
oxygen species were observed. In addition, the hydrogen radical (Ha

�) was noticed
at the wavelength of 656.30 nm, when all types of plasma were generated. With
measurable and known plasma characteristics, the 50 Hz AC glow discharge
plasma has been used successfully to treat biomaterials such as gelatin and Thai silk
fibroin to improve the wettability of their surfaces [5–9].

Fig. 9.2 Variation of electron temperature and electron density with operating pressure of a
50 Hz AC glow discharge [4]
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9.2.1.1 Application of 50 Hz Plasma System for Graft Polymerization
of Polyimide Film to Improve Adhesion of Copper
by Electroless Plating

The fabrication of flexible printed circuits in the microelectronics industry requires
the use of copper metallized polyimide (PI) film. Electroless plating of metal from
solution onto PI film is one of the most frequently used industrial processes for
copper metallization. However, the adhesion strength of the electrolessly plated
copper or nickel to the pristine PI film is found to be weak for practical applications.
The PI surfaces have to be pretreated by various methods such as chemical treat-
ment, [10–12] plasma treatment, [13], and laser treatment [14] to enhance the
adhesion with the electrolessly deposited metals.

The utilization of the 50 Hz AC glow discharge for pretreatment of PI film to
enhance adhesion strength of copper plating has been tested [15]. The procedure for
plasma treatment of the PI film may involve three processes: (i) plasma cleaning of
the polymer surface by an argon plasma; (ii) polymer surface activation to improve
wettability by an oxygen plasma; and (iii) polymerization of the PI surface by using
the 1-vinlyimidazole (VIDz) monomer to produce the adhesion promotion layer for
electroless plating of Cu on the PI film. This procedure produced an average
adhesion strength of 9–10 N/cm, as compared to the 7 N/cm adhesion strength
reported earlier [15, 16].

9.2.1.2 Application of a 50 Hz AC Glow Discharge for Surface
Modification of Biomedical Materials

Materials and biomaterials developed for biomedical applications need to be bio-
compatible with cells and living tissues. The materials could be designed to serve
required functions in specific applications. For example, to be applied as tissue
engineered scaffolds, biodegradable materials are required to support tissue for-
mation. They have to be not only biocompatible but mechanically stable and
biodegradable with an appropriate rate, corresponding to the rate of tissue forma-
tion. To accomplish this, the morphology and properties of scaffolds are very
important. This includes the surface properties of biomaterials used to fabricate
scaffolds as surface properties play a major role in determining the fate of cells.
Generally, cells can interact well with some selective surfaces that are favorable to
cell adhesion, initiating an initial stage of cell growth. If cells can interact well with
the surface, they can subsequently adhere, migrate, proliferate, and eventually
differentiate. Cell-material interaction therefore is a crucial factor for the initial
stage of cell growth. Preferable surface properties for great cell–material interac-
tions include, for example, appropriate surface wettability, surface charge, surface
topology, and surface functional groups. Various surface modifications are thus
introduced to create such a surface to support this process. Plasma treatment is an
effective tool to modify surfaces of various materials used in biomedical applica-
tions. The treatment can induce changes in surface wettability and topology,
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introduce selective functional groups, and change electrostatic charges on the
surface. The treated surface could be ready for use “as is”, or may be subjected to
further treatment with other techniques. The plasma process gas is chosen based on
the desired surface functionality.

Examples of biomaterials treated with various types of plasma for biomedical
applications in the past decades are summarized in Table 9.1. The plasma is usually
generated by a radio-frequency power supply at a frequency of 13.56 MHz. AC and
DC power supplies are less frequently applied, in particular, 50 Hz AC glow dis-
charge. Biodegradable materials both natural and synthetic were of more interests
compared to nonbiodegradable materials. Among biodegradable materials applied
for biomedical technology, naturally derived materials are more popular due to their
biocompatibility. Reports on the plasma treatment effects on natural biodegradable
materials include proteins (gelatin, silk) [7–9, 23–31] and polysaccharides (chitosan
and cellulose) [17–22, 32]. Recently, only three reports have used a 50 Hz AC
power supply to treat naturally derived biomaterials, such as gelatin and silk fibroin
[7–9]. Prasertsung et al. [7, 8] first introduced 50 Hz AC plasma to treat the surface
of gelatin, one of the most interesting biodegradable materials due to its affordable
cost and excellent peptide sequence for cell recognition. The treatment aimed to
improve the biocompatibility of dehydrothermal-crosslinked gelatin films using
three types of plasma gases, including nitrogen, oxygen, and air. They showed that
the N-containing functional groups generated by nitrogen and air plasma, and
O-containing functional groups generated by oxygen and air plasmas were incor-
porated onto the surface, resulting in a more hydrophilic surface. The functional
groups were found to increase with increasing treatment time. An in vitro cell
culture using rat bone marrow-derived stem cells revealed that the number of cells
attached to plasma-treated gelatin films was significantly increased compared to
untreated samples. Among the three types of plasmas used, nitrogen plasma
treatment provided the best cell attachment on the gelatin surface.

To enhance the biocompatibility of Thai silk fibroin surfaces, Amornsudthiwat
et al. [9] have used low-energy nitrogen plasma generated by a 50 Hz AC power
source. Surface wettability and cell adhesion on the Thai silk fibroin surfaces were
improved after plasma treatment. X-ray photoelectron spectroscopy (XPS) revealed
that amine, hydroxyl, ether, and carboxyl groups were created on the Thai silk
fibroin surfaces after plasma treatment. After 90s plasma treatment, the water
contact angle was reduced to 20°, compared to 70° for the untreated surface
(Fig. 9.4). The early cell adhesion of L929 mouse fibroblasts was accelerated on a
90s plasma-treated silk fibroin surface. L929 cells only took 3 h to reach 100% cell
adhesion and showed a more developed F-actin on 90s nitrogen plasma-treated
surfaces, while less than 50% cell adhesion was observed on the untreated Thai silk
fibroin surfaces as shown in Fig. 9.5. This demonstrated that the 50 Hz AC plasma
system enhanced early L929 mouse fibroblast adhesion on Thai silk fibroin surfaces
without any significant change in surface topography and bulk chemistry.

The only report on the use of AC plasma to treat nonbiodegradable (synthetic)
polymers was by Anderson et al. [39]. They used a phase shifted 100 Hz power
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supply to generate argon plasma for the polymerization of 1-vinyl-2-pyrrolidone
(VP) on a silicon rubber surface to reduce the activation of blood coagulation.

This compares to silk fibroin, which is one of the most studied natural bioma-
terials of this decade. RF microwave plasma treatment of this material has been
explored in three reports by Amornsudthiwat et al. [25], Baek et al. [28], and Jin
et al. [29]. Amornsudthiwat et al. introduced microwave oxygen plasma etching to
create different degrees of stiffness in the silk fibroin surface and to investigate the
effects of differing surface stiffness on the cell–substrate interaction [25]. In vitro

Fig. 9.4 The water contact angle of nitrogen plasma-treated Thai silk fibroin films as a function of
treatment time. Reprinted from Ref. [9], Copyright (2013), with permission from Elsevier

Fig. 9.5 F-actin cell cytoskeleton of L929 on untreated and plasma-treated Thai silk fibroin
surface after the culture period of 4 h and 1 day (the scale bar is 100 m in length). Reprinted from
Ref. [9], Copyright (2013), with permission from Elsevier
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culture using mouse fibroblasts (L929) and human Mesenchymal Stem Cells
(hMSC) as distinct model cells showed that the increased stiffness of plasma-treated
silk fibroin affected only L929 adhesion, and not that of hMSC. L929 cell attach-
ment and spreading were better on the stiffer surface than on the untreated surface,
while hMSC could spread well on both stiff (plasma-treated) and soft (untreated)
silk fibroin surfaces. Microwave plasma was also reported to treat silk fibroin
surfaces to improve biocompatibility and chondrogenic responses of articular
chondrocytes [28, 29].

Regarding the type of plasma generators, microwave plasma can generally
provide higher plasma power on the order of hundreds of W to kW, while the AC
plasma provides much lower plasma power (2–12 W) [7, 8, 25]. This proves that
AC plasma, especially 50 Hz AC glow discharge, is a cost-effective plasma that can
be efficiently employed as a surface modification tool for biomaterials in biomedical
technology.

9.2.2 Dielectric Barrier Discharge (DBD)

Dielectric Barrier Discharges (DBDs) have gained much attention in the last few
decades due to their wide range of potential applications in industry, medicine,
ozone generation, and other forms of pollution control. The interest in these
atmospheric pressure plasmas has been emphasized in practical applications
because they minimize the need for vacuum systems and enable the continuous
treatment of materials [48]. DBDs are formed using one or more insulating layers
between two metal electrodes with different planner, cylindrical, or annular con-
figurations, and have been used for material processing and polymer surface
modification. The filamentary DBD is an excellent source of micro-discharges
containing energetic electrons. It is believed that micro-discharges in DBD strike
randomly; however, this is not always true. Under certain conditions,
micro-discharges interact with each other and arrange themselves into a regular
pattern. The micro-discharge pattern affects the performance of DBD treatment,
especially in applications where spatial uniformity is required, because it results in
superior quality of the treated surface. Usually, uniform plasma treatment is desired
but it is necessary to emphasize that the requirement for uniform plasma treatment
does not always necessitate uniform discharge. The first atmospheric pressure
plasma device built at Kathmandu University, Nepal in 2005 was a DBD system
operated by an HV power supply with frequency ranging from 10 to 30 kHz [49].
The discharge was generated within two cylindrical electrodes of spacing 2 mm.
The power supply was built at the Department of Electrical & Electronics
Engineering, Kathmandu University. Although the cost of fabrication was much
lower than that of commercial HF frequency power supplies, it was still more
expensive than a line frequency HV power supply. Realizing this, a HV power
supply at 50 Hz was built using a step-up transformer and a varactor.
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9.2.2.1 Parallel-Plate DBD System

In 2008, atmospheric pressure DBD was generated using the 50 Hz AC power
supply with a parallel-plate electrode system at Kathmandu University, Nepal
(Fig. 9.6). It consisted of a discharge chamber made of polycarbonate, step-up
transformer, variac, and gas supply system with flow meter. The electrodes were the
two rectangular copper plates. The lower electrode was coupled to a traveling
microscope in order to vary the interelectrode distance very precisely. This elec-
trode was covered by a glass or polycarbonate plate. A picture of the typical
discharge obtained is shown in Fig. 9.7. The system has been tested to improve the
hydrophilicity of different types of polymers, namely, High Density Polyethylene
(HDPE), Polyethylene (PET), Polypropylene (PP), and Polyamide (PA). The
samples were obtained from Goodfellow, UK. Plasma treatment was found to be
effective in reducing the contact angle of water on the surface while increasing the
surface free energy. This system has been used to investigate the effect of DBD
treatment on the surface properties of polymers.

50 
HzSupply 

Transformer 

10 kΩ
Digital 

Oscillosc
ope

High Voltage 
Probe 

Ground Electrode 

Plane Electrode 

Gas Inlet 
Gas 

Outlet 

Discharge 

Plasma Reactor OES

To computer 

Polycarbonate 
1 mm thick 

Fig. 9.6 Schematic diagram of a DBD system using the 50 Hz AC power supply built at
Kathmandu University, Nepal
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9.2.2.2 Tubular DBD System with Coaxial Electrodes

We have also carried out work to develop a tubular DBD system with cylindrical
coaxial electrodes. The discharge is powered by a 50 Hz 230 V AC mains supply
stepped up to 15 kV peak voltage by a transformer. Transient filamentary dis-
charges consisting of energetic electron streamers known as micro-discharges will
occur near to both positive and negative peak voltages (shown in Fig. 9.8). Each
discharge current pulse has a duration of nano-seconds. The current and voltage
waveforms of a typical discharge are shown in Fig. 9.8. Also shown in the figure is
the time-integrated end-on image of the discharge showing the occurrence of the
micro-discharges. Chemical reactions will be activated in the gas flowing through
the discharge gap.

Fig. 9.7 Photograph of the
parallel-plate DBD plasma in
air generated by a 50 Hz AC
power supply

Fig. 9.8 a The voltage and current waveforms of a tubular DBD with coaxial electrodes.
b End-on time-integrated image of the tubular DBD
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9.2.2.3 Applications of Parallel-Plate Atmospheric Pressure DBD
for Polymer Surface Treatment

Figure 9.9 shows the images of water drops on the surface of untreated and
plasma-treated PP. It is evident that there is a decrease in water contact angle on the
surface of the polymer after the DBD treatment. Figure 9.10 shows the variation of
contact angle as a function of treatment time for different polymers. The figure
shows that wettability of the polymers strongly depends on the treatment time. It is
interesting to note that the nature of dependence of contact angle on treatment time
is identical for all polymers.

Figure 9.11 shows the SEM micrographs of untreated and plasma-treated sam-
ples of PP. As can be seen from the figure, the surface of the air plasma-treated PP
is changed, with increased roughness of the surface compared to the untreated PP
[50].

Fig. 9.9 Images of water drop on the surface of PP a untreated b after treatment by 50 Hz DBD in
air

0 10 20 30 40 50 60

30

40

50

60

70

80

90

100  HDPE
 PET
 PP
 PA

C
on

ta
ct

 a
ng

le
 [d

eg
.]

Treatment time [s]

Fig. 9.10 The decrease of
water contact angle on the
surface of HDPE, PET, PP,
and PA after treatment by
50 Hz AC DBD in air
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9.2.2.4 Applications of the Tubular DBD as a Chemical Reactor

The tubular DBD with cylindrical coaxial electrodes configuration is ideal for use
as a chemical reactor in various applications. A well-established example of such
applications is the DBD-based ozonizer [51–53]. Another interesting application of
the tubular DBD as a chemical reactor is for remediation of engine exhaust gas.
Fossil fuel burning from activities such as power generation and transportation is
known to release large amount of environmental pollutants such nitrogen oxides
(NOx) into the atmosphere. Emission of NOx may be minimized by improving the
combustion process through the use of low NOx burners, improved gas circulation,
and staged combustion. Post-combustion removal of pollutants can be done by
using techniques such as selective catalytic reduction (SCR). In recent years,
discharge-based techniques for engine pollutants remediation have attracted much
research interest worldwide [54, 55]. In particular, the DBD has been tested to be
effective in removing the nitric oxide from a gas stream containing a mixture of
nitrogen and nitric oxide. A removal rate of better than 99% can be achieved [55].

9.2.3 Nonequilibrium Atmospheric Pressure Plasma Jets

It is known that discharges operated at atmospheric pressure tend toward thermal
equilibrium because the high collisional rate will result in effective exchange in
energy between the colliding partners (electrons, ions, and neutral molecules) such
that the electron, ion, and neutral temperatures equalize, that is, Te ffi Ti ffi Tn.
Hence, these atmospheric pressure discharges cause gas heating and are usually
operated in the high current regime, for example, the thermal torches that are used
for metal cutting and welding [56, 57]. For treatment of heat-sensitive materials
such as polymers, living cells, and tissues, it is necessary to avoid thermal equi-
librium. Instead, the nonthermal or nonequilibrium plasmas, in which the electrons

Fig. 9.11 SEM images of PP surfaces a untreated b treated in air plasma for 60 s
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are markedly more energetic than the ions and the neutral atoms or molecules, are
desired [58–60]. Another advantage of the nonequilibrium plasma is the possibility
of manipulating the relative populations of the various species in the plasma nec-
essary for the specific application by generally tuning the electron energy distri-
bution through altering operating parameters such as the applied electric field and
gas mixtures [61, 62].

There are many arrangements of atmospheric pressure discharges, but the focus
here is on the nonequilibrium plasma jet. The primary discharge in a nonequilib-
rium atmospheric pressure plasma jet (APPJ) is usually produced internally
between the electrodes. A gas flow administered at rates of typically several l/min is
necessary to launch the plasma jet or plume into the surrounding environment
external to the device. The operating conditions necessary for generating these
plasma jets are described below. Many configurations have been used and are often
categorized in terms of electrical excitation frequency, types of discharges, and
applications that could be obtained from the many review articles available [58, 59,
63, 64] and the references given therein. It is also important to determine the plasma
jet properties and some important diagnostics will be briefly described. The use-
fulness and potential use of these nonequilibrium APPJs will be demonstrated
through selected applications that have been performed.

9.2.3.1 Conditions to Operate Nonequilibrium Discharges
at Atmospheric Pressure

There are various methods to generate nonequilibrium discharges at atmospheric
pressure. Basically, one needs to prevent gas heating by limiting the discharge
current density below the threshold for the glow-to-arc transition. This threshold
demarcates the glow discharge mode from the arc discharge mode. Glow discharges
are characterized by low current density (usually below 10−1 A/cm2) but high
cathode fall potential (hundreds of volts), while arc discharges are sustained at high
currents (typically 102–104 A/cm2) but low cathode fall (typically the ionization
potential of the gas). Operating a discharge at high pressure is accompanied by
increased collision frequency and intensified exchange of energy between electrons
and heavier particles (neutrals, ions). This leads to enhanced gas heating resulting in
discharge instability. When a local increase in gas temperature occurs, the gas
density drops due to thermal expansion. The electron temperature that depends on
the ratio of electric field to the gas number density E/N is increased. Ionization is
enhanced, hence, resulting in local increase in current density as well as release of
Joule heat. Thermal instability sets in, as gas heating is further enhanced, and the
glow discharge can transform to the arc mode. Gas heating from collisional energy
transfer occurs in the characteristic time of 10−2–10−3 s, slower than other collision
kinetics such as ionization, attachment, excitation, and recombination [65]. If the
discharge is operated above the threshold, then fast pulsed power (typically
nanosecond pulses) can be applied to shorten the duration of the discharge pulse (or
discharge maintenance time) such that it is below the characteristic time for
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instabilities to build up to the said transition. One commonly used configuration is
the dielectric barrier discharge (DBD) described in Sect. 9.2.2 [66, 67]. Charges
tend to build up on the dielectric surface, and eventually extinguish the discharge
before a thermal arc column can be formed. The dielectric barrier discharge often
operates in the filamentary mode. The current carried by an individual filament may
be low, but the localized electron temperature and density can be high. Hence,
dissociation and ionization of a small but significant fraction of the gas occur. The
neutral particles, however, remain close to room temperature. DC nanosecond pulse
excitation is efficient in generating nonequilibrium discharges in comparison to AC
sinusoidal voltage-powered devices [68]. In continuous DC-powered configuration,
a ballast resistor is inserted in the circuit to limit the current [69].

Another method is to confine the plasma to sub-millimeter dimensions such that
it is too small for thermal equilibrium to be established, with cooling being achieved
by the large surface-to-volume ratio [70]. These atmospheric pressure discharges
are known as micro-discharges, and have been demonstrated to be stable and useful
in nanoscale materials synthesis [71]. Mariotti and Sankaran [70] considered power
balance under steady-state conditions (i.e., no gas flow) and the following rela-
tionship was deduced:

p /
ffiffiffiffiffi
T3
g

q
L2eðTeÞneKeðTeÞ ; ð9:2Þ

where p is the pressure, Tg is the gas temperature, L represents the dimension of the
plasma, e(Te) is the average energy exchanged in a collision, ne is the electron
density, and Ke(Te) is the collision rate. Both e and Ke depend on the effective
electron temperature Te, and generally increase monotonically with Te within the
range of electron energies of interest. It was assumed that the heating and cooling
mechanisms were mainly due to collisional processes and conduction in the gas
phase, respectively. The relation in Eq. (9.2) shows that gas heating is high at
higher pressure. However, by maintaining the plasma at small dimension and low
electron density, gas heating can be reduced.

Forced convection by flowing gas through the discharge volume at a sufficient
rate is another method to carry the heat dissipated in the gas due to the current
density. Helium is commonly used as the carrier gas in atmospheric pressure
nonequilibrium discharge configurations [72, 73]. Among the noble gases, helium
has the highest thermal conductivity of 0.153 Wm−1 K−1 at 300 K [74]; the thermal
conductivity decreases with increase in the atomic number of these noble gases.
Besides that, the applied voltage used to produce an electrical breakdown at high
pressure is lower when helium gas is used. This can be seen from the Paschen
curves shown in Fig. 9.12. External cooling (e.g., water-cooled electrodes) would
be necessary when nonequilibrium plasmas are maintained at large volume under
atmospheric pressure.

Sustaining a corona discharge that occurs in the vicinity of a sharp pin or thin
wire, where the electric field is greatly enhanced, can also be employed to generate
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nonequilibrium discharges at atmospheric pressure [76]. This discharge is also
known as partial discharge as it normally does not extend to the counter-electrode,
and the current can be maintained at a low level.

9.2.3.2 Some Configurations of Nonequilibrium Plasma Jets

Sample configurations employed to limit the energy deposition into the gas are
shown in Figs. 9.13 and 9.14. The various APPJs are different mainly in their
electrode configurations, excitation schemes, operating frequency, and gas com-
positions. Figure 9.13a depicts one of the first reported stable nonequilibrium
APPJs that were blown into the ambient air by Koinuma et al. [77]; it was called
“microbeam plasma”. The primary discharge was sustained at 13.56 MHz between
two coaxial electrodes with a quartz tubing barrier between them. Gases used
included pure He and admixtures with He as the carrier with a typical flow rate of
70 sccm producing a plasma jet 2 mm in diameter. Figure 9.13b shows the sche-
matic of an RF-powered plasma needle used extensively in biomedical applications
by Kieft et al. [78]. Figure 9.13c–e depict devices powered by AC sinusoidal
voltages (9–30 kHz) tuned to match the capacitive load. DC pulse excitation was
used in configurations as shown in Fig. 9.14a–c with arrangements of double
electrodes (with the applied field oriented axially or transversely to the plasma jet
flow) and single electrodes. The configuration in Fig. 9.14d was powered by DC
high voltage with ballasting. The microplasma jet in Fig. 9.14e is DC powered with
current control and forms a component of the electrical circuit in which charge
conduction occurs through an aqueous solution. The gases used in the plasma jet
devices above were not limited to noble gases only, with molecular gases such as
N2, O2, H2, CF4, and air also being utilized depending on the intended applications.

Fig. 9.12 Paschen curves for
helium and argon RF
discharges [75]. Reproduced
from Journal of Applied
Physics 96, M. Moravej et al.,
Physics of high-pressure
helium and argon
radio-frequency plasmas,
7011, Copyright (2004), with
the permission of AIP
Publishing
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9.2.3.3 Characteristics of Nonequilibrium APPJs

The nonequilibrium APPJ is characterized by the discharge geometry determined
by the electrode arrangement and field direction (some of these are shown in
Figs. 9.13 and 9.14), electrical properties (voltage and current waveforms, power
dissipation, discharge mode), spectral emission (deduction of active species), and

(a) (b)

(c) (d)

(e)

Gas inlet 

RF 

Teflon
insulators 

Needle cathode 

Quartz tube 

Stainless steel 
anode 

RF 

Matching 
network 

Gas inlet 

Perspex tube 
(movable) 

Glass insulator 

Metal alloy pin 
(0.3 mm diameter)

Stainless steel holder 

Gas inlet 
AC

Teflon cylinder 

Cu electrode plate 

Glass test tube 

Powered Cu electrode 

AC
Cu tape wrapped 
around the quartz 
tube 

Powered Cu 
electrode 

Quartz tube 

Gas inlet 

AC

Gas inlet 

Cu needle electrode 
(1 mm diameter) 

Glass tube 

Al foil wrapped 
around glass tube 

Fig. 9.13 Examples of APPJs with RF or AC excitation reported in literature. a RF excitation,
Microbeam plasma generator [77]. b RF excitation, glow discharge [78]. c AC sinusoidal voltage
(9 kHz) [79]. d AC sinusoidal voltage (11 kHz) [80, 81]. e AC sinusoidal excitation (10–30 kHz)
[82]
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jet structure (length, plasma “bullets”, turbulent/laminar flow). These characteristics
are dependent on the configuration of the APPJ device and operating conditions
such as the type of gas, gas flow rate, applied voltage, and excitation frequency.

A common configuration of the APPJ is the dielectric barrier discharge
(DBD) plasma jet (all except Figs. 9.13b, e, and 9.14d, e), and the double electrode
configuration of Fig. 9.13d with a linear field along the direction of the gas flow is
one of the simplest to set up. Figure 9.15 shows typical current and voltage
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(c) (d)

(e)
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Fig. 9.14 Various APPJs with DC excitation reported in literature. a Handheld plasma pencil—
DC pulse excitation, axial field [83]. b DC pulse excitation, transverse field [84]. c DC pulse
excitation, single electrode [85, 86]. d DC voltage (0–20 kV) with ballast resistor to limit
discharge current [69]. e DC excitation with ballast resistor [87, 88]
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waveforms, an image of the APPJ with argon gas flow, and the charge–voltage
(Q–V) Lissajous diagram. The charge Q transferred in the DBD is measured by the
potential drop across a capacitor connected in series to the DBD. In AC excitation,
shown in Fig. 9.15a, sharp current pulses typically occur in the first and the third
quadrants of the voltage waveform and two strong sharp pulses are observed in
each cycle. The sharp current pulse is due to rapid rise in gas conductivity upon
plasma ignition, and subsequent extinction of the current due to charge accumu-
lation on the dielectric surface that distorts the field. Walsh et al. [89] identified
three distinct operating modes in a similar linear field arrangement characterized
approximately by the current waveforms:

2.8 cm

(a)

(b) (c)

Fig. 9.15 APPJ with active electrode width 10 mm, counter-electrode width 2 mm, gap
separation 5 mm, and argon gas flow at 5 l/min. a Current and voltage waveforms. b Image of
the jet. c Q–V Lissajous plot (average energy dissipated per discharge cycle is 0.103 mJ, average
power dissipation is 2.97 W at 28.8 kHz)
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• chaotic mode with non-periodic current waveforms (occur just after breakdown
at low-input power),

• plasma bullet mode, periodic current signals with at least one strong sharp pulse
every cycle, and

• continuous mode in which the current peaks become broader in duration,
occurring at higher input power.

Therefore, it is speculated that the Ar APPJ shown in Fig. 9.15a depicts the
plasma bullet mode. The average power dissipation in the discharge is 3 W (de-
duced from the area of the Q–V Lissajous parallelogram). Figure 9.16 shows the
current waveform for He APPJ which resembles that for the continuous mode.

4.0 cm

(a)

(b) (c)

Fig. 9.16 APPJ with active electrode width 10 mm, counter-electrode width 2 mm, gap
separation 5 mm, and helium gas flow at 12 l/min. a Current and voltage waveforms. b Image
of the jet. c Q-V Lissajous plot (average energy dissipated per discharge cycle is 0.103 mJ, average
power dissipation is 2.94 W at 28.6 kHz)
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Lu et al. showed a He APPJ that can extend up to 11 cm into ambient air [90],
and flexibility to apply it to two- and three-dimensional samples with an array of
jets [91]. APPJ length is controlled by the discharge parameters (e.g., applied
voltage, pulse width, pulse frequency, working gas flow rate, and diameter of the
dielectric tube) and ambient air (open air or within an enclosure). For example,
adding a 10-cm-long quartz tube to the exit nozzle produces a longer jet length [85].
Figure 9.17 shows variation in the length of APPJ for two discharge voltages of
8.8–11 kV (peak-to-peak value) for different gas flow rates for (a) He and (b) Ar.
The critical Reynolds number that delineates laminar and turbulent fluid flow is
2320 [92]. With a hydraulic diameter of 4 mm, laminar flow is maintained when the
flow rate is below 6.2 l/min for Ar and 53.5 l/min for He. In Ar gas (den-
sity = 1.661 kg/m3), which is heavier than air, the flow status is maintained when
Ar APPJ is blown out into ambient air. Length of the Ar APPJ increases with flow
rate until about 6 l/min when turbulence sets in producing flow directions that are
not parallel to the axial direction, resulting in a decrease in the APPJ length.
However, in the lighter He (0.1664 kg/m3), the maximum APPJ length is obtained
at 15–19 l/min which is much lower than the critical value for the transition to
turbulent flow. This indicates that the buoyancy of ambient air strongly influences
the He APPJ length. Both Ar and He APPJ are directed vertically downward.

Larger voltage amplitude results in higher energy and an increase in the number
of excitation and ionization particles produced in the DBD and carried by jet;
hence, the APPJ extends to a longer length. This is evident in Ar APPJ (Fig. 9.17b).
However, the length of the He APPJ is independent of the applied voltage, implying
that it is strongly influenced by ambient air.

Optical emission spectroscopy is widely used as it is a convenient noninvasive
method to determine several characteristics of the plasma. Figure 9.18a, b show
emission spectra from the respective Ar and He APPJs. In addition to the atomic
emission lines from the carrier gases, Ar and He, other emission lines detected are
listed in Table 9.2. Though 99.999% purity carrier gases are used, the APPJ dis-
charges into ambient air, and hence, plasma chemistry involving nitrogen–oxygen–
hydrogen is observed.

The strong intensity of OH radicals drops rapidly as the APPJ propagates into
ambient air. The main possible mechanism that produces OH is the direct electron
impact dissociative excitation of water molecules (humid air and few ppm of water
content in the carrier gas tank), and is given as [93]

H2O(XÞþ e ! OH(AÞþHþ e, ð9:3Þ

while the main loss mechanism of the OH(A) state is through quenching by N2 and
O2. For the N2(C) state, the main process contributing to their population is direct
electron impact excitation [93, 94] with a threshold level of 11.03 eV:

9 Cost-Effective Plasma Experiments for Developing Countries 497



N2 þ efast ! N�
2 C3Pu
� �þ eslow: ð9:4Þ

In He APPJ, the first negative system (FNS) from the molecular ion, N2
þ (B),

requires a higher threshold energy of 18.7 eV. Production is mainly through pen-
ning ionizing collisions with He metastables given by

He(23PÞþ e ! He(33SÞð19:8 eV)þ e, ð9:5Þ

(transition from He(33S) to He(23P) emits at 706.5 nm), and

He� þN2 ! N2
þ ðB2Ru

þ ÞþHe: ð9:6Þ

The N2
þ ðBÞ is quenched by N2 and O2 along the APPJ and the radiative

transition,

Fig. 9.17 Length of APPJ at
a different flow rate Q for
a helium and b argon at
discharge voltages of 8.8 and
11 kV (peak-to-peak value).
Frequency of the applied AC
voltage is 11 kHz [80].
Reproduced from Journal of
Science and Technology in
the Tropics 10, Y.T. Lau
et al., Dependence of
dielectric barrier jet length on
gas flow rate and applied
voltage, 131, Copyright
(2014), with permission from
COSTAM)
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N2
þ ðBÞ ! N2

þ ðXÞþ hf : ð9:7Þ

The possible mechanisms for production of atomic oxygen O are dissociation of
molecular oxygen by direct electron impact and collision with excited Ar or He,
namely [95],

Fig. 9.18 Optical emission spectra of the a Ar and b He APPJ. The emission was measured at
i the gap between the electrodes, ii the open end (edge) of the quartz tube, iii the middle of the jet,
and iv the tip (or end) of the jet
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eþO2 ! eþ 2O, ð9:8Þ

Ar�ð4S½3P2�ÞþO2 ! 2OþAr;

He� þO2 ! 2OþHe:
ð9:9Þ

The reactive species produced in the APPJ are important to the efficacy of
plasma applications discussed in the following section.

9.2.3.4 Applications of Nonequilibrium Plasma Jets

Plasma jets operated under nonequilibrium (non-LTE/nonthermal/cold plasma)
conditions have gas temperatures ranging from room temperature to 1000 K, while
the electron temperature is at least one order of magnitude higher. Electron densities
are typically 1019 m−3 or lower [63]. These properties support high plasma
chemical activity and produce charged particles, neutral metastable species, reactive
radicals, and energetic photons as described in the preceding section. The jets
discharge into atmospheric air with a moderate bulk temperature, which makes
these plasma jets well suited for biological applications such as sterilization, wound
healing, blood coagulation, and cancer treatment [58, 96–98]. They are also suitable
for surface modification of polymers [99, 100] and for the fabrication of nano-
materials [87, 88, 101].

Inactivation of Bacteria

Evaluation of bacteria inactivation efficacy can be done quantitatively by (a) enu-
merating the colony forming units or (b) measuring the size of the inactivation zone
after being exposed to plasma and followed by an incubation period. Figure 9.19
shows the growth of the inhibition zone with treatment time. The inhibition zone
denotes the region in which the bacteria were inactivated and were unable to form a
colony when incubated after the plasma treatment. The opening of the
4-mm-diameter quartz tube was kept 2 cm above the culture, and the jet was held

Table 9.2 Transitions other than those for the carrier gases (Ar and He) contributing to the optical
emission spectra of the APPJ

Species Wavelength (nm) Transition

OH 282.9, 308.9 A2R+ ! X2P (m′, m″) = (1, 0), (0, 0)

N2

(SPS)
315.93, 337.13, 353.67, 357.69,
375.54, 380.49, 399.84

C3Pu ! B3Pg (m′, m″) = (1, 0), (0, 0), (1, 2),
(0, 1), (1, 3), (0, 2), (1, 4)

N2
þ

(FNS)
391.44, 427.81, 470.92 C2Ru

+ ! X2Ru
+ (m′,m″) = (0, 0), (0, 1), (0, 2)

H 656.28 Ha (3 ! 2)

O 777.17, 777.42, 777.54 5P3,2,1 ! 5S02
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static over the same spot during the treatment. The agar plate contains Luria Bertani
(LB) nutrient medium. For the plasma treatment, 100 ll of 0.5 McFarland standard
(1:5� 108 CFU/ml) of bacterial suspension in 0.85% saline solution was pipetted
and spread over each agar plate. Killing efficacy is known to depend on charac-
teristics of the samples to be treated such as the type of the bacteria (Gram positive
or Gram negative), the initial concentration of bacteria, and the support medium for
the bacteria [102, 103]. In addition, the inactivation process can be impacted by the
plasma and its treatment conditions, e.g., type of exposure (direct or remote) and
exposure time, contribution of UV radiation, operating gas mixture, etc.

Inactivation agents include heat, charged particles, UV radiation, and reactive
species. An increase of temperature by 8 °C above the room temperature was
recorded when the APPJ was in direct contact with the bulb of a mercury ther-
mometer for 1.5 min. This macroscopic mean temperature rise is unlikely to kill the
E. coli bacteria as effective killing of E. coli in water requires at least 70 °C [104].
However, Gazeli et al. showed that the gas temperature of He APPJ varies with
time, peaking at the beginning of each DC pulse of width 2 ls applied at 10 kHz
with a predicted value about 4 times higher than room temperature [105]. Hence,
the time evolution of the gas temperature of APPJ must be considered, especially
when applied to biological samples such as living tissues. Charges can accumulate
on the outer surface of the bacterial cell membrane, creating an electrostatic force
that overcomes the tensile strength of the membrane causing its rupture and cell
death. This is more likely to occur for gram-negative bacteria with irregular features
on their cell membrane [106, 107]. UVC, the short-wave range (100–280 nm) of
ultraviolet (UV) radiation, is known to be bactericidal with lethal doses of several
mW s cm−2. The UV radiation causes damage to the DNA strands of the bacteria
by dimerization of the thymine bases, inhibiting their ability to replicate properly
and leading to apoptosis (programmed cell death in which the integrity of the cell
membrane is maintained and pro-inflammatory intracellular contents are prevented
from leakage). As the emission spectra of Fig. 9.18 did not exhibit UV emission
from 280 nm down to the detection limit of 178 nm, possibly very little bactericidal
UV radiation was produced in the He and Ar APPJ. Ar has emission lines at 104.82
and 106.67 nm [108], but wavelengths below 200 nm, will not propagate through

(a) Untreated (b) 4 min (c) 8 min (d) 12 min

48±1 mm2 143±4 mm2 190±10 mm2

Fig. 9.19 Gram-negative E. coli culture treated with argon APPJ for various time durations. The
average area of the clear inhibition zone was calculated from three samples
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ambiance at atmospheric pressure. Hence, UV radiation does not play a major role
in the inactivation process. The most important inactivating agents are the reactive
species. Atomic oxygen and OH radicals have been detected. These can attack the
unsaturated fatty acids in the lipid bilayers of the cell membranes, compromising
the ability of the membrane lipids to transport biochemical by-products across the
membrane. Protein molecules can be oxidized by the reactive oxygen species
(ROS), affecting their function in controlling the transport of macromolecules in
and out of the cell.

Treatment on Malignant Cells

Another example is the application of He APPJ to malignant cells, e.g., human
breast cancer cells MDA-MB-231 and MCF7 in RPMI-1640 culture medium.
MDA-MB-231 cells are estrogen receptor (ER)—negative, and are known to be
more invasive (can spread to normal, healthy tissues) and more sensitive to drug
treatment. Cell viability is assessed post-treatment and MDA-MB-231 cells recor-
ded higher cell death as shown in Fig. 9.20 [109]. Prolonged doses of exposure
resulted in lower cell viability, and the APPJ treatment was more effective at killing
MDA-MB-231 cells than MCF7 cells. Barekzi and Laroussi demonstrated
dose-dependent inhibition of the progression of CCRF-CEM leukemia cells by
He APPJ, and the effect may not be immediate but delayed [110]. Low-temperature
APPJs have been shown to be able to induce apoptosis which is favored over
necrosis (premature unprogrammed cell death induced by external factors that cause
inflammation and damage to neighboring tissues) [111]. Plasma treatment

Fig. 9.20 a Cell viability post-plasma treatment on human breast cancer cells (Cell lines,
MDA-MB-231 and MCF7 in culture medium RPMI-1640). b He APPJ applied to cancer cells
cultured in a 96-well cell culture plate, with each well containing 104 cells
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demonstrated selectivity in killing cancer cells in vitro (treatment of cells grown in
well plates) and in vivo (treating cancer induced mice), providing a promising
practical solution to anticancer therapy [112].

Brulle et al. have shown promising enhancement of cancer treatment with a
combined mode of plasma and gemcitabine (chemotherapeutic) treatment of pan-
creatic cancer model [113]. These nonthermal plasma plumes have been applied
directly to the cancer cells locally, with the challenge now being to apply them to
the internal site of cancer growth. One clinical possibility is to use the plasma as a
complementary tool, for example, to treat the surrounding incised site when the
malignant tumor is removed surgically.

The effective plasma treatment is related to an ROS-based mechanism [114].
Cancer cells have a raised level of ROS when compared to normal cells. Plasma
treatment enhances the level of ROS in both types of cells, but the oxidative stress
in cancer cells is raised to “overload” leading to cell death. Normal cells that are not
above the critical oxidative stress level could recover when the plasma treatment is
removed, and hence, selective killing is made possible.

Surface Modification

Application of APPJ to surfaces results in changes in wettability. Figure 9.21a
shows an increase in the hydrophilicity of Mylar (biaxially oriented polyethylene
terephthalate) film after being treated by the APPJ shown in Fig. 9.13c with
nitrogen and argon flow [115]. Enhancing the hydrophilic surface property of a
substrate would result in better adhesion strength leading to a more durable
adhesive joint. However, the change in wettability is not totally permanent as
shown in Fig. 9.21b, in which the water contact angle increased by 75% after 1 h
post-treatment and stabilized at this level over 1 week. To be effective, the plasma
treatment should be incorporated as a pretreatment step immediately before the
adhesive bonding process [116].

Synthesis of Nanoparticles

In the synthesis of nanoparticles, the microplasma jet becomes the cathode that is
coupled with an aqueous solution as shown in Figs. 9.14e and 9.22a. In the
plasma-assisted electrochemical cell, the metal salt is reduced and a colloidal dis-
persion of nanoparticles is produced [88, 117]. To avoid thermal equilibrium, the
atmospheric plasma has to be miniaturized to below 1 mm in at least one of the
dimensions and helium of high thermal conductivity is used as the carrier gas. DC
voltage (up to 2000 V) is applied with current limited to 5 mA and below. For
surfactant-free synthesis of the gold and silver nanoparticles, a low concentration
(0.5 mM and below) of the aqueous metal precursor salts is necessary. The
respective metal precursors are gold (III) chloride trihydrate (HAuCl4.3H2O) and
silver nitrate (AgNO3). The gold and silver nanoparticles of sizes ranging from 50
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to 100 nm synthesized using a discharge current of 5 mA with He flow rate of 53
sccm and 0.5 mM of the respective aqueous metal precursor salts are shown in
Fig. 9.22b–f.

Gas-phase plasma induces chemical reactions in the aqueous solution to produce
hydrogen peroxide (H2O2) which is known to be a reducing agent for the gold
precursor, possibly through the following reactions [87]:

(i) dissociative electron attachment near the liquid/vapor interface by energetic
electrons produced in the plasma:

egas þH2O ! OH� þH�: ð9:10Þ

Fig. 9.21 a Water contact
angle of Mylar surfaces
treated with the APPJ shown
in Fig. 9.13c in N2 (discharge
voltage at 20 kV peak-to-peak
value) and Ar (14.4 kV) flow
at 6 l/min for different time
durations. b Aging effect of
the treated PET samples
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Stainless steel 
capillary, 
ID 0.26 mm

Graphite rod
He gas flow

AuNPs AgNPs
80 nm

100 nm

55 nm

50 nm

(a) (b)

(c) (d)

(e) (f)

Fig. 9.22 a Photograph of the DC He microplasma during the synthesis process of silver
nanoparticles. b UV–Vis absorbance spectra of colloidal Au and Ag nanoparticles with the
respective “signature” surface plasmon resonance (SPR) peaks at 530 and 410 nm. c and d show
the FESEM images of the synthesized Au and Ag nanoparticles, respectively, both at a
magnification of 100 K. e and f are the EDX spectra confirming the presence of Au and Ag
nanoparticles (The colloidal nanoparticles were air dried on silicon substrate)

9 Cost-Effective Plasma Experiments for Developing Countries 505



(ii) H− is believed to be too short-lived to play an active role in the synthesis
process, and the reaction in the bulk liquid would likely be

2OH� ! H2O2: ð9:11Þ

(iii) followed by the reduction process with hydrogen peroxide:

3 H2O2 þ 3OH� þAu3þ ! Au0 þ 3HO2 þ 3 H2O: ð9:12Þ

and subsequent nucleation and growth of Au nanoparticles. OH− could be produced
by hydrated electrons and water.

The Ag nanoparticles are possibly synthesized via a multistep process as follows
[118]:

2 H2O� 4 e ! O2 " þ 4 Hþ ; ð9:13Þ

resulting in oxygen being released at the anode. Below the microplasma cathode,
reduction of silver ions takes place and hydrogen gas is released:

Agþ 1 þ e ! Ag0; ð9:14Þ

2 H2Oþ 2 e ! H2 " þ 2OH�: ð9:15Þ

Immediately after ignition of the microplasma, a yellow-brownish patch is
formed in the aqueous solution just below the cathode and it spreads outward. This
indicates the formation of Ag nanoparticles. The silver and hydrogen ions (Ag+ and
H+) migrate quickly to the cathode, and Ag nanoparticles are formed via nucleation
and growth.

The examples of APPJ applications presented above have been carried out at the
Plasma Technology Research Centre, Department of Physics, University of
Malaya. These are only a small number of the vast and varied applications of the
APPJs published in the literature.

9.2.4 Vacuum Spark and Flash X-Ray Tube

9.2.4.1 Introduction

X-ray and EUV radiations from hot plasmas have been widely investigated since
the early 1900s [119, 120]. Several plasma devices including z-pinch, plasma focus,
vacuum spark, and capillary discharge have been developed to be utilized as
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possible sources of these radiations. Among these devices, the vacuum spark has
long been known as a compact pulsed plasma source capable of producing intense
X-ray from metallic plasmas. In the earlier work carried out on the vacuum spark,
one of the main aims was to generate spectra from highly charged metallic ions in
the regions of vacuum ultraviolet and soft X-ray [121–123]. Recently, one
important area of research interest is to generate EUV emission at a 13.5 nm
wavelength by using vacuum spark with suitable anode materials.

The vacuum spark is a linear high-voltage discharge operated in high vacuum,
normally at pressures of 10−4 mbar and below. It is capable of producing dense
plasma (ne > 1020 cm−3) consisting of ions from the metallic electrode materials.
The plasma generated is hot and highly ionized, with electron temperature Te
typically greater than 1 keV [122, 124, 125]. Intense X-rays are emitted from the
highly ionized plasma due to the high discharge current of between 60 [126] and
600 kA [127]. Multiple bursts of X-ray radiation with intensity that increases
proportionally with the discharge current are also frequently observed.

In the mid-60s, there were efforts to produce a low-inductance vacuum spark,
with lower voltage of about 20 kV and lower inductance of 160 nH [128]. It was
also reported that in a low-inductance vacuum discharge, the X-ray originates
predominantly from the regions of concentrated plasma with spot structure or
micropinches. These plasma spots are the sources of extraordinary bright X-rays,
which are of great importance for a number of applications. They are formed from
phenomena associated with the pinch effect and sausage instability (m = 0) leading
to particle outflow and intense radiative energy losses [129–131]. Based on the
Radiative Collapse Model, the plasma column between the electrodes is assumed to
be electromagnetically compressed to an extremely small dimension when the
discharge current exceeds a critical value during the main breakdown. During this
moment, an increase in plasma density and temperature occurs and is then followed
by multiple ionizations of ions. The inhomogeneity between the plasma column and
the magnetic field leads to the occurrence of m = 0 magnetohydrodynamic insta-
bility. The final stage of the micropinch is characterized by the emission of H-like
and He-like ionization of the electrode material. The hot spots were reported to have
typical dimensions of 1–300 lm, electron densities of 1021−1023 cm−3, and elec-
tron temperatures of 1–10 keV [125, 130, 132–136]. These plasma parameters
depend greatly on the atomic number Z of the anode material [137] and electrode
shape [136].

One advantage of the vacuum spark as compared to other plasma X-ray sources
is that it offers flexibility in the selection of characteristic X-ray emission wave-
lengths, as various metals can be used for the anode material. These materials range
from high to low Z elements which include copper, iron, zinc, nickel, tungsten,
titanium, and molybdenum [128, 133, 138–141] and lighter elements such as
aluminum, magnesium, lithium, and carbon [135, 142, 143]. In addition, rare earth
elements such as cerium, samarium, gadolinium, and dysprosium were also used in
studying the X-ray spectra [144, 145].

Conventionally, the ignition of the vacuum spark discharge is initiated by heating
the tip of the anode material using a high-powered and highly focused pulsed laser
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beam [127, 144]. It can also be ignited by an auxiliary sliding spark at the surface of
the cathode [146, 147]. Recently, an electron beam generated by the transient hollow
cathode region [148] has been utilized to trigger the vacuum spark discharge [122,
149]. The transient hollow cathode discharge electron beam has been shown to be an
effective triggering method in comparison to the sliding spark and laser triggered
system. A hot spot with an electron temperature of 1–2 keV and an electron density
of 1023 cm−3 has been reported for this type of device using the main input energy of
less than 1 kJ [122]. The hollow cathode discharge electron beam is also utilized to
enhance the X-ray emission from low-energy X-ray sources [150].

The vacuum spark has been considered for various applications including
spectroscopic source of highly charged ions [142, 151, 152], pulsed X-ray point
source for X-ray microscopy and radiography [153, 154], ion source for film
deposition [155], and pump source for X-ray laser [156]. Early investigations of the
device were focused on the X-ray spectra of highly stripped ions due to the demand
to identify and simulate the spectral lines emitted during solar flares. For example,
ion species from highly ionized plasmas such as Fe-XXVI, Ti-XII, Ni-XXVII, and
Mo-XLII had been reported in the literature [121, 122, 125, 131, 146, 157, 158].
The vacuum spark is also being developed as an X-ray source for possible appli-
cation in X-ray lithography. Images of X-ray test masks with dimensions of down
to 0.4 lm were obtained by using a vacuum spark with an average X-ray output of
50 W operated in a 10 Hz repetitive mode [141]. Recently, a vacuum spark system
with an operating frequency of up to several tens of kilohertz has been achieved by
Xu et al. at ALFT. Such a high repetitive mode is required to provide the desired
X-ray throughput for the microlithography industry [159].

For possible application as an EUV source in EUV lithography, tin has been
widely reported as the most promising candidate for fuel (target) material. Hence,
the study of emission spectra from tin plasma has recently attracted increasing
interest from many researchers because the spectra of the ions in the states of Sn7+,
Sn8+, Sn9+, Sn10+, Sn11+, and Sn12+ are strongly peaked around the 13.5 nm
spectral region in the form of unresolved transition arrays (UTAs) [160, 161]. The
concept of using tin vapor in the vacuum spark was introduced by Koshelev and
Pereira [130]. This work was later continued by Kieft et al. [162, 163] in the
ASML EUV laboratory in The Netherlands. They estimated the electron density of
the vacuum spark tin plasma to be up to 1 � 1024 m−3 and temperature to be over
30 eV. They also demonstrated that various ionization stages of tin from Sn7+ to
Sn10+ were found in the plasma.

9.2.4.2 An Example of a Low-Cost Vacuum Spark System

The first vacuum speak system set up at the Plasma Technology Research Centre
(formally the Plasma Research Laboratory) at the Physics Department, Faculty of
Science, University of Malaya is the UMVS-1 as reported by Wong and Lee [127].
This system was powered by a capacitor bank rated at 60 kV, 22 lF. For the
operation of the UMVS-1, the capacitor bank was normally discharged at 20 kV

508 R. Mongkolnavin et al.



(4.4 kJ). The discharge was initiated by using an MW ruby laser beam focused onto
the anode tip. The electron temperature of the plasma produced was estimated to be
about 8 keV [164].

A compact version of vacuum spark was designed with a single 60 kV, 1.85 lF
capacitor which is 1/12 of the energy capacity of UMVS-1 [122]. In this system, the
discharge is triggered by using the transient hollow effect induced by electron beam
incorporated into the system [148]. This triggering scheme had been shown to be
effective and together with the use of just a single capacitor, the construction and
maintenance costs of the device have been significantly reduced. This makes the
compact vacuum spark a cost-effective pulsed plasma device to be considered for a
small research laboratory in developing countries. Furthermore, the basic diag-
nostics required for the start include a magnetic pickup coil for discharge current
measurement, BPX65 PIN diode for X-ray detection in the wavelength range of 30–
300 nm, and XRD for ultra soft X-ray [4].

The oscilloscope signals for the rate of change of current, PIN diode X-ray, and
XRD obtained for a typical 20 kV discharge of the compact vacuum spark [165] are
shown in Fig. 9.23. In this discharge, the X-ray signal is off scale due to strong
X-ray emission. The severe dip in the dI/dt signal indicates strong transient elec-
tromagnetic phenomena probably caused by a strong pinching of the plasma col-
umn. The XRD signal indicates the presence of the hot plasma, with its peak

Fig. 9.23 The oscilloscope
signals for magnetic pickup
coil, PIN diode and XRD of a
typical vacuum spark
discharge [165]
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coinciding with the peak of the discharge current (at the point when the
dI/dt crosses the zero point of the horizontal time axis). The X-ray pinhole image of
the plasma produced is also shown. The X-ray is observed to be concentrated at a
spot-like structure above the anode, surrounded by a plasma cloud.

9.2.4.3 The Flash X-Ray Tube (UMFX)

The input energy of the vacuum spark system can be further scaled down by using a
capacitor with a capacitance of 21.6 nF. With a low-input electrical energy of only
4.3 J, the plasma produced is expected to be cold and thus will not be able to emit
in the X-ray region. However, the pre-breakdown transient hollow cathode electron
beam bombardment at the anode tip is found to be able to produce the Ka line
radiation of the anode material. Thus, the low-energy vacuum spark can be utilized
as a flash X-ray source, which is named as UMFX [166].

Figure 9.24 shows the picture of the flash X-ray tube (UMFX) and the soft X-ray
pinhole image of the plasma for a typical 20 kV discharge. Comparing this X-ray
pinhole image with that shown in Fig. 9.23, the X-ray is observed to be mainly
emitted from the tip of the anode. The X-ray emission of the discharge is produced
by the Transient Hollow Cathode Discharge (THCD) electron beam bombardment
of the anode and its spectrum is found to be dominated by the Ka line radiation of
the anode material, as shown in Fig. 9.25. For aluminum (Al), the Ka lines at
k = 14.9 nm together with the continuum are observed, while for molybdenum
(Mo) and tungsten (W), the La lines are shown. The discharge current,

Ceramic capacitors

Anode
plate

Cathode
plate

(a)

(b)

Fig. 9.24 a A picture of the scaled down 4.3 J vacuum spark, UMFX. b Pinhole X-ray image of
the anode tip bombarded by high-energy electron beam
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pre-breakdown X-ray, and XRD waveforms of a typical 20 kV discharge are shown
in Fig. 9.26, showing the temporal evolution of the plasma formation.

9.2.4.4 Applications of the UMFX Pulsed X-Ray Source

The UMFX flash X-ray source can be utilized for X-ray radiography of small
objects. One example of such an application is the radiography of a live lizard as
shown in Fig. 9.27.

To obtain this radiograph, the small lizard was kept inside a small plastic bag
and placed at the mylar output window of the UMFX flash X-ray source, while the
X-ray film in a light tight envelope was placed directly above the plastic bag.
Hence, a direct print of the X-ray image of the lizard was obtained at a close
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Fig. 9.25 X-ray emission spectra of a series of 20 kV discharges of UMFX operated with anodes
of different materials. From top Al, Ti, Cu, Mo, W
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distance from the source (<3 cm). The UMFX X-ray source is practically a point
source since it is produced by electron beam bombardment at the tip of the anode.

In another application, the UMFX is used as the pulsed X-ray source for a high
school demonstration experiment or a university-level radiation experiment. In this
case, the UMFX is packaged as a bench top unit as shown in Fig. 9.28.

Besides the demonstration of X-ray radiography, the half thickness method of
estimating the X-ray photon energy can also be carried out by the student. This
experiment has been used by Year 3 Physics students at the University of Malaya
since 1992. The UMFX pulsed plasma X-ray source has been awarded a Malaysian
Patent in 2007 (MY-145318-A).

Fig. 9.26 The discharge current (dI/dt), X-ray (PIN), and EUV (XRD) waveforms of a typical
discharge UMFX

Fig. 9.27 X-ray radiograph
of a live lizard taken using
UMFX
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9.2.5 Synthesis of Nanoparticles by the Wire Explosion
Technique

9.2.5.1 Introduction

The wire explosion technique is a simple technique for the synthesis of nanopar-
ticles. In this method, a thin metallic wire is disintegrated by passing a high-power
pulsed current through it to generate a supersaturated vapor. The pulsed current can
be generated by charging and discharging a capacitor. Due to the current flow
through the wire, the wire will be heated by the Joule heating effect. The solid wire
will be melted and vaporized if sufficient heat is deposited, forming a supersaturated
vapor. Subsequently, nucleation will occur in the supersaturated vapor and it is
followed by the growth of the nuclei. Nanoparticles are then formed from the
growth of the nuclei.

The use of the wire explosion process in scientific research can be back dated to
Nairne’s work in 1774 [167]. Research related to the wire explosion phenomenon
during the early years from 1774 to 1966 had been reviewed and published in New
Scientist (1963) and Physics Today (1964) by Chace [168, 169]. Bennett published
a review on the use of wire explosion to produce matter in the high-temperature
state in 1968 [170]. Recently, Lebedev and Savvatimskii have published another
review on wire explosion which focused on the change of thermophysical prop-
erties of the wire when it was heated by intense pulsed current [171].

In recent years, the wire explosion phenomenon had received growing research
interest due to its various potential applications. For example, its ability to generate

Power supplyTriggering unit

X-ray output

X-ray shield

Fig. 9.28 Bench top UMFX unit used as the pulsed X-ray source for radiation experiment at the
university level
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matters at different states from solid to plasma has enabled the study of thermo-
physical properties of certain materials in the different states [172]. In the X-pinch
experiment, the plasma is generated by exploding two wires arranged in an “X”
shape and it is able to generate intense pulsed X-rays [173]. The wire explosion
phenomenon is also acting as a fuse in electrical circuits [174], used for the det-
onation of explosives [175] as well as the synthesis of nanopowders [176].

According to Phalen [177], the wire explosion technique had been used to
produce fine particles by Abrams as early as 1946 to study the aerosols of Al, U,
and Pu. From the study, it was found that the particles produced by the wire
explosion had a mean diameter of 200 nm, and agglomerated particles were
observed [177]. In 1962, Karioris and Fish reported the production of various
aerosols by exploding Ag, Al, Au, Cu, Fe, Mg, Mo, Ni, Pb, Pt, Sn, Ta, Th, U, and
W wires in the air [178]. Spherical particles forming chains and agglomerates were
observed. In the following years, more works were done to investigate the effects of
various circuit parameters on the particles being produced. Besides that, attempts
were made to synthesize fine powders of iodides, sulfides, carbides, oxides, and
nitrides for a wide variety of elements. Kotov presented two reviews in 2003 and
2009 regarding the production of nanopowders by the wire explosion technique
[176, 179]. Circuit parameters and the ambient conditions that affect the particle
characteristics were discussed.

9.2.5.2 The Wire Explosion System at University of Malaya [180]

The wire explosion chamber was designed based on the vacuum spark system.
Instead of the interelectrode spacing of the vacuum spark, the electrodes are con-
nected by a wire of the specific material to be studied, as illustrated in Fig. 9.29.
The discharge is powered by the same 1.85 lF capacitor as in the case of the
vacuum spark. Annealed copper wire with a diameter of 125 lm and length of 6 cm
was used for the experiments described here.

In order to investigate the discharge characteristics of the exploding wire system,
a series of experiments have been conducted with various ambient pressures from
50 to 1000 mbar. The signals obtained from nitrogen and air wire explosion at the
same pressure are generally observed to be similar. The typical current, voltage, and
visible light signals recorded for an exploding wire discharge are shown in
Fig. 9.30 for ambient air pressures of 1000, 500, 100, and 50 mbar. For wire
explosion at ambient pressures of 1000 and 500 mbar in air, the signals are almost
the same. After the first current pulse, interruption of current is observed for a few
microseconds where the current is maintained at a near zero level. An underdamped
sinusoidal waveform occurs at the end of this current pause, indicating the initiation
of the discharge leading to the formation of the plasma. The deposited energy at the
first current peak is calculated to be about 10 J for these cases. It is suggested that
the wire has been fully melted at the peak of the first current pulse and a dense
vapor of the wire material with high resistance is formed thus causing the current to
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stop flowing. At this stage, the liquid and vapor phases of the wire material coexist
between the wire holders.

At the lower air ambient pressure of 100 mbar, no current pause is observed. The
underdamped sinusoidal waveform occurs at an earlier time before the end of the
first current pulse. While for the case of 50 mbar, the underdamped sinusoidal
waveform occurs immediately at the peak of the first current pulse. For these two
low-pressure cases, it is suggested that breakdown of the ambient gas has occurred
before the melting of wire. The occurrence of the ambient gas breakdown prior to the
melting of the wire has been observed using a high-speed camera [181]. The total
energy deposited before the occurrence of plasma has been calculated to be
approximately 25 J for the case of 100 mbar and about 16 J for the case of 50 mbar.

9.2.5.3 Syntheses of Nanopowder by Wire Explosion

The wire explosion system has been tested for the synthesis of copper nanoparti-
cles. During the discharge, silicon substrates are placed at the NW64 flange at the
bottom port of the chamber to collect the nanoparticles after each discharge. To
allow the nanoparticles to be deposited on the silicon substrate, the vacuum of the
chamber is released about 15 min after the discharge before the sample collection
flange is removed carefully from the port. Figure 9.31 shows the FESEM image of
the nanoparticles collected after one discharge. The median diameter and geomet-
rical standard deviation of the size distribution of the nanoparticles are summarized
in Table 9.3. The trend shown suggests that nanoparticles of smaller size are
obtained at lower ambient pressure.

Earth plate

Chamber

Lower wire holder

Upper wire holder

Perspex cover

Triggering pin

PVC spark gap holder

Lower spark gap electrode

Upper spark gap electrode

Wire

Fig. 9.29 Schematic diagram of the exploding wire chamber and electrodes setup [180]
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Fig. 9.30 Typical current, voltage, and light emission signals obtained from wire explosion in air
and nitrogen at different pressures. a 1 bar, b 500 mbar, c 100 mbar, and d 50 mbar [180]

Fig. 9.31 Typical FESEM
image of agglomerated
nanoparticles [180]
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9.3 Conclusion

The plasma experiments described in this chapter are examples of experiments that
can be set up with a low budget by researchers working in small laboratories in
developing countries. In particular, experiments such as the 50 Hz glow discharge,
the dielectric barrier discharge, and the plasma jet are collaborative projects
undertaken jointly by three institutions, namely Chulalongkorn University,
Kathmandu University, and University of Malaya, which are all very active
member institutions of AAAPT network. Besides reducing the cost of the experi-
ments, an important strategy that can be adopted by small research group is to work
together by sharing resources in order to enhance their research output.
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Chapter 10
Radio Frequency Planar Inductively
Coupled Plasma: Fundamentals
and Applications

Kanesh Kumar Jayapalan, Oi Hoong Chin and Chiow San Wong

10.1 Introduction

10.1.1 Introduction to Inductively Coupled Plasmas (ICPs)

Plasmas can be produced in electric fields with frequencies ranging from DC,
low-frequency AC (50 Hz–1 MHz), radio frequency (1–500 MHz), and microwave
frequency (0.5–10 GHz). With DC excitation, plasma is sustained by a conduction
current in the form of ions and electrons flowing between the electrodes. At radio
frequencies, whereby the period of the applied field is comparable to the time taken
by electrons or ions (in particular) to traverse the sheath between the electrode and
the plasma, the applied power interacts with the plasma through displacement
currents. Radio frequency (RF) plasma reactors are popular in the materials pro-
cessing industry, and 13.56 MHz and its harmonics are widely used. These radio
frequencies are chosen basically because they are allocated for industrial, scientific,
and medical (ISM) applications under the International Telecommunication Union
Radio Regulations to avoid interference with telecommunications bands [1]. RF
plasma for industrial applications is still thriving since about half a century ago and
many review articles and books have been published on these sources [2–6].
These RF plasma sources generally fall into three main categories in terms of
energy transfer coupling: (i) capacitively coupled plasma (CCP), (ii) inductively
coupled plasma (ICP), and (iii) helicon wave (HWP) plasma [7]. The topic of RF
plasmas is extremely wide and impossible to contain within one chapter. Therefore,
the scope of this chapter will be limited to ICP using planar coil configuration.
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10.1.2 Brief Historical Development of the Inductive
Discharge

The inductive ring-shaped discharge was first observed by Hittorf [8] in 1884 using
a Leyden jar to discharge to a wire coiled around an evacuated glass tube. This was
followed by several decades of disputes on the mechanism of the plasma production
with externally placed electrodes (i.e., the electrodeless discharge). Sir Thomson [9,
10] proposed that the discharge was ignited by the oscillating e.m.f. induced in the
tube by the time-varying magnetic field of the external coil. Townsend and
Donaldson [11], however, contended that the discharge was due to the ‘electric
forces’ across the low- and high-voltage ends of the coil and this was later sup-
ported by Brasefield [12, 13]. MacKinnon [14] reconciled the two explanations by
showing electromagnetic induction was possible at large coil currents, while at low
currents the large electric field across the ends of the coils was responsible for the
discharge. Later in 1947, Babat [15] distinguished the two discharges as the
E-discharge (electric phenomenon) in which the plasma conductance currents are
divergent and the H-discharge (electromagnetic phenomenon) in which the plasma
conductance currents are in the closed loop.

The next milestone in the development of ICP technology was in 1961 when
Reed [16, 17] showed that an ICP closely achieving local thermodynamic equi-
librium could be sustained in an open tube with the gas flow. This led to the
development of the open-air induction torch for use in spectroscopy. In 1963,
Greenfield and co-workers [18] demonstrated the preliminary use of ICP for ele-
mental analysis, through optical emission spectroscopy (OES). The commercial
ICP-OES system was launched in 1974 by Fassel’s group [19, 20]. Combining the
ICP (as an ion source) with a mass spectrometer, this forms another analytical tool
for elemental analysis, first published in 1980 [21]. PerkinElmer introduced the first
ICP-MS in 1983. An account on the development of ICP-MS is given by Potter
[22]. Another important application is RF induction plasma spraying technology
[23–26]. A patented design of the induction plasma torch with water-cooled cera-
mic confinement tube was filed in 1991 by Boulos and Jurewicz [27].

The demand for high-rate, uniform large area single-wafer processing in the
integrated circuit (IC) fabrication industries led to concerted efforts in the 1990s to
develop low-pressure ICP sources producing plasmas with high densities of ions,
electrons, and reactive species, low and controllable ion energies as well as low
contamination [4]. Ogle [28] from Lam Research, Coultas and Keller [29, 30] as
well as Cuomo, Guarnieri, and Hopwood [24] from IBM patented some of the early
low-pressure high-density plasma systems for semiconductor processing. In planar
induction plasma coupling, ion densities of 1016–1018 m−3 at low pressure (0.13–
2.67 Pa) can be produced. These fall within the range desirable for most
single-wafer processing [29].

The development of the theoretical treatment and simulation of the inductive
discharges progressed in sync with the experiments, and it is presented chrono-
logically in Table 10.1 [31].
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Table 10.1 Chronological summary of the theoretical development and simulation of electrode-
less discharges and ICPs

Research by
(year)

Configuration Model (type) Motivation

Thomson
(1927) [32]

Infinitely long
cylindrical tube with
helical coil (inductive
fields)

Solenoid model
(analytical)

Development of new
inductive discharge
theory based on
electromagnetic
induction

Thomson
(1930) [33]

Cylindrical tube with
external electrodes
(capacitive fields)

Parallel plate model
(analytical)

Study of the conditions
required to sustain an
inductive discharge

Townsend
(1932) [34]

Spherical bulb/infinitely
long cylindrical tube
between two parallel
plate electrodes

Parallel plate model
(analytical)

Development of new
inductive discharge
theory based on
capacitive fields

Kunz (1932)
[35]

Infinitely long
cylindrical tube with
external electrodes
(both inductive and
capacitive fields)

Circuit model
(analytical)

Development of new
circuit theory to derive
inductive discharge
properties

Eckert (1962)
[36]

Infinitely long, coaxial,
cylindrical discharge
tube and coil with
circular cross-sections

ICP diffusion theory
model (analytical)

Development of
Schottky diffusion
theory (electron-loss
mechanism) for an
inductive discharge

Henriksen
et al.
(1971) [37]

Infinitely long,
cylindrical discharge
tube within an infinitely
long coil

1D H mode EM field
model (analytical)

Development of
electromagnetic field
model with complex
(previously assumed as
real) plasma
conductivity

Vahedi et al.
(1995) [38]

Planar ICP system
seeded with Ar gas

2D power deposition
model with effective
collision frequency
(analytical)

Development of power
deposition model with
effective collision
frequency valid for both
collisional and
collisionless plasma
regimes

Li et al.
(1995) [39]

Planar ICP system
seeded with Ar and O2

gases and Ar/CF4/O2

gas mixture

Self-consistent,
time-averaged 2D fluid
model (analytical)

Development of a 2D
fluid model to simulate
plasma transport
properties valid at a
specific pressure range

Gudmundsson
and Lieberman
(1998) [40]

Planar ICP system
seeded with Ar gas

Global model and
transformer circuit
model with effective
collision frequency
(analytical)

Development of a global
(volume-averaged)
model and transformer
(circuit) model; in which
calculations were
comparable to measured
values

(continued)
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10.2 Fundamentals

10.2.1 Configurations of the Inductive Source

In practice, the inductive source used for generation of an RF ICP comes in two
principal configurations, namely, the helical coil configuration and the planar coil
configuration (Fig. 10.1).

The helical coil configuration uses a solenoid wound across the z-axis of a
cylindrical dielectric chamber typically at lower than atmospheric pressures
[Fig. 10.1a(i)]. RF current, IRF is passed through the solenoid creating a

Table 10.1 (continued)

Research by
(year)

Configuration Model (type) Motivation

El-Fayoumi
and Jones
(1998) [41]

Planar ICP system
seeded with Ar gas

2D H mode EM field
models (analytical and
numerical)

Derivation of the
analytical and numerical
electromagnetic fields
for H mode inductive
discharge

El-Fayoumi
et al.
(1998) [42]

Planar ICP system
seeded with Ar gas

Power balance model
and 2D E mode EM
field model (analytical)

Derivation of the power
balance equations for
calculation of the
working path of an
inductive discharge and
description of discharge
hysteresis between E–H
mode transitions

Turner and
Lieberman
(1999) [43]

Planar ICP system
seeded with Ar gas

Nonlinear power
balance model
(analytical)

Derivation of nonlinear
power balance factors
contributing to E–H
mode transition
hysteresis in an
inductive discharge

Nanbu (2000)
[44]

High-density,
low-pressure systems
including ICPs; various
atomic and molecular
gases for specific
calculations

2D PIC-MCC model
(numerical)

Review of development
of 2D numerical model
for prediction of spatial
properties of the
inductive discharge
including kinetic and
collision theory

Nam and
Economou
(2004) [45]

Miniature ICP (mICP)
with planar source and
seeded with Ar gas

2D self-consistent fluid
model (analytical)

Development of 2D
analytical fluid model
for a miniaturized ICP
system

Takao et al.
(2010) [46]

Miniature ICP (mICP)
with planar source and
seeded with Ar gas

2D PIC-MCC model
(numerical)

Development of 2D
numerical model for a
miniaturized ICP system
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high-frequency magnetic field in the direction of the chamber axis [Fig. 10.1a(ii)].
The temperature-resistant dielectric material used in chamber construction (typi-
cally glass or quartz) allows contactless permeation of the magnetic fields into the
chamber for interaction with the designated gases. In earlier material-processing
designs, the ICP was first generated within the region of the coil windings before
being directed onto a biased substrate for deposition or etching [47]. More recent
designs employ the planar coil configuration, which consists of a flat spiral coil
buffered by a dielectric plate which is mounted onto a metal chamber at vacuum
pressure [Fig. 10.1b(i)]. The ICP is generated near the plate and across the coil
radius via a circular magnetic field [Fig. 10.1b(ii)]. The advantage of the planar coil

Fig. 10.1 Two types of coil configurations used in ICP design, that is, a (i) helical and b (i)
planar. The respective directions of the coil magnetic fields, B are shown in a (ii) and b (ii)
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configuration over the helical coil configuration is the increased uniformity in
density distribution of the ICP formed across the coil dimensions. In material
etching and deposition applications, higher uniformity would give better process
control and reproducibility of results [28, 48].

10.2.2 Impedance Matching

Impedance matching is necessary for RF circuitry. The maximum power transfer
theorem in DC circuits states that maximum power from the source is transferred to
the load when the load resistance is equal or “matched” to the source resistance.
In AC circuits, both the source impedance and load impedance must be matched for
maximum power transfer, too. In this case, the reactance component of the source
impedance and the load impedance must cancel each other out. This means the
matching load impedance must be equal to the complex conjugate of the source
impedance, ZL ¼ Z�

S. Figure 10.2 illustrates the matched condition for maximum
power transfer, whereby, RS, RL, XS, and XL are the source resistance, load resis-
tance, source reactance and load reactance, respectively, in X. Reactance is fre-
quency dependent, hence, the source and load impedance are perfectly matched
only at a single frequency.

Besides consideration for power efficiency, another factor is the safety issue
relating to the build-up of standing waves in the transmission line when the power
is reflected in an unmatched RF circuit. The forward and reflected waves can add up
or cancel out depending on their relative phase. If the resultant wave is positioned
on the transmission line in such a way that maximum voltage or current is applied
to the power electronics in the RF source, the RF source can be damaged.

The typical Thevenin equivalent resistance of an RF power source is 50 X at
13.56 MHz. The coaxial cable that connects the source to the load can affect the
power coupling. This cable becomes a transmission line if it has length larger than
k/8 at operating frequency. If the line impedance is mismatched to the source and
load impedances, standing waves will develop along the line resulting in reflected

ZL = RL – jXL

ZS = RS + jXS

RL

L 

 jXSRS

RL

RS

Fig. 10.2 Requirement for impedance matching in AC circuit, and the resulting equivalent circuit
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power. At 13.56 MHz, k = 22.1 m, so keeping the cable length below 2.8 m will
minimize this problem.

Figure 10.3 shows the equivalent circuit of a capacitive matching network for an
inductive discharge [5, 49].

VS and RS are the source voltage and resistance. The impedance at the inductive
coil terminals, when the plasma is turned on is constituted by the inductance LCP in
series with resistance RCP. The admittance at the terminals a–b (toward the right) is
expressed by

Yab � Gab þ jBab � 1
Zab

¼ RCP þ j X1 þXCPð Þ½ ��1; ð10:2:2:1Þ

where the conductance (real component) is

Gab ¼ RCP

R2
CP þ X1 þXCPð Þ2 ; ð10:2:2:2Þ

and the susceptance (imaginary component) is

Bab ¼ � X1 þXCP

R2
CP þ X1 þXCPð Þ2 : ð10:2:2:3Þ

For matched conditions, the conductance, Gab is made to be equal to (RS)
−1 and

the susceptance is canceled through Bab ¼ �B2 ¼ �xC2. Hence, solving for
Eqs. (10.2.2.2) and (10.2.2.3), the matching condition is achieved when the
capacitors C1 and C2 are tuned to

C1 ¼ 1

x xLCP �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RSRCP � R2

CP

p� � ; ð10:2:2:4aÞ

a

b

RF Source Matching Network Coil+Plasma

RCP 

 LCPC1 

C2 

RS 

VS 

Fig. 10.3 Equivalent circuit for matching the RF source to the inductive plasma (load)
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and

C2 ¼ 1
x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

RSRCP
� 1
R2
S

s
: ð10:2:2:4bÞ

A configuration commonly used in practical RF matching networks is to make
Rs = RCP, then C2 becomes negligible (can be removed) and the circuit is in the
resonance condition when C1 is tuned to

xC1 ¼ 1
xLCP

: ð10:2:2:5Þ

For inductive plasma, RCP is *1 X [50]. With R0
s = 50 X for 13.56 MHz

commercial sources, the large impedance mismatch can be aptly solved by intro-
ducing a step-down transformer as shown in Fig. 10.4. The number of turns
required to reduce the source impedance, ZS, to a value closer to the load impe-
dance, ZL, is given by

ZS
ZL

¼ L1
L2

¼ N2
1

N2
2
: ð10:2:2:6Þ

Here, N1 and N2 are the number of windings on the primary and secondary
transformer coils respectively. For the source–load impedance ratio, ZS:ZL = 50:1,
the ratio of the number of turns required for impedancematching is,N1:N2 � 7:1 [51].

7:1

Tuning  
Capacitor

Step Down 
TransformerRF Source Coil+Plasma

C

RCP 

 LCP RS=50 Ω 

VS 

 L2 L1 

Fig. 10.4 A step-down transformer (L1:L2) is introduced between the load and the source for
impedance matching. L1 and L2 are the primary and secondary coils of the transformer respectively
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10.2.3 Modes of Operation and Hysteresis

10.2.3.1 E Mode and H Mode

ICPs have two means of power coupling, that is, capacitive coupling and inductive
coupling, which together contribute toward the formation of the plasma. The pri-
mary mode (or H mode) of the plasma is formed mainly by inductive coupling of
the magnetic fields of the source coil. The secondary mode (or E mode) of the
plasma is formed mainly by capacitive coupling from the electric fields of the
source coil. These electric fields are produced by the oscillating potential difference
across the gaps between the windings of the coil. The terminology of E and H were
first introduced in 1947 by Babat [15]; taking the commonly used notations for
hollow metal waveguides to identify the electric and magnetic waves, respectively.

The E mode plasma is generally formed at lower input powers in which power
coupling of the source magnetic fields is low and insufficient to trigger an induction
current in the discharge. The E mode and H mode plasmas can be identified by
prominent differences in plasma density and luminosity (Fig. 10.5). The H mode
plasma is highly luminous and has a plasma density in the order of 1016–1018 m−3.
The E mode plasma is low in luminosity and has a plasma density in the order of
1013–1015 m−3.

In applications, the mode of interest is typically the H mode at which high
electron density and discharge purity give more precise results in material depo-
sition and etching. The E mode is generally characterized for better understanding
of discharge dynamics [5].

10.2.3.2 Mode Transitions and Hysteresis

Switching between E and H modes can occur either seamlessly or in discontinuous
“jumps” depending on gas type, gas pressure, and impedance matching. At low
pressures, E to Hmode transitions are typically seamless with discontinuity occurring

Fig. 10.5 Laboratory 13.56 MHz RF argon ICP operating at a E mode and b H mode at 10 Pa
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mainly due to the impedance mismatch of the matching network [52]. At higher
pressures, however, impedancematching alone does not negate discontinuity between
E to H mode transitions; nonlinearity in power absorption and power loss of the
plasma electrons becomes an important factor [53]. Nonlinearity in power absorption
also causes an additional hysteresis effect, in which the coil current (corresponding to
the input RF power) required for the transition from E to Hmode is different from the
coil current required for the transition from H to E mode (Fig. 10.6).

Properties of ICP mode transitions were first observed by Kortshagen et al. [55]
whereby a trace of the photon multiplier tube signal versus coil current obtained
from the experiment showed discontinuity in light emission at the points of tran-
sition between E and H modes.

10.2.4 Power Balance in RF Planar ICPs

Maintenance of an ICP at a certain operating state can be fundamentally attributed
to the balance points between the total power coupled into the discharge and
discharge power loss. In low-temperature discharges such as ICPs, most of the
discharge power is deposited into the plasma electrons. Phenomena such as mode
transitions and hysteresis can also be effectively simulated by calculating the
nonlinearity in the power utilized and dissipated by the plasma electrons. As such,
the state at which the plasma exists can be appropriately described by the total
absorbed electron power, Pabs and electron power loss, Ploss. For a stable discharge
to occur at a given electron density, ne, the following power balance conditions
need to be fulfilled [42, 56]:

Pabs ¼ Ploss ð10:2:4:1Þ

Fig. 10.6 The calculated
electron density (m−3) versus
coil current (A) at 100 mTorr
argon pressure. The current
required to cause a transition
from E to H mode is higher
(point 2, *8 A) than the
power required for
maintaining H mode (point
5, *5 A). © IOP Publishing.
Reproduced with permission
from [54]. All rights reserved
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and

dPabs=dne\dPloss=dne: ð10:2:4:2Þ

In the following sections, a theoretical model (i.e., power balance model) will be
presented to further explain the relevance of these conditions in determining a stable
operating state of an ICP reactor at 13.56 MHz RF frequency seeded with argon
gas.

10.2.4.1 Power Balance Model

In this model, a reactor in planar coil configuration (Fig. 10.7) will be simulated.
The planar coil configuration is chosen due to its wide use in material-processing
applications. The reactor is taken to be an azimuthally symmetric cylinder with
radius, b in m and height, L in m. A six-turn planar source coil is mounted above the
reactor and has a radius of a in m. The total distance between the source coil and the
surface of the dielectric plate in contact with the plasma is given by D in m.
A summary of the reactor dimensions and specifications are given in Table 10.2.
Calculations are made in cylindrical coordinates using the notations r, h and z.

The model employs several assumptions in the solutions of the reactor elec-
tromagnetic fields [equation sets (10.2.5.66a)–(10.2.5.66i) and (10.2.5.106a)–
(10.2.5.106j)] which are required to calculate Pabs.

They are:

(a) The source coil is assumed to be an infinitesimally thin disc with the surface
current density,

Fig. 10.7 Model diagram of the simulated planar coil ICP reactor
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Kh ¼ NIp
a

; ð10:2:4:3Þ

and average electric field across the surface,

Eo ¼ Vp

a
: ð10:2:4:4Þ

Here, N is the number of turns of the coil, Ip is the peak coil current in A, and Vp

is the peak coil voltage in V. Vp is given by

Vp ¼ IpxLo; ð10:2:4:5Þ

where x is the RF angular drive frequency, that is, x = 2pf with f being the RF
drive frequency in Hz. Lo is the planar coil inductance in H.

(b) At the source coil surface, z = L + D, the radial magnetic field, Br and the radial
electric field, Er are given by,

Br ¼ � loKh

2 0� r� a
0 a\r� b

�
ð10:2:4:6aÞ

and

Er ¼ Eo ¼ Vp

a 0� r� a
0 a\r� b

�
ð10:2:4:6bÞ

where lo is the vacuum permeability in NA−2. Further details on the application
of these assumptions and boundary conditions for the calculation of the
electromagnetic field components used in this model will be discussed in
Sect. 10.2.5.

10.2.4.2 Total Absorbed Electron Power, Pabs

The total absorbed electron power, Pabs is defined as the sum of contributive
component powers absorbed by the plasma electrons via various mechanisms of

Table 10.2 Dimensions and specifications of the simulated planar coil ICP reactor

Reactor dimensions/specifications

Drive
frequency,
f (Hz)

Chamber
height,
L (m)

Coil-Chamber
distance,
D (m)

Chamber
radius,
b (m)

Planar
coil
radius,
a (m)

Number of
turns in
planar coil

Planar coil
inductance,
Lo (H)

13.56 	 106 0.20 0.02 0.15 0.05 6 2 	 10−6
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power coupling from the source coil. Three important components that contribute to
Pabs are the H mode field power, Ph, the E mode field power, Pe and power from
stochastic heating of the plasma capacitive sheath, Pstoc. Aptly, Pabs can be
expressed as,

Pabs ¼ Ph þPe þPstoc: ð10:2:4:7Þ

Contributions from the H mode (Ph) and E mode (Pe) fields are calculated by
taking the integration of the time-averaged Poynting vector, Pave [57],

Pave ¼ 1=2loReðE	B�Þ; ð10:2:4:8Þ

over the induction coil area, dS = 2pr(−z)dr at the coil surface, that is,
z = L + D. Here, E and B* are the electric field and complex conjugate of the
magnetic field and z is the unit vector for the axial coordinate, respectively. For an
azimuthally symmetric reactor, the H mode and E mode fields can be delineated to
the following scalar components (Table 10.3):

In view of the boundary conditions and assumptions given in Sect. 10.2.5 and
the field components shown in Table 10.3, integration of Pave with dS for Ph and Pe

would subsequently yield the following results:

Ph ¼ Re �pKh

Za
0

rEhðr; LþDÞdr
0
@

1
A ð10:2:4:9Þ

and

Pe ¼ Re � 2p
lo

Eo

Za
0

rB�
hðr; LþDÞdr

0
@

1
A: ð10:2:4:10Þ

Here, B�
h is the complex conjugate of the azimuthal magnetic field in T. At lower

RF powers, the measured electron density may be experimentally lower than the
densities predicted by the effects of E mode power coupling and H mode power
coupling alone. Dominant capacitive coupling from the source coil produces a thick
plasma sheath which dampens the effective absorption of power by the plasma
electrons. Simulation of the sheath in the power balance model is done by adding a
simplified, time-averaged sheath thickness, S to the coil-chamber distance, D when

Table 10.3 H mode and E mode component scalar fields for azimuthal symmetry

Electric fields, E Magnetic fields, B

Radial Azimuthal Axial Radial Azimuthal Axial

H mode fields 0 Eh 0 Br 0 Bz

E mode fields Er 0 Ez 0 Bh 0

10 Radio Frequency Planar Inductively Coupled Plasma … 539



calculating Ph and Pe; making the effective distance between the field power and
plasma electrons larger in calculation, that is, effective distance represented by
(L + D + S). S is derived from Child’s Law for a collisionless capacitive sheath,
which is shown in detail by Lieberman and Lichtenberg [5]. It is expressed as

S ¼ 1
a

Za
0

5J3s ðrÞ
12e2x3eon2eTe

dr: ð10:2:4:11Þ

Js represents the first harmonic component of current density through the sheath
and is defined by,

J2s ðrÞ � 1:73 e eox2ne TeVsðrÞð Þ1=2; ð10:2:4:12Þ

where Vs(r) is the first harmonic component of voltage across the plasma sheath at
the coil–dielectric interface. The subsequent harmonics for the current density and
voltage are not considered due to their negligible contribution in derivation. The
electron charge e is in C, eo is the vacuum permittivity in Fm−1, x is the RF angular
drive frequency in rads−1 and Te is the electron temperature in eV. For the source
coil,

VsðrÞ ¼ Vp

a
r: ð10:2:4:13Þ

The plasma sheath is known to oscillate at the RF drive frequency. This can
produce an additional heating effect in which the field oscillation of the sheath
accelerate and de-accelerate plasma electrons, producing collisions which con-
tribute to power transfer. This effect is known as stochastic power coupling, Pstoc.
For a single capacitive sheath in which the motion of oscillation is slower than the
thermal velocity of the electrons, Pstoc is approximated by

Pstoc � 0:9peox2 meTe
e

� �1=2Za
0

rVsðrÞdr: ð10:2:4:14Þ

10.2.4.3 Electron Power Loss, Ploss

Electron power loss in an ICP is mainly due to energy consumed for the formation
and maintenance of ion–electron pairs in the plasma. In simpler derivations, the
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power dissipation, Ploss is typically taken to be directly proportional to the electron
density, ne (that is, Ploss / ne). However, for more accurate simulation of the power
balance seen in experiments, nonlinearities in the power loss curve have to be
considered. In the power balance model, the contribution of electron–electron
collisions or Coulomb collisions is considered; with the transition from
Druyvestyen to Maxwellian electron energy density function (EEDF) being rep-
resentative of the nonlinearity in the electron power loss. This equation for Ploss can
be written as [43]

Ploss ¼ neuBAeffeT
ecD
ecM

� �1=ð1þCD�Mne=ngÞ
ð10:2:4:15Þ

where uB is the Bohm velocity in ms−1; given by

uB ¼ eTe=MArð Þ1=2 ð10:2:4:16Þ

with MAr being the argon ion mass in kg and Te the electron temperature in eV. Aeff

is the effective surface area for particle loss in the reactor in m2 and eT is the total
energy lost per electron–ion pair created by the discharge in J. Aeff for a simple
cylindrical chamber [5] is defined as,

Aeff ¼ 2pbðbh1 þ LhrÞ: ð10:2:4:17Þ

Here, hl and hr are the radial and axial plasma diffusion terms when approaching
the sheath edge, that is,

h1 � 0:86ð3þ L=2kinÞ�1=2 ð10:2:4:18Þ

and

hr � 0:80ð4þ b=kinÞ�1=2: ð10:2:4:19Þ

L and b are the effective chamber height and radius in m. The ion-neutral mean free
path, kin, is related to the neutral gas density, ng, and the ion-neutral collision cross
section, rin, through the expression

kin ¼ 1
ngrin

� �
: ð10:2:4:20Þ

eT (calculated in terms of eV) is defined as the sum of the collisional energy loss per
ion–electron pair, ec, the mean kinetic energy lost per ion, ei, and the mean kinetic
energy lost per electron, ee, given by
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eTðeVÞ ¼ ec þ ei þ ee: ð10:2:4:21Þ

For argon plasma, the kinetic energy lost per ion and per electron is approxi-
mated by, ei � 5.2Te and ee � 2Te, respectively. The collisional energy lost per
ion–electron pair, ec, itself comprises of the total collisional losses due to ionization,
excitation, and elastic scattering of electrons with neutrals. It is expressed as

ec ¼ eiz þ Kex

Kiz
eex þ Kel

Kiz

3me

MAr
Te: ð10:2:4:22Þ

Here, eiz (=15.76 eV) is the argon ionization threshold energy and eex
(=12.14 eV) is the argon excitation threshold energy. Kiz, Kex, and Kel are the argon
ionization, excitation, and elastic scattering rate constants (m3s−1) given, respec-
tively, by [5, 58],

Kiz ¼ 2:34	10�14T0:59
e expð�17:44=TeÞ; ð10:2:4:23Þ

Kex ¼ 2:48	10�14T0:33
e expð�12:78=TeÞ; ð10:2:4:24Þ

and

Kel ¼ 2:336	10�14T1:609
e expð0:0618 lnðTeÞ2 � 0:1171 lnðTeÞ3Þ: ð10:2:4:25Þ

The term ðecD=ecMÞ1=ð1þCD�Mne=ngÞ in Eq. (10.2.4.15) accounts for the nonlinear
effect of transition in electron energy distribution function (EEDF) from
Druyvesteyn to Maxwellian when approaching higher electron densities. The
exponential factor CD−M, adjusts for the experimental discrepancy (due to random
and systematic errors) of the transition point between Druyvesteyn and Maxwellian
EEDFs [59, 60]; which is concurrent with the transition of the discharge from E
mode to H mode [61]. ng is the neutral gas density in m−3 given by,

ng ¼ P
kBTn

: ð10:2:4:26Þ

Here, kB is the Boltzmann constant in JK−1 and Tn is the neutral gas temperature
in K. ecD/ecM is the ratio of the Druyvesteyn and Maxwellian electron–electron
collision energy loss factors which is approximated as [43, 62]

ecD
ecM

� 1:27þ 9:73
Te

: ð10:2:4:27Þ
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10.2.4.4 Mode Transition Dynamics and Hysteresis in an ICP
Discharge

If the absorbed electron power, Pabs and electron power loss, Ploss parameters are
plotted against electron density, ne, they would intersect at certain points. These
intersecting points [based on the first power balance condition given by
Eq. (10.2.4.1)] represent the plausible operating states of the ICP system as shown
in Fig. 10.8.

The second power balance condition [given by Eq. (10.2.4.2)] determines if
these plausible operating states are stable. For an operating state to be observed in
an experiment, the rate of change of absorbed power with electron density must be
less than the rate of change of power loss with electron density [56, 63]. In
Fig. 10.8, points I and III represent the stable and observable H and E mode
operations, respectively, in which both power balance conditions are fulfilled. The
plasma mode is determined by identifying the power coupling mechanism which is
dominant in the simulation. Point II represents an unstable state which is not
observable experimentally.

One of the important characteristics for optimization of the ICP discharge is the
input power (represented by the peak coil current, Ip) at which the mode transition
between E and H mode occurs. At certain ICP operating parameters, the currents at
which the E mode transitions to H mode and H mode transitions to E mode are
largely different; indicating the effect of hysteresis. To demonstrate this effect in
simulation, a 3D plot of total absorbed electron power, Pabs and electron power loss,
Ploss versus peak coil current, Ip and electron density, ne is visualized (Fig. 10.9).
Values used in the plot are taken from measurements at 20 Pa argon pressure [63].

The lighter surface of the 3D plot represents the evolution of absorbed electron
power, Pabs whereas the darker surface represents the evolution of electron power
loss, Ploss. In this case, the intersections between the two surfaces (at which the

Fig. 10.8 Simulated electron
absorbed power and electron
power loss versus electron
density for Ip = 8.7 A peak
RF coil current at 20 Pa argon
pressure. I, II, and III
represent the E mode,
unstable operation, and H
mode, respectively. Electron
temperature, Te, neutral gas
temperature, Tn, and the factor
CD−M were set at 2 eV, 800 K
and 105, respectively
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power balance conditions hold) represent the working path of the ICP system. From
the input coil current of zero, the operating state of the system moves towards point
1 as current (or RF power) is gradually introduced to the discharge (Fig. 10.9).

At point 1, the low-intensity E mode plasma is observed (Figs. 10.9 and 10.10).
A further increase in current would move the operating state of the system to point
2. Point 2 is the threshold at which any further increase in coil current would trigger
a transition from E to H mode (Figs. 10.9 and 10.11).

From point 2, the system jumps to point 3 which switches it to H mode oper-
ation. The electron density and coil current at which point 3 occurs depend mainly
on the experimental setup and is largely affected by the sensitivity and accuracy of
the impedance matching circuit [42, 43, 61]. Further increase in coil current at point
3 would bring the system operation state to point 4 (Figs. 10.9 and 10.10) which is
a higher density plasma in H mode. When coil current is decreased from point 4, the
system follows the H mode operation path until point 5. Point 5 is the threshold at
which a further decrease in coil current would trigger a transition from H to E mode
(Figs. 10.9 and 10.11). The disparity between E to H mode transition and H to E
mode transition currents denotes the effect of hysteresis in the working path of the
system. From point 5, a decrease in coil current shifts the system state to point 6
which is in E mode operation.

10.2.5 Electromagnetic Field Distributions in RF Planar
ICPs

Knowledge of the electromagnetic source field distributions in an ICP reactor
enables further insight on the formation and maintenance of the discharge. Besides
calculation of mode operation state and hysteresis, intrinsic attributes of the plasma
such as electron density [41] and neutral gas temperature are also inferable from the
source field [63]. Hence, simulation of these fields would be useful in under-
standing the plasma interaction dynamics occurring in an ICP reactor and for the
development of ICP-based systems.

As the source coil provides two types of power coupling, that is, inductive (H
mode) and capacitive (E mode), the source fields can be more systematically
simulated by separating both coupling components into mode specific models, i.e.,
the H mode field model and the E mode field model. In the following sections, the
H mode and E mode ICP fields will be derived in cylindrical coordinates (−r, −h
and −z) for a planar coil ICP reactor with specifications described in Fig. 10.7 and
Table 10.2. Both models are based on the works of El-Fayoumi [64], El-Fayoumi
and Jones [41] and Jayapalan [31] and will be solved analytically by the separation
of variables method [65–67] with the required boundary conditions (Fig. 10.12).
Some key results from the simulation will be discussed in Sect. 10.2.5.5.

10 Radio Frequency Planar Inductively Coupled Plasma … 545



10.2.5.1 Electromagnetic Field Equations

The H mode and E mode fields are derived from the standard Maxwell’s equations
given by

r	 Eðr; h; z; tÞ ¼ � @Bðr; h; z; tÞ
@t

; ð10:2:5:1Þ

r � Eðr; h; z; tÞ ¼ q
eo
; ð10:2:5:2Þ

Fig. 10.10 The simulated
absorbed electron power
(solid line) and power loss
(dashed line) curves depicting
the current at which either E
mode [6 A—(1)] or H mode
operation [15 A—(4)] alone
occurs

Fig. 10.11 The simulated
absorbed electron power
(solid line) and power loss
(dashed line) curves depicting
the threshold currents for
E!H [9.0 A—(2)] and H!E
[8.4 A—(5)] mode transitions
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r	 Bðr; h; z; tÞ ¼ lo J ðr; h; z; tÞþ eo
@Eðr; h; z; tÞ

@t

� �
; ð10:2:5:3Þ

and

r � Bðr; h; z; tÞ ¼ 0; ð10:2:5:4Þ

with the following base assumptions:

(i) The reactor is azimuthally symmetric, that is, the fields only vary in the
−r and −z directions.

Fig. 10.12 Flowchart illustrating the gist of the H mode field model and E mode field model
derivations, which will be detailed in the following sections
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(ii) The plasma consists mostly of low-energy electrons and immobile ions.
Thus, this satisfies the local Ohm’s Law criterion,

Eðr; h; z; tÞ ¼ me

nee2
mJ ðr; h; z; tÞþ @J ðr; h; z; tÞ

@t

� �
; ð10:2:5:5Þ

where me is the electronic mass in kg, e is the electronic charge in C, ne is the
electron density in m−3, and m is the electron collision frequency in s−1.

(iii) In free space, the charge density term, q = 0, thus, reducing Eq. (10.2.5.2)
to,

r � Eðr; h; z; tÞ ¼ 0: ð10:2:5:6Þ

(iv) The steady-state temporal term (*t) of the RF field is represented as a
variation of frequency, that is, exp(jxt), where x is the RF angular frequency
(rad/s), given as, x = 2p 	 13.56 	 106 rads−1.

Here, E; B and J are the time-varying electric field in Vm−1, magnetic field in T
and current density in Am−2, respectively. lo is the free space permeability in Hm−1

and eo is the free space permittivity in Fm−1.
These base assumptions allow for simplification of an otherwise complex set of

solutions. Equations (10.2.5.1)–(10.2.5.5) are subsequently reduced to

r	Eðr; zÞ ¼ �jxBðr; zÞ; ð10:2:5:7Þ

r � Eðr; zÞ ¼ 0; ð10:2:5:8Þ

r	Bðr; zÞ ¼ loJðr; zÞþ jeoloxEðr; zÞ; ð10:2:5:9Þ

r � Bðr; zÞ ¼ 0; ð10:2:5:10Þ

and

Jðr; zÞ ¼ eox2
p

vþ jx
Eðr; zÞ; ð10:2:5:11Þ

where xp is the plasma frequency in s−1 and is given by

xp ¼ nee2

eome

� �1=2

: ð10:2:5:12Þ

The equation set (10.2.5.7)–(10.2.5.12) will be solved analytically in
Sects. 10.2.5.2 and 10.2.5.3 using further case-specific assumptions and boundary
conditions for H mode and E mode fields.
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10.2.5.2 H Mode Field Equations

To derive the H mode fields from Eqs. (10.2.5.7) to (10.2.5.12) for the described
reactor, further assumptions and boundary conditions are first required:

(a) The displacement current term in Eq. (10.2.5.9) is neglected (that is, jeoloxE(r,
z) = 0). This is due to the higher free excitation wavelength (*22 m for
13.56 MHz) as compared to the chamber dimensions. Equation (10.2.5.9) then
reduces to

r	Bðr; zÞ ¼ loJðr; zÞ: ð10:2:5:13Þ

(b) The planar coil is assumed to be an infinitesimally thin disc of moving uniform
charge and has a surface current density of

Kh ¼ NIp
a

; ð10:2:5:14Þ

where Ip is the peak coil current in A, N is the number of turns in the coil and
a is the coil radius in m.

(c) The chamber (from boundaries −b < r < b and 0 < z < L) has a uniform
electron density, ne, collision frequency, m and electron temperature, Te.
Externally, these parameters are equal to zero.

(d) At the boundaries between the quartz plate and the plasma, the tangential
electric fields and tangential and normal magnetic fields are continuous.

(e) At the boundaries between the chamber walls and the plasma, the tangential
electric fields and normal magnetic fields are equal to zero.

Next, by taking the curl of Eq. (10.2.5.7) and by further substitutions of
Eqs. (10.2.5.11) and (10.2.5.13), we arrive at the following key expressions

r	Eðr; zÞ ¼ �jxBðr; zÞ ð10:2:5:15Þ

and

r	r	Eðr; zÞ ¼ � loeox
2
p

1� jv=x

 !
Eðr; zÞ: ð10:2:5:16Þ

The term loeox
2
p=ð1� jv=xÞ in Eq. (10.2.5.16) is the quantified interaction

between the electromagnetic fields and plasma and can be more conveniently
expressed as the spatial conductivity parameter, a2, given by

a2 ¼ lonee
2

me 1� jv=x½ � : ð10:2:5:17Þ
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a2 is highly dependent on the electron collision frequency, m and thus, calcu-
lation of this important parameter will be separately discussed in Sect. 10.2.5.4.
With a2 defined, Eq. (10.2.5.16) can be written as,

r	r	Eðr; zÞ ¼ �a2Eðr; zÞ: ð10:2:5:18Þ

With the assumption of azimuthal symmetry of the chamber, the solution to the
H mode electromagnetic fields would only have the scalar azimuthal electric field,
Eh component, that is, E = [0, Eh, 0] and the scalar radial magnetic field, Br and
axial magnetic field, Bz components, B = [Br, 0, Bz] (Table 10.3). Lastly, in scalar
form, Eqs. (10.2.5.15) and (10.2.5.16) can be rewritten as the field equations,

1
r
@

@r
r
@Eh

@r

� �
� Eh

r2
þ @2Eh

@z2
¼ a2Eh; ð10:2:5:19Þ

Br ¼ � j
x
@Eh

@z
; ð10:2:5:20Þ

and

Bz ¼ j
x
1
r

@ðrEhÞ
@r

� �
: ð10:2:5:21Þ

for 0� z� LþD.
Equations (10.2.5.19)–(10.2.5.21) constitute the general field equations required

to solve the H mode fields for an ICP reactor. This set of equations can be solved
both anayltically and numerically as required in simulation.

Separation of Variables Method for the H Mode Field Model

For analytical solution of the field with Eqs. (10.2.5.19)–(10.2.5.21), the separation
of variables method is used [65–67]. In this method, a multivariable function is split
and solved separately as single variable functions. These single variable functions
are linked together using an introduced expression known as a separation constant.
For the present case, the multivariable azimuthal electric field, Eh (r, z) is defined to
be the product of two single variable functions, R(r) and Z(z), namely

Eh ¼ ZðzÞRðrÞ: ð10:2:5:22Þ

The defined Eq. (10.2.5.22) is next substituted into Eq. (10.2.5.19) yielding,

1
RðrÞ

1
r
@RðrÞ
@r

þ @2RðrÞ
@r2

� RðrÞ
r2

� a2RðrÞ
� �

þ 1
ZðzÞ

@2ZðzÞ
@z2

¼ 0: ð10:2:5:23Þ
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By introducing a separation constant, k2, Eq. (10.2.5.23) is separated into two
equations. They are written as

1
RðrÞ

1
r
@RðrÞ
@r

þ @2RðrÞ
@r2

� RðrÞ
r2

� a2RðrÞ
� �

¼ �k2 ð10:2:5:24Þ

and

1
ZðzÞ

@2ZðzÞ
@z2

¼ k2: ð10:2:5:25Þ

By rearranging Eqs. (10.2.5.24) and (10.2.5.25) to be representative of common
closed-form solutions, we arrive at

r2
@2RðrÞ
@r2

þ r
@RðrÞ
@r

þ ½k2r2 � 1�RðrÞ ¼ 0; ð10:2:5:26Þ

and

@2ZðzÞ
@z2

¼ k2ZðzÞ: ð10:2:5:27Þ

Here, k2 and k2 are separation constants and are related by

k2 ¼ k2 þ a2: ð10:2:5:28Þ

Looking at the boundary conditions (b)–(e) in Sect. 10.2.5.2, we are able to
deduce several important relations for the component fields:

(i) At the plane of the coil (z = L + D), the total radial magnetic field emitted by
an infinitesimally thin disc of surface current density, Kh is given by,

Brðr; LþDÞ� � Brðr; LþDÞþ ¼ loKh; ð10:2:5:29Þ

where Br(r, L + D)− and Br(r, L + D)+ are the radial magnetic field
emissions below and above the plane of the coil. Taking the point that
Br(r, L + D)− = −Br(r, L + D)+, the radial magnetic field traversing into the
plasma at the coil plane can be deduced as,

Br ¼ � loKh

2 0� r� a
0 a\r� b

�
ð10:2:5:30Þ

or in relation to Eq. (10.2.5.20)
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@Eh

@z

����
z¼LþD

¼ � jxloKh

2 0� r� a
0 0\r� b

�
: ð10:2:5:31Þ

Here, a is the radius of the coil and b is the radius of the chamber.
(ii) The tangential electric field and tangential and normal magnetic field com-

ponents between the quartz plate and plasma would be continuous; giving
the following relations:

Ehðr; Lþ Þ ¼ Ehðr; L�Þ; ð10:2:5:32Þ

Brðr; Lþ Þ ¼ Brðr; L�Þ; ð10:2:5:33Þ

and

Bzðr; Lþ Þ ¼ Bzðr; L�Þ: ð10:2:5:34Þ

In terms of the azimuthal electric field, Eqs. (10.2.5.33) and (10.2.5.34) are
written, respectively as,

@Eh

@z

����
z¼Lþ

¼ @Eh

@z

����
z¼L�

ð10:2:5:35Þ

and

1
r
@rEh

@r

����
z¼Lþ

¼ 1
r
@rEh

@r

����
z¼L�

: ð10:2:5:36Þ

(iii) The tangential electric field and normal magnetic field components at the
chamber walls are zero, yielding,

Ehðb; zÞ ¼ 0; ð10:2:5:37Þ

Brðb; zÞ ¼ 0; ð10:2:5:38Þ

Ehðr; 0Þ ¼ 0; ð10:2:5:39Þ

and

Bzðr; 0Þ ¼ 0: ð10:2:5:40Þ

(iv) The spatial conductivity parameter a2 = 0 for L < z < L + D.

From the deduced field boundaries (i)–(iv), the general solutions for
Eqs. (10.2.5.22), (10.2.5.26), and (10.2.5.27) are determined as
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RðrÞ ¼ A1J1ðkrÞ; ð10:2:5:41Þ

ZðzÞ ¼ B1 sinhðkzÞ; ð10:2:5:42Þ

and

Eh ¼ A sinhðkzÞJ1ðkrÞ; ð10:2:5:43Þ

for 0� z� L, and

RðrÞ ¼ A2J1ðkrÞ; ð10:2:5:44Þ

ZðzÞ ¼ B2 expð�kzÞþC2 expðkzÞ; ð10:2:5:45Þ

and

Eh ¼ ½B expð�kzÞþC expðkzÞ�J1 krð Þ; ð10:2:5:46Þ

for L\z� LþD.
A, B, and C in Eqs. (10.2.5.43) and (10.2.5.46) are boundary constants to be

defined and A = A1B1, B = A2B2, and C = A2C2. To obtain the radial magnetic
field, Br and axial magnetic field, Bz [as per Eqs. (10.2.5.20) and (10.2.5.21)],
Eqs. (10.2.5.43) and (10.2.5.46) are differentiated, that is,

Brðr; zÞ ¼ � j
xAk coshðkzÞJ1ðkrÞ 0� z� L

� j
x ½C expðkzÞ � B expð�kzÞ�kJ1ðkrÞ L\z� LþD

�
ð10:2:5:47Þ

Bzðr; zÞ ¼
j
xAk sinhðkzÞJ0ðkrÞ 0� z� L
j
x ½B expð�kzÞþC expðkzÞ�kJ0ðkrÞ L\z� LþD

�
ð10:2:5:48Þ

It is noted that in Eq. (10.2.5.37), Ehðb; zÞ ¼ 0 at the radial boundaries of the
chamber. Thus, in obtaining a valid solution for the value of k, the Bessel function
nth root, ln (which forms a set of eigenvalues) has to be a multiple of the chamber
radius, b, that is,

knb ¼ ln ð10:2:5:49Þ

or

kn ¼ ln
b
: ð10:2:5:50Þ
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Consequently, we get kn as

kn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2n þ a2

q
: ð10:2:5:51Þ

The form of the differential Eqs. (10.2.5.26) and (10.2.5.27) is generally the
form of the Sturm–Liouville problem in which the solution constitutes the sum of a
set of orthogonal eigenfunctions [68, 69]. Hence, the full solution for the analytical
H mode fields can be appropriately written as the eigenfunction series

Ehðr; zÞ ¼
P1
n¼1

An sinhðknzÞJ1ðknrÞ 0� z� L

P1
n¼1

½Bn expð�knzÞþCn expðknzÞ�J1ðknrÞ L\z� LþD

8>><
>>:

ð10:2:5:52Þ

Brðr; zÞ ¼
� j

x

P1
n¼1

Ankn coshðknzÞJ1ðknrÞ 0� z� L

� j
x

P1
n¼1

½Cn expðknzÞ � Bn expð�knzÞ�knJ1ðknrÞ L\z� LþD

8>><
>>:

ð10:2:5:53Þ

Bzðr; zÞ ¼
j
x

P1
n¼1

Ankn sinhðknzÞJ0ðknrÞ 0� z� L

j
x

P1
n¼1

½Bn expð�knzÞþCn expðknzÞ�knJ0ðknrÞ L\z� LþD

8>><
>>:

ð10:2:5:54Þ

Solving the Boundary Constants for H Mode Field Model

The next step is to derive closed-form expressions for the boundary constants An,
Bn, and Cn. Using the boundary conditions at the coil-chamber boundary, L, as
given by Eqs. (10.2.5.32) and (10.2.5.33), we are able to obtain the following
simultaneous equations for derivation:

An sinhðknLÞ ¼ Bn expð�knLÞþCn expðknLÞ; ð10:2:5:55Þ

and

Ankn coshðknLÞ ¼ �kn½Bn expð�knLÞ � Cn expðknLÞ�: ð10:2:5:56Þ
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For a more convenient solution, it would be apt to define an additional constant,

vn ¼ Cn expðknðLþDÞÞ � Bn expð�knðLþDÞÞ: ð10:2:5:57Þ

From simultaneous solving of Eqs. (10.2.5.55), (10.2.5.56) and (10.2.5.57) for
An, Bn and Cn, we finally get

An ¼ vnkn
kn sinhðknDÞ sinhðknLÞþ kn coshðknDÞ coshðknLÞ ; ð10:2:5:58Þ

Bn ¼ An

2kn
eknL½kn sinhðknLÞ � kn coshðknLÞ�; ð10:2:5:59Þ

Cn ¼ An

2kn
e�knL½kn sinhðknLÞþ kn coshðknLÞ�: ð10:2:5:60Þ

To complete the solution set for the H mode fields, an independent expression
for the constant vn is required. By replacing the field boundary condition at
(L + D) given in Eq. (10.2.5.31) and the constant vn defined in Eq. (10.2.5.57) into
Eq. (10.2.5.53), we get the piecewise continuous relationship,

X1
n¼1

vnknJ1ðknrÞ ¼ � jxloKh

2 0� r� a
0 a\r� b

�
ð10:2:5:61Þ

Multiplying both sides of Eq. (10.2.5.61) with the eigenfunction rJ1ðknrÞ and by
integration across the chamber radius, 0 � r � b; due to orthogonality of the
Sturm–Liouville problem, we would subsequently get the equation

vnkn

Zb
0

rJ21ðknrÞdr ¼ � jxloKh

2

Za
0

rJ1ðknrÞdr; ð10:2:5:62Þ

and thus, the solution for vn is,

vn ¼ � jxloKh

2

R a
0 rJ1ðknrÞdr

kn
R b
0 rJ

2
1ðknrÞdr

: ð10:2:5:63Þ

Using the Bessel function identity for orthogonality [65] in Eq. (10.2.5.63), that
is,

Zb
0

rJpðknrÞJpðknrÞdr ¼ b2

2
J2pþ 1ðknbÞ ¼

b2

2
J2p�1ðknbÞ ¼

b2

2
J 02p ðknbÞ; ð10:2:5:64Þ
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in which, p is the Bessel function order; vn is then simplified to

vn ¼ �jxloKh

R a
0 rJ1ðknrÞdr
knb2J 021 ðknbÞ

: ð10:2:5:65Þ

The analytical solutions and corresponding derived constants for the H mode
fields for the case of an ICP reactor of height, L and radius, b with the coil radius,
a and the coil-chamber distance, D can be summarized as the following equation
set:

Ehðr; zÞ ¼
P1
n¼1

An sinhðknzÞJ1ðknrÞ 0� z� L

P1
n¼1

½Bn expð�knzÞþCn expðknzÞ�J1ðknrÞ L \z� LþD

8>><
>>:

ð10:2:5:66aÞ

Brðr; zÞ ¼
� j

x

P1
n¼1

Ankn coshðknzÞJ1ðknrÞ 0� z� L

� j
x

P1
n¼1

½Cn expðknzÞ � Bn expð�knzÞ�knJ1ðknrÞ L \z� LþD

8>><
>>:

ð10:2:5:66bÞ

Bzðr; zÞ ¼
j
x

P1
n¼1

Ankn sinhðknzÞJ0ðknrÞ 0� z� L

j
x

P1
n¼1

½Bn expð�knzÞ � Cn expðknzÞ�knJ0ðknrÞ L \z� LþD

8>><
>>:

ð10:2:5:66cÞ

kn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2n þ a2

q
ð10:2:5:66dÞ

kn ¼ ln
b

ð10:2:5:66eÞ

vn ¼ �jxloKh

R a
0 rJ1ðknrÞdr
knb2J 021 ðknbÞ

ð10:2:5:66fÞ

An ¼ vnkn
kn sinhðknDÞ sinhðknLÞþ kn coshðknDÞ coshðknLÞ ð10:2:5:66gÞ

Bn ¼ An

2kn
expðknLÞ½kn sinhðknLÞ � kn coshðknLÞ� ð10:2:5:66hÞ
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Cn ¼ An

2kn
expð�knLÞ½kn sinhðknLÞþ kn coshðknLÞ� ð10:2:5:66iÞ

This equation set will be used to simulate the H mode fields in Sect. 10.2.5.5.

10.2.5.3 E Mode Field Equations

For deriving the analytical E mode fields, a similar set of assumptions and boundary
conditions as the H mode fields are first applied to Eqs. (10.2.5.7)–(10.2.5.12):

(a) The coil (at −a � r � a) is assumed to be an infinitely thin disc with a
uniform radial electric field, Eo of magnitude,

Eo ¼ Vp

a
: ð10:2:5:67Þ

where Vp is the peak coil voltage in V given by, Vp = IpxLo. Lo is the source
coil inductance in H.

(b) The chamber is an azimuthally symmetric cylinder of radius, b and effective
height, L with a coil radius of a. The coil-chamber spacing is D.

(c) The chamber (from boundaries −b < r < b and 0 < z < L) has a uniform
electron density, ne, collision frequency, m and electron temperature, Te.
Externally, these parameters are equal to zero.

(d) At the boundaries between the chamber walls and the plasma, the normal
magnetic fields and tangential electric fields are equal to zero.

(e) At the boundaries between the quartz plate and the plasma, the normal magnetic
fields and tangential electric fields are continuous.

Due to the assumption of azimuthal symmetry for the chamber, the solutions for
the E mode fields would be limited to the radial and axial electric field components,
that is, E = [Er, 0, Ez] and azimuthal magnetic field component, that is, B = [0, Bh,
0] (Table 10.3). The displacement current term, jeoloxE(r, z) in Eq. (10.2.5.9) for
the E mode fields, however, is not ignored due to the presence of a time-varying
electric field through the dielectric plate.

Next, by substitution of Eq. (10.2.5.11) into Eq. (10.2.5.9), we get,

r	 Bðr; zÞ ¼ jx
c2

1�
x2

p=x
2

� �
1� jv=x

0
@

1
AEðr; zÞ; ð10:2:5:68Þ

in which the term 1� x2
p=x

2
� �

= 1� jv=xð Þ represents the permittivity of the

plasma medium, ep. Equation (10.2.5.68) can be thus simplified as,
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r	 Bðr; zÞ ¼ jx
c2

epEðr; zÞ ð10:2:5:69Þ

where c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=loeo

p� �
is the speed of light in ms−1.

For the E mode fields inside the dielectric quartz plate (L < z � L + D) the
plasma permittivity term, ep in Eq. (10.2.5.69) is replaced by the dielectric constant,
er. This yields a field equation set for two boundaries, that is,

r	 Bðr; zÞ ¼
jx
c2 epEðr; zÞ 0� z� L
jx
c2 erEðr; zÞ L \z� LþD

(
ð10:2:5:70Þ

For the quartz plate used in the laboratory reactor, the dielectric constant, er =
3.8. Then, by taking the curl of the equation set (10.2.5.70) and substituting the
field Eq. (10.2.5.7), we obtain the simplified single-term magnetic field expressions

r	r	 Bðr; zÞ ¼ ep x2

c2 Bðr; zÞ 0� z� L
er x

2

c2 Bðr; zÞ L \z� LþD

(
ð10:2:5:71Þ

Lastly by solving Eqs. (10.2.5.70) and (10.2.5.71) for only the electromagnetic
field components and taking into account the assumption of azimuthal symmetry
[boundary condition (b)], we arrive at the following set of scalar equations:

1
r
@

@r
r
@Bh

@r

� �
� Bh

r2
þ @2Bh

@z2
¼ �ep

x
c

� �2
Bh; ð10:2:5:72Þ

Er ¼ jc2

xep

@Bh

@z
; ð10:2:5:73Þ

and

Ez ¼ � jc2

xep

1
r

@ðrBhÞ
@r

� �
: ð10:2:5:74Þ

for 0� z� L;

1
r
@

@r
r
@Bh

@r

� �
� Bh

r2
þ @2Bh

@z2
¼ �er

x
c

� �2
Bh; ð10:2:5:75Þ

Er ¼ jc2

xer

@Bh

@z
; ð10:2:5:76Þ

and
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Ez ¼ � jc2

xer

1
r

@ðrBhÞ
@r

� �
: ð10:2:5:77Þ

for L\z� LþD.
Equations (10.2.5.72)–(10.2.5.77) give the general field equations required to

solve the E mode fields for an ICP reactor. Both analytical and numerical solutions
can be obtained by this set of equations.

Separation of Variables Method for the E Mode Field Model

As with the H mode fields in Sect. 10.2.5.2, the separation of variables method is
used to solve field Eqs. (10.2.5.72)–(10.2.5.77). The boundary conditions (a)–(e) in
Sect. 10.2.5.3 would yield the following relations for the component E mode fields:

(i) At the plane of the coil (z = L + D), the radial electric field is given by,

Er ¼ Eo ¼ Vp

a 0� r� a
0 a\r� b

�
ð10:2:5:78Þ

(ii) The tangential electric field and normal magnetic field between the quartz
plate and plasma would be continuous, thus,

Erðr; Lþ Þ ¼ Erðr; L�Þ; ð10:2:5:79Þ

(iii) At the chamber boundaries, applying boundary condition (d), we get,

Ezðb; zÞ ¼ 0; ð10:2:5:80Þ

and

Erðr; 0Þ ¼ 0: ð10:2:5:81Þ

For the axial electric field at the boundary between the plasma and the dielectric
plate, Ez (r, L), an additional relationship,

epEzðr; Lþ Þ ¼ erEzðr; L�Þ; ð10:2:5:82Þ

is introduced. The electric fields Ez(r, L+) and Ez(r, L−) given in Eq. (10.2.5.82) are
discontinuous. This accounts for the abrupt change between media (plasma–di-
electric plate) of the traversing electric fields. Solving for the E mode fields with the
same steps shown in Sect. 10.2.5.2, we get,
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Bhðr; zÞ ¼ D coshðqzÞJ1ðkrÞ 0� z� L
E expðszÞþ F expð�szÞ½ �J1ðkrÞ L \z� LþD

�
ð10:2:5:83Þ

Erðr; zÞ ¼
jc2

xep
qD sinhðqzÞJ1ðkrÞ 0� z� L

jc2

xer
s E expðszÞþ F expð�szÞ½ �J1ðkrÞ L \z� LþD

(
ð10:2:5:84Þ

and

Erðr; zÞ ¼
�jc2

xep
kD coshðqzÞJ0ðkrÞ 0� z� L

�jc2

xer
k E expðszÞþ F expð�szÞ½ �J0ðkrÞ L \z� LþD

(
ð10:2:5:85Þ

Here, k, q and s are the separation constants related by,

q2 ¼ k2 � ep
x
c

� �2
; ð10:2:5:86Þ

and

s2 ¼ k2 � er
x
c

� �2
ð10:2:5:87Þ

D, E and F are constants to be defined.
Applying the boundary condition for the radial walls of the chamber

[Eq. (10.2.5.80)] to Eqs. (10.2.5.83)–(10.2.5.87), a valid solution can only be
obtained if J0ðkbÞ ¼ 0. Thus, it can be deduced that the separation constant, k
would be a solution set consisting of the ratios of the eigen Bessel function roots, ln
and the chamber radius, that is,

kn ¼ ln
b
: ð10:2:5:88Þ

Rewriting Eqs. (10.2.5.83)–(10.2.5.85) as a sum of the set of orthogonal
eigenfunctions with the deduction given in Eq. (10.2.5.88), we subsequently get,

Bhðr; zÞ ¼
P1
n¼1

Dn coshðqnzÞJ1ðknrÞ 0� z� L

P1
n¼1

En expðsnzÞþ Fn expð�snzÞ½ �J1ðknrÞ L \z� LþD

8>><
>>:

ð10:2:5:89Þ
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Erðr; zÞ ¼
jc2

xep

P1
n¼1

qnDn sinhðqnzÞJ1ðknrÞ 0� z� L

jc2

xer

P1
n¼1

sn En expðsnzÞ � Fn expð�snzÞ½ �J1ðknrÞ L \z� LþD

8>><
>>:

ð10:2:5:90Þ

and

Ezðr; zÞ ¼
�jc2

xep

P1
n¼1

knDn coshðqnzÞJ0ðknrÞ 0� z� L

�jc2

xer

P1
n¼1

kn En expðsnzÞþ Fn expð�snzÞ½ �J0ðknrÞ L \z� LþD

8>><
>>:

ð10:2:5:91Þ

with,

q2n ¼ k2n � ep
x
c

� �2
ð10:2:5:92Þ

and

s2n ¼ k2n � er
x
c

� �2
: ð10:2:5:93Þ

Solving the Boundary Constants for E Mode Field Model

By taking the field relationships given in Eqs. (10.2.5.79) and (10.2.5.82), the
expressions for the solution of boundary constants Dn, En, and Fn are determined as

Dn coshðqnLÞ ¼ En expðsnLÞþFn expð�snLÞ ð10:2:5:94Þ

and

erqnDn sinhðqnLÞ ¼ epsn En expðsnLÞ � Fn expð�snLÞ½ �: ð10:2:5:95Þ

For the convenience of solving Dn, En, and Fn using simultaneous equations, an
additional constant, un is introduced:

un ¼ En exp sn LþDð Þð Þ � Fn exp �sn LþDð Þð Þ: ð10:2:5:96Þ

With subsequent replacement in Eqs. (10.2.5.94) and (10.2.5.95), the following
solutions are met:
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Dn ¼ unepsn
epsn coshðqnLÞ sinhðsnDÞþ erqn sinhðqnLÞ coshðsnDÞ ; ð10:2:5:97Þ

En ¼ Dn

2epsn
expð�snLÞ epsn coshðqnLÞþ erqn sinhðqnLÞ

	 

; ð10:2:5:98Þ

and

Fn ¼ Dn

2epsn
expðsnLÞ½epsn coshðqnLÞ � erqn sinhðqnLÞ�; ð10:2:5:99Þ

At the plane of the coil (L + D), the radial electric field, Er(r, L + D) can be
expressed in terms of un as

Erðr; LþDÞ ¼ jc2

xer

X1
n¼1

snunJ1ðknrÞ: ð10:2:5:100Þ

Applying the boundary conditions given by the piecewise continuous
Eq. (10.2.5.78) from the chamber center to the coil radius, a and chamber radius, b,
to Eq. (10.2.5.100), we get,

jc2

xer

X1
n¼1

snunJ1ðknrÞ ¼ Eo 0� r� a
0 a \r� b

�
: ð10:2:5:101Þ

To obtain a calculable expression for un, Eq. (10.2.5.101) is first multiplied with
r and differentiated. This yields the following equation

jc2

xer

X1
n¼1

snunknrJ0ðknrÞ ¼ Eo 0� r� a
0 a \r� b

�
: ð10:2:5:102Þ

Next, by multiplying both sides of the equation with J0ðknrÞ and integrating
across the chamber radius 0 � r � b (with the orthogonal properties Sturm–

Liouville problem), we eventually get,

jc2snunkn
xer

Zb
0

rJ20ðknrÞdr ¼ Eo

Za
0

J0ðknrÞdr; ð10:2:5:103Þ

which can be rewritten as,

un ¼ � jxerEo

c2snkn

R a
0 J0ðknrÞdrR b
0 rJ

2
0ðknrÞdr

: ð10:2:5:104Þ
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Equation (10.2.5.104) can be further simplified with the Bessel function identity
given in Eq. (10.2.5.64), yielding,

un ¼ � 2jxerEo

b2c2snkn

R a
0 J0ðknrÞdr
J21ðknbÞ

: ð10:2:5:105Þ

The analytical solutions and corresponding derived constants for the E mode
fields for the ICP chamber (height, L; radius, b; coil radius, a and the coil-chamber
distance, D) can be summarized as the following equation set:

Bhðr; zÞ ¼
P1
n¼1

Dn coshðqnzÞJ1ðknrÞ 0� z� L

P1
n¼1

½En expðsnzÞþFn expð�snzÞ�J1ðknrÞ L\z� LþD

8>><
>>:

ð10:2:5:106aÞ

Erðr; zÞ ¼
jc2

xep

P1
n¼1

Dnqn sinhðqnzÞJ1ðknrÞ 0� z� L

jc2

xer

P1
n¼1

½En expðsnzÞ � Fn expð�snzÞ�snJ1ðknrÞ L\z� LþD

8>><
>>:

ð10:2:5:106bÞ

Ezðr; zÞ ¼
� jc2

xep

P1
n¼1

Dnkn coshðqnzÞJ0ðknrÞ 0� z� L

� jc2

xer

P1
n¼1

½En expðsnzÞþFn expð�snzÞ�knJ0ðknrÞ L\z� LþD

8>><
>>:

ð10:2:5:106cÞ

q2n ¼ k2n � ep
x
c

� �2
ð10:2:5:106dÞ

s2n ¼ k2n � er
x
c

� �2
ð10:2:5:106eÞ

kn ¼ ln
b

ð10:2:5:106fÞ

un ¼ � 2jxerEo

b2c2snkn

R a
0 J0ðknrÞdr
J21ðknbÞ

ð10:2:5:106gÞ

Dn ¼ unepsn
epsn coshðqnLÞ sinhðsnDÞþ erqn sinhðqnLÞ coshðsnDÞ ð10:2:5:106hÞ
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En ¼ Dn

2epsn
expð�snLÞ½epsn coshðqnLÞþ erqn sinhðqnLÞ� ð10:2:5:106iÞ

Fn ¼ Dn

2epsn
expðsnLÞ½epsn coshðqnLÞ � erqn sinhðqnLÞ� ð10:2:5:106jÞ

This equation set will be used to simulate the E mode fields in Sect. 10.2.5.5.

10.2.5.4 Calculation of Electron Collision Frequency, m

The electron collision frequency, m, denotes the rate of collision between electrons
and other plasma particles. Since low-temperature plasmas are predominantly due
to ionization and excitation of electrons, m becomes an important plasma parameter
in determining the extent of interaction between an ICP and the source fields. m
ideally, includes all particle collisions occurring in the plasma. However, for sim-
ulation, the effects of the three largest collision frequencies are used to estimate m,
that is, the electron-neutral collision frequency, men, electron–ion collision fre-
quency, mei, and stochastic collision frequency, mst [40, 70]. m, thus, is expressed as,

m ¼ men þ mei þ mst: ð10:2:5:107Þ

The electron-neutral collision frequency, men is obtained from the electron
momentum transfer collision frequency and electron energy density function
(EEDF) [71, 40], that is,

men þ jxeff ¼ � 3
2

Z 1

0

e3=2

mcðeÞþ jx
df ðeÞ
de

de

� ��1

; ð10:2:5:108Þ

with e being the electron energy in J, xeff being the effective drive frequency in
rads−1, mc(e) is the differential collision frequency term for electron momentum
transfer and f(e) is the EEDF. For simplicity, a Maxwellian EEDF can be used and
is defined as

f ðeÞ ¼ 2ffiffiffi
p

p 1

eTeð Þ3=2
exp � e

Te

� �
ð10:2:5:109Þ

where Te is the electron temperature in eV. The collision frequency term,mc(e) is
given by

mcðeÞ ¼ ngrcðeÞ
ffiffiffiffiffiffiffi
2ee
me

r
ð10:2:5:110Þ
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Here, rc(e) is the collision cross section for the momentum transfer in m2 (for
argon gas, rc(e) is obtainable from Hayashi [72]); the neutral gas density, ng is
given by Eq. (10.2.4.26).

The electron–ion collision frequency, mei is calculated using the Coulomb log-
arithm, ln K [73] and is expressed as [40],

mei ¼ nee4 ln K

4pe2om
1=2
e ðeTeÞ3=2

; ð10:2:5:111Þ

Since the RF field in an ICP reactor is spatially inhomogeneous, an interaction
known as the anomalous skin effect may cause changes to electron velocities and
trajectories; much like collisions with particles. The contribution of this effect
(which is a significant at lower gas pressures) is represented by the stochastic
collision frequency, mst. mst is derived from the average thermal velocity of the
electrons and the anomalous skin depth of the RF fields and is expressed as [38],

vst � 1
4
�ve
d
; ð10:2:5:112Þ

�ve denotes the average electron velocity, which in the Maxwellian case is,

�ve ¼ 8eTe
pme

� �1=2

; ð10:2:5:113Þ

in ms−1. da is the anomalous skin depth approximated by,

da ¼ c
xp

� �
�vexp

2cx

� �1=3

; ð10:2:5:114Þ

with xp being the plasma angular frequency given in Eq. (10.2.5.12) calculated
with the ne.

10.2.5.5 Electromagnetic Field Characteristics in RF Planar ICPs

The H mode magnetic field and E mode electric field flux generated by the source
coil at peak current (xt = 0) for different gas pressures can be visualized by
streamline plots1 as shown in Fig. 10.13. These plots use the following
time-varying field equations:

(a) H mode:

Brðr; z; tÞ ¼ Brðr; zÞj j cosðxtþ/Br
Þ ð10:2:5:115aÞ

1Plotted with MATLAB “streamslice” function.
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(a) H Mode Fields
(i) (ii)

(iii)

(i) (ii)

(iii)

(b) E Mode Fields
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Bzðr; z; tÞ ¼ Bzðr; zÞj j cosðxtþ/Bz
Þ ð10:2:5:115bÞ

(b) E mode:

Erðr; z; tÞ ¼ Erðr; zÞj j cosðxtþ/Er
Þ ð10:2:5:116aÞ

Ezðr; z; tÞ ¼ Ezðr; zÞj j cosðxtþ/Ez
Þ ð10:2:5:116bÞ

/Br, /Bz, /Er, and /Ez are the phase angles for the radial magnetic, axial
magnetic, radial electric and axial electric fields respectively, and are calculated
with,

/Mx
¼ tan�1 Im ðMxÞ

Re ðMxÞ
� �

; ð10:2:5:117Þ

in which M and x are the associated fields and directions, respectively, that is,
M = E, B and x = r, z.

The ICP input parameters required for simulation of the H mode and E mode
fields described in this section are summarized in Table 10.4. These values are
based on the measurement range given by Jayapalan and Chin [63].

In a vacuum chamber at pressures below the threshold for ICP ignition (that is,
evacuated condition with ep = 0), penetration of both the H mode magnetic fields
and E mode electric fields occur across the chamber dimensions [Fig. 10.13a(i), b
(i), respectively] without any changes in axial phase angle, /Mz; as shown in
Fig. 10.14.

The H mode magnetic field lines in Fig. 10.13a(i) are seen as curls oscillating in
the −r and −z directions as a result of the azimuthal, −h, source current. The E

JFig. 10.13 a H mode magnetic field lines and the b E mode electric field lines due to the source
coil for an (i) evacuated chamber and for (ii) 5 Pa and (iii) 20 Pa argon pressure at xt = 0. The
direction of the fields is indicated by the line arrows. In these plots, the distance between the field
lines does not represent the field strength. The source coil is at the top of each plot

Table 10.4 ICP input parameters used in simulation of the H mode and E mode fields

ICP input parameters Argon pressure, P(Pa)

Evacuated 5 20

Coil current, Ip(A) 20 15 13

Electron density, ne(m
−3) 0 5 	 1016 5 	 1017

Electron temperature, Te(eV) 0 3 2

Neutral gas temperature, Tn(K) 300 500 800

Electron collision frequency, m(s−1) 0 1.27 	 108 1.84 	 108
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mode electric field lines in Fig. 10.13b(i), on the other hand, are divergent fields in
the −r and −z directions generated by the radial potential difference along the coil
radius. In the presence of plasma, the H mode magnetic fields and E mode electric
fields are seen to both dampen and oscillate in propagation as they traverse the
chamber length in the axial direction; with these effects increasing as argon pressure
is increased from 5 to 20 Pa (Figs. 10.13a(ii), (iii), b(ii), (iii) and 10.14). This
observation is attributed to the permittivity of the plasma medium, ep (represented
by spatial decay parameter, a2 for the H mode fields) which is complex in value.
The imaginary component of ep is dependent on the ratio of collision frequency,m
[Eq. (10.2.5.107)] and drive frequency, x, which denotes a causal relationship
between collisional processes in the plasma and field oscillation frequency. Thus, as
the source fields propagate through the plasma medium, their energy is coupled by
the plasma electrons and redistributed to other particles via collisional interactions,
consequently, resulting in field dampening and phase shift. The extent of field

Fig. 10.14 The phase angles
for the a H mode axial
magnetic field, Bz and b E
mode axial electric field, Ez at
the chamber axis, r = 0,
across the axial distance,
z. The phase shifts are taken at
r = 0 for reference
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dampening for the H mode and E mode fields can be quantified by the plasma skin
depth, dp (Table 10.5). dp is calculable via,

dp ¼ Im ða2Þ�1=2 ¼ �x2=c2Im e�1=2
p : ð10:2:5:118Þ

Since the plasma increases in density, ne and collision frequency, m with higher
pressure (Table 10.4), dampening and oscillation of the source fields are most
pronounced at 20 Pa.

10.2.6 Neutral Gas Heating in RF Planar ICPs

Neutral gas (or background gas) heating is a well-recognized and documented
phenomenon which occurs especially in high-density discharges such as ICPs [74–
79]. It is caused mainly by collisional energy transfer with other charged particles
such as elastic collisions between electrons and ions with neutrals and de-excitation
of highly energetic ions [63]. At higher pressures, heating of the neutrals can be
very significant; with measured temperatures reaching up to 1850 K for some ICP
systems (Fig. 10.15).

Table 10.5 Plasma skin
depth, dp (m) at different
pressures for the H mode and
E mode fields

Skin depth, dp (m)

Pressure, P (Pa) Evacuated 5 20

H Mode ∞ 0.068 0.022

E Mode ∞ 0.036 0.014

Fig. 10.15 Measured neutral gas temperature versus a discharge power and b logarithm of
pressure for an argon discharge using AOES. The highest neutral gas temperature obtained was
1850 K at 600 W [80]. Reprinted from [80], with permission from the Department of Physics &
Engineering Physics, University of Saskatchewan
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10.2.6.1 The Effects of Neutral Gas Heating on ICP Characteristics

As the neutral gas temperature in an ICP is elevated, the dynamics of particle
transport and collisions occurring within the plasma medium are also changed. With
neutral gas heating, transport of the plasma particles is nonlinearly enhanced [75,
76], via convection, from the denser region of the discharge (most heating) towards
the reactor walls (least heating); following a temperature and pressure gradient [77].
As a result, several interesting observations have been seen in both measurement
and simulation:

(i) Neutral gas depletion

At higher pressures, a non-negligible effect of neutral gas heating is neutral gas
depletion; in which the neutral gas density at the region of the discharge which has
the most heating is lower as compared to the surrounding areas [78, 79]. Heating of
the neutrals creates a convective flux which causes the particles to travel towards
the walls. For a simple axis-symmetric design, this usually occurs near the coil
center; producing a characteristic well-shaped density profile across the chamber
radius as seen in Fig. 10.16.

(ii) Electron density drift

For ICPs using a planar coil, the H mode electron density is typically expected to be
highest near the proximity of the coil, whereby the power coupling from the source
magnetic fields is the highest. However, in measurements reported by El-Fayoumi
and Jones [41] and Stittsworth and Wendt [81], a displacement is seen between the
power dissipation of the source field and the region of maximum electron density
(Fig. 10.17).

Fig. 10.16 Measured neutral
gas density (labeled as nn
[m−3], black circles) versus
radius (labeled as r [m]) for an
ICP reactor operating at
10 mTorr argon pressure and
2000 W power [79]. Neutral
gas depletion is seen nearing
the discharge center at
r = 0 m. The gray line shows
the initial neutral gas density
before discharge ignition. ©
IOP Publishing. Reproduced
with permission from [79].
All rights reserved
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As aforementioned, heating of the neutral gas at the high-density regions of the
discharge would cause an enhancement in transport of plasma particles via a
temperature gradient; pushing the particles away from the discharge source towards
the chamber walls. The resulting steady state flux of the moving particles and
background heating would together form the observed displacement of electron
density.

(iii) E mode and H mode transitions

In predictive simulation of E mode and H mode transitions [59], neutral gas heating
has been shown to increase the threshold currents required to initiate E mode and H
mode transitions at low pressures (Fig. 10.18).

At higher pressures, however, the threshold currents required for E mode and H
mode transitions are lower. At lower pressures, heating of the neutrals diffuses the
particles in the plasma in accordance with the ideal gas law [78, 82]. Since the
plasma is diffused, higher input current is required to generate sufficient plasma
ionization and reach threshold electron density to initiate E mode and H mode
transitions [75]. At higher pressures, the neutral gas density in the plasma is suf-
ficiently high enough such that heating of the neutral particles increases the power
transfer efficiency by assisting plasma collisional processes [5, 83]. This reduces the
input current required for E mode and H mode transitions.

D
is

pl
ac

em
en

t

Source Coil Source Coil(a) (b)

Fig. 10.17 Contour plots of the a measured power dissipation (DP = 1000 Wm−3) and
b measured electron density (maximum ne = 1.46 	 1018 m−3, line separa-
tion = 1.46 	 1018 m−3) for an axis-symmetric, planar coil, ICP reactor at 120 mTorr argon
pressure and peak coil current of 11.8 A [41]. Displacement between the regions of maximum
discharge power dissipation and maximum electron density is labeled. © IOP Publishing.
Reproduced with permission from [41]. All rights reserved
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(iv) Phase and magnitude of the source magnetic fields

In predictive simulation of the source magnetic fields [63], neutral gas heating is
shown to play an important role in more accurately fitting the phase and magnitude
of simulated fields with experiment (Fig. 10.19).

With neutral gas depletion occurring at the denser region of the plasma due to
heating, a localized environment in which less energy is required to sustain ion–

Fig. 10.18 Simulated (Sim.) and measured (Exp.) a E–H mode peak transition currents at 0.02–
0.3 mbar argon pressure for a planar coil ICP reactor. Simulation was run at two neutral gas
temperatures, that is, 583 K (elevated) and 298 K (ambient); with elevated temperatures more
closely matching measured values [59]. Reproduced from [59] with the permission of AIP
Publishing

Fig. 10.19 Measured and simulated magnitudes of the a axial magnetic fields, |Re(Bz)| and
b radial magnetic fields, |Re(Br)| for 0.2 mbar argon pressure at 180 W RF power at 3.2 cm axial
distance from the dielectric plate [63]. Fields were simulated for averaged ambient neutral gas
temperature (300 K), averaged elevated neutral gas temperature (657 K) and spatially resolved
elevated neutral gas temperature, Tn(r, z); with closer fit to measurement only when temperature is
elevated. Reproduced from [63] with the permission of AIP Publishing
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electron pairs is created; whereby particle mean free path is longer and thus more
energetic particles exist [76]. This allows for more efficient coupling of the source
fields, subsequently affecting both phase and magnitude. For simulation without
neutral gas heating, the phase and magnitude of the fields would not sufficiently
match the measured fields.

10.2.6.2 Measurement of ICP Neutral Gas Temperature with AOES

Measurement of neutral gas temperature is usually indirect and noninvasive. This is
due to the inert nature of the gas particles and the reactivity of the discharge toward
temperature probes (such as thermocouples), which will introduce significant errors.
As such, estimation of the neutral gas temperature can be made by analyzing the
spectral broadening of select emission peaks of the discharge and fitting with
theoretical derivatives. A simple yet widely used method of this form of mea-
surement is actinometry optical emission spectroscopy (AOES).

In the AOES method, the plasma is seeded with trace amounts (<5% for minimal
interaction with plasma) of a chemically inert probe gas. The probe gas used for
neutral temperature measurement is typically a molecular gas with well-defined
ground state emission peaks and with minimal dissociative interactions with the
discharge gas; for example, nitrogen gas actinometer for argon plasma [74, 79, 84–
86]. A high-resolution spectrometer is used to measure a selected ground state
emission peak for analysis of spectral broadening (Fig. 10.20).

Fig. 10.20 A typical AOES setup for measurement of argon-neutral gas temperature with
nitrogen probe gas (or actinometer). The collimating lens attachment on the fiber probe enables the
probe to measure the line-averaged emission of the discharge at a particular axial height, as
indicated by the dashed lines
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An increase in spectral broadening of the emission peak corresponds to the
elevation in the rotational temperature, Trot,probe of the probe gas neutrals. This
increase is quantified by statistically fitting the experimentally measured peak with
a theoretically modeled peak which considers all relevant mechanisms of spectral
broadening including instrumental broadening; by which Trot,probe can be found.
Trot,probe can be equated to the neutral gas temperature of the plasma, Tn in con-
ditions for which the following assumptions hold [31, 80, 87]:

(i) The rotational temperature of the probe gas emission peaks, Trot,probe is
analogous to the translational temperature of the probe gas neutrals,
Ttrans,probe that is, Ttrans,probe � Trot,probe.

(ii) The species population of the rotational ground state molecules of the probe
gas emission peaks is in thermal equilibrium.

(iii) The probe gas neutral temperature, Ttrans,probe is equal and representative of
the plasma neutral gas temperature, Tn, that is, Tn � Ttrans,probe.

As aforementioned, Trot,probe is calculated by taking an appropriate emission peak
from the measured spectra and retrofitting it with a simulated spectrum obtained from
theory. Selection criteria for the emission peak are as follows [31, 80, 87]:

(i) The peak should involve a ground state transitions that would represent the
ground state temperature of the molecules.

(ii) The peak should be of resolvable intensity and free from peak impurities due
to overlapping emissions that would affect the accuracy of the fit.

Estimation of Neutral Gas Temperature of an Argon ICP Using the Nitrogen
Second Positive System (N2C

3Pu − B3Pg)

For estimation of the neutral gas temperature of an argon plasma, Tn,Ar, miniscule
amount of nitrogen probe gas (<5%) is seeded into the discharge. This results in the
distinct observation of the nitrogen second positive system (N2C

3Pu − B3Pg)
during measurement of the plasma emission spectra (Fig. 10.21).

The emission peaks for the nitrogen second positive system are the result of
excitation of neutral nitrogen molecules by low energy thermal electrons (2–3 eV)
from the X1Rg

+ ground state to the C3Pu state and subsequent photon emission
during de-excitation to the B3Pg state. Thus, analysis of these emission peaks
would allow for evaluation of the rotational temperature of the nitrogen
ground-state molecules.

The governing relations for these emission transitions are given by

eþN2ðX1Rþ
g Þ ! N2ðC3PuÞþ e ð10:2:6:1Þ

N2ðC3PuÞ ! N2ðB3PgÞþ hm ð10:2:6:2Þ
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Each emission peak seen in Fig. 10.21 is a result of a transition between the
upper C3Pu vibrational state and the lower B3Pg vibrational state; i.e., the notation
(0–0) shows that the peak is due to the transition from the zeroth upper C3Pu

vibrational state (v′ = 0) to the zeroth lower B3Pg vibrational state (v″ = 0).
Discrete transitions from numerous rotational states within each vibrational state
form a discrete emission band which is observed as a continuous emission peak
(also known as a vibro-rotational emission peak) due to the effects of spectral
broadening [87].

With consideration of the selection criteria given in Sect. 10.2.6.2, it is noted
that the (0–2) emission peak (highlighted in Fig. 10.21) is a ground-state transition
of both resolvable intensity and free from overlap impurity with other peaks. Thus,
this peak is suitable to be used to estimate Tn,Ar [74, 79, 85]. In assuming that the
argon neutral gas temperature is equal to the nitrogen rotational temperature,
(Tn,Ar = Trot;N2 ; as described Sect. 10.2.6.2) Tn,Ar can be determined in three steps
[31, 80, 87]:

(i) Calculation of the discrete rotational line positions and intensities of the
selected N2C

3Pu − B3Pg emission band

All possible rotational line positions and intensities are calculated as prescribed
by atomic/molecular physics theory. The discrete rotational line positions of a
single vibrational emission band for an electronic state transition (i.e.,
N2C

3Pu − B3Pg) is expressed as

Fig. 10.21 Sample emission spectra showing the nitrogen second positive system
(N2C

3Pu − B3Pg) for a planar coil ICP system at 0.1 mbar pressure (*95% Ar/*5% N2) and
200 W RF power measured with a 0.1 nm resolution spectrometer [31]. The chosen ground state
emission peak (0–2) is indicated
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kiðv0; v00; J 0; J 00Þ ¼ 1
miðv0; v00; J 0; J 00Þnair : ð10:2:6:3Þ

Here, nair is the refractive index of air, mi is the transitional vibro-rotational
wavenumber of the spectral line in cm−1, v is the vibrational quantum number and
J is the rotational quantum number. The superscript notations ′ and ″ indicate the
upper and lower transition states, respectively, e.g. for the 0–2 vibrational emission
peak, v′ = 0 is the upper state (C3Pu) vibrational quantum number and v″ = 2 is the
lower state (B3Pg) vibrational quantum number. For each rotational line position,
the corresponding line intensity is given by

IðJ 0; Trot;N2
Þ ¼ CspecSJðJ 0Þ exp �hcFvðJ 0Þ

kBTrot;N2

� �
; ð10:2:6:4Þ

where Cspec is a constant dependent on spectroscopic parameters (normalized inten-
sities are typically used for temperature estimation, thus,Cspec can be taken as 1), SJ is
the line strength of the rotational transition, h is Planck’s constant in Js−1, c is the speed
of light in cms−1, Fv (J′) is the upper state rotational term in cm−1, kB is the Boltzmann
constant in JK−1 and Trot;N2 is the rotational temperature of nitrogen in K. Calculation
of all contributing line positions and intensities would give a band of discrete rota-
tional lines which represents the theoretical (0–2) emission peak (Fig. 10.22).

(ii) Convolution of the discrete rotational lines with instrumental broadening

The modeled discrete rotational lines of the (0–2) vibrational emission transition in
Fig. 10.22 are observed as a continuous peak in the measured spectra due to the
effect of instrumental broadening; caused by mechanical and design limitations of
the spectrometer in resolving different wavelengths of emission. As such, to
incorporate instrumental broadening, the amount of peak broadening is first mea-
sured by using standard sources with line emissions at the wavelength of interest.
For the nitrogen second positive band system which is in the UV region, an

Fig. 10.22 Discrete
rotational lines for the 0–2
vibrational emission transition
of the nitrogen second
positive system
N2C

3Pu − B3Pg at
Trot;N2 = 600 K
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appropriate standard source for measurement would be the Hg vapor source which
has several strong discrete emission transitions in the same wavelength range [31].

A suitable Hg emission peak (as close as possible to the wavelength of the (0–2)
vibrational emission peak) is then chosen and fitted with a spectral function
(Fig. 10.23), typically the normalized Voigt profile [88].

Both the discrete rotational spectra in Fig. 10.22 and Voigt profile in Fig. 10.23
are convolved with the convolution theorem,

Iconv kð Þ ¼
Z1
�1

I k0ð Þ � f k� k0ð Þdk0: ð10:2:6:22Þ

Here, Iconv(k) is the convolved intensity at wavelength k, I(k′) is the intensity at
the integration wavelength k′ and f(k − k′) is the Voigt profile with peak wave-
length k at displacement k′. The convolution results in a continuous spectrum
shown in Fig. 10.24c. It resembles the measured spectral peak around 380 nm in
Fig. 10.21.

(iii) Statistical fitting of the theoretical peak with measurement to estimate Tn,Ar

After incorporating the effects of instrumental broadening, both the theoretical and
measured peaks are statistically fitted by using the minimum chi squared (v2)
analysis. By varying Trot;N2 , the minimum v2 value is found. It is noted that higher
Trot;N2 will result in overall increased peak broadening. This minimum v2 value
corresponds to the minimum statistical variance between the modeled spectra and
measured peak and thus, yields the best fit. With the assumptions provided in
Sect. 10.6.2, Tn,Ar can be estimated from the value of Trot;N2 at this point
(Fig. 10.25). For the sample spectra seen in Fig. 10.21, Tn,Ar = 600 K.

Fig. 10.23 Voigt profile
fitted to the measured Hg
peak at 435.8 nm
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Fig. 10.24 The discrete
rotational line spectra a is
convolved with instrumental
broadening b via the Voigt
function resulting in the
convolved theoretical
spectrum c. The convolved
theoretical spectrum takes the
shape of the experimentally
measured 0–2 vibro-rotational
peak seen in Fig. 10.21
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10.3 Applications of ICPs

10.3.1 Inductive Lamp

One of the earliest applications found for ICPs was for electrodeless illumination.
A decade after the initial discovery of the electrodeless discharge by Hittorf [8], the
inductive lamp made its public debut at the 1893 Chicago World’s Columbian
Exposition via renowned inventor and industrialist, Nikola Tesla. Tesla’s demon-
stration lamps were externally powered by the magnetic fields of another one of his
exhibits, a large Tesla coil [89]. Further development of the inductive lamp was
later made by Hewitt [90]. Hewitt experimented with various types of lamp designs,
including the double sphere and single sphere lamps and also developed the first
mercury vapor induction lamp (Fig. 10.26a).

Fig. 10.25 a v2 plot showing
minimum fitting value at
600 K. b Experimental 0–2
vibro-rotational peak at
0.1 mbar Ar/N2 pressure and
200 W RF power fitted with
the convolved theoretical
spectrum at 600 K
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Despite various theoretical and experimental developments on inductive dis-
charges for the next 65 years, inductive lamps designs were still not safe or prac-
tical for commercial applications. The first marketable inductive lamp was designed
by Anderson [91]. The argon–mercury lamp had a self-contained radio frequency
oscillator for ignition and was able to fit into existing fixtures made for incandescent
lamps (Fig. 10.26b). It was not until the mid 1990s, however, that inductive lamps
became commercially available; with companies such as Phillips and Osram
coming out with the 2.65 MHz QL and 250 kHz Endura lamps, respectively [92].
Lack of commercialization of inductive lamps in the past was mainly due to the
much lower cost of fluorescent lighting and issues with electromagnetic interfer-
ence. However, the increasing demand for more energy efficient and longer lasting
lighting solutions has brought the inductive lamp into better perspective for future
applications [92]. Some of the more recent innovations for inductive lamps include
the development of a miniaturized microwave lamp with dielectric waveguide [93]
and a brightness control mechanism [94].

Fig. 10.26 a Various early inductive lamp designs [90] and b a commercially viable inductive
lamp designed for existing fixtures [91]
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10.3.2 Inductively Coupled Plasma Mass Spectrometry
(ICP-MS)

Inductively coupled plasma mass spectrometry (ICP-MS) is a sensitive element
analysis technique used to detect trace concentrations (up to one part per trillion) of
chemical elements in sample materials. The sample is typically ionized by an
inductively coupled argon plasma jet and a mass spectrometer is used to detect and
quantify the ionic composition of the sample via charge-to-mass ratio [18, 95].
A typical ICP-MS setup consists of several elaborate components including a
sample introduction system, an ICP torch, a vacuum system, a plasma–spectrometer
interface, ion-focusing lenses, a quadrupole mass spectrometer, an ion detector, and
a data diagnostics system [96]. ICP-MS is commonly used to detect contaminant
levels and bio-toxicity in products for various industries including semiconductor,
environmental, pharmaceutical, and food and beverage [97]. Prior to the advent of
ICP-MS, other techniques including flame atomic absorption spectroscopy (FAAS)
and DC arc and AC spark atomic emission spectroscopy (AES) were typically used
for elemental analysis [98]. The practicality of the inductively coupled plasma as an
emission source for AES was first demonstrated by Greenfield et al. [99]. In
comparison with DC arc and AC spark sources, the inductively coupled source had
easier operability, lack of contamination from electrodes, multi-element analysis
capability and low background emissions. Greenfield et al. also reported that the
inductively coupled source had the combined qualities of stability of an AC spark
source and sensitivity of a DC arc source. The use of an inductively coupled source
for mass spectrometry was later introduced by Houk et al. [21]. By coupling an
argon inductively coupled source with a quadrupole mass spectrometer, Houk et al.
were able to identify the ionic constituents found in the plasma at the correct
relative concentrations. Sensitivity of element analysis using a mass spectrometer
was also found to be relatively higher with detection limits in the range of 0.002–
0.06 lg/ml for the elements studied. It was only 3 years after Houk’s publication
that the first commercial ICP-MS device, the ELAN 250 ICP-MS Elemental
Analysis System was produced by Douglas et al. at Sciex Inc., Ontario [100].
The ELAN 250 had a dynamic range of 106 (two orders higher than commercial
ICP-AES systems available at the time) and was able to analyze more than 90% of
the elements in the periodic table at concentrations ranging from 0.5 to 10 parts per
billion. Innovations in ICP-MS that followed the ELAN 250 include the first
computer controlled system, PMS 100 by Yokogawa Electric Corp. in 1987, the
first benchtop system, the 4500 ICP-MS by Agilent in 1994, the first system with
time-of-flight charge-to-mass ratio, the Renaissance TOF-ICP-MS by LECO
Corp. in 1997 and the first system with an interference removal device (that is, a
dynamic reactive cell or DRC), the ELAN 6100 DRC by PerkinElmer in 1999 [96].
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10.3.3 Plasma-Enhanced Chemical Vapor Deposition
(ICP-PECVD)

Plasma-Enhanced Chemical Vapor Deposition (PECVD) is a deposition process
which uses plasma ionized material gases to coat a substrate with thin layers of
solid-state material. The substrate is typically biased with a negative voltage to
allow bombardment of material ions at a controlled rate [5]. PECVD is widely used
in the semiconductor industry for fabrication of electronic circuits and components.
Early study of PECVD by inductive coupling (ICP-PECVD) was done by Chittick,
Alexander and Sterling [101] using silane gas to deposit thin amorphous silicon
layers on substrates at 25–650 °C. The deposited films were found to have prop-
erties which varied with deposition temperature and had an appreciably higher
resistivity (up to 1014 X cm at 21 °C) compared to films deposited by vacuum
evaporation or sputtering [102] thus, being advantageous to component fabrication.
Shuskus and Cowher [47] patented a PECVD technique of fabricating high purity
thin semiconductor films on alkali halide substrates demonstrated using a helical
inductively coupled plasma system (Fig. 10.27).

The technique eliminated contamination of the thin films from substrate subli-
mation by reducing the required substrate temperature for deposition. The novel
production of diamond thin films (that is, for high-temperature semiconductor
devices, abrasion protection, optical window, and heat sink applications) with
RF ICP PECVD was investigated by Meyer et al. [103]. RF ICP PECVD offered

Fig. 10.27 The helical ICP-PECVD system by Shuskus and Cowher used for low temperature
deposition of thin films on alkali halide substrates [47]
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the advantage of easier production volume and power scalability as compared to
microwave fabrication systems which were extensively researched. The films were
fabricated using a mixture of methane and hydrogen on silicon substrates with
various surface treatments, that is, a diamond-like carbon (DLC) coating, scratched
by sanding and polished. It was found that the substrates treated with a DLC
coating had better diamond nucleation, film uniformity and shorter deposition times
in comparison to the scratched and unmodified substrates. Liew [104] fabricated
DLC films using a 13.56 MHz RF ICP with similar gas admixture of methane and
hydrogen on silicon substrates. A glass funnel was used in the reactor to confine the
plasma, allowing for higher electron density and neutral gas temperature at lower
input power. The percentage of methane mixed with hydrogen showed significant
effects on the morphology of the DLC film with better quality films being produced
with less than 1% methane admixture (Fig. 10.28).

Xu et al. [105] were able to fabricate highly uniform, large area, vertically
aligned carbon nanofibers (VACNF) using a high-density and low-frequency
inductively coupled plasma source in an Ar/H2/CH4 discharge. Research on
deterministic fabrication of carbon nanofibers is of high interest due to their
applications in scanning microscopy, field emission devices, and in the emerging
fields of nanoelectronics and nanobiology [106]. The VACNFs were grown by Xu
et al. [105] on lightly doped silicon (100) substrates which have been predeposited
with nanometer-layered Ni/Fe/Mn catalysts. Growth morphology, crystalline
structure and chemical states of the nanofibers were found to be highly dependent
on substrate preparation, temperature and bias voltage. Ng [107] studied on
hydrogenated amorphous carbon (a-C:H) films deposited on glass and silicon
substrates by ICP PECVD using the admixture of acetylene (C2H2)-argon gas. The
deposited films were characterized to be polymeric and homogeneous, having
thicknesses from 0.45 to 1.2 lm. Post annealing of the films increased adhesion of
the films on the substrate, however, with some compromise to the microstructure of

Fig. 10.28 a SEM surface morphology and b Micro-Raman spectrum of a DLC film deposited
with 0.8% methane and 99.2% hydrogen admixture. The polygonal crystalline structure in
a indicates the increased formation of sp3-hybridized carbon (diamond) bonds. The D and G bands
in b are characteristic peaks, typically seen for DLC films
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the film. At present, research with ICP-PECVD includes the fabrication and char-
acterization of material nanostructures, that is, silicon nanowires [108], tin oxide
nanorods [109] and carbon nanowalls [110].

10.3.4 Reactive Ion Etching (RIE)

Reactive Ion Etching (RIE) is a dry etching process, which uses highly ionized
reactive gases to etch a circuit or pattern on a prepared substrate. The substrate is
typically applied with a photoresist layer which is imprinted with the desired
photolithographic pattern before etching [5]. Compared to wet etching, that is, in
which the substrate is immersed in highly corrosive chemicals to etch unwanted
material, RIE poses the advantage of better process control for pattern transfer,
higher etching resolution, reduced usage and handling of hazardous chemicals and
having both isotropic and anisotropic etching capability [111]. Before the potential
of RIE for pattern transfer and anisotropic etching was fully uncovered in the late
1970s, most dry etching research focused on plasma etching, that is, a similar
process which used volatile plasma at low ion energies for isotropic chemical
etching. One of the earliest patents for an inductively coupled plasma etching
system for semiconductor manufacturing was filed by Jacob [112]. The helical coil
system was able to etch passivation layers (e.g., SiO, SiO2 and Si3N4) at a rate of
3000 A/min and various metals (e.g., tungsten, tantalum and molybdenum) at
2000 A/min without degradation of the photoresist (organic) mask. In an effort to
make plasma etching a faster process, Hosokawa et al. [113] showed that positive
ions at higher energies were able to enhance plasma etching via physical bom-
bardment and removal. The directional nature shown by the ion bombardment at
high energies eventually led to the discovery of anisotropic plasma etching; aptly
termed “reactive ion etching” due to the involvement of both physical ion bom-
bardment and volatile chemical etching [114, 115]. In 1987, Keeble [116] filed a
patent of a helical inductively coupled system with both RIE and PECVD capa-
bilities. The system is able to generate a largely uniform, low pressure, high ion
density discharge for even etching and deposition. A novel, separately adjustable
voltage bias is also added to the substrate plate to draw ion flux independently from
the power supply allowing improved control of the process. Further plasma uni-
formity and process control was later achieved with the use of a planar coil system
[28] in which the plasma is generated by using a flat spiral coil (Fig. 10.29).

In a planar coil system, the ion flux is nondirectional (that is, parallel to the
substrate) and thus, the ions do not bombard or react with the substrate unless a
voltage bias is applied. The plasma is also generated more uniformly across the
radius of the coil as compared to a helical coil system. Bell et al. [117] investigated
the selective etching of SiO2–Si layers using a mixture of fluorocarbon (CHF3,
C2F4, and C3F6) and hydrogen gases in an inductively coupled plasma system.
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From experiments, it was found that C3F6 (without the addition of hydrogen) gave
the highest SiO2 etching rate of 830 nm/min at the RF bias power of 350 W. The
addition of hydrogen for all the gases reduced the etch rate of both SiO2 and Si
layers with the drop of etch rate for Si being considerably higher; thus, showing
better selectivity. The highest selectivity of 45 (etch rate of SiO2/etch rate of Si) was
shown by C2F4 when 30% hydrogen was added into the discharge. Yu et al. [118]
developed a new method of fabricating gallium nitride (GaN) nanorods for
nano-optoelectronic devices by using ICP-RIE. The nanorods were etched out of a
GaN epitaxial film which was grown on a sapphire substrate by metal-organic
chemical vapor deposition. A fixed Cl2/Ar flow rate of 10/25 sccm and an
ICP/substrate bias power of 200/200 W was used to fabricate nanorod arrays with
densities of 108–1010 cm−2 and with dimensions of up to 20–100 nm; scaled by
varying the chamber pressure from 10 to 30 mTorr. More recent research of
ICP-RIE includes etching zinc oxide (ZnO) photonic crystals using nanosphere
lithography [119] and cryogenically enhanced (deep) ICP-RIE for etching of
nanostructures [120].

Fig. 10.29 A planar coil ICP system for both PECVD and RIE applications patented by Ogle
(1990). a FIG_1 and FIG_2 illustrates the system assembly whereas, b FIG_3, FIG_4, and FIG_5
illustrates the circuit and coil assembly
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10.4 Chapter Summary

The fundamentals of RF ICPs have been thoroughly discussed in this chapter with
emphasis toward the planar coil configuration. The plasma exists in two modes of
operation, namely the E mode and H mode. Hysteresis between mode transitions
has been quantified in the form a power balance model, which also maps out the
stable operating path of the RF discharge at different input coil currents. The source
electromagnetic fields traversing the plasma medium has also been modeled for the
E and H modes; showing larger phase difference of both E and H mode fields for
increasing filling pressure in the presence of plasma. Detailed derivation of the
electromagnetic field equations in both the E and H modes has been presented for
ease of reference. The effects of neutral gas heating on the plasma characteristics
have been also discussed. Heating of the neutrals causes significant changes to
plasma particle transport dynamics which include depletion of neutral particles at
the most intense region of the discharge and drift of electrons away from the source
coil. Measurement of the ICP neutral gas temperature using the AOES technique
was also discussed along with an example of temperature determination for argon
plasma with nitrogen as seed gas. The chapter ends with various applications of RF
ICPs which include induction lamps, mass spectrometry, and materials processing.
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Chapter 11
Plasma Polymerization: Electronics
and Biomedical Application

Avishek Kumar, Daniel Grant, Surjith Alancherry,
Ahmed Al-Jumaili, Kateryna Bazaka and Mohan V. Jacob

11.1 Introduction

Polymer thin films have received great interest in recent past because of their wide
range of physical, chemical, mechanical, electrical and biological properties, which
make them well suited for innumerable applications in fields of mechanics, optics,
and electronics [1–3]. Polymer thin films can be fabricated using a variety of
methods. Based on the nature of the fabrication process, these methods can be
broadly divided into two categories: “wet” solution-based processing, e.g., spin
coating and dip coating, or “dry” methods, e.g., physical vapor deposition
(PVD) and chemical vapor deposition (CVD). Plasma polymerization is a type of
CVD used extensively to synthesize polymer thin films from organic and inorganic
precursors, where plasma discharge is used to catalyze the chemical reactions
leading to formation of the polymer structure [4, 5]. Hence, plasma polymers can be
generally defined as thin films of material which are formed as a result of interaction
of monomer (organic and inorganic) vapor in the plasma (glow) discharge [6].
Although the word polymer is used, this special class of material differs from
conventional polymers in several respects. Most notably, plasma polymers gener-
ally lack regular repeating unit, their chains are often short, randomly branched, and
highly cross-linked. As the result of their unique chemical structure, these polymers
generally do not exhibit distinct glass transition temperatures and have high elastic
moduli, excellent mechanical, thermal and chemical stability, and outstanding
adhesion to a variety of substrates [5]. Their chemical composition and thickness
can be easily controlled by controlling the deposition parameters and the nature of
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the precursor, affording much greater degree of versatility and control compared to
other synthesis methods. Furthermore, even polymers that have limited solubility
can be deposited as thin films using this method. Not surprisingly, plasma polymers
have found a host of applications [7], from bioactive to chemically inert coatings for
medical devices [8–10], to anti-corrosion coatings for metals [11, 12], to dielectric
and encapsulating layers in thin film electronics devices [13–15].

The distinct properties of plasma polymers arise from the mechanism of poly-
merization in plasma environment being distinctly different from conventional
thermochemical polymerization. Under plasma conditions, the polymer formation
follows atomic or elemental polymerization, whereas conventional polymerization
is molecular in nature [16]. Monomers under the plasma are fragmented partially or
fully to their individual constituents and polymerization proceeds by recombination
of these fragments on a surface, whereas conventional polymerization proceeds by
addition of monomers to growing polymer chain. Plasma polymerization involves
reaction among surface species and between plasma and surface species [17, 18].
Depending on the processing conditions, polymer formation can take place via
(1) plasma-state polymerization, and (2) plasma-induced polymerization [19]. The
mechanism of plasma-state polymerization is similar to atomic or elemental poly-
merization, i.e., when passing through glow discharge, precursor units are frag-
mented partially or completely into individual atoms, which get reassembled into a
polymer-like structure, e.g., by free radical termination reactions on the substrate
surface. Plasma-induced or plasma-initiated polymerization refers to a mechanism
in which monomers having polymerizable structures, such as double bond, triple
bond, or cyclic structures undergo polymerization initiated by plasma. It is similar
to conventional polymerization in terms of polymer growth, yet it is triggered by
unconventional plasma-generated reactive species. One of the key differences
between these mechanisms of plasma polymerization is that in the case of
plasma-state polymerization, gaseous phase by-products are formed, whereas the-
oretically in plasma-induced polymerization, there should be no by-products.
However it is unlikely that all of the feed can be converted to polymers in
plasma-induced mechanism. The polymerization in plasma-enhanced chemical
vapor deposition (PECVD) involves both plasma-induced and plasma-state
polymerization.

The physicochemical properties of plasma polymer films can be easily tailored
by independently controlling the deposition parameters such as excitation fre-
quency and power, deposition pressure, temperature, monomer flow rate, and
reactor geometry [20, 21]. Indeed, plasma forms a highly reactive environment
suitable for processing of virtually any type of organic precursor and conductive,
dielectric and insulating substrates. Furthermore, the technique is a low-temperature
process which realizes the fabrication of polymer thin films directly on various
types of temperature-sensitive flexible plastic substrates with excellent quality of
interface characteristics [22]. In addition, the process is single step, solvent free,
human health and environmental friendly, and can be easily scaled up [23].

This chapter aims to present a concise review of PECVD technique, with a more
in-depth discussion of the principles of plasma generation, mechanisms of plasma
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polymer formation, and their dependence on most common processing variables.
Selected examples of plasma polymers are presented to highlight the areas where
plasma polymers have found or have the potential to find applications, focusing
particularly on biomedical and electronics fields.

11.2 Generation of Plasma

Plasma polymerization requires relatively low processing temperatures, as higher
temperature deposition may be detrimental to the quality of the film as well as
limiting with regard to the substrate. Plasmas for polymerization are most com-
monly generated at low pressures by exposing neutral gas molecules or monomer
precursor vapor to an electric field [24, 25]. The benefits of low-pressure poly-
merization include even distribution of plasma inside the deposition chamber which
allows for highly uniform treatment of three-dimensional objects, the ability to treat
oxidation-sensitive substrates, including metals and organic thin film electronic
devices. One of the key disadvantages of low-pressure systems lies in the
requirement for complex and expensive vacuum technology, which significantly
limits its integration into roll-to-roll processing or other high-throughput systems.
The size of the reactor may also place restrictions on the scalability of the process.
Atmospheric-pressure discharges provide a more promising alternative for inte-
gration into existing manufacturing processes, as they do not require vacuum or
deposition reactor. However, unless plasma arrays are used, the deposition area is
limited to approximately 8–12 mm2, which may on one hand facilitate local
treatment, yet may also prove to be a hindrance if uniform coating or deposition in
deep grooves is desired.

The chemical, physical, and electrical effects generated in plasma will differ
between different plasma systems. In general, plasmas represent partially or fully
ionized state of a gas and are comprised of free electrons, ions, free radicals,
photons, and atoms in the ground and excited states [26]. When significant amount
of energy is delivered into the system dissociation of neutral gas molecules takes
place, with the degree of dissociation directly linked to the input energy. The
minimum amount of energy required is to be greater or equal than the bond dis-
sociation energy of precursor’s monomer molecules. The energy can be delivered
through thermal excitation, adiabatic compression, excitation using charged beams
or by application of an electric field [24]. The latter is regarded as the most con-
venient way of generating and sustaining plasma in laboratory, with the process
generally known as the glow discharge technique [27]. Generally, the glow dis-
charge plasma operates at a lower pressure and uses a direct current (DC), radio
frequency (RF), or microwave (MW) frequency signal for exciting the free electron
and reactant molecule to generate the plasma [19]. It is worth noting that the
characteristic behavior of plasmas differs depending on the type of source used to
generate the glow discharge. These characteristics will be discussed in more detail
in Sect. 2.2.
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The key mechanism behind the generation of plasma is the inelastic collision of
free electrons and the resultant transfer of energy from the highly energetic elec-
trons to the reactant molecules, which in turn leads to subsequent molecule dis-
sociation, rearrangement, and recombination with other species within the plasma
volume. The ignition and stability of plasmas is therefore dependent on the balance
of input energy and species. Plasmas used for polymerization are non-equilibrium,
with low degree of ionization and low ion temperature (ranging from fractions to
few tens of electron volt). These plasmas are regarded as “cold”. Increasing the
input energy shifts plasma towards the thermodynamic equilibrium. Such plasmas
have a very high degree of ionization as well as high electron and ion temperature,
and are considered “hot” (Tgas > 5000 K) [28]. The excessively high temperatures
of hot plasmas preclude their use for polymer fabrication, and as such any further
discussion is outside the scope of this chapter.

Cold plasmas have received considerably more attention than hot plasma, with
vast number of applications stretching from material synthesis, surface modifica-
tion, volume related transformation, carrier functions, and particle sources, to name
a few [24].

11.2.1 Mechanisms of Plasma Polymerization

Physical and chemical environment in plasma reactor determines the film growth
process. As briefly mentioned in Sect. 11.1, mechanisms of plasma polymerization
generally differ from that observed in conventional thermochemical polymerization
[17, 29]. First, plasma polymerization is initiated by the impact of highly energetic
electrons generated by the applied electric field. Second, there are fundamental
differences in the nature of building units from which polymers are formed. In
conventional polymerization, intact monomer units are the primary building blocks
for the growing polymer; whereas in plasma polymerization, the monomer units
often undergo significant fragmentation, rearrangement, and reassembly prior to
being incorporated into the polymer chain. This leads to a significant degree of
heterogeneity among the building blocks, and consequently a relatively high degree
of nanoscale non-uniformity in the assembled plasma polymer structure. Plasma
deposition mechanism can be of neutral species grafting or ion adsorption. The
dominant mechanism depends strongly on the chemical structure of the monomers
[30]. In low-pressure plasma, following deposition modes can be found

(a) Radical chain growth polymerization: Neutral species consists of both rad-
icals and intact monomers. This type of polymerization is initiated by radicals
created by exposing monomer molecules to plasma. The radicals are generated
by bond scission, C–C or C–H in case of hydrocarbon monomers, and are
highly reactive with short lifetimes. This type of polymerization proceeds by
continuous addition or grafting of neutral (N) species [31]:
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Nþ Plasma ! Fragments� ! Initiation
Fragments� þN ! Fragment� N�

Fragments� N� þN ! P� ! Propagation
2 P� ! P�P ! Termination

This mechanism is dominant in polymerization of unsaturated monomers particular
at low power [32]. The neutrals arrive at surface with relatively lower energy than
ions and they react with surface radical sites by either radical–radical termination or
radical propagation. Surface radical sites are created by UV radiation or ion impact.
Chain termination takes place by free radical recombination, disproportionation, or
radical transfer. Recombination of radicals and plasma-generated UV irradiation
give rise to cross-linking in plasma polymers. The formed polymers are short and
branched, with a relatively low value of the kinetic chain length. Kinetic chain
length (m) is a ratio of rate of chain propagation to chain termination, which pro-
vides an indication of the number of monomer units added before the chain ter-
minates. The rate of chain termination increases with increasing initiator
concentration and decreases with increasing monomer concentration [33]. In the
case of low pressure plasma, the concentration of initiator is high and that of the
monomer is low, which leads to short kinetic chain length [34].

(b) Fragmentation and recombination plasma polymerization: In this type of
plasma polymerization, bombardment with high-energy particles and radiation
result in significant fragmentation of monomer molecules. The resulting reac-
tive fragments then recombine to form polymers of random composition and
high degree of irregularity.

ABCDEFþ Plasma ! AþBþCþDEþ F ðFragmentation)
n ðAþBþCþDEþ FÞ ! ðFADECÞnðRecombinationÞ

The degree of fragmentation is directly related to the energy invested per monomer
molecule, and as such is influenced by both the input energy and the monomer flow
[35]. Typical reactions include H2, CO2, and CO abstraction, and aromatic ring
opening [36].

(c) Ionic plasma polymerization: This type of polymer synthesis involves for-
mation of mainly C+ ions or ion pair formation [37]. These species are created
by inelastic collision of monomer molecules with electrons. Ion energy plays an
important role in deposition of saturated monomers, as the ion energy is
reduced the deposition rate falls [38]. Sticking probability of ions is dependent
on their energy and increases with increase in energy [39]. Ions arrive at surface
with higher energy which aides them in chemical reaction with surfaces without
any preexisting radical sites. Ionic mechanism is dominant when saturated
monomers are polymerized [32]. The cationic mechanism is one of the most
probable mechanisms of chain propagation in plasma polymerization model
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founded on an ionic mechanism [40]. The cationic mechanism proceeds in the
following manner:

Cþ e� ! Cþ þ e� þ e� ðInitiationÞ
Cþ þC ! CCþ

CCþ þ nC ! C ½Cn�Cþ ðChain propagationÞ

Additional positive charges are created in polymer by collision with energetic
plasma-generated particles, e.g., ions and electrons. These charge sites serve as
locations for monomer grafting, which results in cross-linking. Termination takes
place by ion–electron recombination or charge transfer to another monomer.
Nucleophilic monomers have been shown to polymerize by cationic mechanism
[41].

The energy with which depositing species arrive at the surface determines
structure of resulting polymer films. In deposition by ionic mechanism by,
high-energy impacts lead to random, highly cross-linked structure whereas the film
formed by radical mechanism are more dense and less cross-linked [32]. Both
radical chain growth polymerization and fragmentation-recombination polymer-
ization are in competition with each other. High energy per unit monomer leads to
fragmentation-recombination polymerization. The radical mechanism is most
applicable in radiofrequency range whereas in low-frequency region, ionic mech-
anism should dominate as ions can follow the changing electric field [31]. In
polymerization of unsaturated monomers increasing, the RF power shifts the
mechanism from radical to ionic deposition because of the increased fragmentation
of monomers. Which mechanism dominates also depends on the relative concen-
tration of radicals to ions in a given plasma system.

11.2.2 Types of Glow Discharge

Plasma glow discharge can be generated by different techniques and sources in a
reactor. The types of plasma discharge can be classified according to frequency
used for generation of glow discharge

(a) Direct current plasma discharge: The conventional DC plasma reactor
comprises two parallel plate electrodes arranged inside a vacuum chamber
powered with DC electric signal. A DC discharge is formed only when DC
voltage of sufficient strength (i.e., able to form a continuous current between the
electrodes) is applied between cathode and anode. By regulating the voltage of
the input DC signal, various types of discharges such as Townsend discharge,
subnormal glow discharge, normal discharge, arc discharge, etc. could be
created inside the discharge tube [24]. Figure 11.1 shows the various kinds of
DC discharge and the relationship between voltage and current.
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A DC signal of sufficient strength will accelerate electrons within the gas,
resulting in inelastic collisions between the electrons and the neutral molecules, and
consequently excitation and ionization of the gas molecules. The ionization creates
electrons and ions which sustain the discharge, whereas the de-excitation of excited
species creates the characteristic glow. Apart from this, the secondary ions liberated
from the cathode as a result of collisions between electrons and cathode help sustain
the plasma. However, when the potential is sufficiently high, the ion bombardment
can release atoms of cathode material along with the secondary electrons through
sputtering.

A low-pressure DC glow discharge produces characteristic luminous bands. The
bands are identified as cathode dark space (region close to cathode having strong
electric field), negative glow (characterized by constant and slightly positive
potential), Faraday dark space (slightly negative electric field), positive column
(slightly negative electric filed), and anode glow inside the discharge volume.
However DC glow discharge is not commonly used in polymer synthesis appli-
cations due to several reasons. First, in a DC discharge, more energy is consumed
for accelerating ions than for creating reactive species [42]. Also, DC discharges are
characterized by high-energy ion collisions that may damage the substrate as well
as the growing structure [43]. As the power is directly coupled to the electrode,
there is no provision to independently control the substrate bias and reduce the
effect of ion collisions.

(b) Alternating current plasma discharge: Electrode polarity gets alternated
every half cycle which determines the mechanism of plasma discharge. At
lower frequency (below 100 Hz), it is principally DC discharge with alternating

Fig. 11.1 The dependence of voltage upon current for various kinds of dc discharges.
Reproduced from previous work with permission from Ref. [24]

11 Plasma Polymerization: Electronics and Biomedical Application 599



polarity. As the frequency increases, the movement of ions cannot follow the
change in polarity of electrodes. At the frequency above 500 kHz, electrode
polarity never maintains itself for sufficiently long for the ions and electrons to
be swept entirely across the inter-electrode region. The positive ions are mas-
sive and cannot follow the changing electrode polarity. However, as the elec-
trons are much lighter, they are swept through inter-electrode space in vicinity
of driving electrode in positive half cycle. Thus, an electron deficient region
that is formed as a result of this process (termed plasma sheath) results in
negative voltage on the walls of electrode with respect to plasma body [19, 44].

Discharges excited at high frequency of current are of utmost importance for
technical and industrial application. Most of the plasma polymerization systems
work at RF frequency of 13.56 MHz. Microwave frequency (MW) plasmas have
become of great interest in recent years in applications where high deposition rate
and high fragmentation of precursor material are required [45]. In order to sustain
the high-frequency plasmas in RF and MW frequency region, the wavelength of the
exciting signal should be comparable with the dimensions of the plasma reactor.
However, the operational frequencies for RF and MW systems are restricted by the
International Telecommunications Union-approved, Industrial, Scientific and
Medical (ISM) frequencies [46].

A typical RF plasma system should have three necessary components to generate
plasma. They are the RF generator, impedance matching network and reactor
chamber with electrodes. The matching network minimizes the reflected RF power
by matching the impedance of the generator to that of the discharge [47]. There are
mainly two types of RF discharges classified based on the nature of coupling of RF
power to the reactor. They are capacitively coupled configuration (CCP) and
inductively coupled configuration (ICP).

The CCP configuration comprises of internal parallel electrodes in contact with
the plasma or external electrodes outside the discharge tube. The presence of
“self-bias” field is the unique feature of CCP discharge [48]. The CCP configuration
can generate electron densities up to 109–1010 cm−3 and plasma density 1011 cm−3

[49].
The inductively coupled configuration (ICP) uses magnetic field generated by a

transformer from a RF current in a conductor to excite the plasma [24]. The
advantages of ICP over CCP are the very high electron density (1012 cm−3) and
plasma density (1014 cm−3), electrodeless discharge, and independent control over
substrate bias [42, 49].

The MW plasma systems use electromagnetic signals within the microwave
regime (frequency above 300 MHz) to generate discharge. The most commonly
used excitation frequency for microwave discharge is 2.45 GHz. In order to create
MW plasma, the following components are essentially required: a microwave
power source, circulator, directional couplers, matching circuit, and microwave to
plasma applicator. There are mainly two types of microwave plasma-enhanced
chemical vapor deposition (MWPECVD) systems commonly used for fabricating
carbon nanostructures. They are NIRIM (National Institute of Research of Organic
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Materials) type and ASTex (Applied Science and Technology, Inc.) type [50].
However, the detailed discussion of these is outside the scope of this chapter.

The MW discharge are electrodeless and can operate at pressures from 10−5 Torr
to atmospheric pressure and power ranging from several watts to hundreds of kilo
watts [51]. The microwave plasma produces high electron densities of 1013 cm−3

and high degree of ionization compared to low-frequency plasma [52]. Apart from
this, microwave plasma exhibits intense emission in near ultra violet region which
triggers the simultaneous action of plasma-chemical and photochemical processes,
which realize high growth rate together with remarkable properties of the deposited
material [53]. The absorbed power depends on the electron neutral collision fre-
quency, and is very high, at up to 90% of the incident power [51].

Wertheimer and Moisan [54] compared the behavior of microwave and lower
frequency plasma and reported that the former have significantly higher fraction of
high-energy electrons and very high deposition rate (about ten times higher)
compared to the latter. According to Musil et al. [53] the electron energy distri-
bution and activation of plasma inside the plasma volume is determined by the ratio
t/x, where t is the electron neutral collisional frequency and x is the angular
frequency of the applied electromagnetic field. However, the plasma created by the
low frequency and microwave have entirely different t/x and electron energy
distribution. For t/x � 1 (RF and AC region), many collisions occur per oscil-
lation, whereas when t/x � 1 (MW region) many oscillations of the electron
occur before collision [19]. The theoretical studies of Ferreira and Loureiro pro-
posed that the electron energy distribution of microwave plasmas is Maxwellian (t/
x � 1) whereas of other like RF, DC, AC plasmas are not Maxwellian distribution
(t/x � 1) [55]. Hence, microwave plasma is different from other plasmas.

(c) Pulse plasma discharge: Plasma polymerization leads to the highly
cross-linked films due to extensive fragmentation of monomer molecules. The
control over the film chemistry is poor. The functional group in monomer can
be lost or incorporated in a random manner in the polymer film. For the
fabrication of functional coating with desired properties the retention of specific
functional group is of utmost importance.

To overcome this limitation of plasma polymerization, the pulse plasma tech-
nique was devised for better control over the chemistry of plasma polymers [56,
57]. In pulse plasma polymerization, the plasma is activated intermittently
according to pulse frequency. Duty cycle gives relationship between on and off time
of plasma and is given by

D ¼ son=son þ soff ;

where son is the time during which plasma is active and soff is the time during which
plasma is switched off. The average power Pmean delivered during plasma on cycle
is given by
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Pmean ¼ D� Ppeak;

where Ppeak is the peak power delivered during son.
The plasma activation time is few µs during which radicals are generated and

plasma polymerization is initiated. Pulse off time varies from µs to ms during which
radicals initiate the radical chain reaction. The composition of pulse plasma poly-
mers depend on the duty cycle. Apart from duty cycle Pmean is another parameter
which effects the chemical structure of polymers [58]. Larger plasma off-period
than on-period leads to better chemical control of films. Monomers which can
polymerize by radical chain growth mechanism are suited for pulse plasma poly-
merization. Amine-based monomers have been used extensively in pulse plasma
polymerization. Of all the monomers, allylamine has been used extensively because
of its biomedical use [59–61]. Monomers such as ethylene, propylene, etc., have
been used in pulse plasma polymerization but resultants polymers were highly
cross-linked and irregular [62].

11.2.3 Plasma Polymerization Apparatus

Plasma polymerization process is a low-temperature- and low-pressure phe-
nomenon. Atmospheric-pressure plasma polymerization has also got overwhelming
interest in past decade for both economic and technological reasons [63]. A great
number of geometries are used for the low-pressure plasma deposition [35, 44]. The
most commonly used reactor geometries can be classified as: (a) an internal elec-
trode system, (b) an external electrode system, and (c) an electrodeless system. The
schematics of commonly used plasma polymerization reactor are shown in
Fig. 11.1.

(a) Reactor with internal electrodes

The widely used configuration in the class is bell jar type reactor with internal
parallel plate electrode arrangement [64]. The main features of this arrangement
include a vacuum pump connected to the base of the bell jar; the monomer can be
introduced into the reactor at the base, over the electrodes, or through the center of
the electrodes. The electrodes may be oriented horizontally or vertically. The
plasma can be initiated by DC, AC, or RF voltage. Uniform electric filed can be
achieved in this set up if the electrodes have a large area and are very close to each
other. This type of the system is generally used in industrial applications as it gives
uniform surface property in resultant plasma polymers.

(b) External electrode system

There are a number of possible configurations that can be used to deliver the energy
to the reactor. Power can be supplied to the gas either by capacitive coupling [65,
66] or inductive coupling [67]. In most cases, the coupling is of capacitive nature.
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In one of the arrangements, external electrode system uses curved electrodes to
match the cylindrical geometry of the reactor. The created electric filed is per-
pendicular to the axis of the cylinder. Another commonly used configuration
involves two cylindrical electrodes wrapped around cylindrical reactor; here, the
electric field parallel to the axis of the cylinder is created. In another type of setup,
an external coil is wrapped around the cylindrical reactor. This arrangement is also
known as inductive coupling.

The aforementioned electrode arrangements can be fitted external to a cylindrical
vessel, which is generally a tube made of glass, quartz or alumina. The monomer
can be fed from one end and by-products can exit from the other. The substrate can
be placed inside plasma or downstream of plasma. The position of monomer inlet
with respect to plasma activating electrode can be varied. To prevent the monomer
exposure to most intense part of plasma, the monomer inlet is placed downstream
the plasma activating electrodes [68].

It is worth noting that as the system is closed it is possible to capture
by-products.

(c) Electrodeless system

This type of system is microwave-powered. Tubular reactors made of Pyrex or
silica and by resonant cavity are coupled to microwave power supply of 2.45 GHz
[69]. The plasma is generated in the cavity region; a substrate is placed downstream
from plasma, where the polymer is created. Polymer films obtained using this type
of system are free from impurities as no impurities can be sputtered off from
electrodes and embedded in the film (Fig. 11.2).

11.2.4 Effect of Process Variables on Polymerization

Plasma process parameters affect the deposition rate of polymers for a given
monomer. Physical, chemical, structural, and compositional property of plasma
polymers depend on various plasma parameters. These include

(a) Monomer flow rate,
(b) Plasma pressure,
(c) Substrate temperature,
(d) Geometrical configuration of reactor,
(e) Effect of substrate,
(f) Frequency of exciting power,
(g) Excitation power, and
(h) Effect of monomer.
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(a) Monomer flow rate: Residence time is defined as the average time for which
molecule stay in a reactor before getting pumped out. The residence time
depends on the monomer flow rate (F), volume of glow discharge (V) and total
pressure (P) in the plasma chamber [70]. The residence time (s) can be given by

s ¼ V P=F

Residence time of the monomer in plasma decreases with increase in flow rate.
When other parameters (pressure, power, etc.) are kept constant, deposition rate at
first increases with the flow rate because of fresh supply of feed gases. However,
once the flow rate exceeds a certain value, deposition rate decreases as not all the
monomer molecules can be excited and even some of the excited species can be
drawn away from the deposition site. The direction of flow of monomer also has
influence on the property of deposited material [68].

(b) Reactor Pressure: The ambient gas/monomer pressure in plasma reactor has
strong influence on deposition rate. The effects of pressure on plasma poly-
merization include

Fig. 11.2 Reactor configuration used for plasma polymerization. (P pumps; PS power supply;
S substrate; M feed gas inlet; G vacuum gauge; A resonant cavity; C tubular reactor): a bell jar
reactor with parallel plate metal electrodes (internal reactor); b external electrode reactors;
c electrodeless microwave reactor. Reproduced from previous work with permission from Ref.
[44]
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(a) Effect on residence time: it increases with increasing pressure.
(b) Effect on average electron energy: Average electron energy (eg) is proportional

to E/p in RF plasma, where E is electric field initiating the plasma and p is the
gas/monomer pressure.

(c) Effect on mean free path. The mean free path of a molecule in gas is given by

k ¼ 1
4
p r2D;

where r is the radius of the molecule and D is density of gas. The operating pressure
affects the density of the gas, which in turn affects the mean free path of the
molecules. The width of the active plasma zone increases with the increasing
pressure; this in turn increases the energy input for plasma polymerization [71].
Mean free path of molecules is inversely proportional to pressure. The thickness of
plasma sheath depends inversely on the pressure for the given excitation frequency,
power, and monomer [70].

Low mean free path, long resident time, and high electron energy are the
requirements for formation of plasma polymers. Thus, high pressure (p) is one of
the key requirements of plasma polymerization; however, with the increasing
pressure the deposition rate distribution become inhomogeneous [72]. It was found
that with increasing pressure, powder formation occurs and formation of polymer in
gaseous phase takes place [37]. The plasma expansion changes with the gas
pressure [73]. For low gas pressures, expansion of the glow discharge takes place
with increasing power. For higher pressures, the glow discharge is more concen-
trated between the electrodes, especially in the front of driving electrode [74].

Plasma polymer properties and deposition rate are dependent on incident particle
flux (Ji) and sticking probability of depositing species. The incident particle flux Ji
is related to pressure exerted by corresponding species Pi

Ji ¼ Piffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pKBmiT

p ;

where mi is mass of species i, KB is the Boltzmann constant, and T is the tem-
perature of the gas.

(c) Substrate temperature: Surface reactions at the substrate are influenced by the
thermal conditions at the substrate [16]. This in turn affects the deposition rate
of polymers. At low substrate temp (near room temperature), the polymeriza-
tion rate depends on the monomer flow rate, while at higher temperature the
monomer coverage n/n0 is the limiting factor [75]. Here, n is the surface
concentration of monomer molecules and n0 is the surface density of the
substrate. The monomer surface concentration is given by
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Here, j is the monomer flux density, ƴ the monomer sticking probability, t the
residence time of monomer, Ϭ the reaction cross section, and jx the energetic
particle flux (ions and electrons). The term nϬjx gives the polymerization rate
P. Solving above equations gives

The coverage n/n0 depends on the residence time of monomer molecules (t) and
monomer flux (j). The monomer flux j depends on the surface temperature (Ts) of
the substrate

J ¼
ffiffiffiffiffiffiffiffiffiffi
k

2pM

r
N

ffiffiffiffiffi
Ts

p

where k is Boltzmann constant, M molecular mass of monomer, N volume con-
centration of monomer gas.

Substrate temperature has strong influence on thin film structure and morphol-
ogy. Increase in surface roughness with increasing substrate temperature was found
for PECVD deposition of poly(2,2,3,4,4,4-hexafluorobutyl acrylate) thin films [76].
Enhanced cross-linking density with increasing substrate temperature was reported
for poly(methyl methacrylate) thin films fabricated via atmospheric plasma depo-
sition [77].

(d) Geometrical configuration: The energy invested per monomer particle
W/M F (Deposition power/Monomer flow rate � Monomer Molecular weight)
through active plasma zone affects the plasma polymer deposition [71]. The
location in the reactor where plasma deposition process takes, affects the
property of deposited polymer. The location is relative to the electric field
generating electrodes and monomer inlet. The location of deposition, i.e., where
the substrate is placed has minimal effect in systems that use flat electrodes and
those that are capacitively coupled discharges. However, the location effect
becomes an important factor in systems which are inductively coupled or those
that use cylindrical reactors.

In inductively coupled plasmas, there is a wide difference in electron density
environments across the plasma volume, with a maximum occurring under the coil.
This type of plasma system produces plasma polymers which have inhomogeneous
longitudinal property [78].
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Plasma polymers deposited in capacitively coupled systems may show variable
properties along the inter-electrode axis [79]. This variance in property is attributed
to the presence of sheath near the driving electrode.

The Yasuda factor (W/MF) represents the energy input per monomer particle
[80]. This factor accounts for the deposition rate, plasma kinetics, and functional
group retention. The use of Yasuda factor as similarity parameter for scaling relies
on its relation with activation energy (Ea) for polymerization [71, 81]:

Rm

F
¼ G exp � Ea

W=F

� �
;

where Rm is mass deposition rate, G is a reactor-dependent factor, F is monomer
flow rate, W is deposition power and Ea is apparent activation corresponding to
monomer used. Yasuda factor cannot be applied to reactors of different geometry
[82, 83]. The technological parameters which control plasma processes vary from
reactor to reactor and require proper scaling factors [70, 84]. The power applied to
the deposition reactor is not consumed completely in active plasma zone and also
not all of the monomer passes through active plasma zone. Thus, the true value of
energy consumed per monomer particle is necessary in order to determine the actual
deposition rate (W/Fdep) [85]. A similarity factor (S) was introduced to take into
account the geometrical configuration of the reactor [71]

S ¼ W
Fdep

¼ W
F
dactVgas

dgasVdis
;

where W is the applied power, F is the monomer flow rate, dact is the length of
active plasma zone; Vgas is the volume occupied by the gas; dgas is the distance
between the deposition area and the monomer inlet; and Vdis is the volume occupied
by the glow discharge [81].

The electron ion energy has impact on the deposition rate at constant ion flux. It
is shown in recent studies [86] that ion flux is a better parameter for characterizing
deposition rate and functional group retention than the RF power.

(e) Effect of substrate: Sticking probability and adatom mobility on the substrate
affects the initial growth of plasma polymers and initial chemistry of plasma
films. The ion sticking probability varies with the surface chemistry of the
substrate. Thus, the initial film growth may be affected by the nature of the
substrate until film thickness reaches a point where it masks the substrate effect.
The sticking probability or monomer grafting rate was found to depend more on
organic substrates than on metal substrates [87]. After the deposition of few
nanometers of the film, the effect of the substrate becomes insignificant. The
underlying substrate also has effect on stability of plasma films [88].

(f) Frequency of excitation power: DC is rarely used in modern days [42, 43]. In
the frequency range from 100 Hz to 500 kHz there is a presence of negative
glow, which results from the ion bombardment of cathode. The density of
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activated species and ions is greater near cathode than the positive column,
which leads to higher deposition rate at the cathode below 500 kHz. At fre-
quency above 500 kHz, the positive glow discharge column forms.

Most of the plasma polymerization systems work at RF frequency of
13.56 MHz. Ion bombardment of electrode also takes place in RF frequency, but is
relatively low. This potential difference between the sheath and the positive column
results in ion bombardment of the electrodes.

In the plasma system coupled to microwave discharge, it is found that the rate of
plasma polymerization is much higher than that in the RF frequency systems. The
plasma intensity is also very balanced over large area. The high deposition rate can
be attributed to more efficient transfer of power to plasma which results in more
energetic electrons than in the RF system.

Discharge frequency is closely related to electron energy distribution function
(EEDF) and electron density. If the wavelength of applied signal and the charac-
teristic length of the reactor are of similar range, standing waves can be generated in
reactor, which cause non-uniform growth of polymer films because of interference
pattern of electric field [89].

Frequency also effects the position of glow discharge. The position of the plasma
in the reactor is important as deposition takes place in active zone of the plasma.
The discharge frequency affects the critical sheath frequency msh which is the
inverse of transit time taken by ion to cross sheath thickness. When the discharge
frequency is lower than msh, the discharge shifts closer to the electrodes; and when it
is higher than msh, the plasma shifts towards the center of the reactor. The msh for RF
discharges is 1 MHz, thus RF discharges are formed away from the driving
electrode.

Dual frequency discharges are used to independently control the ion flux and
energy during film growth. This type of dual frequency discharge has led to the
coating with improved surface properties [90, 91].

(g) Excitation power: Potential drop across electrodes and current density on
electrodes increases with increase in power. In DC or alternating DC discharge,
there is an increase in density of energetic electrons and ion bombardment of
electrodes with increasing power.

In RF discharges, an increase in power increases the current, which leads to
higher electron density. At low powers, the glow discharge in confined between the
electrodes and its expansion takes place as the power is increased, keeping other
variables constant.

Increasing the power yields more energetic particles, which leads to more plasma
dissociation. Increase in plasma dissociation creates more nucleation sites,
increasing the deposition rate. However, due to sputtering, reduced deposition rate
can also be observed.

Electrode geometry determines the electric field distribution at the electrode
surface.
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(h) Effect of monomer: The chemistry of the monomer has an influence on the
deposition rate of the polymer. The energy required to dissociate the monomer
molecule (activation energy) is related to the radical formation of that mono-
mer. This activation energy is found to be independent of reactor geometry,
monomer flow rate, and pressure. The activation energy is found to be closely
related to the bond dissociation energy of various monomers and the mecha-
nism of dissociation of the bonds [71]. For monomers having double and triple
bonds, the main radical formation mechanism takes place by bond rupture, as
well as hydrogen abstraction as the power in increased. For monomers such as
acrylic acid, complex growth mechanisms exist. At lower powers, there is
breaking of carbon double bonds, whereas at higher powers, there is more
fragmentation and removal of CO2 which as reactive agent influences the film
growth [92].

Rate of plasma polymer deposition from monomers from homologue series was
found to be dependent on the molar mass and the degree of unsaturation of the
monomer. The deposition rate of unsaturated monomers was negligibly influenced
by increasing power whereas the deposition rate for saturated precursor increases
linearly with increasing power.

11.2.5 Feed Gases Used in Plasma Polymerization

(a) Hydrocarbons: This class of monomers can be classified into three subclasses
based on their saturation and structure: (1) triple bond containing monomers
(including benzene), (2) double bond containing monomers and cyclic struc-
tures, and (3) saturated structures. Hydrocarbons such as ethane, methane,
cyclohexane, etc., which cannot be polymerized using conventional techniques
can be polymerized using plasma technique. The deposition rate for all the
subclasses is different for similar molecular weight gases under identical
conditions.

Hydrocarbons containing polar groups yield more polar plasma polymers.
Monomer gases such as pyridine and allylamine are included in this
group. Additional feed gases can be introduced into the deposition reactor to get
desired property in plasma polymers. For example, addition of N2 and H2O during
plasma polymerization of acetylene yields more hydrophilic polymers.

(b) Fluorocarbons: Fluorocarbon monomers are used for deposition of plasma
polymers of composition of CFx or to perform fluorination or etching of
inorganic and organic materials. Fluoroalkanes (CnF2n+2), alkenes, alkynes,
cyclic, and aromatic fluorocarbons are some of the commonly used monomer
feeds for the synthesis of fluorocarbon coatings. These coating are highly
adherent to substrates. F atoms and CFx radicals are main etching and depo-
sition species in fluorocarbon plasma and their density ratio F/CFx determines
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whether deposition or etching will take place [93]. Fluorocarbons are used for
plasma etching in microelectronic systems [94].

Addition of O2 gas to fluorocarbon plasma increases the number of F atoms,
creating more favorable conditions for etching due to reaction of CFx radicals with
the oxygen atoms as follows

CFx þO ðO2Þ ! CO ðCO2Þþ xF

While addition of H2 gas increases the CFx density and favors the deposition.
The hydrogen atoms abstract the F atoms from plasma and form the radicals by
following reactions:

HðH2Þþ F ! HFþðHFÞ

HðH2ÞþCFx ! CFx�1 þHFþðHÞ

Dry HF which is formed in this reaction does not affect surface reactions.

(c) Silicon-containing polymers: The feed monomer gas includes linear and
cyclic siloxanes and silanes. Although a wide range of organosilicon molecules
are available, only few members from the group are commonly used because of
their compatibility with PECVD. The key selection criterion for the precursor
material is the ease of evaporation at room temperature and pressure. For this
reason, mostly gas and liquid precursor are used. Furthermore, the liquid pre-
cursor should have enough vapor pressure at room temperature so that the
vapors can be conveniently introduced in the reaction chamber. This further
restricts the choice of monomers that have one or two Si atoms or four atoms as
in cyclic molecules.

Tetraethoxysilane (TEOS) and hexamethyldisiloxane (HMDSO) are two of the
most common monomer materials [95]. Both of these materials are liquid at room
temperature and pressure and are cheap. Few of the other molecules used are
tetramethyldisiloxane (TMDSO), divinyl tetramethyldisiloxane (DVTMDSO), and
tetramethylsilane (TMS). Oxygen and nitrogen gas are often added as carrier gas in
polymerization of these monomers.

(d) Metal plasma polymer films: Metal-containing plasma polymers can be made
by various deposition methods, such as simultaneous plasma polymerization
and incorporation of metal atoms by sputtering of the metal target. The metal
target is placed on the excitation electrode and the substrate is attached to the
earthed electrode. Halocarbons (e.g., CF4) are used to facilitate the sputter
etching of the target metals (e.g., Au, Cu, or Mo).

Another way is simultaneous plasma polymerization and incorporation of metal
by evaporation. The metal is placed into metal evaporator (in the plasma reactor)
which is then heated. Metal atomic vapors get embedded into the growing plasma
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polymer. In this method, both evaporation of metal atoms and deposition of
polymeric component can be controlled independently.

Plasma polymerization of metalorganic compounds is another way of fabricating
metal/organic plasma polymers. The metal content in these films can be controlled
by variation of power density, substrate temperature, and monomer flow rate.
Plasma polymerization of ferrocene, iron pentacarbonyl, copper phthalocyanine,
and many others has been successfully attempted.

Generally in metal/polymer films, metal particles form clusters in the film and
there is no bond formation between metal and carbon atoms. However, it has been
shown that metalorganic complexes can be formed while using transition metal
under certain circumstances [96].

(e) Plasma polymerization from natural precursors: Plasma polymerization
from natural precursors has received significant interest in modern times.
Natural precursors have wide range of chemical compositions, for example the
tea tree oil has 16 chemical components [97]. Fabrication of plasma polymer
films from various essential oils like lavender oil, tea tree oil, orange oil, and
their components has been reported [98]. The essential oils can easily evaporate
at room temperature, which make these precursors compatible to PECVD
process. The plasma polymer films fabricated from essential oil at low power
are generally transparent [99]. The chemical structure analysis by FTIR shows
that irrespective of the starting precursor material, the FTIR spectra of depos-
ited plasma polymers possess similar chemical features.

Plasma-polymerized films from essential oils have been studied for their
application in the biological field, e.g., as coatings for medical implants [100] and in
organic electronics, e.g., as dielectrics [101].

11.2.6 Plasma Polymerization Process: Challenges
and Issues

Reproduction or duplication of the scientific data is the cornerstone of scientific
process. One of the major challenges in plasma processing of thin films has been the
consistency of the result of one reactor to another setup [102, 103] using external
parameters such as power, flow rate, and pressure. The issue of scale up becomes
more important in case of deposition of functional polymer film, where retention of
certain chemical moieties is necessary.

Yasuda parameter (Y = W/FM) has been used as scaling factor from one system
to another since 1982. This parameter is quite reasonable for the polymerization in a
single set up but does not transfer well to another plasma deposition system.

Another scaling factor known as similarity parameter was given by Hegemann
et al. [71] more recently. This parameter is based on the actual energy consumed in
the active plasma zone, which determines the measured deposition rate. This
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scaling parameter also takes into account the different geometry of the reactor used
for plasma polymerization. However, this approach does not transfer well when the
deposition of functional polymer coating is required, where the retention of certain
chemical moieties in necessary. Indeed, the correlation between retention of func-
tional group and similarity factor is not straightforward.

In a transfer of deposition process from one reactor to another in polymerization
of acrylic acid, it was found that the value of (W/F) is a good scaling parameter
when the width of the active plasma zone is comparable between reactors and
similarity parameter S is an appropriate scaling parameter when the residence time
of monomer is comparable [104].

Fabrication of functional thin films has been a major focus of plasma poly-
merization. The deposition rate which has often been used as a scaling parameter
may not directly correlate with the properties of functional plasma-polymerized
films. Chemical properties and deposition rate may not scale on the same basis
[105].

The source of variation in plasma processing of material can include variation in
efficiency of power coupling, geometry, monomer flow rate, and pressure from one
reactor to another [105]:

• Actual plasma power: Actual plasma power delivered to the reactor can vary
from reactor to reactor. The power transfer efficiency increases with decreasing
symmetry of the reactor [106].

• Flow rate measurement: Change in pressure during fixed time and ideal gas
equation have been used to calculate the flow rate [107]. However, this approach
relies on the treatment of monomers as ideal gases, which may not be appro-
priate in every instance.

• Reactor geometry: Dependence of plasma properties on geometry of the reactor
has not been established until now. The geometry has an influence on the
deposition rate as it is found to be different for different reactor geometries
[105].

11.3 Properties of Plasma Polymers

Plasma polymer thin films are high molecular weight systems. The properties of
these thin films depend on the nature of deposition conditions in which they are
formed [108]. Such films are generally formed without any macroscopic defects
such as pinholes, cracks, or porosity. The thickness of the film obtained ranges from
few nanometers to few micrometers. These films have generated considerable
interest in modern science applications. These thin films have great advantages as
they require less amount of processing materials.

Plasma polymers do not possess the definite molecular structure. The generation
of each chemical entity in plasma determines the chemical, structural, optical, and
electronic property of the resultant thin films. The desired properties of plasma
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polymers can be tailored if the correlation between deposition conditions—chem-
ical structure—electronic structure—electronic property—optical properties is
established for a particular precursor material.

11.3.1 Optical Properties

Possessing good transparency, optical nonlinearity, physical stability, and intimate
connection with substrate, polymer films are extensively beneficial to optical
applications. These include protective coating on solar cells and optical devices,
such as light sensors, to name but a few [109–111]. Plasma polymerization is a
well-known technique to fabricate uniform organic thin films for optical applica-
tions, such as optical filters and optical waveguides [112]. In particular, optical
properties of the fabricated plasma polymer thin films include transparency, the
spectral dependence of the refractive index, band gap energy, Raman polarization,
and absorption, which are vital in the optics-related industries [113–115].

In optical applications, it is very important to specify the material refractive
index (n), which describes how light propagates through that medium. The
refractive index for conventional polymer films is found to be between 1.30 and
1.70, which is relevant for several uses, such as anti-reflective coatings [116, 117].
However, there are several organic materials that have higher refractive index, for
instance, polythiophene (n = 2.12) and aromatic conjugated polymers (n � 2.7)
[118]. High refractive index is often required for specific applications such as light
emitting diodes (LEDs) and image sensors. In this regard, it has been reported that
the incorporation of a dopant, such as sulfur atom, into polymer films can increase
the refractive index, caused by its large atomic refraction [119]. Saloum et al. [120]
used plasma polymerization technique to modify refractive index of polymer films
by changing the process gas from a rare gas (argon) to a reactive molecular gas
(nitrogen) in the reactor; this led to an increase of refractive index from 1.59 to 1.69
at 500 nm.

Sang et al. investigated the influence of nitrogen flow rate on the refractive index
of thiophene and found that n was decreasing dramatically with increasing N2 flow
rate. The study revealed that the density of the plasma polymer thin film decreased
with increasing N2 flow rate due to the disturbances that lead to the formation of a
high density cross-link between the thiophene molecules in the plasma polymer
(Fig. 11.3) [121]. However, the refractive index is highly dependent on the fre-
quency of the light beam as well.

Generally, polymers are transparent in the visible region and have high
absorption in the infrared region if the incident photons have energies equivalent to
C–C bond or C=O bond. Then, the absorbed energy could be transformed to
various forms called radiative transition, such as florescence, or non-radiative
transition, such as heat effect [122].

Researchers suggested that the absorption in polymer films can be classified as
either intrinsic or extrinsic. As long as the absorption occurs in the UV region, it is
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intrinsic loss that is related to the electronic excitations of chromophores in
repeating units of polymer.

However, the extrinsic absorption takes place in the near IR region which is
associated with vibrational overtone absorption of C–H [123].

It is experientially found that the absorbance of numerous polymer films
decreases exponentially with increasing wavelength; as illustrated in Fig. 11.4
[124]. The absorption tendency in various amorphous materials is found to follow
the Tauc relation which is employed to determine the energy gap as well. Tauc
relation is described as

Fig. 11.3 Refractive indices
of ThioPP and N-ThioPP with
N2 flow rate. Reproduced
from previous work with
permission from Ref. [121]

Fig. 11.4 Wavelength versus
absorbance plot for different
PPOMA thin films.
Reproduced from previous
work with permission from
Ref. [124]
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a ht ¼ B ht� Eoð Þp;

where a is the absorption, hʋ is the energy of light, B is related to the length of
localized state tails, Eo is the optical band gap and p is a constant that determines
the type of transmission (p = ½ for direct, p = 2 for indirect).

The relationship between optical properties and plasma polymerization param-
eters has been widely investigated. In this regard, it has been reported that thin films
of plasma-polymerized c-terpinene at lower power up to 100 W are optically
transparent. The refractive index and extinction coefficient of these films show very
little dependence on RF power and film thickness [125]. Similarly, another study
indicated that refractive index of 3,7-dimethyl-1,6-octadien-3-ol thin films was
found to be independent of RF power and thickness, ranging from 1.54 to 1.57 at
500 nm while the optical band gap decreased linearly from 2.81 eV for 15 W to
2.64 eV for 75 W [101]. Conversely, Cho et al. [126] discussed that the refractive
index of ethyl-cyclohexane thin films increased when the RF power was increased.

Also, it has been found that changing the carrier gas in plasma polymerization
process has a noticeable effect on the optical properties of grown films. When the
carrier gas of plasma reactor was changed from argon to nitrogen in plasma
deposition of hexamethyldisilazane compound, the energy band gap decreased from
4.00 to 3.88 eV as well as the dielectric constant increased from 2.74 to 2.88 [120].
Sajeev et al. [127] studied the effect of iodine doping on aniline thin films prepared
by AC and RF plasma polymerization. It was reported that the iodine doping
decreases the optical band gap from 3.6 to 2.8 eV and 2.2 to 1.9 eV in the case of
AC and RF plasma films, respectively. Espideto et al. hypothesized that absorption
changes which occur when RF power increase is related to the enhancement in both
the dissociation of molecules and the ion bombardment on the formed film. This
can cause more branching and cross-linking in the film structure, constructing a
denser film with a p-electron delocalization in wide band states and a drop in the
band gap [128].

Within this area, Mohammed et al. reported that the absorbance increases with
the increase of thickness of the plasma-polymerized o-methoxyaniline thin films
which may be interpreted as an increase in the scattering loss with the increase in
the film thickness and the electronic transition occurs from bulk of the samples
which need more energy [124]. Further, Wang informed that the refractive index of
PP-heptadecafluoro-1-decen increases slightly with increasing film thickness, due
to inhomogeneity in the densification and the cross-linking density in plasma
polymer films [129]. Table 11.1 refers to the refractive index of
plasma-polymerized thin films from various precursor materials.
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11.3.2 Electrical Properties

There is a consensus among scientists that the electrical properties of the polymers
are fundamentally dependent on their structural parameters. Research interest in
electroactive polymers started in 1977, when Heeger et al. demonstrated that the
conductivity of polyacetylene can be improved through functionalization with
appropriate oxidizing compounds, namely dopants [130]. Polymer thin films have a
wide range of electrical properties. As such, they can be classified according to their
conductivity into insulating dielectric films (conductivity r < 10−l S cm−l), semi-
conductive films (10−2 < r < 10−2 S cm−1), and conductive films
(r < 10−2 S cm−1) [109]. In other words, depending on the number and type of
valence electrons involved in the chemical bonding, organic materials can be
commonly categorized into either saturated or conjugated types. In saturated
polymers, the valence electrons of the carbon atoms in the main chain are hybri-
dized in sp3 configuration with carbon bonded to four atoms. Consequently, these
polymers are characterized with a low dielectric property. Polymers with high
insulating properties toward electrical charge and signal are essential in the engi-
neering of high density, high-speed microelectronics chips. Based on the saturated
organic materials, Giordano et al. utilized plasma polymerization to fabricate
oxygen-containing fluoropolymer films from the C2F4 monomer. These polymer
films have low dielectric constant of approximately 2.6, which is relevant for
manufacturing of integrated circuits [131].

On the other hand, conjugated polymers have the carbon orbitals in the sp2px,
which leads to one unpaired p-electron per atom [132]. These electrons are posi-
tioned in the p orbital and they are vertical to the r bond. Yet, doping materials
such as HCl, iodine and CSA (camphor sulfonic acid) can lead to a significant
increase in the electrical conductivity of a number of polymers [133]. A doping

Table 11.1 Refractive index of some polymer thin films

Precursor Refractive index
(n)

Wavelength
(nm)

Reference

1-isopropyl-4-methyl-1,4
cyclohexadiene

1.57–1.58 500 [125]

Cis-b-ocimene 1.57 500 [98]

Hexamethyldisilazane 1.69 500 [120]

Lavandula angustifolia oil 1.53–1.54 500 [279]

Linalyl acetate 1.53 500 [98]

Linalyl acetate 1.55–1.58 589 [280]

Imidothioethers 1.68–1.62 632.8 [121]

Terpinen-4-ol 1.54–1.55 500 [99]

Melaleuca alternifolia oil 1.56 500 [281]

Tetraethoxysilane and toluene, 1:10 1.68 632 [143]

Thiophene 1.7–2.7 400–600 [282]
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process may increase the conductivity of an organic film up to fifteen orders of
magnitude, because of the creation of extended energetic states in a polymer chain.
However, it has been hypothesized that the formation of the energetic states in the
forbidden gap of the electronic structure is associated with induced conformational
defect [134, 135]. Kim et al. [136] fabricated plasma-polymerized polythiophene
films, which exhibited insulating behavior, having sheet resistance of 1010–12 X/m2.
The conductivity was immediately increased up to 10 X/m2 when doped with O2

plasma, producing conductive layers suitable for applications requiring semicon-
ductor films.

The dominant charge transport mechanisms found in plasma-polymerized thin
films include Schottky effect, Poole–Frenkel effect, direct tunneling effect, and
space charge limited conduction [137–140]. Sajeev U. et al. [122] described that the
electron transition occurs through the following processes: (i) through the con-
duction band, (ii) by tunneling, (iii) through impurity bands, (iv) space charge
limited process, and (v) by ionic transport. In the plasma polymerization process, a
large variation of electrical properties of films can be reached by utilizing different
precursors and different growth conditions. Jae et al. reported that
plasma-polymerized films of styrene and vinyl acetate display low operation volt-
age of −10 V and low threshold voltage of −3 V [141]. Saloum et al. [120]
demonstrated that plasma-deposited films from hexamethyldisilazane compound
exhibit relatively high electrical resistivity (1013–1014 Ω cm) that is inversely
proportional to the film thickness. Anderson et al. [142] verified that the conduc-
tivity of plasma-polymerized linalyl acetate thin films decreased at higher RF power
levels. The author proposed the increased cross-linking in the film at higher RF
powers which decreased the carrier mobility through the film and consequently
increased the resistivity. Sang-Jin et al. found a change in the leakage current
densities with various tetraethoxysilane (TEOS)/tolune ratio due to the influence of
the film density. Consequently, leakage current density was 10−9 A/cm2 at 1
MV/cm for all the films fabricated at different ratio of toluene/TEOS, demonstrating
that the hybrid plasma-polymerized film had a noticeable insulating properties
[143]. Bae et al. [144] described that when the plasma power was increased from 20
to 50 W, the leakage current density decreased, and breakdown did not appear
below 1 MV. This reveals that the films had a compact structure with high density
and pinhole-free layers that are well known to have a lower leakage current density
and a higher breakdown field. Table 11.2 presents the electrical conductivity of
plasma-polymerized thin films from various precursor material.

Table 11.2 Electrical
conductivity of several
polymer films

Polymerized films Electrical conductivity S/cm Reference

Polylinalyl acetate 10−10 [280]

PolyAniline/iodine 10−9 [283]

PolyPyrrole/iodine 10−9–10−10 [283]

PolyPicoline 2.2 � 10−14 [145]

PolyAniline 2.8 � 10−16 [145]
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11.3.3 Chemical and Structural Properties

Plasma polymerization creates polymer chains that are largely different in the
structure and chemical properties from those of the precursor material. The poly-
merized structure consists of amorphous structure containing cross-linked units and
units fragmented or rearranged from monomer molecules [145]. Fundamentally, the
organic molecules are held together by strong covalent bonds, while a solid
polymer they form is held together via weak van der Waals forces [146]. The
formed chains are short, randomly ranched, and terminated with a high degree of
cross-linking, as well as a large amount of free radicals are trapped within a growing
film on the substrate [147]. These chains and other active species in the plasma
reactor are deposited on a substrate as thin films, fine particles, or viscous liquids
[148]. Hence, the polymerized films can be considered as a single amorphous
macromolecule comprising of the tridimensional system with attached side units,
such as hydrogen atoms and functional groups [5].

It has been suggested that the fragmentation of precursor molecules in the vapor
phase and cross-linking during polymer assembly influence films characteristics
that can range from soft or highly functional films to hard materials [149].
Yasuda H. hypothesized that the chemical structure of the monomer largely
determines the quantity of free radicals trapped in the plasma polymer, which affects
the overall properties of the formed martial [150]. A large fraction of radicals
usually recombines to form a complex branched and cross-linked three-dimensional
net whereas the remaining radicals are trapped in the generated polymer [151].

In several applications, the presence of trapped free radicals within the formed
films is unfavorable and cause considerable problems, such as uncontrollable sur-
face oxidation that occurs inevitably in aerobic conditions [152]. In another
applications, free radicals are beneficial; for example, a remarkable increase in both
water flux and salt rejection with time observed for reverse-osmosis membranes
prepared by plasma polymerization is highly desired [150]. However, the chemical
and structural properties of formed plasma polymers are not solely dependent on the
monomer used, with other growth parameters, such as pressure, power level,
temperature, frequency and flow rate, known to significantly influence the films
[129].

Generally, X-ray photoelectron spectroscopy (XPS) is employed to analyze the
surface composition of polymerized films. XPS relies on the photoelectric effect, in
which X-ray radiation removes an electron from an atom within the films structure,
provided that the photon has sufficient energy [153]. The kinetic energy and the
number of electrons that escape from the films are measured, providing information
regarding the chemical configuration of the analyzed material. In this regard, Luis
and Renate utilized XPS to investigate plasma polymerization of Zinc acetylacet-
onate hydrate (Zn(acac)2) and found that depositing at low input power (20 and
50 W) resulted in an O/C ratio of around 0.25, while depositing at higher input
power (100 W) showed an increase in the O/C ratio to *0.5. At the same time, an
increase in the amount of zinc was observed with an increase in input power. The
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authors supposed that the higher input power leads to a higher degree of frag-
mentation of the precursor, accompanied by the loss of hydrocarbon components
due to increased ion bombardment and etching, and thus the relative increase in
zinc and oxygen [154]. Moreover, S. Schiller et al. [155] studied the chemical
structure of maleic anhydride films. XPS results revealed that after pulse plasma
polymerization at duty cycle 1/40, 100 W, the total oxygen concentration is
reduced from O/C = 0.43 in the monomer molecule to O/C = 0.33 in the poly-
merized films. Other plasma conditions lead to O/C ratios ranging between 0.27 and
0.35, as seen in Fig. 11.5.

Fourier transform infrared spectroscopy (FTIR) is widely used to identify the
chemical composition of organic polymer films. FTIR irradiates film surface by an
IR radiation beam, and measures how much of that beam is absorbed and trans-
mitted by the sample. The result is a spectrum that represents the molecular
absorption and transmission, creating a molecular fingerprint of the sample. A study
carried out by Ahmad et al. used FTIR spectra to investigate chemical properties of
plasma-polymerized 1-isopropyl-4-methyl-1,4-cyclohexadiene (pp-GT) thin films.
The spectrum revealed that the number of absorption peaks in the spectra has
reduced significantly upon polymerization, particularly in the fingerprint region of
the spectrum (1500 cm−1 and below). Peaks also broadened for the pp–GT thin

Fig. 11.5 XPS C (1 s)
spectra of
plasma-polymerized maleic
anhydride using a on/off ratio
of 1/40, b on/off ratio of
10/40, and c 40 W continuous
wave. Reproduced from
previous work with
permission from Ref. [155]

11 Plasma Polymerization: Electronics and Biomedical Application 619



films, indicating very high degrees of polymerization as well as disappearance of
the =C–H vibration at (3088 cm−1), as illustrated in Fig. 11.6 [156]. This proved
that the fabricated polymers are structurally dissimilar to their monomer and highly
cross-linked, where the loss of original functional groups and the degree of
cross-linking increased with deposition power.

It has been reported that the irregularity of the chemical structure of the plasma
polymer may improve chemical and mechanical characteristics of the film,
including its resistance against oxidation, aging, and shrinking. Yet, the regularity
of plasma polymers can be improved using pulsed plasma polymerization [157].
Moreover, it has been found that the use of high power in pulsed-PECVD technique
has led to more efficient plasma chemistry, where a higher amount of the precursor
molecules are utilized for the thin film deposition [158].

The influence of pulsed discharge may be related to the association between
deposition pressure parameter and deposition rate [159]. Also it has been found that
the effect of the pulse is varied for different monomer structures conditional to
whether or not they include an olefinic double bond and/or a triple bond.
Specifically, in monomers containing these bonds additional polymerization
mechanism may take place during the off-period of the pulsed discharge.
Furthermore, the concentration and lifetime of free radicals generated from these
monomers will be significantly different to monomers that do not contain these
chemical functionalities [160, 161].

Fig. 11.6 FTIR spectra (% transmittance vs. wavenumber, cm−1) for c-terpinene monomer and
pp–GT thin film. Reproduced from previous work with permission from Ref. [156]
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11.3.4 Surface Properties

The surface of plasma-polymerized films can be functionalized by changing the
growth conditions as well as the chemistry of the monomer. The selected monomer
is an important factor in the overall surface properties, providing the chemical
composition and the amount of free radicals. Yasuda reported that the surface
energies of plasma polymers of hydrocarbons are usually higher than those of
common hydrocarbon polymers because of the existence of oxygen-containing
groups, such as carbonyl, that are incorporated onto the formed surface by inter-
action of free radicals with atmospheric O2 [150]. Siow et al. indicated that plasma
polymer surfaces that contain amide groups show good ability to support cell
colonization for bio-interface applications [162]. It is well known that surfaces rich
in non-polar groups (e.g., –CHx, with x = 1–3) have low surface energies and, thus,
are hydrophobic, while surfaces with a high density of polar groups (e.g., –OH or
–C=O) are characterized by high surface energies and are hydrophilic [156]. The
degree of hydrophobicity (water repelling) and degree of hydrophilicity (water
loving) are determined from the contact angle that forms between the surface and
the liquid drop. If the drop spreads forming a contact angle of less than 90°, the
surface is considered hydrophilic, whereas if the contact angle is more than 90° the
surface is hydrophobic. Chemical functionalities and the surface features in range of
0.5–1 nm effects the contact angle measurements [163, 164]. Moreover Sung et al.
investigated plasma-polymerized allylamine films and demonstrated that with
increasing input power, the surface free energy decreases and the contact angle
increases; therefore, the hydrophobicity of the films increased [148]. Jacob and his
colleagues studied different plasma polymer films fabricated from lavender oil,
linalyl acetate, linalool acetate, terpene-4-ol, and cis-b-ocimene and found that
water contact angle values ranged from 68.5° to 94.1°. This indicates that the
polymers ranged from hydrophilic to mildly hydrophobic. The contact angle data
demonstrated that the polymer thin films were stable while in contact with water
[98]. Super hydrophobic surfaces are reported to be less prone to colonization by
microorganisms compared to macroscopically and microscopically rough surfaces,
where higher surface area provides extra attachment points for microorganisms to
stick. Polyterpenol antibacterial coatings fabricated by PECVD process has
demonstrated a significant decrease in the pathogen adhesion as the substrate
average surface roughness (Ra) reduced from approximately 0.4 to 0.25 nm [165].

The atomic force microscopy (AFM) is commonly used to determine film
topography at micro- and nanoscales. AFM uses a mechanical probe to magnify
surface features up to 100,000,000 times, and it produces 3-D images of the surface.
AFM images of PECVD-deposited silicon dioxide films on silicon substrate using
tetraethylorthosilicate as silicon source showed that increase in the argon flow
corresponds to an increase in the roughness of the silicon surface due to the
additional bombardment of species present in the plasma; additionally, structural
defects appear on the surface [166]. Bazaka et al. [111] fabricated pp-terpene-4-ol
films and used AFM to demonstrate that the polymerized films were smooth and
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free of defects, suggesting that polymerization process occurred predominantly on
the surface of the substrate (glass) rather than in the gas phase. Ianova et al. [167]
demonstrated that P. aeruginosa and S. aureus cells attached to surfaces containing
regularly spaced pits of 1 and 2 µm in size but not to surfaces containing irregularly
spaced pits of 0.2 and 0.5 µm. Figure 11.7 shows AFM images of several plasma
polymer thin films fabricated from essential oils for electronic and biomedical
applications. The roughness of most of these thin film surfaces was found to be less
than 1 nm except for cis- b-ocimene which has roughness of 14.2 nm [98].

11.4 Plasma Polymer Thin Films for Electronic
Applications

Nano-engineering of organic polymers on various substrates is the crucial part of
organic electronics. It essentially requires an efficient technique to fabricate polymer
thin films having desired properties on various substrates. Foreseeing the huge
demand and potential applications, efforts are being made not only to develop
materials with well-defined properties but also to get efficient synthesis methods
that can be easily scaled-up for large-scale production. A large number of articles
were published on the synthesis of polymer thin films through solution processing
techniques [168–170]. Though solution-based processing of polymer thin films is

Fig. 11.7 AFM images of polymer thin film fabricated from various essential oil precursor:
a cis-b-ocimene, b linalool, c linalyl acetate, d terpene-4-ol. Reproduced from previous work with
permission from Ref. [98]
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widely accepted, the unwanted reactions of the solvents with already existing
layers, inability to pattern the device and scalability still remain as major hurdles
[171]. In this context, plasma polymerization gained much attention for fabricating
polymer thin films. The major advantages of plasma polymerization which makes it
excellent fabrication tool in electronics are

• Highly cross-linked and pinhole-free polymer thin films having excellent
chemical, mechanical, and thermal properties.

• Excellent control over physicochemical properties.
• Low-temperature processing and compatibility with microelectronic packaging.
• Susceptible to almost all organic precursors and conductive, dielectric and

insulating substrates.
• Single step, solvent free, less toxic and large area production.

Modern microelectronics is heavily dependent to the semiconductor technology.
It is anticipated that the present technology will reach its fundamental limit in
miniaturization very soon due to the ever increasing number of components
incorporated into a single processor [172]. Also, concerns are growing due to the
large consumption of energy during the production stage (embodied energy),
inability to cope with flexible applications and material scarcity [173]. The search
for an effective substitute technology paved the way to so-called organic elec-
tronics, based on the conjugated polymers and small molecules. The organic
electronics mainly rely on polymers having excellent conducting, semiconducting,
and insulating properties. The field of organic electronics has made its entry into the
research during 1977 when Shirikawa et al. [174] synthesized electrically con-
ducting polyacetylene polymers. Since then, immense amount of research has been
carried out in exploring electronic properties of various types of organic polymers
and specific applications that incorporate these materials. Major applications for
organic polymer thin films include organic thin film transistors (OTFTs), organic
photovoltaics (OPV), organic light emitting diodes (OLEDs), sensors and large area
displays [175–177].

11.4.1 Various Roles of Plasma-Deposited Thin Films
in Thin Film Transistor (TFT) Technology

Thin film transistors (TFTs) gained considerable research impetus in the area of
flexible electronics [178]. TFTs became the essential component of various devices
such as flat panel displays, smart cards, electronic paper, radio frequency identifi-
cation (RFID) tags, etc. [179, 180]. A typical TFT design contains an active
semiconducting layer, a dielectric layer and metal contacts (source, gate, and drain).
Figure 11.8 shows the schematic diagram of a flexible thin film transistor. In a TFT
device structure, the semiconducting layer is separated from the gate metal contact
by a gate insulating layer. The basic principle behind the functioning of a TFT is
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that, by applying a sufficient gate voltage the charge density of the semiconducting
layer can be altered, which leads to the control of the current flowing through the
transistor [181]. There are four different ways of arranging layers within a TFT
device structure. They are (i) bottom-gate (inverted) staggered TFT, (ii) bottom-gate
(inverted) coplanar TFT, (iii) top-gate staggered TFT, and (iv) top-gate coplanar
TFTs [182]. It is worth noting that, the selection of metal contact, gate dielectric
material and organic semiconducting layer critically affects the performance of
TFTs [183, 184]. Hence, considerable amount of research has been carried out in
developing novel materials having better properties to meet the existing demand.

11.4.1.1 Plasma Polymer Thin Films as Gate Dielectric Material

The choice of the gate dielectric material has a significant influence on the per-
formance of TFTs [185]. Mainly, the dielectric constant and the thickness of the
gate dielectric layer determine the device operating voltage, whereas the quality of
the interface with the semiconducting layer regulates the filed mobility [186].
Hence, an ideal gate dielectric material should have good insulating properties,
smooth morphology, and easy processing conditions. Polymer thin films are
excellent choice to serve as the gate dielectric material in TFTs. Unlike the con-
ventional inorganic gate dielectrics like silicon dioxide, silicon nitride, aluminum
oxide, etc., polymer gate dielectrics have the advantage of better interface char-
acteristics as well as easy integration into the device architecture [187].

Plasma polymerization is a very useful technique to create ultra-thin films with
excellent control over the process and the properties. Hence, thin films having
various thicknesses (ranging from few nanometers to micrometers) and diverse
dielectric constant can be easily fabricated using this technique. To illustrate, Senda
et al. [188] reported the fabrication of ultra-thin (2–10 nm) plasma-polymerized
hydrocarbon films with consistent properties suited for various electronic applica-
tions. A number of reports have also been published on the dielectric properties of
plasma-polymerized hexamethyldisilazane, fluorocarbons, polyaniline, organic and
organosilicon polymer thin films [189–192]. It is worth mentioning that,
pp-hexamethyldisilazane fabricated through microwave discharge exhibited
dielectric breakdown strength of 12.5 � 108 MV/cm comparable with that of

Fig. 11.8 Schematic of TFT
(flexible) in bottom-gate
staggered configuration.
Reproduced from previous
work with permission from
Ref. [275]
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inorganic SiO2 dielectric material [193]. Even though the dielectric constant values
of polymer thin film dielectrics are generally lower compared to the inorganic
dielectrics, former have the advantage of flexibility and suit the niche foldable
applications.

A novel approach for realizing high-k dielectric polymer thin films was estab-
lished by Bhattacharryya et al. [194] through successive plasma polymerization of
vinyl acetic acid and allylamine. At 1 MHz, a dielectric constant of 5.7–6.2 was
measured for the prepared polymer thin film samples. The high dielectric constant
obtained here is attributed to the unique layered structure of the polymer film
incorporating polar –COO− and –NH3+ groups. Followed by this work, Yoon et al.
[195] reported the performance of a TFT fabricated with a multistack gate dielectric
layer material. In this study, a 10-layer polymer film of thickness of 60 nm has been
made from allylamine and vinyl acetic acid monomers using pulsed radio frequency
plasma polymerization. The multilayered dielectric possessed a relatively high
dielectric constant of 4.4 and the TFT tested exhibited a low-voltage operation and
moderate field effect mobility of 3 � 10−2 cm2/Vs. Furthermore, the gate dielectric
showed a breakdown field larger than 4 MV/cm and leakage current density of
7.34 � 10−6 A/cm2. Another work reported the fabrication of very high permit-
tivity gate dielectrics from dichlorotetramethyldisiloxane (DCTMDS) monomer
[196]. The measured dielectric constant was found to be*7–10 and was associated
with the high polarizability of DCTMDS monomer. The authors also tested a poly
(3-hexathiophene) FET using a 85 nm pp-DCTMDS as gate dielectric material. It
was observed that, the high dielectric constant of the gate material facilitated a high
gate capacitance, which reduced the device operating voltage [197]. Lim et al. [198]
reported the fabrication as well as the gate dielectric performance of
plasma-polymerized methylmethacrylate (pp-MMA) thin films (Fig. 11.9). One
interesting observation is that pp-MMA showed a higher dielectric constant than
that of the conventionally processed polymethylmethacrylate film. In this study, a
dielectric constant of 3.86 was obtained for pp-MMA thin films whereas a dielectric
constant of 2.5–2.9 is reported for conventional films [199]. Interestingly, a 100 nm
thick pp-MMA film shows good dielectric strength and minimum leakage current
density of the order of 10−8 A/cm2. On the other hand, the conventionally pro-
cessed PMMA layers exhibit much higher leakage current density, greater than
10−4 A/cm2 [199]. Figure 11.9d, e compares the J-E characteristics of
plasma-polymerized and conventionally processed PMMA films. The improved
performance of pp-MMA is ascribed to the highly cross-linked and pinhole-free
nature of pp-MMA. This study also evaluated the behavior of pp-MMA dielectric in
an AU/pentacene/pp-MMA/ITO OTFT device. The device showed a field effect
mobility of 0.08 ± 0.02 cm2/Vs, lower threshold voltage −3±0.15 V and an on/off
current ratio of 1.0 � 104.
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11.4.1.2 Hybrid Gate Dielectric Thin Films

Organic–inorganic hybrid materials constitute an important class of materials used
in TFTs as gate dielectrics. Hybrid films deposited from a mixture of hexam-
ethyldisiloxane (HDMSO) and O2 gained considerable research interest as gate
dielectrics. Noteworthy is that film properties of the hybrid film can be easily varied
from an organic to inorganic SiO2 nature by precisely controlling the stoichiometry
of the reactant gas mixture [200–202]. Han et al. [203] introduced the use of
plasma-deposited hybrid film developed from HDMSO/O2 mixture as a new gate
dielectric material for amorphous silicon (a-Si:H) thin film transistor. The hybrid
film exhibited a dielectric constant of 4 and the thin film transistor demonstrated a
high field mobility of 2 and 0.1 cm2/Vs for electrons and holes respectively.
Another work by the same authors realized ultra-flexible a-Si:H thin film transistor
by replacing both silicon nitride barrier layer and gate dielectric layer by
plasma-deposited silicon dioxide-silicon hybrid polymer material. In this study, the
transistor showed a bending down to 0.5 mm radius in tension and down to 1 mm
radius in compression, with potential applications in pull-out display screen.
A remarkable 10-fold increase in maximum tensile strength ecritical is recorded for

Fig. 11.9 a SEM image of the ITO/pp-MMA/pentacene/Au TFT device taken from one side.
b Drain current-drain voltage characteristics of TFT (ITO/pp-MMA/pentacene/Au) with
plasma-polymerized methylmethacrylate gate dielectric film. c Transfer characteristics (drain
current Vs gate voltage) for the same. Reproduced with permission from [198]. d and e compares
the J-E characteristics plasma-polymerized and conventionally processed PMMA films. The
PP-MMA films exhibited good dielectric strength as well as minimum leakage current compared to
the conventional films. Reproduced from previous work with permission from Ref. [198, 199]
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hybrid TFTs (5%) compared to the conventional SiNx TFTs [204]. The study
conducted by Han and coworkers [205] observed that the hybrid dielectric (Si–
SiO2) film have enhanced the performance of a-Si:H thin film transistor to the level
needed for AM-OLED pixel circuits. The study revealed a reasonably good electron
mobility of 1.5 cm2/Vs and on-off current ratio of 107. Also, compared to the
conventional a-SiH/silicon nitride transistor, the threshold voltage was found to
reduce by one-half (Figure 11.10).

11.4.1.3 Plasma Polymer Buffer Layers for Conventional Inorganic
Dielectric Films

The field effect mobility of the TFT is highly dependent to the dielectric semicon-
ducting interface behavior [206, 207]. In order to have high field mobility, the
dielectric layer should form a good interface with the semiconducting layer. Yildirim
et al. [208] reported the effect of gate dielectric interface on the performance TFT
using various dielectric materials. Though inorganic materials have better dielectric
properties than organic polymers, they generally suffer from poor interface with
semiconducting channel [209]. However, the interface characteristics of inorganic
dielectrics can be tailored by modifying the surface features through employing a
buffer layer. Tang et al. [210] used plasma-polymerized fluorocarbon film as coating

Fig. 11.10 Transfer
characteristics of ultra-flexible
a-Si:H thin film transistors
using hybrid gate dielectric
layer. Drain current (ID) and
gate leakage current (IGS)
showed consistent behaviors
with and without a tensile
strain and b compressive
strain. Reproduced with the
permission from Ref. [204]
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layer for SiO2 dielectric layer in a pentacene organic transistor. Interestingly, the
dielectric surface modification enhanced the field effect mobility from 0.015 to
0.22 cm2/Vs and also reduced the threshold voltage from −14 to −9.9 V.
A comparison between drain current and drain voltage for both configurations is
depicted in Fig. 11.11. The improvement in transistor performance is mainly
attributed to improvement in interface characteristics (manipulation of electronic
structure at the SiO2/pentacene interface) provided by the pp–CFx coating. Also, the
hydrophilic nature of pp–CFx film prevents the moisture absorption, which is con-
sidered an additional advantage. Another advantage of plasma polymerization is its
compatibility to wide range of precursor materials. There are published studies on
the fabrication of polymer thin films from natural precursor sources through plasma
polymerization [125, 211, 212]. Synthesis of a non-synthetic polymer dielectric
having relatively good dielectric constant was reported by Jacob et al. [213].
Using RF plasma polymerization, the authors were able to synthesize polymer thin
films from a natural precursor, terpene-4-ol. The films exhibited a dielectric constant
of 3.4. In addition, the film was implemented as a gate modifying layer in
pentacene/SiO2 TFT. The OFET device performance with polyterpenol gate modi-
fying layer showed a significant reduction in threshold voltage from +20 to −3 V
and an improvement in switching property from 104 to 107.

Fig. 11.11 ID Vs VD

characteristics of pentacene
transistors at various gate
voltages having a SiO2

dielectric layer, b SiO2

dielectric layer coated with
pp-CFx polymer layer. The
device with CFx layer showed
a larger drain current, higher
saturation current and a
10-fold increase in the
mobility compared to
transistor with bare SiO2

Reproduced from previous
work with permission from
Ref. [210]
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11.4.2 Plasma Polymers for Organic Light Emitting Diodes
(OLEDs) Applications

Organic light emitting diodes (OLEDs) have received significant attention in large
area flexible displays. A typical OLED has a single or multilayered structure
composed of an anode electrode, a hole injection layer (HIL), a hole transport layer
(HTL), an electron transport (ETL) layer, an emitting layer, and a cathode electrode
[214]. A schematic of OLED structure is shown in Fig. 11.12. It is reported that the
difference in the electron mobility and hole mobility in ETL and HTL is a major
problem in OLEDs and leads to lower efficiency [215]. One of the approaches to
circumvent the issue is to improve the charge injection efficiency at the
anode/organic layer interface by modifying the electrostatic condition, for instance,
through the introduction of a buffer layer. However, selection of the buffer layer is
very important since any defects/impurities in the layer, a mismatch or poor
interlayer adhesion will adversely affect the device performance. It is noted that
plasma polymers are one of the best suited material choices to tune the surface
characteristics of electrodes to enhance the charge injection in OLEDs [215–217].
Hung et al. [218] studied the effect of anode modification of OLEDs using
plasma-polymerized CHF3 films. The authors observed that OLEDs with modified
anode exhibited enhanced hole injection as well as operational stability compared to
unmodified devices. Tang et al. [216] reported an improvement in the hole injection
and operational stability of OLEDs where the anode was coated with
plasma-polymerized fluorocarbon (CFx) films. The improved hole injection could
be attributed to the reduction in the barrier height (energy difference between
EHOMO of the hole transporting layer and Fermi level (EF) of the anode) and better
energy level alignment between anode/organic interface facilitated by the polar CFx
layer. The ultraviolet photo emission spectroscopy (UPS) measurement revealed
that the introduction of fluorocarbon films has substantially reduced the barrier
potential to 0.56 eV (Fig. 11.13), which boosted the hole injection. The J–V
measurements performed on Au/CFx/NPB/Alq3/MgAg devices revealed that the
current density drastically increased from 0.35 to 94 mA/cm2 when the interface
CFx layer was incorporated. It is also observed that the presence of CFx layer
protects the anode from atmospheric moisture and provide high operational sta-
bility. Hence CFx layer coated ITO anode characterized with good operational
stability by avoiding reduced luminosity decay of less than 5% (duration 300 h).

Park et al. [217] has achieved improved hole injection efficiency for
ITO/ppTh/TPD/Alq3/Al OLED device by modifying the O2-plasma-treated indium
tin oxide (ITO) anode using RF plasma-polymerized polythiophene (ppTH). The
introduction of ppTH buffer layer provided a better interface between anode and the
hole transporting layer (TPD), reduced the hole mobility and thereby improved the
electron–hole recombination in the emitting layer. On comparing the luminosity
characteristics, the device incorporated with ppTH buffer layer exhibited brightness
higher than 4600 cd/m2. On the other hand, the device without the ppTH layer
showed a decreased brightness of 3400 cd/m2. Another work illustrates that
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incorporation of plasma-polymerized methyl methacrylate (pp-MMA) layer into
OLEDs (ITO/pp-MMA/TPD/Alq3/Al) resulted in a lower turn-off voltage and very
high luminescence of 6800 cd/m2. Furthermore, the pp-MMA-modified anode was
found to be smooth, with lower surface roughness (*1.6 nm) and good adhesion to
the electrode [215]. All these reports confirm the ability of plasma polymers to
serve as an excellent anode coating in OLEDs (Fig. 11.14).

Fig. 11.12 Schematic of a multilayered OLED. Reproduced from previous work with permission
from Ref. [214]

Fig. 11.13 Schematic energy diagram of the interface derived from UPS spectra a Au/NPB/Alq3/
MgAg with Au anode and b Au anode surface modified with 0.3 nm pp-CFx thin film. The former
exhibits a very high barrier height of 1.35 eV which virtually block the hole injection whereas the
latter exhibited a significantly lower barrier height of 0.48 eV, enabled by the pp-CFx interface
and therefore resulted in considerable improvement in OLED performance (as equal as that of
surface treated ITO anode). Reproduced from previous work with the permission from Ref. [216]
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11.4.3 Plasma Deposited Films for Device Encapsulation

One of the greatest challenges faced by organic electronics is the poor stability of
the devices due to absorption of water from the ambient atmosphere [219]. The
moisture/oxygen can degrade the polymer layers and the metal contacts thereby
significantly affecting the device efficiency as well as the lifetime. In order to
prevent the moisture/oxygen permeation, the device needs to be encapsulated with
suitable barrier coatings. The most commonly used encapsulation methods are
(i) encapsulation through glass lid or metal coating, (ii) barrier coated flexible lids,
and (iii) thin films barrier coatings [220]. The two major parameters taken into
consideration when judging the barrier performance of an encapsulating layer are
the water vapor transmission rate (WVTR) and oxygen transfer rate (OTR) [221].
Organic electronic devices generally demand a very low WVTR (*10−6 gm−2

day−1) and OTR (*10−3 cm3 m−2 day−1) [222]. The barrier coating should also be
flexible and transparent, and be deposited using low-temperature, simple processes.

PECVD is highly efficient in realizing highly uniform and large area films with
excellent barrier properties. Plasma polymers can either act as barrier layers by

Fig. 11.14 a and b Represents 3 � 3 µm 3-D AFM image of bare ITO anode surface and the
surface of ITO anode coated with pp-MMA buffer layer. The pp-MMA layer forms a smooth
pinhole-free buffer layer and hence provides a significantly better interface with hole transporting
layer. c and d Depicts the performance evaluation of OLEDs with bare ITO, O3 plasma-treated
ITO, and O3 plasma-treated ITO coated wtih PP-MMA layer. Incorporation of pp-MMA layer
improved the L-V and L-J characteristics of the device considerably. Reproduced with the
permission from [215]. e Displays the operational stability of OLED employing a pp-CFx buffer
layer. Reproduced from previous work with permission from Ref. [216]
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themselves or perform as interlayers in a multilayer barrier coating structure [223,
224] (Fig. 11.15a). Li et al. [223] reported the environmental stability of a solar cell
encapsulated with single layer of plasma-derived hybrid barrier layer and compared
it with that of an uncoated device. Noteworthy is that the former demonstrated no
decline in efficiency for 3000 h when exposed to air whereas the latter showed a
drastic reduction in efficiency. Here, the barrier layer is created from
hexadimethylsiloxane (HDMSO)/O2 mixture and showed transmittance � 90%
together with a low WVTR of 3.6 � 10−6 gm−2 day−1. Another work by Mandlik
et al. [225] reported an improvement in the OLED lifetime (3000 h) when coated
with hybrid barrier film created through RF-PECVD of HDMSO and O2 mixtures.
Thus fabricated SiO2-like hybrid film (80% SiO2 and 20% pp-HDSMO) showed
better micro hardness compared to thermally grown SiO2 of the same thickness.
Plasma-deposited silicon nitride (SiNx) and oxide coatings are also extensively
studied for barrier coating applications [226–229]. Recently, Qit et al. [230]
reported the shelf-life improvement of solar cells covered with plasma-deposited
SiOx layers. The study used transparent polyethyleneterephtalate (125 µm) coated
with SiOx layer as barrier coatings for an inverted solar cell (ITO/Al2O3/P3HT:
PCBM/MoO3/Ag). In this study, PET + SiOx combination exhibited a WVTR of
1.1 � 10−3 gm−2 day−1 and OTR less than 0.05 cm3 m−2 day−1. Furthermore, the
encapsulation has improved the shelf-life of the device to 500 h with 50% retained
efficiency.

In order to cope with the flexible electronic applications, the encapsulating layers
should be as flexible as possible. Even though metal oxide thin films such as Al2O3,
ZrO2, and TiO2 are superior over polymer films in terms of barrier performance,
they are highly brittle in nature [231]. However, multilayer structures composed of
alternating organic–inorganic layers were shown to have excellent flexibility and
barrier properties [15, 224]. Lee et al. [224] reported an excellent retention of
WVTR properties of an oxide multilayer permeation barrier PET/Al2O3/SiOx

(x = 1.8). The barrier layer was fabricated by successively depositing Al2O3

(Atomic Layer Deposition, ALD) and SiOx (PECVD) on PET substrate.
The WVTR of PET/Al2O3 (90 nm)/SiOx (10 nm) was measured to be less than
5 � 10−3 gm−2 day−1 after 1000 bending cycles at 35 mm bending radius.
A recent work by Seo et al. [15] reported an extremely bendable multistack
encapsulating layer composed of Al2O3 and plasma-polymerized hexane interlay-
ers. The authors could fabricate the multilayer structure within the same chamber
using trimethyl aluminum and hexane as the precursor source for ALD and
PECVD, respectively. The performance evaluation of the OLED device before and
after encapsulation revealed that the coating process did not alter the device
properties (Fig. 11.16a). It is observed that bending property increased with number
of layers and moisture absorption rate decreased with increasing the number of
interlayers. In addition, the multilayer barrier with 200 periodic structures showed a
WVTR of *10−4 gm−2 day−1 initially and change was less than 20% even after
10,000 times of bending.
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11.5 Plasma Polymer Thin Films for Biomedical
Applications

Materials employed within the biomedical field are subjected to a significant
number of design constraints. From an operational perspective they must exhibit
specific mechanical, biocompatibility, and degradation characteristics. These
properties must be further overlaid with economical and process related consider-
ations extending to their reproducibility, ease of manufacturing, and scalability. It is
common to employ a two-step process in order to fabricate biomedical materials or
devices that can satisfy all of these criteria.

First, a bulk material is selected for its mechanical properties (elasticity, strength,
density, and so on). This material is then subject to a surface treatment procedure,

Fig. 11.15 a Average active pixel area versus duration of accelerated storage for top emitting
OLEDs (TOLED) and bottom emitting OLEDs (BOLEDs) coated with plasma-derived hybrid
coatings. The devices exhibited a lifetime up to 7500 h (TOLEDs) and 4500 h (BOLEDs), far
higher than the industrial requirement of 1000 h. Reproduced with permission from Ref. [225].
J–V curves of solar cells under ambient environment b un-encapsulated c encapsulated
(plasma-deposited SiOx layer). The former showed a drastic reduction in the conversion efficiency
(2.62–0.74%) within 32 h of storage time whereas the latter has improved the shelf-life of the
device to 500 h with 50% retained efficiency. Reproduced from previous work with permission
from Ref. [230]
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either directly or via thin film deposition, in order to present a surface with the
appropriate chemical and morphological features needed to interact with the
external biological environment. Desirable responses often include minimal
immunogenic reactions, and the elicitation of specific cellular responses (e.g.,
adhesion, proliferation, and differentiation). This surface modification process
should induce no variations in the mechanical properties of the underlying bulk
material.

Cold plasmas have been applied to the biomedical field to accomplish three
particular objectives, namely: the sterilization of surfaces, the direct treatment of
tissue and cells, and the fabrication of surfaces with specific chemical and mor-
phological properties. This final objective can be accomplished either vie direct
plasma treatment of the surface, or by the deposition of a plasma polymer thin film.

Regardless of the specific biomedical application under consideration, plasma
polymer thin films demonstrate a number of properties that serve to enhance their
biomedical utility. To begin with, the physicochemical properties of the thin films
can be tuned by controlled variation in any number of process parameters, such as
monomeric precursor species, deposition time, applied power, species of carrier
gas, and so on. The fabrication of pinhole-free films with strong adhesion to con-
formationally irregular substrata (a generic characteristic of plasma polymers) also
enhances their suitability for biomedical applications. These films also tend to be
chemically stable and physically durable [232].

There exists a persistent need for the development of surface-fabrication tech-
nologies that can keep pace with the inherent adaptability of medically relevant
pathogens, and enable the future development of new biomedical devices. The
remainder of this subsection addresses the dominant fields in which plasma poly-
mers are presently being studied for their capacity to satisfy this need in the
biomedical domain.

Fig. 11.16 a Comparison of the OLED performance coated with multilayer barrier coatings. The
resemblance in the behavior confirms that the encapsulation process does not degrade the OLEDs.
b The reduction of moisture barrier property after 10,000 cycles of bending with various bending
radii. Samples with more dyads (20 and 200) tend to keep the barrier property even with a bending
radius of 5 mm. Reproduced from previous work with permission from Ref. [15]
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11.5.1 Drug Encapsulation and Controlled Release

Pharmaceutical drugs are subject to a number of constraints relating to both their
own unique chemistry, and the biological environment in which they operate. These
factors may cause the drug to be rapidly metabolized and subsequently eliminated
from the organism, imposing the need for repeated administration (coupled with a
consummate increase in treatment cost).

By matching the rate of drug release to the rate of drug elimination, the efficacy
of the drug can be enhanced, while simultaneously minimizing the corresponding
impact of harmful side effects. Furthermore, maintaining the drug’s concentration
within its corresponding therapeutic window can also lead to a reduction in the
frequency of drug administration, leading to increased consumer convenience and
compliance with administration schedules [233].

Technologies employed to control the release rate of pharmaceutical products
can be discriminated into two broad camps; those which seek to control the tem-
poral rate of drug release, and those which work to control the spatial distribution of
drug release. In the first instance the objective is to either provide a consistent rate
of drug release, or to ensure that the drug release is subject to a delay of precise
duration.

Controlled drug release can be achieved via three approaches, including: delayed
drug dissolution, diffusion control, and controlled drug solution flow [234]. The
first of these approached, delayed drug dissolution, typically takes the form of
encapsulating the drug in a biodegradable layer (or layers), and has been achieved
using a variety of techniques. The temporal control of drug release can be achieved
via three approaches, including: delayed drug dissolution, diffusion control, and
controlled drug solution flow [234]. The first of these approaches, delayed drug
dissolution, typically takes the form of encapsulating the drug in a biodegradable
layer (or layers), and has been achieved using a variety of techniques that typically
center around the application of a polymeric coating, for which plasma polymer-
ization is particularly well suited to. Because the films in plasma polymerization
method can be applied in a single low-temperature and solvent-less step the
chemical properties of the bulk drug material are not subjected to incidental
modification. Furthermore, films of precise thickness can be fabricated by simple
regulation of the deposition time, and the extent of cross-linking can be easily
controlled by variation of the applied power. The implication being that the film
thickness and cross-linking can be modified to control the duration of its
biodegradation and subsequent release of drug payload.

Complete encapsulation of drug particles has been accomplished by the uti-
lization of rotating plasma reactor vessels, the tumbling motion of which ensures
uniform conformational coverage of the particles with the plasma polymers. These
systems also often employ pulsed mode deposition at low power to minimize UV
photon-induced photochemical dissociation of the drug molecules. Using these
techniques, the first application of a plasma polymer using allyl alcohol precursor
was deposited on acetylsalicyclic acid (aspirin) in 2004 [235]. The release profiles
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of these polyallylalcohol coated aspirin crystals in pH 1 HCl solution (to simulate
gastric fluid) are presented in Fig. 11.17 for differing deposition conditions. These
findings indicated that the drug release rate can be reduced by increasing the
deposition power (increasing polymer cross-linking and impermeability), time
(thicker films), and duty cycle (again, increased cross-linking).

In addition to applying plasma polymers to discrete drug particles, plasma
polymerization may also be employed to encapsulate comparatively larger surfaces
(such as those of an indwelling implant) to which a pharmaceutical product has
previously been applied. This approach often utilizes a layered technique, with the
underlying substrate first receiving a plasma polymer coating that is primarily
tasked with enhancing the adhesion of the drug to the device. Following the
application of the pharmaceutical product, a final plasma polymer layer is deposited
to control the rate of drug release [236–238].

Beyond controlled drug dissolution, it has been shown that plasma polymers can
effect drug diffusion control by taking advantage of their preferential adherence to
the rims of pores (with comparatively small amounts of the polymer penetrating
into the interior of the pore). This opens up the possibly of using plasma polymers
to either constrict the diameter of pore rims, or to effect complete encapsulation of
drug-loaded porous devices. This dry approach to drug encapsulation is particularly
attractive because it guarantees that there will be no elution of the drug payload

Fig. 11.17 Time-dependent
release rate of plasma
polymer coated aspirin
crystals for coatings produced
under varying a peak power,
b deposition time, and
c plasma duty cycle.
Reproduced from previous
work with permission from
Ref. [276]
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during the encapsulation process, and its efficacy has been demonstrated on a
number of porous media such as alumina, titania, and silicon as shown in Fig. 11.18
[239, 240].

11.5.2 Antibacterial Coatings

Hundreds of millions of patients in both developing and developed countries are
affected by nosocomial (i.e., in-hospital acquired) infections each year, resulting in
hundreds of thousands of deaths. A portion of these infections are related to the use
of invasive devices and implants, which also harbor the potential to increase patient
distress and impose economic penalties on both the patient and their extended
network (including their family, employer, and the health system) [241].

While synthetic antibiotics have been utilized as the go-to method for controlling
bacterial infections, their use is subject to a number of limitation. For example,
antibiotics often exhibit an action that is specific to a particular type of bacteria.
Furthermore, certain bacteria are resistant to the action of antibiotics (or produce a
biofilm that effectively grants resistance), and many bacteria are strenuously
developing antibiotic resistances [242].

The development of antibacterial films that are resistant to the adhesion, pro-
liferation, and eventual spread of bacteria represents one of the most promising
methods for curtailing the pervasiveness of bacterial infections. The antibacterial
actions of these films are often achieved by careful selection of their surface
chemistry and nanoscale structures, and/or by the incorporation of antibacterial
agents (e.g., silver nanoparticles) into their structure. These films have been pro-
duced using plasma polymerization where the cold plasma environment utilized in
the polymerization process has the added benefit of being a rich source of ions,
electrons, UV photons, and other reactive species. The presence of these species

Fig. 11.18 SEM images of
a pristine anodic alumina
oxide, and anodic alumina
oxide modified with
allylamine plasma polymer
with deposition times of
b 50 s, c 120 s; and d 200 s.
Insert scale bar = 200 nm.
Reproduced from previous
work with permission from
Ref. [277]
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imbues the process with an inherent capacity for destroying spores, bacteria, and
biomolecules, rendering the underlying substrate and final film surface sterile [243,
244].

11.5.2.1 Antibacterial Coatings—Surface Functionalization

The ultimate fate of an indwelling implant (i.e., whether it is ultimately accepted or
rejected by the host) is strongly dependent upon early interactions between the
device’s surface and its surrounding biological medium. Specifically, the adhesion
and subsequent colonization of the surface is a competitive process between host
cells (e.g., fibroblasts, endothelial cells, etc.) and microorganisms. This competitive
process is itself a function of the status and composition of the conditioning film of
extracellular matrix (ECM) proteins that coat the surface shortly after implantation.

Functional groups present on the surface of a biomaterial influence its
hydrophobicity and surface free energy. These factors, coupled with the presence of
functional groups, serve to control the adhesion of various biologically relevant
proteins. These proteins, in turn, mediate the adhesion (or repulsion) of mammalian
and pathogenic cells. Plasma polymerization may be employed in the fabrication of
functionalized coatings that serve as attachment sites for biocidal or bacteriostatic
molecules (such as collagen, fibronectin, and ARg-Gly-ASP) that serve to regulate
cell-surface interactions [245].

One example of developing surfaces for enhanced endothelialisation, (i.e., for-
mation of endothelial tissues) involves the utilization of fibronectin functionalized
plasma-polymerized acrylic acid films [246]. In this instance, covalent immobi-
lization of fibronectin (an adhesion promoting protein) to carboxyl groups present
within the plasma polymer has been successfully demonstrated. The utility of this
development was shown in the enhanced adhesion and proliferation of human
umbilical vein endothelial cells (HUVECs) to the treated surface as shown in
Fig. 11.19. This specific example demonstrates the promotion of HUVEC adhesion
and proliferation on the plasma-polymerized surface relative to the stainless steel
control. This, coupled with the increased elongation and coverage of the cells in
question highlights the potential for utilizing approaches such as this for the
development of plasma polymerization surface modification for the fabrication of
vascular devices, where the enhanced endothelialisation may inhibit the onset of
thrombosis and restenosis [247].

In addition to promoting the adhesion of desirable mammalian cells, plasma
polymerization can also be used to introduce surface functionalities that serve to
inhibit the attachment of bacterial cells. Non-synthetic antibacterial precursors such
as monoterpene alcohols have also been used, and have been shown to inhibit the
adhesion of pathogens such as the biomedically relevant Pseudomonas aeruginosa
as shown in Fig. 11.20. It is interesting to note here that minimal bacterial adhesion
and proliferation is achieved for the film fabricated at the lowest applied power.
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This is a property common to many plasma polymers, and can be attributed to the
increased incorporation of the precursor monomer (either via physisorption or an
inherently decreased extent of monomer fragmentation) and its antibacterial func-
tionalities. For this reason, functionalized antibacterial plasma polymers are typi-
cally fabricated utilizing low applied power or pulsed plasma approaches, both of
which tend to lead to an increase in the retention of whole (or minimally frag-
mented) monomeric units. Plasma polymers may also been employed to indirectly
inhibit bacterial adhesion by covalently immobilizing various antimicrobial pep-
tides such as nisin, Trp11, LL37, and 4 K-C16 to epoxide and aldehyde surface
functionalities [248, 249].

Fig. 11.19 HUVEC cells seeded on stainless steel (SS), and thermal treated plasma-polymerized
acrylic acid pretreated with immersion in a 100 µg/mL fibronectin biomolecule solution
(TH-PPAA-Fn100) at 2, 24, and 72 h. Reproduced from previous work with permission from
Ref. [246]
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11.5.2.2 Antibacterial Coatings—Surface Nanostructuring

Cells possess the ability to sense the chemistry and morphology of surfaces prior to
initiating adhesion to said surface [250]. In addition to interacting with randomly
disordered surface features, it has also been demonstrated that cells respond to
geometrically ordered surface features (such as grooves, pits, spheres, etc.). This
response can take the form of directed adhesion, growth, or migration (with the
latter two often being directed along fibers, edges, or ridges). Advanced materials
can now be fabricated with micro- and nanoscale features that can be effectively
employed to either regulate cellular adhesion, or promote guided cell growth and
migration.

Teflon-like coatings have been developed using fluorocarbon precursor mono-
mers [251]. The hydrophobic, inert, and low-friction characteristics have shown a
capacity to render the films biocompatible. Various cell lines (such as osteoblasts,
fibroblasts, and chondrocytes) have been grown on these nano- and
micro-structured Teflon-like fluorocarbon surfaces exhibiting different topogra-
phies. The diversity of some of these topographies is demonstrated in the scanning
electron microscopy (SEM) images depicted in Fig. 11.21.

Fig. 11.20 P. aeruginosa growth patterns after 18 h on (a) glass, and polyterpenol plasma
polymer deposited at (b) 10 W, and (c) 25 W (500 � magnification for images at left,
bar = 20 µm). Reproduced from previous work with permission from Ref. [278]

Fig. 11.21 Ribbon-like and petal nanostructured fluorocarbon coatings. Reproduced from
previous work with permission from Ref. [251]
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These films, and others of a similar nature, demonstrate the capacity for utilizing
surface structuring to enhance cell proliferation (relative to that exhibited by cells
on smooth surfaces). This is demonstrated in Fig. 11.22, where osteoblasts exhibit
preferential spreading and grown on a textured surface (relative to a perfectly
smooth surface).

Another common method for the production of nanostructured surface features is
to incorporate nanoparticles into the deposited film. An ideal candidate for this
approach is gold nanoparticles which can be produced with tightly controlled size
distributions, and when greater than around 5 nm produce minimal oxidation
products (rendering them biologically inert for the most part) [252]. An example of
the surfaces that can be prepared in this manner are presented in Fig. 11.23, where
gold nanoparticles of varying size and number density gradients have been prepared
using immersion of a substrate coated with a functional plasma polymer into a
solution of gold nanoparticles. It must be noted that the incorporation of

Fig. 11.22 MG63 osteoblast
cell lines grown on
plasma-deposited
fluorocarbon surfaces on a a
flat substrate; and b a
substrate with ribbon-like
features as detailed in
Fig. 11.21. Reproduced from
previous work with
permission from Ref. [251]
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nanoparticles such as these present not only a nanoparticle density gradient, but also
a surface chemistry gradient. In the interests of studying cellular response to the
purely physical aspects of these nanostructured surface, these nanoparticles may be
coated with a ultra-thin plasma polymer layer (<10 nm) which serves to both
preserve the underlying topography of the nanoparticles, whilst simultaneously
presenting a uniform surface chemistry across the entirety of the sample area [253].
Nanostructured surfaces prepared in this manner have a demonstrated ability to
influence the adhesion and proliferation behavior of various cell types [254].

11.5.2.3 Antibacterial Coatings—Nanoparticle Incorporation

Certain metal ions and nanoparticles (particularly those originating from silver,
copper, and zinc) have shown great promise for reducing the presence of bacterial
infections in a number of biomedical applications [255–258]. The antibacterial
properties of these nanoparticles have been predominantly attributed to their
capacity to form metallic ions when exposed to an aqueous environment. These
ions disrupt cellular functions by binding to and blocking biomolecule functional

Fig. 11.23 Atomic force microscopy images of the number density gradients of gold nanopar-
ticles of sizes a 16 nm, b 38 nm, and c 68 nm. The length of micronbar is 10 lm in each AFM
image. Reproduced from previous work with permission from Ref. [252]
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groups, displacing other metals in enzymes, or participating in chemical reactions
that induce structural changes in bacteria cell walls and nuclear membranes, all of
which ultimately lead to cell death [259, 260]. A number of processes have been
developed to incorporate these ions into thin film coatings and surfaces.
Unfortunately, common processes such as ion beam implantation/assisted deposi-
tion, chemical vapor deposition, and electrochemistry often suffer from a number of
characteristic imperfections including limited treatment area and complications
relating to the toxicity of the films thus formed [261–263].

To this end, plasma polymerization techniques have been employed to fabricate
thin films incorporating nanoparticles which, in addition to displaying the requisite
antibacterial behavior, also exhibit the cytotoxicity properties needed to facilitate
the adhesion and growth of mammalian cells. This ability to regulate the cyto-
toxicity of plasma polymer films incorporating nanoparticles is believed to be
attributable to the ability to control both the amount of nanoparticles contained
within the films, as well as the release rate of these particles (through manipulation
of the degree of cross-linking and film thickness). Furthermore, the ability to apply
ultra-thin plasma polymer layers (down to the order of tens of nanometers) ensures
that the bulk mechanical properties of the underlying device, such as the flexibility
of a catheter, is not inhibited.

11.5.3 Protective Coating

In addition to the utilization of biodegradable plasma polymer coatings for enabling
controlled drug release, numerous studies have been undertaken to demonstrate the
anti-corrosion protective properties of plasma polymers on several biomedically
relevant metals such as gold, iron, and steel [264, 265].

For biosensors that use implanted stimulating or recording electrodes, one issue
centers around the difficulty of applying conventional polymer coatings to the
underlying metal substrate. These polymeric coatings are essential to protecting the
electrodes from the penetration of the electrolyte-rich aqueous media which may
serve to alter the characteristic electrical impedance of the device and induce cor-
rosion. The unique properties of plasma polymers, including that of their low
permeability, make them ideal for acting as barrier coatings for bulk implant
materials. Plasma polymers have been employed to protect these devices from
biomolecule-induced poisoning, whereby the presence of such molecules may
induce undesirable variation in device performance (e.g., sensor drift, decreased
sensitivity, etc.). The efficacy of this approach was demonstrated early in the 1980s
with the application of oxygen-soluble propylene plasma polymers to polarographic
sensors used to detect oxygen concentration in biological media [266].

Beyond using plasma polymers as the primary mechanism for combating cor-
rosion, these films have also been used to circumvent the inherent difficulties
encountered in applying other forms of organic coatings to metal substrates
(specifically, poor substrate adhesion). In these instances, the plasma polymer is
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relegated to the role of serving as an adhesion promoting interface between the
underlying substrate and the primary external organic coating [232, 267].

11.5.4 Biosensing

Decision-making within the medical domain often finds its basis in the accurate
collection and analysis of specific biomarkers. These biomarkers include various
peptides, proteins, and other biomolecules that play important roles in mediating
molecular recognition, cell adhesion, immune responses, and so on. The detection
of these biomarkers can be indicative of a variety of diseases (such as Alzheimer’s),
or the presence of certain pathogenic cells [268]. To this end, devices collecting
data pertinent to enzymes, hormones, DNA, and the immune system have been
developed [269]. At their core, these devices rely on the specific and reproducible
immobilization of various biomolecules to surface functionalities such as –NH2, –
COOH, or –OH. Furthermore, the utility of these devices is strongly dependent
upon their analyze selectivity, and the density of bound biomolecules that they can
achieve [270, 271]. These requirements in turn feed into the method of operation for
the techniques that are subsequently used to quantify the presence of these bio-
molecules, including quartz crystal microbalances (QCM), surface plasmon reso-
nance (SPR), or other processes relying on unique optical, electronic, or magnetic
properties for transducing the presence of these biomolecules into usable signals.

The binding of these biomolecules is typically accomplished using biomolecule
immobilization via wet chemistry, electrochemistry, or chemical vapor deposition.
These approaches suffer from a number of drawbacks, including UV degradation of
tethering bonds, excessive time required to organize the binding layers, or poor
stability (resulting in low signal-to-noise ratios) [270]. This binding can, however,
be implemented via plasma polymerization by creating bio-interfaces or surfaces
with chemically reactive functional groups that can covalently immobilize bio-
molecules [272]. This has been demonstrated with cyclopropylamine plasma
polymerization that was used to fabricate amine rich thin films deposited on QCM
biosensors for the detection of the antibody specific to human serum albumin [273,
274].

11.6 Conclusion

Plasma polymerization or plasma-enhanced chemical vapor deposition is an
excellent method for fabrication of polymer films with desired physical and
chemical properties. Plasma polymer films find wide range of application from
electronics to biomedical field. The solvent-free processing enables the integration
of plasma thin films in micro- and nano-devices for improved performance. Plasma
polymers as dielectric material in organic thin film transistor (OTFT) have shown
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significant improvement in performance of device. Use of plasma polymers as
buffer layer and encapsulation material in microelectronics and food packaging has
gained importance in recent times. Also the inherent properties of plasma polymer
films make them ideal materials for incorporation in biomedical applications. To
this end, intensive research has been undertaken to develop and eventually com-
mercialize their utilization in antibacterial coatings, controlled drug release coat-
ings, and coatings that employ nanostructuring properties to control cellular
responses.

Overall plasma polymer thin films are superior in electrical and chemical
properties and exhibits defect free surfaces. Also the devices fabricated using
polymer thin films are environmentally friendly and cheap to fabricate.
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Chapter 12
Cold Atmospheric Plasma Sources—An
Upcoming Innovation in Plasma Medicine

Dheerawan Boonyawan and Chanchai Chutsirimongkol

12.1 Introduction

In terms of physics and chemistry, plasma is a completely or partially ionized gas
with ions, electrons, and uncharged particles such as atoms, molecules, and radicals,
regarded as the fourth state of matter. The other states of matter are liquid, gas, and
solid. Plasma does not have a definite shape or volume as gas; however, it will form
structures when put under a magnetic field, which is not seen in gas. From a
macroscopic point of view, plasma is electrically neutral. However, plasma is
electrically conductive and a lot of free charge carriers are contained in it
(Fig. 12.1).

Depending on amounts of energy transferred to plasmas, the plasma properties
change in terms of electron density and electron temperature. These two parameters
define plasmas into two categories: thermal equilibrium plasma or thermal plasma
and nonthermal equilibrium plasma or cold plasma.

• Thermal plasma, transitions, and chemical reactions are mainly controlled by
plasma particles collisions, not by radiative processes. Moreover, collision
phenomena are micro-reversible in thermal plasma, suggesting that each kind of
collision is balanced by its inverse such as excitation/de-excitation; ionization/
recombination; and kinetic balance [1]. Therefore, in thermal plasma, the plasma
temperature is equal to the gas temperature.

• Cold plasma can be described by two temperatures: electron temperature (Te)
and ion temperature (Ti). Because of the huge mass difference between electrons
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and ions, the plasma temperature or gas temperature is determined by ion
temperature. On the other hand, the electron-induced de-excitation rate of the
atom is generally lower than the corresponding electron-induced excitation rate
because of a significant radiative de-excitation rate. Therefore, the density dis-
tribution of excited atoms in cold plasma is possible to depart from Boltzmann
distribution, saying that the plasma temperature is much lower than the electron
temperature [2–5] (Fig. 12.2).

• Plasma in Medical Sciences

Plasma has been used for a long time in medical field and it can generally be
classified according to temperature of the plasma gas. Thermal plasma is used in
medical procedures such as tissue removal, cauterization, cut, and sterilization of
thermally stable medical materials and even for cosmetic tissue restructuring [6–9].
Since the high flux of heat can reach temperatures above 80 °C, it causes several
damages on living tissue. The nonthermal atmospheric-pressure plasma, or cold

Fig. 12.1 The typical
compositions of a plasma

Fig. 12.2 A plasma needle
operated at PBP research
center
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plasma, is delivered at near room temperature, which results in less damaging
effects on living tissue, while still has the efficacy in disinfection and sterilization.
Many studies proved that it is able to inactivate gram-negative and gram-positive
bacteria, fungi, virus, spore, various parasites, and foreign organisms or pathogens
without harming tissue [6–9]. Moreover, cold plasma has been used effectively in
medical field such as dental use, inducing apoptosis of malignant cells [10], stop-
ping bleeding [11], promoting wound healing and tissue regeneration by increasing
cell proliferation by the release of growth factors such as fibroblast growth factor-2
(FGF2), and by activating plasma-produced reactive oxygen species [6, 7, 12, 13]
(Fig. 12.3).

Dielectric barrier discharge (DBD) generates cold plasma at atmospheric pres-
sure of air or other gas. DBD, moreover, has been used to treat cell culture medium
to induce cell proliferation in vitro [12, 14] and treat liquid for antimicrobial effect
[15, 16]. The plasma treatment of cell culture medium causes interaction with
medium components such as protein and amino acids leading to the production of
long-lived reactive organic hydroperoxide. This in turn induces cell expression and
release of cytokines and growth factors for cell recovery [12].

Cold atmospheric plasma generates reactive oxygen species (ROS), reactive
nitrogen species (RNS), UV radiation, and electric field. Most of plasma’s effects
on biological system are related to reactive nitrogen–oxygen species (RNOS)
including H2O2, O3, O2

−, NO, NO2, N2
−, and OH which may enhance wound

healing [12, 13, 17]. It has been known that reactive species, free radicals, and some
ground state molecules are produced by mammalian immune system cells, mac-
rophages, and neutrophils, defense bacterial and virus, and also regulate cellular
functions. Furthermore, reactive species are involved in the regulation of signal
pathways such as growth factor and cytokine receptors [9]. In physiological pro-
cesses, reactive species play a role in the regulation of vascular contraction, blood
coagulation, angiogenesis, inflammation, immune system response, and nerve
impulse transmission. As well as at cellular level, reactive species regulate cell
differentiation, division, migration, and apoptosis by controlling cell-to-cell

Fig. 12.3 Plasma medicine is
a branch of plasma bioscience
regarding human cells and
tissues
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adhesion, biosynthesis of growth factors, and collagen production [9]. However, the
effect of plasma on cells is dose dependent. Short-time treatment has stimulating
effect such as increasing cell proliferation and migration, while long plasma
treatment time or treatment with higher intense plasma induces lethal effect, DNA
damage, cell apoptosis, and necrosis [9, 18].

• Wounds and Skin

Wound healing is a complex dynamic process, requiring the cooperation of dif-
ferent cell types including cytokines, chemokines, and components of the renin–
angiotensin system, which stimulate proliferation and migration of mesenchymal
and non-mesenchymal cells to promote wound healing after skin or another body
injury [19]. The process is divided into three distinct phases: proceeding from the
inflammatory phase to the proliferative phase and to the remodeling phase [20]. In
the inflammation phase, platelets that form initial thrombus release growth factor to
induce chemotaxis and proliferation of neutrophils and macrophages in order to
remove necrotic tissue, debris, and bacteria in wound area. Afterward, fibroblasts
play a key role in the proliferative phase by producing collagen which provides the
wound structure. In this phase, angiogenesis of new blood vessels to sustain cells
and tissues is found and epithelialization also form keratocytes to cover wound
surface. The remodeling phase begins when wound has filled in and resurfaced.
Collagen fibers reorganize, remodel, and mature to give wound tensile strength
forming scar tissue. Cellular activity reduces and a number of blood vessels in the
wounded area regress and decrease. In chronic wound, the duration may be inter-
rupted and overlapped in one or more of the phases of wound healing which will
inhibit and decrease effective normal healing [18, 20] (Fig. 12.4).

Fig. 12.4 Plasma skin
treatment conducted at PBP
research center
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Dermal fibroblasts are the dermis layers of skin cells, related to connective tissue
regeneration and skin recovery. After skin is wounded, keratinocyte growth factor
(KGF) or fibroblast growth factor-7 (FGF7) is rapidly induced from dermal
fibroblasts and blind to FGFR2IIIb receptor on keratinocytes [21] stimulating
interleukin-1(IL-1) and transforming growth factor-b (TGF-b) release. The IL-1 and
TGF-b induce fibroblasts to release various growth factors and cytokines and
stimulate keratinocyte proliferation and differentiation [17, 21]. After skin is
wounded, fibroblasts Endothelin-1 (ET-1) and TGF-b, released from activated
fibroblasts, stimulate themselves proliferate and differentiate into myofibroblasts
which orient themselves along lines of tension and pull collagen fiber together in
order to contract the wound margin [21, 22]. These activities can lead to sublethal
cell membrane damage or cell death [12]. The injury due to sublethal damage of the
cell membrane will further increase inflammatory cytokine levels and exaggerate
ROS generation to prolong myofibroblast activation to induce collagen accumu-
lation and fibrotic scar [13]. In addition to a wound, mechanical force, radiation,
and electromagnetic fields can induce sublethal cell membrane damage and lead to
growth factors release [9, 12, 23]. This method, however, harms the surrounding
tissue and also needs an extensive setup to generate safety to living tissue. Cold
plasma, however, provides a novel and safer process that induces growth factors
release. High concentration of ROS from cold plasma damages endothelial cell
membrane and the subsequent release FGF-2 from endothelial cell enhanced wound
healing through increased angiogenesis [23]. These artificial ROS species appear to
be related to intracellular and extracellular produced by neutral plasma component
[12, 23]. Therefore, ROS which generated by cold plasma may enhance wound
healing by stimulating activities of fibroblast cells in vitro model.

12.2 CAP: Principles and Design

For a typical plasma, Fig. 12.5 shows the dependence of gas pressure on electron
temperature (Te) and gas temperature (Tg). At a lower pressure, such as 10−4 to
10−2 kPa, gas temperature is much lower than electron temperature. Operating gas
atoms or molecules are excited or ionized through inelastic collisions with energetic
electrons, driven by external electric field. These inelastic collisions do not raise the
temperature of ions/molecules in the plasma.

However, collisions in the plasma are enhanced at a higher gas pressure where
particles mean free path are short. These led to both mechanisms, plasma chemistry
from inelastic collisions, and plasma particles heating from elastic collisions to take
place inside the plasma. The difference between Te and Tg decreases, and plasma
state is then close to the thermal equilibrium state. To avoid a plasma gas from
being heated, which later generate a thermal plasma at atmospheric pressure [24], it
was found that the density of the driving power affects the transition to reach
thermal equilibrium at a large extent. Namely, a high density of driving power
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produces the atmospheric-pressure thermal plasma, e.g., arc plasma whilst a low
density of driving power produce the atmospheric-pressure nonthermal plasma.

• Dielectric barrier discharges (DBDs)

DBD was first reported by Siemens in 1857 [25]. They concentrated on the gen-
eration of ozone using DBDs. Nowadays, DBDs are widely used to generate
atmospheric-pressure nonequilibrium plasmas in a controllable way. Generally,
planar and cylindrical electrode arrangements are utilized in DBDs. This plasma
source may consist of two flat metal electrodes that are covered with dielectric
material. Having an insulator prevents current buildup between two electrodes to
create safe plasma without a large number of hot gasses which is appropriate to be
directed at biological systems as treatment (Fig. 12.6).

One can see that a dielectric arrangement over electrode is employed, and the
presence of one or more dielectric layers between the two electrodes across the gap
is important for a gas discharge. First, the dielectric is able to limit the discharge
current and can avoid transition to arc plasma. And finally, the dielectric randomly
distributes micro-discharges or streamers all over the electrode surface since the
formation of micro-discharges is due to electrons accumulation on the dielectric
layer.

Fig. 12.5 Electron and gas
temperature as a function of
gas pressure in a plasma

Fig. 12.6 Configuration of DBDs. a DBD, b FE-DBD
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Typical materials for dielectric barriers which can hold temperature rise for a
long period of discharge are glass, quartz, and ceramics. Materials such as plastic
foils, silicone tube, Teflon plates, and other insulators can be used as well [26].

• Filamentary mode barrier discharges

There are two different modes of DBDs: filamentary mode and diffuse mode [27–
34]. In general, DBD is operated in the filamentary mode. When the local electric
field strength in discharge gap reaches the gas breakdown level, the discharge takes
place, known as streamers or filamentary or micro-discharges. Micro-discharges are
easily observed in most gasses when the gas pressure is in the order of 102 kPa. The
development of micro-discharges may divide into three steps [26, 35]:

– The pre-breakdown. Space charge of electrons or negative ions due to electron
attachment is accumulated over the anode. This phase generally lasts for at least
0.5 ms. Then, a high local electric field strength built up in front of the anode.
When it reaches a certain critical level, the discharge starts from the anode
surface.

– The propagation. This phase is controlled by an ionization wave in the direction
to the cathode. Pairs of ions and electrons are produced on the way of the
ionization wave. This phase typically takes 1–2 ns.

– The decay. This phase is characterized by charge accumulation on dielectric
surface in the way to compensate the external electric field. Both the emission
radiation and current pulses of the micro-discharges decay in this phase. The
micro-discharges are of nanosecond time duration. They are uniformly dis-
tributed over the dielectric surface. In the next half cycle of the applied voltage,
the formation of micro-discharges renews inversely. The dielectric barrier limits
the amount of the transferred charge and the energy deposited in a single
micro-discharge channel. Therefore, nonthermal equilibrium plasma is able to
be generated at atmospheric pressure by DBD.

Figure 12.7 shows the effect of the time constants on the relevant processes in
the filamentary DBDs. One can see that the development of micro-discharge
channels, which is initiated by the production of energetic electrons, takes place in
the range of nanosecond. Subsequently, the plasma chemical reactions phase typ-
ically starts within the millisecond time scale by atoms, radicals, excited species,
and short wave radiation. The active species production from gas media is con-
trolled by properties of the micro-discharges, namely by the reduced local electric
field strength and electron density. The properties of the micro-discharges in fila-
mentary DBDs do not depend on the external driving electric field, e.g., frequency,
voltage, and waveform over a wide range of operation conditions. They are mainly
controlled by the feed gas composition (Fig. 12.8).
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• Diffuse or glow mode barrier discharges

A diffuse or glow mode of DBD can be obtained under certain operating conditions.
Donohoe investigated a uniform glow discharge with pulsed excitation in
helium/ethylene mixtures [36]. Okazaki and coworkers proposed the term “APGD”:
atmospheric-pressure glow discharge by using a barrier glow discharge setup at
50 Hz sinusoidal voltage with two metal foils covered by a special metal mesh and
ceramic dielectrics electrode configuration using helium, nitrogen, and air [37–39].
Massines and coworkers investigated barrier glow discharges in helium and
nitrogen in detail [40–42]. The stable diffuse DBD generation at atmospheric
pressure requires special operation conditions, which primarily depend on the
properties of feed gas. Compared to the filamentary mode DBD conditions, effec-
tive pre-ionization, Penning ionization via metastables, and primary ionization in
the low electric field condition are very important for the generation of diffuse mode

Fig. 12.7 Timescales of relevant processes in filamentary barrier discharges

Fig. 12.8 A filamentary mode barrier discharge of Argon in air taken at PBP research center
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DBD [26]. Hence, the driving voltage frequency plays an important role in the
transition to the diffuse mode. Some dielectric materials can keep considerable
numbers of charges uniformly on the surface. When the electric field changes its
polarity, the charge carriers are expelled from the surface and start a diffuse dis-
charge [43]. Until now, substantial works were made to better understand the
formation of diffuse DBD.

The basic mechanisms of diffuse DBD are strongly affected by properties of the
feed gas. This can be illustrated by the comparison of the DBD in helium and
nitrogen, which are quite different. In helium plasma, effective ionization and
excitation processes take place in the cathode electric field region through direct
collisions of atoms with energetic electrons or through three body processes,
generating He+ and He2

+ ions [44, 45]. On the contrary, in nitrogen, plasma ions
and electrons are probably generated through another mechanism. Kinetic models
of diffuse DBD in the nitrogen plasma come to the conclusion that Penning ion-
ization through two body collisions of metastable nitrogen molecules and surface
electrons are very important [46, 47]. In the mixtures of nitrogen and oxygen, the
nitrogen metastable molecules are quenched considerably by molecular oxygen,
which results in a significant decreased in the densities of nitrogen metastables.
Therefore, in nitrogen gas with an addition of a trace of oxygen gas, the direct
ionization of nitrogen molecules (E � 18.7 eV) in the ground state by energetic
electrons is dominant [48]. This process requires electrons with energy at least of
18.7 eV. Therefore, when most of the nitrogen metastables are quenched, there is
no other way for the discharge development. It well explains that diffuse mode
transits to filamentary mode when a trace of O2 gas is added into the nitrogen
plasma [48].

• The design

There are many reports of different types of nonthermal atmospheric-pressure
plasma sources for biomedical applications. However, DBD atmospheric pressure,
room air plasma has great potential for acne and skin surface improvement. In his
report, Fridman et al. have confidently concluded that the direct plasma or fila-
mentary DBD is much more potent in bacterial eradication than the indirect plasma
or glow DBD type [7, 12, 23]. Nevertheless, the direct plasma source using the
DBD technique can work only at very small millimeters distance, the gap between
the powered or floating electrode and skin as second or ground electrode. The
problem with using a DBD electrode on a nonuniform skin surface is that the
geometry and variation of skin electrical properties make it difficult to apply the flat
planar floating electrode clinically. It is difficult to maintain and fix small-millimeter
gap distances to create a uniform and stable homogeneous plasma beam without
uncontrollable streamer discharge.

We have developed a novel CAP device operated in mixed filamentary and glow
discharge using the FE-DBD configuration by Photo Bio Care, Thailand as shown
schematically in Fig. 12.9. The device can create a low-temperature, sustained,
homogeneous microfilament beam (23) that emits from the, round shape designed,
dielectric floating electrode (22) when it comes in direct contact with a dry or
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mildly moist skin surface, e.g., wounds (24). The round shape of the dielectric
electrode tip can be varied from a few millimeters up to 25 mm. The electrode used
in this study is 18 mm in diameter. Such geometry creates regular, small gap
distances once the electrode is mildly pressed to the skin surface and is moved
constantly.

The power generator (25) drives high-frequency pulse waves in the range of 15–
20 kHz. Peak-to-peak voltage is *6–7 kV, delivered as pulsing and adjustable rate
from 10 to 110 Hz. The maximum input power from a normal household socket is
40 watts. Power intensity is adjustable from 1 to 10. The plasma power output is in
the range of 0.2–1 watts, adjustable according to intensity and repetitive pulse
setting. The automatic preset is at level 05 intensity at 50 Hz, with average CAP
power of 0.62 watts. The system is set at a duration limit of 20 min per treatment.
Also, it is equipped with Argon feed gas (26) to perform a hybrid mode operation
(Fig. 12.10).

The system has a small compact movable platform using room air as the dis-
charge gas medium in filamentary DBD mode. Uniform, homogeneous
micro-plasma streamers are generated by ionizing surrounding air on electrode
surface and discharging it directly to target the skin tissue with direct skin contact.

As shown in Fig. 12.11 the powered electrode also can be applied without direct
contact with skin, and by retaining a floating gap of 1–3 mm, a hybrid plasma mode
can be conducted. With a flow of Argon feed gas, an intense and strong glow
plasma of 2–6-mm in beam size reach the skin surface, creating a very high power
density spot. This technique is used to coagulate superficial skin lesions, such as
pustular acne, with few seconds of repeated strokes on the lesion.

Electronics and pulse power generator system as shown in Fig. 12.12, the cir-
cuit, consist of power supply that supplies a controller or MCU circuit (in dash-line

Fig. 12.9 A FE-DBD plasma device developed for biomedical treatment
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box). This circuit produces variable frequency, pulse signal for a driver circuit
through the DBD plasma head via high-voltage transformer circuit (in dash-line
circle). Furthermore, MCU circuit adjusts rate of pulse repetition for plasma dose
control. Operating time of this system is controlled by a timer, which is settable up
to 20 min maximum per treatment.

High-voltage transformer circuit transforms pulse signal from low driving pulse
voltage to 6–7.5 kV, which suffices for plasma production in a hybrid DBD plasma
mode. This power driving circuit is limited by a current-limited resistor in order to
prevent excess of power to the transformer and excess of CAP power density,
afterward. A foot switch is utilized for easy access and unit operation.

Fig. 12.10 The peak pulse
voltage needed for Argon as a
working gas in hybrid mode

Fig. 12.11 Photo of the
hybrid CAP®
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12.3 Characteristics of the Hybrid CAP®

Measurement of electrical signals at the output of pulse power circuit, directly
connected to the DBD plasma head, was carried out (Fig. 12.13).

It was found that plasma was generated by a pulse voltage of 3.5–4.5 kV, a
tunable frequency between 16 and 19 kHz. The dose of CAP can be controlled by
duty cycle of the pulse train which is 10, 50, and 100%, respectively. The following
figure shows the relation between intensity or dose level and pulse repetition rate at
20 Hz.

12.3.1 CAP Power Determination and Skin Contact
Temperature

Assuming that all micro-discharges have nearly identical properties in every current
pulse, then DQ � nq, where n is the number of micro-discharges in a series and q is
the charge transferred by one single micro-discharge. The quantity of charge
transfer is mainly determined by the categories of dielectric and the width of gap
spacing [26].

Fig. 12.12 Diagram of electronics and pulse power generator, limited at 40 watts input power
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By using above assumption, the CAP power measurement can be determined
using voltage–charge (V–Q) Lissajous method. The voltage difference of modulator
(Vx) is measured by using high-voltage probe, which connected with x–y display
oscilloscope as shown in Fig. 12.14. This oscilloscope is also used of capacitor
voltage (Vy) determination and electrical charge is estimated from this voltage. The
voltages Vx and Vy are displayed on x-axis and y-axis of oscilloscope, respectively,
and the area within Lissajous pattern indicates power of the CAP, which generated
from plasma head due to charge Q = CVy, where C is capacitance of the capacitor,
energy of plasma W = QVx and plasma power per one period of pulse signal
P = W/T = Wf, where f is the signal frequency.

The measured dose or CAP power per unit area at different settings is sum-
marized in Table 12.1, performed under IEC60601-1 medical standard.

To overcome a real sense of the CAP power which will be applied directly to
skin or wounds, a liquid crystal thermometer strip was also used with volunteer’s
skin. Figure 12.15 shows series of photos when CAP was applied to arm skin and
temperature strip was measured, afterward. The skin temperature was collected and

 Intensity :1

Frequency : 20 

Intensity :5 

Frequency : 20 

Intensity :10

Frequency : 20 

Fig. 12.13 Driving pulse train at 20 Hz with 10, 50, and 100% duty cycle, respectively
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the sense of power with CAP application time also be recorded as shown in
Table 12.2.

12.3.2 Radicals and UV Determination

• Optical emission and UV absorption spectroscopy

In CAP, feed or air gas molecules are excited and ionized through the collisions
with energetic electrons. And most of them are responding by electron-induced
excitation mode in the nonequilibrium plasma. Therefore, the active species such as
excited molecules, atoms, and ions in CAP emit light through a significant radiative
de-excitation. Optical emission spectroscopy (OES) is well known as a noninvasive
and non-disturbing technique for general plasma diagnostics [49–53] (Fig. 12.16).

In the OES measurement, light emitted from active species in the plasma is
collected through a spectrometer. One can explore the mechanism of plasma
chemical reactions by monitoring the emission intensities of active species.
Assuming that CAP is in a local thermodynamic equilibrium, the gas temperature is
equal to the rotational temperature of a certain active species. Therefore, OES can
also utilize for gas temperature evaluation from emission spectral profile shape of a
certain molecular active species, e.g., N2 or NO [54, 55]. Recently, several research

Fig. 12.14 A hybrid CAP®

power in a pulse determined
by V–Q Lissajous method

Table 12.1 CAP dose
(W/cm2) measured at different
settings

Setting Rate 10 Rate 50 Rate 110

Dose 1 0.25 0.56 0.80

Dose 5 0.30 0.62 0.81

Dose 10 0.27 0.65 0.84
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groups [56–59] focused on spatially and temporally resolved spectroscopic mea-
surements (Fig. 12.17).

Series of spectra in Fig. 12.18 show emission band 308 nm of hydroxyl
(OH) radical, band 350 nm of nitrogen positive system, and a group of Ar emission
lines. The OES result indicates that this plasma was operated in air. And as well
known that CAP temperature is then defined by the surrounding nitrogen which
carries plasma heat by rotation and vibration of theirs molecule.

At high Argon flow rate, OH radicals are highly suppressed while the band of N2

positive system becomes higher. This mechanism explains by the ionization cross
sections and ionization potentials are nearly the same for Argon and N2 which is
*2.5 � 10−20 m2 and *15.7 eV, respectively. A known mechanism is increasing
the pressure of the plasma component more dense that redound the mean free path
of energetic electron to decrease, and the ability to excite other components such as
water molecule to produce OH radical decreases.

Fig. 12.15 CAP was applied to arm skin and temperature strip was measured, afterward, from left
to right, top to bottom. The setting was 5/50 at 24 °C 50% RH

Table 12.2 Skin temperature and sense of power of volunteers with CAP application time

Application time (s) – 2 3 4 5

Measured temp (°C) 26.5 29.5 32.0 35.5 39.0

Sense of volunteer – Feel warm Warm Quite warm Hot
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Fig. 12.16 Typical OES of Ar DBD plasma operated in air. Emission spectral profile shape of N2

is resolved in 3–400 nm wavelength

Fig. 12.17 Setup for OES measurement of hybrid CAP®. The setting was 5/50 at 24 °C 65% RH

674 D. Boonyawan and C. Chutsirimongkol



Argon flow
( l/min)

OES

4.5

5.0

5.5

6.0

Fig. 12.18 Series of OES at
different Argon flow rates
from 4.5 to 6.0 slm
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To determine the number of radicals particularly in this CAP, the spectroscopy
can be rearranged from OES to UV absorption spectroscopy. And the density of
ground state hydroxyl OH radicals, [OH], could be carried out by UV absorption
spectroscopy using the Lambert–Beer’s law:

½OH� ¼ � 1
r � l ln

Itþ p � Ip

Is

� �
;

where r is the attenuation cross section of 1:03� 10�16 cm2 for absorbing species
of OH radical [57, 58], and l is the plasma spatial depth which is the UV beam
passed through. Whereas Itþ p is the total light intensity or the sum of the trans-
mitted light and plasma light measured with UV lamp and plasma on, Ip is the
plasma intensity with the source off and Is is the intensity of the source with the
plasma off.

The numbers of OH radical based on the absorbed band head at 306.4 nm from
electronic transition A2R ! X2P have been investigated versus Argon flow rate
with some settings of the hybrid CAP® and summarized in Table 12.3.

In anAr-CAP, theOH radical is primarily ascribed by electrons andArmetastables
(Arm) induced by dissociation of water molecules in the ambient air. Two dominant
mechanisms are e− + H2O ! OH + H + e−, k1 = 2 � 10−18�−16 m3 s−1 and
Arm + H2O ! OH + H + Ar, k2 = 4.5 � 10−16 m3 s−1, where k1 is estimated at
typical conditions for low-temperature plasma, i.e., low ionization degree (� 10−4)
and an electron temperature of 1–2 eV. The yield of OH radical, as shown in
Fig. 12.19, is clearly due to the second reaction by the Arm density. The Argon
metastable 1s5 state density estimated by using the 811.53 nm line obviously presents
the OES results.

• Erythemally weighted irradiance of ultraviolet

Biological weighting function is an action spectrum for the UV spectrum in an
integration of the monochromatic UV irradiance which describes the relative effect
of UV energy at different wavelengths in producing a certain biological response.
These effects may occur at a molecular level, such as DNA damage, or at the level
of the whole organism, such as damaged burns. Consider UV range of A, B, and C
type emissions from CAP and by using total erythemally weighted irradiance equals
R Peff(k) � Dk w/m2 [6]. The accumulation can be carried out by a number of
counts of all peaks in each range of UV as shown in Fig. 12.20

Table 12.3 Numbers of OH
radical from hybrid CAP® at
some settings

OH radicals (1015 cm−3)
flow/setting

5/10 5/50 5/110

@ Ar 4.5 lpm 0.74 1.8 2.2

@ Ar 5 lpm 0.68 1.7 2.0

@ Ar 6 lpm 0.42 0.76 0.95
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Assuming UV-A (315–400 nm) are from N2 molecules, UV-B (280–315 nm)
are from OH radicals, and UV-C (100–280 nm) are from NO radicals, we can
summarize Table 12.4 from the previous OES data of the hybrid CAP®. From the
table, one can see that the hybrid CAP® generates high level of UV-A at the high
Argon flow rate. In contrast, this maximum value is rather low compared to

Fig. 12.19 The yield of OH
radical in hybrid CAP®

accumulated from UV
absorption at 308 band head

Fig. 12.20 OES of UV A, B,
and C covered 200–400 nm
range from typical
atmospheric plasma

Table 12.4 UV power
exposure on animal skin for
1 min from hybrid CAP®

UV power (lW/cm2) UV-C UV-B UV-A

Sun ray 1–2.5 30–50 600

@ Ar 4.5 lpm 0.5 15 5

@ Ar 5 lpm 0.3 13 20

@ Ar 6 lpm 0.15 7.5 115
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exposure by the sun ray. 1 min of hybrid CAP® treatment gives the 5–10 time less
UV-C than that of the sun exposure dose.

For UV-B, 1 min of treatment is equivalent to 4–6 time of sun exposure dose
less. For UV-A, 1 min of treatment corresponds to 10 s of the sun exposure dose,
where WHO–ICNIRP standard regulation defines maximum allowed dose of
50 W/cm2.

Nevertheless, for the open wounds or unprotected skin, they are allowed to
extend the total erythemally weighted irradiance for 5–10 times the normal skin.

12.4 The Hybrid CAP® Case Studies

12.4.1 Disinfection Measure

Disinfection and decontamination procedures are essential in medicine and den-
tistry [60]. Prostheses have been cited as a potential source of cross-contamination
and cross-infection between patients and dental personnel [61]. The incidence of
contamination increases through constant exposure to debris, plaque, blood, and
saliva which contain pathogenic organisms which adhere to prostheses [62] and can
be transmitted through various routes, such as dental burs, handpieces, casts,
impressions, contaminated hands, and skin [63].

Various bacteria can be transmitted through the aforementioned process [63, 64].
Methicillin-resistant Staphylococcus aureus (MRSA), the Staphylococcus aureus
with resistance to a wide range of antibiotics [65–67], is one of the organisms of
most concern due to its pathogenicity and its resistance to drying, heat and some
groups of disinfectants [68]. Furthermore, it is often found colonizing in common
areas of the body, such as the oral cavity, nose, throat, and skin [69], so it can
frequently be found contaminating on dental instruments and denture surfaces [69,
70].

Several methods of disinfection have been recommended to ensure infection
control in dental practice, such as chemical soaking, heat treatment, ionizing, and
non-ionizing irradiation [60, 71–74]. However, there are disadvantages and limi-
tations to those methods, for examples, inability to kill certain pathogenic organ-
isms [71]; leaving residual chemicals that can cause tissue injury [72]; not being
environmentally friendly [63]; and, more importantly, taking a relatively long time
to disinfect. The gold standard for chemical disinfection is 2% chlorhexidine
digluconate soaking, for at least 10 min [63, 71, 75, 76], which is considered a long
time in medical procedures.

To overcome the problems associated with previous disinfection measures, a
trial demonstrates the use of CAP for MRSA disinfection on the surface of acrylic
resin specimen compared to the traditional chemical (2% chlorhexidine diglu-
conate) soaking. Pilot studies were conducted, using various durations of plasma
treatment (120, 90, 30, 15, and 5 s), to determine the shortest treatment time needed
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to kill the bacteria as effectively as, or even more effectively than, does ten-minute
immersion in the chlorhexidine solution.

The result is shown in Fig. 12.21. Each treatment time significantly reduced the
CFU counts, but the 15–20 s treatment time was the shortest with effectiveness not
less than that of the gold standard.

Effect of heat from plasma treatment is a factor of concern to some investigator
[77, 78]. The gas flow at 80 °C without plasma ignition was fired at contaminated
specimens under the same conditions as used with plasma treatment. As shown in
Fig. 12.22, 80 °C gas flow did not effectively eliminate the bacteria, compared to
the plasma method, indicating that the heat from the plasma is not a major agent in
the disinfection of MRSA, especially at treatment times of 30 s and lower.

Chlorhexidine, a cationic biguanide (Fig. 12.23), is an important disinfectant. Its
antimicrobial effects [79–81] are associated with the attractions between
chlorhexidine (cation) and negatively charged bacterial cell wall which disrupting

Fig. 12.21 MRSA of
N0 = 106 cfu/ml disinfected
using CAP, living colony
with treatment time

Fig. 12.22 A dose–response
curve: treatment time and log
N/N0
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the integrity of cell membrane and causing leakage of intracellular components of
the organisms.

Possible mechanisms of bacterial death and injury by the CAP method can be
discussed as follows:

– Desiccation

Gas flow and the temperature from the plasma flume can cause further evaporation
of the remaining liquid, leaving the bacteria to desiccate. However, the results of the
CFU counts indicate survivability of MRSA after being left desiccated. Besides,
several studies have shown S. aureus’ tolerance to desiccation, under various
conditions, so it can be assumed that desiccation is not a major agent for the killing
of MRSA [82, 83].

– Thermal

The aforementioned pilot study is evidence supportive of the assumption that
thermal damage is not an important mechanism of the disinfection. Also, most
plasma systems are designed to operate at ambient temperature, at least below a
value known to cause cell damage [71].

– UV radiation

UV radiation is known to be a very potent disinfection method only if its wave-
length is within the killing range (220–280 nm) [84] and its dose is high enough.
However, UV radiation poses the danger of DNA damage to normal cells; there-
fore, plasma sources are usually thoroughly designed so as to limit the emission of
such UV radiation [72, 78, 83].

– Charged particles

Much less attention is given to charged species. Most researchers in this field have
neglected to investigate the role, if any, of the electrons and ions in the process. The
bacterial cell wall carries a natural negative charge, because it consists of strongly
electronegative components [78]. These components make bacteria sensitive to
changes in their surface charge. By considering that the changes violate the wall
integrity, lowering of the natural charge might cause the cells to leak and eventually

Fig. 12.23 Chemical
molecular structure of
chlorhexidine
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die. This mechanism is plausible to contribute the killing of the MRSA directly
exposed to the plasma [72, 78, 83].

– Reactive species

Disinfection of MRSA by reactive species generated in the plasma effluent is then
considered to be the main disinfection mechanism in the experiments [72, 78, 83].
Though the exact role of electrons and ions is not yet fully resolved, there are
several indications of their importance. Through the oxidation process, chemically
ROS are known to be effective in the disruption of the bacterial cell wall. The role
of oxygen radicals in plasma sterilization has been also demonstrated: the rate of
bacterial inactivation in the oxygen plasma group was greater than that in the
helium plasma group. This is due to the presence of oxygen-based active species,
such as atomic oxygen, the metastable singlet state of oxygen, and ozone (O3).
Also, in the presence of moisture, the hydroxyl-radical, OH, is expected to play a
significant role by chemically attacking the outer structures of bacterial cells. The
presence of such reactive species is verified by the OES of the plasma flume. Peaks
in the spectral region between 777.1 and 777.6 nm, as shown as a combined peak
OI (777.48 nm) in Fig. 12.24, are the signature of atomic oxygen spectral lines.

This role also affirmed by the ATR-FTIR spectra of MRSA specimens in
Fig. 12.25. In gram-negative bacteria like E.coli main mechanism comes from
hydroxyl radicals (�OH) in the form of carboxylic acid. In this case, �OH is strong
and effects in disrupting an integrity of phospholipids layer (P=O: phosphine oxide)
of cell membrane. The effect is clearer when <0.5% oxygen was added and oxygen
radicals (O–) enhanced damage via increment of alcohol (C–O).

At this stage of discussion, the plasma method offers an alternative way of
disinfection with equal efficacy, but with much less time required. By using the
proper combination of parameters and feed gas compositions, the CAP device is
capable of operating as a uniform, nonthermal discharge at atmospheric pressure. It

Fig. 12.24 Combined atomic oxygen spectral line from He + O2 plasma
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produces high-density reactive species at relatively low temperature. Because of its
numerous advantages, more research efforts have been put into the issue.

• SEM and Live/Dead results

Scanning electron micrographs in Fig. 12.26 is the instant effect of CAP treat-
ment on C. albicans and E. faecalis biofilms. It can clearly see that cell walls show
ruptures or shrinkage for all over. These unhealthy cells in biofilm are unable to
proliferate.

Fig. 12.25 ATR-FTIR spectra of MRSA specimens revealed reactive species in He/O2-CAP
interact with phospholipids layer
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Live/Dead assay
In Fig. 12.27, specimens with C. albicans and E. faecalis biofilm, aged 7 days,
were exposed to the CAP for 5 and 10 min, and then stained with dye to observe
the viability rate. Within 5–10 min of plasma exposure, it shows a high rate of cell
death, (Cells that stained orange/yellow color) compared to the dark green as a
negative control. The biofilm of E. faecalis, aged 7 days, also shows the proportion
of cells killed when exposed to the CAP with greater efficacy compared to the
C. albicans.

Fig. 12.26 Instant effect of CAP treatment on C. albicans (top) and E. faecalis (bottom)

Fig. 12.27 Live/Dead stain of CAP exposed on 7 days biofilm of C. albicans (top) and E. faecalis
(bottom)
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12.4.2 Infected Wound

Pressure sores are soft tissue injuries resulting from an unrelieved pressure of soft
tissue over a bony prominence. Pressure sore prevalence is around 9% of all hos-
pitalized patients. Most of them will turn to a chronic wound stage with multiple
drug-resistant bacterial superimposed infections. Wound tends to have poor cir-
culation with unhealthy granulating tissue and difficult to heal. Such wound usually
becomes heavy exudative forming biofilm and necrotic tissue debris. It also has
poor epithelialization wound coverage which exposed tissue to further injury and
infection. A chronic wound such as bed sore or pressure sore is one of the illnesses
that create a heavy and chronic burden to patient and healthcare service system.

Patients were invited to participate in the study if they had chronic pressure ulcer
grade 3 or 4 that did not heal within 3 weeks despite proper wound care. We used
National Pressure Ulcer Advisory Panel 2007 (NPUAP) for grading of pressure
ulcers in this study.

• Case results

Patients were divided into two groups randomly by using computer-generated list
with nQuery Advisor 6.01 program, Block randomized technique. Patients in the
control group were received standard wound care (debridement, proper wound
dressing, etc.) as usual. In addition to the standard wound care, the hybrid CAP®

was used in the study group patients.
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A total of 42 patients completed the study: 23 patients, 26 pressure ulcers in
plasma group, and 19 patients, 23 pressure ulcers in the control group. Patient
demographics and wound characteristics are summarized in Table 12.5.

Clinical outcomes of wound healing

Figure 12.29 shows the development of wound healing by the Ar-hybrid CAP®

treatment. PUSH score is used to evaluate the wound healing process in three
aspects (wound size, exudate, and wound base). The number of wounds that reduce
in size compared to the initial assessment were statistically different at second week
after two treatments (46.2% in plasma, 8.7% in control group; p = 0.003). The
number of wounds that reduce in amount of exudate compared to the initial
assessment was statistically different at first week after one treatment (26.9% in

Table 12.5 Patient demographic data and wound characteristics

Plasma (23 pts,
26 wounds)

Control (19 pts,
23 wounds)

p value

Age 70.75 ± 17.5 74.53 ± 11.6 0.658

Sex male 7 (30.4%) 6 (31.6%) 1

female 16 (69.6%) 13 (68.4%)

Underlying disease

Hypertension 11/23 (47.8%) 10/19 (52.6%) 1

Diabetes 7/23 (30.4%) 8/19 (42.1%) 0.644

Dyslipidemia 9/23 (39.1%) 3/19 (15.8%) 0.186

Old CVA 5/23 (21.7%) 4/19 (21.1%) 1

Spinal cord injury 3/23 (13%) 1/19 (5.3%) 0.239

CKD 4/23 (17.4%) 1/19 (5.3%) 0.114

Antibiotic use
(IV/oral)

2 (7.7%) 4 (17.4%) 0.4

Smoking (>10
pack-year)

4/23 (17.4%) 5/19 (26.3%) 0.707

Pressure ulcer grading

grade 3 14/26 (53.8%) 9/23 (39.1%) 0.457

grade 4 12/26 (46.2%) 14/23 (60.9%)

Site

Ischial 4 (15.4%) 3 (13%) 0.459

Greater trochanter 3 (11.5%) 5 (21.7%)

Sacrum 17 (65.4%) 15 (65.2%)

Others 2 (7.7%) 0 (0%)

Chronic wound duration

3–4 weeks 12 (46.2%) 5 (21.7%) 0.271

5–12 weeks 2 (7.7%) 3 (13%)

3–6 months 7 (26.9%) 11 (47.8%)

>6 months 5 (19.2%) 4 (17.4%)

Initial PUSH score 14 ± 1.4 15 ± 1.6 1
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plasma, 0% in control group; p = 0.015). The number of wounds that improve
tissue type of wound base compared to the initial assessment was statistically
different at second week after two treatments (57.7% in plasma, 8.7% in control
group; p = 0.002). The number of wounds that is improved in overall wound
healing process (total PUSH score) compared to the initial assessment was statis-
tically different at first week after one treatment (57.7% in plasma, 4.3% in control
group; p = 0.015).

In summary, total PUSH score and amount of exudates improved with statistic
significant after 1 plasma treatment. Wound size and wound base were improved
with statistic significant after two plasma treatments as shown in Table 12.6.

Table 12.6 Results of treatment in wound size and exudate reduction wound base improvement
and PUSH score results

Plasma-treated
group (n = 26)

Control
group
(n = 23)

p value

Wound size reduction (size score week0)–(score
week 1, 2, 3, …) � 1

Number of wounds that reduced in size
compared to the initial assessment.

wk 1 5 (19.2%) 0 (0%) 0.052

wk 2 12 (46.2%) 2 (8.7%) 0.003
wk 4 19 (73.1%) 6 (26.1%) <0.001
wk 8 23 (88.5%) 12 (52.2%) <0.001
Exudate reduction (exudate score week 0)–(score
week 1, 2, 3, …) � 1

Number of wounds that reduced in the
amount of exudate compared to the initial
assessment.

wk 1 7 (26.9%) 0 (0%) 0.015
wk 2 18 (69.2%) 1 (4.3%) <0.001
wk 4 18 (69.2%) 3 (13%) <0.001
wk 8 21 (80.8%) 7 (30.4%) <0.001
Wound base improvement (wound base score
week 0)–(score week 1, 2, 3, …) � 1

wk 1 5 (19.2%) 1 (4.3%) 0.08

wk 2 15 (57.7%) 2 (8.7%) 0.002
wk 4 18 (69.3%) 4 (17.3%) 0.001
wk 8 20 (76.9%) 7 (30.4%) 0.007
Total PUSH score improvement (wound
healing)
(total PUSH score week 0)–(total PUSH score
week 1, 2, 3, …) � 1

wk 1 15 (57.7%) 1 (4.3%) 0.001
wk 2 23 (88.5%) 2 (8.7%) <0.001
wk 4 25 (96.2%) 7 (30.4%) <0.001
wk 8 25 (96.2%) 12 (52.2%) <0.001

686 D. Boonyawan and C. Chutsirimongkol



Outcomes of bacterial reduction

The distribution of bacterial culture detected on wounds by weekly tissue culture
before treatments is shown in Fig. 12.28. The bacterial load was significantly
reduced at first week after one treatment, regardless of the species of bacteria
identified, (69.2% in plasma, 17.3% in control group; p = 0.001) as summarized in
Table 12.7 (Fig. 12.29).

This was the first RCT study in vivo to demonstrate the wound healing effect of
CAP. The CAP seems to support the clinical healing process of chronic pressure
ulcer wounds in humans, reduce wound size/exudate, improve wound base, and
reduce bacterial load. Applying this method, no relevant side effects have been
observed so far, and the available in vitro experimental and this in vivo clinical
results may allow the conclusion that CAP is a promising new option for the
treatment of chronic wounds.

Fig. 12.28 Bacterial culture
distribution of control group
(others are Coryneform
bacteria, Streptococcus and
Yeast)

Table 12.7 Bacterial load reduction

Plasma-treated
group (n = 26)

Control group
(n = 23)

p value

Bacterial load reduction
(tissue culture score week 0)–(score
week 1, 2, 3, …) � 1

Number of wounds with less bacterial load

wk 1 18 (69.2%) 4 (17.3%) 0.001
wk 4 19 (73.1%) 11 (47.8%) 0.001
wk 8 23 (88.5%) 19 (82.7%) 0.002
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Chapter 13
Dielectric Barrier Discharge
(DBD) Plasmas and Their Applications

Deepak Prasad Subedi, Ujjwal Man Joshi and Chiow San Wong

13.1 Introduction

Gas discharge plasmas, also known as low-temperature plasmas, have drawn much
attention in past few decades because of their importance in many technological
developments. The use of plasma for industrial purposes began more than
100 years ago with the use of plasma sources for generation of ozone and also as
light sources [1]. Since then, plasma processes have been utilized in a wide range of
technological and research areas, including microelectronics, gas lasers, polymers
treatments [2–4], synthesis of novel materials [5, 6], protective coatings [7–9], etc.
Plasma processes are now commonly used in air cleaning systems, and treatment of
food containers, fruits, meat, vegetables, fabrics, and medical devices [10]. New
areas of application of plasma processes have also been established in recent years.
This includes plasma nanotechnology that involves plasma-based production and
modification of nanomaterials [11], plasma ignition, and plasma aerodynamics.
Recent development in the production of atmospheric pressure plasma jet has
extended the use of nonthermal plasma in biology and medicine for various
applications such as dental treatment, wound healing, decontamination of surfaces,
treatment of cancer cells, and other skin diseases [10, 12].

Among various sources of plasma, the dielectric barrier discharge (DBD) offers
one of the most cost-effective nonthermal plasma sources. This type of discharge is
known to be effective in the initiation of chemical and physical processes in gases
[13]. DBD has been extensively studied in past few years because of its potential
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application in many different areas. It covers not only material processing but also
applications in the field of energy and environment due to its ability to form highly
reactive plasma at near room temperature with low energy consumption using
simple reactor system at atmospheric pressure condition [14].

The first application of DBD plasma was in water treatment by ozone after
Siemens proposed his novel idea to use DBD for ozone generation in 1857. It was
reported in his paper that discharge initiated in an annular gap between two coaxial
glass tubes could generate ozone from atmospheric pressure oxygen or air [1]. This
invention led to the large-scale industrial production of ozone for the treatment of
drinking water around 1900 in Europe. Novel application of DBDs in the pro-
duction of flat panel television screens using AC plasma, reported in 1996, also
drew much attraction [15]. The list of applications of DBD has been extended
recently to at least two more fields of interest: airflow control and medicine [16].

The most important characteristic, which has made DBD profoundly useful in
material processing, is its nonthermal equilibrium nature (refer Fig. 13.1). This
nonthermal equilibrium plasma conditions can be established in DBDs in a much
simpler way than with other alternatives such as low-pressure discharges,
fast-pulsed high-pressure discharges, or by electron beam injection.

Figure 13.1 shows the dependence of electron temperature (Te) and neutral
temperature (Tg) on the pressure of mercury and rare gas mixture DBD plasma
discharge. It is evident that there is a large difference between Te (*10,000 K) and
Tg (*300 K) at a pressure of about 1 m Torr resulting in a nonthermal equilibrium
plasma [17]. The difference in temperature between these two species arises due to
low collision frequency between electron and neutral molecules at low pressure.
However, at a pressure above 5 Torr, these two temperatures merge together to an
average value of about 5000 K. The nonthermal equilibrium nature of these dis-
charges has made them suitable for material processing.
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Fig. 13.1 Variation of electron and heavy particle temperature with pressure
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13.2 Various Types of Plasmas Useful in Industry

There are various types of plasmas which are generated in research laboratories and
many of them have been employed in industry. Classification of these wide range of
plasmas can be made mainly on the basis of power supply used to generate them,
pressure of the working gas, geometry of the electrode, and nature of the discharge.
In the following sections, some low-pressure plasmas based on different power
supplies will be discussed. This will be followed by a brief introduction to some
plasmas which are generated in atmospheric pressure and are classified based on
their discharge characteristics.

13.2.1 Low-Pressure Plasmas

There are many ways to generate a low-pressure plasma. The simplest and the
oldest method is the DC glow discharge [18]. DC discharge is useful for sputter
deposition of thin films of metals. It has a large potential drop at the conductive
cathode producing an energetic bombardment of positive ions on cathode which
sputter materials from the metallic cathode. However, they cannot be used to sputter
dielectric materials or to deposit dielectric films since insulating surfaces become
charged in opposition to the applied field. This problem is overcome using radio
frequency (RF) or microwave (MW) discharges so that the positive charges accu-
mulated during the one half cycle can be neutralized by electron bombardment
during the next half cycle [19].

High-frequency (HF) plasma sources can be classified according to the type of
external energy input used to sustain them. Plasma processing tools generally use
RF and microwave power to sustain the plasma. Most commonly RF power is
available at 13.56 MHz and microwave power is available at 2.45 GHz. Many
types of HF plasma sources exist for processing applications and these are generally
classified into capacitive, inductive, and types of EM wave sources used [20]. The
latter two are also referred to as high density sources with electron density ne
1017 m−3. A brief review of low-pressure DC, RF, and microwave discharges will
be presented in the following sections.

13.2.1.1 DC Discharge

DC glow discharge at low pressure is one of the most familiar of gaseous discharges
because of the ease with which it can be generated and maintained and because of
its distinctive appearance [21]. This is also one of the earliest forms of laboratory
plasma originally studied by Faraday, Crookes, and others working on cathode ray
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experiments. The appearance of the discharge is composed of several dark and
luminous regions as shown in Fig. 13.2. The light emitted from luminous zones has
specific colors which is the characteristic of the gas used. The discharge is produced
by applying a DC voltage across two metal electrodes placed inside a glass tube
evacuated and filled with a gas to a pressure in the range of 0.1–10 Torr. In a typical
DC glow discharge, the voltage is of the order of few hundreds of volts, and the
current is of the order of several milliamps [20]. The breakdown voltage VB is a
function of the pressure p of the gas inside the tube and the interelectrode distance
d as expressed by Eq. 13.2.1 which is known as Paschen law.

VB ¼ f ðpdÞ ð13:2:1Þ

The voltage (V) along the discharge is found experimentally to vary as shown in
the lower part of Fig. 13.2. The associated curve for the axial electric field (E) can
readily be found from the voltage distribution. If the distance between the two
electrodes is reduced keeping the pressure constant, it is found that the reduction in
length is taken up entirely by the positive column of the discharge. The positive
column constitutes a plasma which is an ionized gas with no net space charge.
A detailed description of the different dark and luminous regions in the discharge
tube can be found in earlier work [21].

In fact, most of the modern plasma devices are the modified version of the
low-pressure glow discharge tube. In practical applications of the discharge for
material processing, the electrode area is enlarged whereas the interelectrode dis-
tance is reduced. When the distance between the electrodes is made much smaller
compared to the dimension of the electrode, most of the discharge will be occupied
by the positive column providing a bulk of stable and homogeneous plasma.
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Fig. 13.2 Schematic diagram of the luminous zones and dark spaces in a low-pressure DC glow
discharge
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13.2.1.2 RF Discharge

When an alternating electric field is applied to a gas, the DC breakdown charac-
teristics are still applicable if the frequency is below about 1 kHz. In this low
frequency range, the time for one cycle of the applied AC field is much longer than
the ion transit time in the plasma. However, for higher frequencies, AC breakdown
takes place at peak voltages differing from the corresponding DC values [21]. At
frequencies of the order of 100 kHz, the breakdown voltage is not only a function
of (pd) as in the case of DC discharge but also depends on (fd) as represented by the
following equation:

VB ¼ f 0 pd; fdð Þ; ð13:2:2Þ

where f is frequency of the RF source. Radio frequency discharge is one of the most
widely used discharge types in application for thin film deposition because of its
ability to generate a large volume of stable and homogenous plasma. The com-
mercially available RF power supplies are operated at a frequency of 13.56 MHz.
Based on the method of coupling, the high-frequency power with the load, the
high-frequency discharges are usually classified into two types: (i) capacitive
coupling and (ii) inductive coupling.

The capacitively coupled internal electrode type which is also referred as
parallel-plate or diode RF system has been widely used as production-level plasma
reactors. The main reason for their wide application is due to its ease of scale-up
[22]. The schematic drawing of a typical capacitively coupled RF plasma reactor is
shown in Fig. 13.3.

A plasma is formed in the space between the electrodes due to the applied
electric field. The region between the plasma and both the electrodes and the walls

Plasma

Sheath

Sheath

Powered electrode

Grounded electrode

Capacitor

Rf power supply

Fig. 13.3 Schematic diagram of AC-coupled RF plasma reactor
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of the reactor is known as the sheath. The sheath plays an important role in the use
of plasma for various applications because it is the region where the charged
particles gain kinetic energy to bombard the surfaces to be treated by plasma. The
reactors are said to be capacitively coupled because the radio frequency currents
and voltages that sustain the plasma are introduced through the sheath, which acts
like a capacitive element in an electrical circuit [23]. These sources employ one or
more electrodes to produce plasma, with typical electrode voltages of 100–1000 V
and typical RF powers of 100–1000 W. Low-pressure RF discharges are widely
used for deposition of thin films by plasma-enhanced chemical vapor deposition
(PECVD). Zajickova et al. [8] used PECVD based on hexamethyldisiloxane
(HMDSO) monomers to deposit SiO2 protective films on polycarbonate (PC).
Dependence of the sputtering of PC on the applied RF power and the self-bias
voltage in argon plasma was also investigated in this study. It was found that the
sputtering rate is proportional to these two discharge parameters.

A more detailed investigation on the surface treatment of polycarbonate sub-
strate by low-pressure RF discharge and its effect on film deposition can also be
found in an earlier work by Zajickova et al. [9]. This study revealed that treatment
of the substrate in argon discharge prior to the deposition of the thin film consid-
erably increased the adhesion of the film to the substrate.

At low pressures, a stable glow discharge can be easily generated, whereas it is
difficult to get a stable homogeneous glow discharge at atmospheric pressure.
Recently, RF power sources are also used to generate stable glow discharge in
atmospheric pressure plasma using DBD configuration. Moon et al. [24] performed
a feasibility study of controlling plasma at atmospheric pressure by investigating the
role of helium gas in an argon glow plasma using 13.56 MHz radio frequency
power. This study suggests that mixing of the supply gas is a useful way of
controlling the plasma characteristics that may be utilized for applications with
specific required discharge conditions.

13.2.1.3 Microwave Discharge

Microwave discharges are widely used for generation of quasi-equilibrium and
nonequilibrium plasma for different applications. Microwave plasma can be gen-
erated at pressures from 10−5 Torr up to atmospheric pressure in the pulse and
continuous wave regimes at incident powers ranging between several watts and
hundreds of kW [25].

At this range of frequency of the power supply, ions and subsequently the
electrons also can no longer reach the electrodes as they are unable to follow the
rapidly oscillating field. No secondary electron emission is required to sustain
the discharge. This makes it possible to have electrode less discharge. Therefore,
the power can be concentrated to a localized volume and thus a high-density plasma
can be generated [20]. The density of ions in such a plasma can be more than
3 � 1011 cm−3. The most commonly used frequency of the microwave power
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supply is 2.45 GHz corresponding to a wavelength of 12.24 cm which is roughly
comparable to the dimension of a typical microwave reactor [26].

In 2012, Hoskinson et al. [27] demonstrated a novel array of micro-plasma
sources consisting of microwave resonators arranged in a two-dimensional grid.
This study verified the electromagnetic behavior of the array through application of
analytic coupled mode theory, electromagnetic modeling, and observation of the
generated plasma structures. Their investigations showed that the device in specific
mode could be useful for applications in material and surface modifications.
Microwave resonator-based discharges offer several advantages compared to DC or
low-frequency micro-plasma discharges.

A topical review on the methods of microwave plasma generation, general
features of microwave plasma, and selected aspects of microwave plasma diag-
nostics can be found in an earlier work [25].

13.2.2 Atmospheric Pressure Plasma

Atmospheric pressure nonequilibrium plasmas have made a remarkable progress in
plasma generation techniques recently, including atmospheric pressure glow dis-
charge (APGD) [28–32], dielectric barrier discharge (DBD) [1], corona discharge
[33, 34], surface discharge [35–37], pulsed discharge [14, 38, 39], etc. This has led
to an expansion of their applications into the field of energy and environment as
well as material conversion processes [14]. The widespread application of these
discharges is driven mainly by virtue of their special advantage of forming a highly
reactive plasma at near room temperature condition with low energy consumption
using simple reactor system at atmospheric pressure.

An extended review of atmospheric pressure discharges producing nonthermal
plasma has been presented in a paper by Navartovich [15] which reports the
classification of such discharges with respect to their properties, and an overview of
their possible applications. Several research papers have been published reporting
new developments in the form and applications of atmospheric pressure plasmas in
past one and a half decade.

In the following sections, corona discharge, arc discharge, surface barrier dis-
charge (SBD), dielectric barrier discharge (DBD), and atmospheric pressure glow
discharge (APGD) are briefly reviewed with some recent developments and their
new areas of applications.

13.2.2.1 Corona Discharge

Generally, a corona discharge is obtained when the discharge current is limited to
the micro-ampere level after electrical breakdown has been achieved. A specific
form of corona discharge at atmospheric pressure is the luminous glow localized in
space around a point tip in a highly nonuniform electric field [17]. Figure 13.4
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shows the schematic diagram of a typical point-to-plane corona discharge. In this
type of discharge, the geometry of the electrode confines the gas ionizing process to
high-field ionization region around the active pointed electrode. Usually, the corona
geometry is named positive, negative, bipolar, AC, or high frequency (HF),
according to the polarity of the active electrode. The space between the active
pointed electrode and the plane electrode can be divided into two regions: (i) the
ionization region and (ii) the drift region. The ionization region is concentrated very
close to the pointed electrode. The region outside this is the drift region where ions
and electrons react with the neutrals but with too low energy to ionize and too low
density to react with other ionized particles [33]. The application of corona dis-
charge in processing of materials is limited due to the restricted area of the dis-
charge. However, several attempts have been made to overcome this limitation
using two-dimensional arrays of electrodes. Main applications of corona discharge
are in the fields of surface modification of polymers, ozone generation, particle
precipitation, and enhancement of SiO2 growth during thermal oxidation of silicon
wafers [17]. Schutze et al. reported that for a positive point-to-plane corona dis-
charge operating in air at 760 Torr, the plasma was ignited at 2–5 kV and produced
extremely small current of the order of 10−10–10−5 A.

Akishev et al. [34] investigated the phenomenology of a high-current negative
point-to-plane corona in nitrogen. They found that the structure and current–voltage
characteristic of the corona change significantly when the working gas is slowly
blown through the discharge cell. They also studied the time evolution of the radial
profile of the current density at the anode under different experimental conditions.

Plane Electrode

Power supply

Corona discharge

Dri  Region

V

Fig. 13.4 Schematic diagram of a point-to-plane corona discharge
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13.2.2.2 Arc Discharge

An arc discharge is obtained when the discharge current is maintained at above
ampere level after an electrical breakdown of a gas has occurred. A thermal arc
discharge will be produced when the filling gas pressure is sufficiently high.

Figure 13.5 shows the current–voltage characteristics of a gas discharge show-
ing the Townsend (Dark) discharge, corona discharge, glow discharge, and arc
discharge regions. It is evident from the figure that an arc discharge can be
maintained by a lower voltage than a glow discharge. Further details on current–
voltage characteristics of gas discharge can be found in an open source [40].

Arc discharges are commonly used in metallurgical processes, e.g., to melt rocks
containing Al2O3 to produce aluminum and synthesis of carbon nanoparticles [41].
Fanara et al. [42] made a detailed investigation on the properties of atmospheric
pressure arc by means of electric exploration of the plasma column and the anode
region. A multi-wire apparatus, operating for arc currents in the range 50–200 A
has been described and the ion current density and temperature maps are also shown
in their study.

In order to obtain a nonthermal plasma at atmospheric pressure discharge, the
first step is to avoid the formation of an arc. This can be achieved by limiting the
current flowing through the discharge. Use of dielectric barrier between the elec-
trodes can be made to limit the current in the discharge thereby converting it into
high-voltage, low-current discharge. This type of discharge system in which either
one or both of the electrodes are covered by dielectric barrier is called a dielectric
barrier discharge (DBD).
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Fig. 13.5 Current voltage characteristics of gas discharge showing the Townsend (Dark)
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13.2.2.3 Dielectric Barrier Discharge (DBD)

In the study of gaseous discharge, there are two main ways to prevent the transition
of a discharge from corona to spark. One approach is to use a nanosecond pulse
power supply [43]. The other approach is to insert a dielectric barrier in the dis-
charge gap. The insertion of dielectric material in the discharge gap is to limit the
discharge current thereby preventing the formation of complete breakdown. The
schematic diagram of a DBD system is shown in Fig. 13.6. Due to the absence of
complete breakdown, DBD is sometimes called silent discharge.

The dielectric barrier discharge (DBD) has a number of possible industrial
applications and has been a subject of research for many years [44]. It possesses
potential advantages in atmospheric pressure surface processing and plasma
chemistry. The most important characteristic of DBD is that a nonthermal equi-
librium plasma condition can be achieved in a much simpler way compared to other
alternatives like low-pressure discharges, fast-pulsed high-pressure discharges, or
electron beam injection. The flexibility with respect to geometrical configuration,
operating medium, and operating parameters is another important advantage of
atmospheric pressure DBD.

Moreover, the conditions optimized in laboratory experiments can easily be
scaled up to large industrial installations [45]. In 2004, Laroussi and Lu [38]
presented a study on the power consideration in the pulsed dielectric barrier dis-
charge at atmospheric pressure. Pulsed operation with pulse widths in the range of
nanoseconds has been suggested to enhance the plasma chemical processes. This
study reports on a specially designed, dielectric barrier discharge-based
diffuse-pulsed discharge and its electrical characteristics. Their results indicated
that the mechanism in this system would lead to a much improved power transfer to
the plasma.

In a recent study by Gibalov and Pietsch [16], dynamics of dielectric barrier
discharges in different arrangements has been investigated. Based on experimental
results, they have performed numerical investigations of DBDs in three basic
configurations: volume, coplanar, and surface discharge arrangements. This study
found that the anode- and cathode-directed streamers appear with a highly

Fig. 13.6 Schematic diagram of a parallel-plate DBD
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conductive channel in between. The interaction of the streamers with conductive
and dielectric surfaces determines the filamentary or homogeneous appearance of
the discharge and its properties.

13.2.2.4 Surface Barrier Discharge (SBD)

There are several terms used in literature to describe surface discharge. They are
often named as sliding discharge and/or creeping discharge. A surface discharge is
called dielectric barrier discharge (DBD) when one or both the electrodes are
covered by dielectric material. SBDs are commonly used for surface treatment of
materials, ozone generation, aerodynamics, etc. Schematics of typical surface
barrier discharge systems are shown in Fig. 13.7.

A detailed investigation of SBD generation and its application for surface
modification of polypropylene nonwoven fabrics has been reported in an earlier
work by Cernakova et al. [35]. An experimental study of a SBD for the active
control of subsonic airflow has been made by Dong et al. [36]. This study also
performed complementary and coherent electrical, optical, and aerodynamic mea-
surements as a function of various parameters and geometries. They have investi-
gated the influence of the frequency and applied voltage of the discharge on the
dissipated power. Their investigation resulted in an empirical formula to calculate
the dissipated power and the energy lost in the dielectric.

In 2009, Cech et al. [46] reported on the influence of electrode gap width on
plasma properties of diffuse coplanar surface barrier discharge in nitrogen. They
studied the plasma parameters by means of time- and space-resolved optical
emission spectroscopy and oscilloscopic measurements which provided a spatial
and temporal distribution of the luminosity of the discharge. An elaborated
description on SBD can also be found in an earlier report [37].

13.2.2.5 Atmospheric Pressure Glow Discharge (APGD)

The APGDs are closely related to DBDs and they are operated in a similar dis-
charge configuration with high-voltage electrodes that are covered by dielectric
barriers that lead to self-quenching of the micro-discharges and prevention of spark
formation [47].

Fig. 13.7 Examples of surface DBD configurations. Reprinted from Kogelschatz [37] with
permission
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The DBD at atmospheric pressure usually has a filamentary nonhomogeneous
form. The first step to get a homogeneous discharge at atmospheric pressure con-
sists of avoiding the formation of a streamer and then of a micro-discharge. The
origin of the streamer is a large electronic avalanche creating enough ions to
localize the electrical field. The streamer formation is observed when the gas gap
becomes large compared with the electron mean free path. At room temperature, the
transition between the Townsend and the streamer breakdown occurs when the
product of the gas gap and the pressure (pd) becomes around 100 Torr cm. An easy
solution to avoid streamer formation at atmospheric pressure has been suggested by
Massines et al. The solution consists of using micro-plasmas made in micrometric
cells. Another solution consists of heating the gas in order to decrease its density
[48]. Several researchers have tried to obtain the homogeneous DBD at atmospheric
pressure [49, 50]. Okazaki et al. [50] were able to show that a uniform DBD could
be generated under specific condition of power supply and electrode configuration.
They named such discharge as APGD. Their study showed that DBD can be made
homogeneous, if the frequency of the power supply is higher than 1 kHz and if
helium or argon with a small admixture of acetone is used. A new technique of
stabilizing the homogeneous glow discharge at atmospheric pressure by 50 Hz
source in any gas was reported by Okazaki et al. [50]. Due to the possibility of
using line frequency power supply, this system could be more cost-effective
compared to the systems which work with power supplies of frequencies in the
range of kHz or MHz.

In 2001, Trunec et al. [49] reported the generation of atmospheric pressure glow
discharge in neon. They investigated the electrical characteristics of APGD in neon
for different voltages and frequencies of power supply and different gas flows. This
study also made a comparison of electrical properties of the discharges in neon with
that of the discharge in argon and in the mixture of neon with argon.

Chen et al. [30] presented a preliminary discharging characterization of a novel
APGD plume and its application in organic contaminant degradation. They were
able to generate an atmospheric pressure glow discharge plume (APGD-p) using a
dielectric barrier discharge reactor with one conductive liquid electrode. Their
results showed that the APGD reactor produced a cold plasma plume with tem-
perature not higher than 320 K at power of 5–50 W.

In another work reported in 2007, Buntat et al. [31] reported the generation of a
homogeneous glow discharge in air at atmospheric pressure. They have experi-
mentally investigated the discharge using two different electrode configurations of a
perforated aluminum sheet and stainless steel wire mesh. This study showed that the
perforated material shows a better glow discharge stabilization than that of stainless
steel wire mesh.
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13.3 Generation and Characterization of DBD

13.3.1 Introduction

DBD systems can be made in many configurations. The most convenient is the
planar-type DBD using parallel plates separated by a dielectric material. Cylindrical
DBDs are also widely used for ozone generation. This system is made using coaxial
tubes with a dielectric material between them. The schematics of planar and
cylindrical DBDs are shown in Fig. 13.8 [1]. This discharge requires alternating
voltage for operation due to the presence of a dielectric barrier between electrodes.
The interelectrode distance may considerably depend upon the type of DBD. In
plasma displays, it is less than 0.1 mm where as it can be up to several millimeters
in ozone generators and up to several centimeters in the case of CO2 lasers. In the
DBD systems described here, the interelectrode distance is varied from 1 to 3 mm.

13.3.2 Principle and Operation of DBD

As a consequence of the presence of at least one dielectric barrier, the DBD acts as
a capacitor. Its capacitance is contributed by both the dielectric and the air/gas
space. The capacitance, in combination with the time derivative of the applied

Discharge Gap

High Voltage Electrode

Ground Electrode

Dielectric Barrier

High 
Voltage 
AC 
Generator

Dielectric Material

Discharge Gap

High Voltage Electrode

Grounded Electrode

Fig. 13.8 Common dielectric barrier discharge configurations
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voltage determine the amount of displacement current that can be passed through
the DBD. The main discharge current flows through the DBD when the electric
field is high enough to cause breakdown in the discharge gap. In most applications,
the dielectric limits the average current density in the gas space. It thus acts as a
ballast which, in ideal case, does not consume energy. Preferred materials for the
dielectric barrier are glass, quartz, ceramics, thin enamel, or polymer layers or other
materials of low dielectric loss and high breakdown strength. In some applications,
additional protective or functional coatings are applied. At very high frequencies,
the current limitation by the dielectric becomes less effective. For this reason, DBDs
are normally operated between line frequency and 10 MHz. When the electric field
in the discharge gap is high enough to cause the breakdown, in most gases a large
number of micro-discharges are observed when the pressure is of the order of
105 Pa (atmospheric pressure). This is a preferred pressure range for ozone gen-
eration, pollution control as well as material processing and polymer surface
modification.

To generate a discharge, one of the electrodes is connected to the high-voltage
power supply with voltages in the range of a few hundred volts to several hundred
kilovolts (operated between line frequency and about 10 MHz as mentioned above)
through a ballast resistor (5–20 MX) in series to limit the current which prevents
the electric puncture in case of material processing and polymer surface modifi-
cation. Another electrode is grounded through a shunt resistor of 10 kX across
which the discharge current is measured. The voltage applied to the electrodes can
be measured by a high-voltage probe. In case of atmospheric pressure DBD, the
most common electrical diagnostic consists of the measurement of the voltage
applied to the electrodes and the discharge current. The voltage across the shunt
resistor connected in series to ground yields the discharge current. The current and
voltage waveforms can be recorded with the help of a digital oscilloscope. From
these observations, current–voltage characteristics and breakdown characteristics
can be obtained. The characteristics of the breakdown and the formation of the
discharge are sensitive to the electrode gap, applied voltage, and ballast resistor
which affect the uniformity in its applications such as material processing, polymer
surface modification, etc. For optical characterization, the optical emission spec-
troscopy (OES) method is commonly used.

When the electric field in the discharge gap is high enough to cause breakdown,
in most gases a large number of micro-discharges are observed when the pressure is
of the order of 105 Pa (atmospheric pressure). Figure 13.9 (left) shows the
micro-discharges in a 1-mm gap containing atmospheric pressure air, photographed
through a transparent electrode. In this filamentary mode, plasma formations
resulting in electrical conductivity are restricted to the micro-discharges. The gas in
between is not ionized and serves as a background reservoir to absorb the energy
dissipated in the micro-discharges and to collect and transport the long-lived species
created.

The dielectric is the key for the proper functioning of the discharge. Once
ionization occurs at a location in the discharge gap, the transported charges accu-
mulate on the dielectric. The field due to the accumulated charges reduces the field
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in the gap and interrupts the current flow after a few nanoseconds. The duration of
the current pulse depends on the pressure and the effective ionization characteristics
of the gas as well as on the dielectric properties. By applying a sinusoidal voltage of
sufficient amplitude, a large number of such micro-discharges of nanosecond
duration are formed. They are randomly distributed in space and time. The DBD
produced at atmospheric pressure usually has nonhomogeneous filamentary nature.
At the maximum and minimum of the applied voltage, the displacement current is
zero and the micro-discharge activity stops, only to start again when the breakdown
field is reached in the gap during the next half cycle (Fig. 13.9). The dielectric
serves two functions: it limits the amount of charge transported by a single
micro-discharge, and ensures that the micro-discharges present are distributed over
the entire electrode area.

13.3.3 Generation of DBD Plasma in Different
Configurations

The geometry of electrodes plays significant role in determining the value of
potential and the electric field strength between the interelectrode spacing where the
DBD plasma is formed. The interelectrode distance and thickness of dielectric
barrier have equally important role in the production of DBD plasma. DBDs
generated using different types of electrodes are briefly described in the following
sections.

Fig. 13.9 End-on view of micro-discharges (left) and schematic diagram of bursts of
micro-discharges (right) (Eliason 1997)
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13.3.3.1 Parallel-Plate Electrode System

The schematic diagram of a parallel-plate DBD system is shown in Fig. 13.10. The
discharge is generated between two symmetric electrodes. The electrodes are made
of brass with smooth surface. They have 50 mm diameter and 10 mm thickness.
The lower electrode is fixed and the upper one is movable with a pitch of 0.5 mm.
Glass plate of 2 mm thickness is used as the dielectric barrier. A high-voltage AC
power supply is used and the applied voltage is in the range of 1–2 kV at a
frequency of 30 kHz. The gap between the electrodes can be varied from 0.5 to
2 mm and Ar is fed at a flow rate of 1 l/min. The experiments are carried out for
gap spacing of 0.5, 1–2 mm.

This system was studied by electrical and optical measurements. Electron tem-
perature and electron density in the discharge were measured by power balance
method and line intensity ratio method. Effect of this plasma treatment on the
surface property of polymers was also investigated by contact angle measurement.
Contact angle measurement on untreated and plasma-treated samples showed that
this discharge effectively improves the wettability of the polymer surface [51].

13.3.3.2 Cylindrical Electrode System

The schematic of a typical DBD system with cylindrical electrodes is shown in
Fig. 13.11a. Two electrodes are held parallel to each other horizontally in stand.
The electrode consists of glass tube filled with fine brass powder with a central wire
inside. The internal diameter of the tube is 12.6 mm and external diameter is
14.9 mm with 1.2 mm thick glass as dielectric barrier. The electrodes are
126.2 mm in length. They are separated by 2.9 mm distance where DBD is pro-
duced. The fine metallic powder packed inside the glass tube serves as electrode to
produce electric discharge. The photograph of the discharge is depicted in
Fig. 13.11b.

The electrodes used in this system are designed for an easy passage of long rolls
of textiles and other materials for continuous treatment in plasma. As an example, a

Fig. 13.10 Schematic diagram DBD with parallel-plate electrodes with double barrier (a) and
photograph of the discharge (b) [51]
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cotton fabric driven by an electric motor was passed through the discharge between
the electrodes and the improvement in wettability of the sample was investigated by
contact angle measurement. Figure 13.12 shows the image of water drops on the
untreated and plasma-treated samples. It was observed that the cotton sample which
was hydrophobic before treatment turned into hydrophilic after 20 cycles of
treatment through the discharge.

13.3.3.3 Coaxial Electrode System

DBD with coaxial cylindrical electrode system is mainly used for chemical syn-
theses such as generation of ozone and treatment of engine exhaust gas. It is
designed to provide an annular gap between two coaxial tubes and a radial electric
field is applied by a high-voltage AC power supply. It causes an electrical break-
down of the flowing gas in the annular gap. Early experiments conducted in such a
system showed that some oxygen molecules in the air flowing through the dis-
charge gap between the glass tubes are converted to ozone. In the present experi-
ment, a HV power supply of amplitude 18 kV operating at line frequency of 50 Hz
is applied across the two cylindrical electrodes. The central electrode is made of
brass rod (diameter is 3 mm, length 65 mm) and enclosed by an inner cylindrical
glass tube. The outer electrode is made of aluminum foil which wraps around the

Fig. 13.11 a Schematic diagram of DBD with cylindrical electrodes. b Photograph of the
discharge
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outer cylindrical glass tube. The gap between the two dielectric layers is 3 mm
through which air or water can easily flow. In our experiments, we used the system
for direct treatment of water by electric discharge. Figure 13.13 shows the
cross-sectional view of the coaxial electrode system in a DBD. The main objective
of the work was to develop a system in which water could be passed through the
annular gap between the electrodes making the treatment more effective. Water
from different sources such as river, well, stone spout, and tap was treated by this
method. The general evaluation of the efficiency of the treatment for water disin-
fection was made. The experimental results show that the qualities of water such as
pH, conductivity, chlorides, and total hardness of water changed slightly after
treatment. However, the coliforms and chemical oxygen demand (COD) were
significantly reduced in the treated samples. A remarkable increase in the amount of
dissolved oxygen (DO) was also observed after the treatment [52].

13.3.3.4 Atmospheric Pressure Plasma Jet (APPJ)

In the previous sections, we mentioned that the atmospheric pressure plasma can be
generated in various configurations. The main problem with these systems is that
the working space is often limited because of the small gap between the electrodes.

Fig. 13.12 Images of water drops on untreated and plasma-treated surface of cotton fabric (a, b).
A complete wetting was obtained after 20 cycles of treatment (c) Image reproduced from the
permission of authors: doi:10.1063/1.4993084
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In an atmospheric pressure plasma jet, the plasma constituents are expelled through
an orifice by a gas flow which makes the treatment of large objects possible. Forster
et al. [53] reported an atmospheric pressure plasma jet in a DBD configuration. This
type of discharge can be operated under high gas flow rate. In 2003, Toshifuji et al.
[54] reported a relatively cold arc plasma jet produced under atmospheric pressure
having potential application for surface modification. Recently, Takemura et al.
[55] developed an APPJ with long flame which can be used to modify polymer film
with a work distance of over 200 mm. Similarly, a double-layered APPJ had also
been reported in 2009 [56]. It consists of an additional part in the jet system for
introduction of nitrogen gas into the outer nozzle between the inner and outer tubes
boosting the plasma plume which results in a brighter and longer plasma torch. This
system is supposed to have more radicals which may broaden the application range
of atmospheric pressure plasma jets. Kuwabara et al. have presented a detailed
investigation on the effects of electrode positioning on the atmospheric pressure
plasma torch based on DBD configuration [57]. In this work, the authors also
discussed the factors which determine the length of plasma jet.

In our study, a nonthermal nitrogen plasma jet was generated using a
high-voltage power supply with output frequency of 10–30 kHz under atmospheric
pressure. The experimental setup used to generate atmospheric pressure plasma jet
is shown in Fig. 13.14. The dependence of the length of plasma jet on the gas flow
rate was investigated and application of this plasma jet to the surface modification
of polymer material was also demonstrated.

Figure 13.15 shows that the length of plasma jet can be enhanced up to 75 mm
by increasing the gas flow rate from 1 to 4 l/min. However, there was no further
change in length beyond this flow rate.

High Voltage outer Electrode

Dielectric Material 
(Glass)

Discharge 

Brass rod

Fig. 13.13 Cross-sectional view of the coaxial electrode system in a DBD
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13.3.4 Characterization of DBD

Different methods are available to measure the electron density and electron tem-
perature in a plasma. The most commonly used methods are: Langmuir probe,
microwave interferometer, Laser Thomson Scattering [LTS], optical emission, and
absorption spectroscopy [59].

Characterization of the discharge by analyzing the emission spectra is a powerful
tool for the diagnostic of plasma.

To determine the electron temperature (Te) and electron density (ne) in
low-pressure plasma, probe method is widely used but the application of probe
method to atmospheric pressure plasma is difficult due to small discharge gap
distance [60]. Alternatively, a powerful tool widely used for the plasma diagnostic
is optical emission spectroscopy (OES), which is nonintrusive and gives rich

Fig. 13.14 Schematic diagram of atmospheric pressure plasma jet system. Reproduced from
Subedi et al. [58] with permission from the editor

Fig. 13.15 Photograph of plasma jet and the dependence of jet length on gas flow rate.
Reproduced from Subedi et al. [58] with permission from the editor
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information about the plasma species. By analyzing and interpreting the plasma
spectra, we can obtain the important properties of the plasma, such as temperature,
density of chemical species, and ionization state [61].

13.3.4.1 Electrical Characterization

In DBD, electric current (i) flows between the electrodes through a defined plasma
volume with cross section A and there is no current loss to the surrounding. This
makes it possible to use the measured current as a diagnostic tool for plasma
generated at atmospheric pressure. The current density (j) is a function of electron
density (ne) and drift velocity (vd) of electrons according to Eq. 13.3.1 which in turn
is a function of electric field.

j ¼ neevd ð13:3:1Þ

In order to determine ne from Eq. 13.3.1, values of vd for different electric field
values can be found from literature. Alternatively, it is also possible to use the
measured values of applied voltage and average discharge current to estimate the
electron density ne. This method is termed as power balance method and is
described by the following equation:

ne ¼ Pav

2AvbElost
; ð13:3:2Þ

where Pav is the average power, A is the area of the electrode, vb is Bohm velocity,
and Elost is the energy lost by the system per electron–ion pair. In a recent study,
Eq. 13.3.2 was used to estimate the electron density in argon discharge produced in
parallel-plate DBD [62]. A high-voltage probe was used to measure the voltage
applied across the electrodes while the discharge current was measured using a
shunt resistor at the earth side of the discharge tube.

The signals were recorded using a Tektronix TDS2002 digital oscilloscope.
Figure 13.16 shows the applied voltage and discharge current waveforms obtained
in an argon discharge.

Taking Bohm velocity vb = 2 � 103 m/s and energy lost Elost = 50 eV; and
using the values of electrode area A = 17.5 � 10−4 m2, applied voltage
Vrms = 13 kV, and average discharge current Irms = 3.86 � 10−5 A from the cur-
rent waveform shown in Fig. 13.16 and substituting in Eq. (13.3.2), the electron
density in air plasma was found to be equal to ne = 8.97 � 1011 cm−3 which is in
fairly good agreement with the values of electron density in low-temperature
plasmas.
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13.3.4.2 Optical Characterization

To understand the generation of reactive species in the plasma, it is important to
measure the electron temperature and the density of the plasma. Conventional
plasma diagnostics such as an electrostatic probe and a microwave interferometer
are not applicable for atmospheric plasma [63]. Several attempts have been made to
characterize atmospheric pressure DBD using OES technique to measure electron
temperature and density [24, 47, 63–69].

OES analyzes the light emitted from the plasma. The light originates from the
excited states decaying to lower energy levels in atoms and molecules due to
various processes. OES can be used to identify the types of excited species present
in the plasma. It can also be used to estimate the temperature of such species which
is obtained from the analysis of the energy distributions of particles and their
respective population. The transitions between electronic energy levels correspond
to wavelength of light in ultraviolet to visible range. Therefore, the monochromator
and photoelectron multiplier which are sensitive over a range of 200–900 nm can
be employed. The resolution required for monochromator depends on the aim of the
diagnostic. Normally, it is sufficient to resolve the vibrational structure of emission
spectra of molecules with resolution of about 0.1 nm.

The typical optical emission spectrum in the range of 190–850 nm, recorded by
a HORIBA Jobin Yvon UV–Vis Spectrometer, for DBD discharge in air is shown
in Fig. 13.17. Its focal length is 140 mm and the grating used is 1200 per mm.
Optical fiber with 100 lm diameter core and resolution of 2.3 nm is used to
transmit the light from the source to the monochromator. The spectrum is recorded
on the computer via SMA connector.

Fig. 13.16 Applied voltage and discharge current waveforms obtained in argon discharge
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Measurement of electron temperature and electron density by line intensity
ratio method

The electron temperature can be obtained by line intensity ratio method using the
equation given below

R1

R2
¼ I1/I2

I3/I4
¼ Apq

Axy

� �
gp
gx

� �
kxy
kpq

� �
Auv

Ars

� �
gu
gr

� �
krs
kuv

� �
exp �Ep � Ex � Er þEu

kTe

� �
;

ð13:3:3Þ

where R1 is the ratio of the intensity of a pair of lines (p ! q) and (x ! y),
assuming that (p ! q) is originated from neutral species (atom) while the transition
(x ! y) is produced by singly ionized ion. Similarly, R2 is the ratio of the intensity
of another pair of lines (r ! s) and (u ! v), assuming that (r ! s) is originated
from neutral species (atom) while the transition (u ! v) is produced by singly
ionized ion. I is the intensity of the spectral line, kij and Aij are wavelength and
transition probability, respectively. gi is the statistical weight of the upper level, Ei

is the energy of the upper level, k is the Boltzmann constant, and Te is electron
temperature. The values of k and I are obtained from the optical emission spectra,
and the values of Aij, gi, and Ei are obtained from the NIST atomic spectra database.
Electron temperature Te is then used to calculate the electron density ne using
Eq. (13.3.4).

ne ¼ 2
I1
I2

� �
Axy

Apq

� �
gx
gp

� �
kpq
kxy

� �
2pme kTe

h2

� �3=2

exp
Ei + Ep � Ex

kTe

� �
ð13:3:4Þ

Four suitable nitrogen lines, two for NII and two for NIII, are chosen from the
spectrum and the electron temperature Te is estimated using the line intensity ratio
method.

Fig. 13.17 Optical emission
spectra of atmospheric DBD
in air in the range of 190–
850 nm
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Considering two NII lines with wavelengths 204.02 and 655.85 nm, and two
NIII lines with wavelengths 245.21 and 378.57 nm, we obtain the intensities (from
OES) and parameters from NIST Atomic Spectra Database which are listed in
Table 13.1.

Substituting the above data in Eq. 13.3.3, we get

R1

R2
¼ 0:506 exp

2:78
Te

� �
ð13:3:5Þ

Taking different electron temperatures, we obtain the corresponding intensity
ratio as given in Table 13.2.

Figure 13.18 is the graph plotted between electron temperature Te and corre-
sponding intensity ratio R1/R2. This graph is used to determine the electron tem-
perature using the value of R1/R2 obtained from the intensity ratio [70]. Since
R1/R2 = 9.16, it corresponds to electron temperature 0.97 eV in Fig. 13.18.

The electron temperature Te determined from above is then used to calculate the
electron density ne using Eq. 13.3.4. Considering two nitrogen lines NI
(402.45 nm) and NII (397.98 nm), we obtain the intensities as given in Table 13.3
(from OES) and parameters from NIST Atomic Spectra Database.

Using the above data in Eq. 13.3.4 with electron temperature Te = 0.97 eV and
ionization potential of nitrogen Ei = 14.53 eV, we obtain the electron density
ne = 3.46 � 1017 m−3.

Similarly, the electron temperature and electron density in argon/air mixture
plasma can be obtained.

Measurement of Electron Density by Stark Broadening Method

One of the most reliable techniques to determine the electron number density is
using the measured Stark broaden line profile of an isolated line of either neutral
atom or singly charged ion. Stark broadening is caused by the Coulomb interaction
between the radiator (in this case argon atom) and the charged particles present in
the plasma.

The Stark broadening appearing due to collision of charged species is the pri-
mary mechanism influencing the width of Ar emission line. The stark broadened
line is assumed to have the Lorentz profile. The electron number density (ne) related

Table 13.1 Selected NII lines intensities (from OES) and parameters from NIST atomic spectra
database

Nitrogen lines Intensity (a. u.) Aij gi Ei

NII (204.02 nm) I1 = 1568.65 Apq = 2.11 � 106 gp = 5 Ep = 21.62 eV

NII (655.85 nm) I2 = 528.47 Axy = 1.43 � 106 gx = 5 Ex = 41.73 eV

NIII (245.21 nm) I3 = 1809.92 Ars = 1.21 � 107 gr = 6 Er = 23.26 eV

NIII (378.57 nm) I4 = 5589.23 Auv = 2.40 � 106 gu = 5 Eu = 40.59 eV

716 D.P. Subedi et al.



to the full width at half maximum (FWHM) of the Stark broaden line is given by the
expression [36].

DkStark ¼ 2x
ne
1016

h i
þ 3:5 a

ne
1016

h i1=4
� 1� 3

4
N�1=3
D

� �
x

ne
1016

h i
; ð13:3:6Þ

where x is the electron impact width parameter (nm); a is the ion broadening
parameter (nm); ne is the electron density (cm−3); Nd is the number of particles in
the Debye sphere. The first term in Eq. (13.3.6) refers to the broadening due to the

Table 13.2 Electron
temperature for different
values of R calculated in
accordance with Eq. 13.3.5

Electron temperature (Te) R1/R2

0.9 11.1045

1 8.15387

1.1 6.33311

1.2 5.13052

1.3 4.29315

1.4 3.68507

1.5 3.22819

1.6 2.87514

Fig. 13.18 Plot of R1/R2 as a function of Te

Table 13.3 Spectroscopic constants for the two emission lines of nitrogen NI (402.45 nm) and
NII (397.98 nm)

Nitrogen lines Intensity (a. u.) Aij gi Ei

NI (402.45 nm) I1 = 1649.07 Apq = 1.14 � 106 gp = 4 Ep = 10.71 eV

NII (397.98 nm) I2 = 1478.17 Axy = 7.79 � 107 gx = 5 Ex = 18.51 eV
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electron contribution and the second term to the ion broadening contribution. Since
the contribution of the ionic broadening is normally very small, therefore, it can be
neglected and Eq. (13.3.6) can be reduced to a simple form:

DkStark ¼ 2x
ne
1016

ð13:3:7Þ

Values of both x and a for different temperatures are reported in [36]. Hence ne
can be expressed as

ne ¼ Dkstark
2� 10�11

� �3
2

ð13:3:8Þ

Equation 13.3.8 is an equation for determining the electron density in dielectric
barrier discharge in argon by measuring the full width at half maximum (FWHM)
of the emission line. The emission line of argon/air plasma at wavelength
696.23 nm is shown in Fig. 13.19.

The use of stark broadening of this line to estimate electron density in the
discharge has also been reported in earlier papers [51, 61, 62].

The calculated value of electron density is ne = 6.04 � 1016 cm−3. This value is
slightly higher than the results obtained by Balcon et al. [71] by Stark broadening
on an argon line.

13.4 Application of DBD

The increasing application of DBD in industries is motivated by the possibility of
treatment of pressure-sensitive objects and materials which cannot be treated using
a low-pressure system. For example, treatment of living tissues, as in case of

Fig. 13.19 Emission line of
argon/air plasma at
696.23 nm showing FWMH
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medical treatment, is possible only with plasma devices which operate at atmo-
spheric pressure.

Filamentary discharges controlled by dielectric barriers have been used for a
long time in the fields of surface treatment and ozone production. This section will
deal with some examples of DBD application for ozone generation, polymer surface
modification, and plasma medicine. The surface modification of polymer material
and the characterization of the modified polymer surface will be presented in more
detail with special reference to contact angle and surface free energy analyses.
The DBD was produced between electrodes with insulating layers of glass or
polymer on the metal electrodes. An AC driving voltage of approximately 10 kV
was used to create the discharge at DBD gap spacing of a few mm.

13.4.1 Ozone Generation

Many technical ozone generators make use of cylindrical discharge tube with
diameter of about 20–50 mm and length of 1–2 m. Glass tubes are mounted inside
stainless steel tube to form a narrow annular discharge space of about 0.5–1 mm.
The high-voltage electrode is formed by a conductive coating (such as a thin
aluminum film) on the inside of the glass tubes whereas the outer steel tubes serve
as ground electrode. The preferred dielectric material is borosilicate glass. Other
dielectrics such as ceramic tubes are also increasingly used. In advanced ozone
generators, layered enamel coatings with optimized dielectric characteristics are
also used. The ground electrode is cooled on the outside by a transverse water flow
in a heat exchanger configuration. Since the efficiency of ozone formation decreases
strongly with rising temperature, the ozone generator generally has narrow dis-
charge gaps to ensure efficient heat removal. Previously, ozone generators were
operated at line frequency. For smaller and low-cost ozone installation, this tech-
nique is still used. Modern high-power ozone generators use power semiconductors
to generate square-wave currents with a frequency range of 0.5–5 kHz. Higher
operating frequencies can deliver the desired power density at much lower oper-
ating voltages. The lower voltage results in less electrical stress on the dielectrics.
Large ozone generators use several hundred discharge tubes and produce up to
100 kg of ozone per hour.

For industrial purposes, ozone is exclusively generated in large installations
using dielectric barrier discharges. Ozone is a potent germicide and one of the
strongest known oxidants. In many applications, it can replace chlorine thus causing
less environmental concern. Although ozone itself is toxic, ozone treatment leaves
no toxic residues in the medium that has to be treated or disposed of. The traditional
application of ozone is for water treatment. About 100 years ago, it was realized
that the germicidal and viricidal effects of ozone can provide safe drinking water in
areas previously endangered by cholera. The first major ozone installation used in
drinking water plant for disinfection was built around the beginning of the last
century in Paris (1897) and Nice (1904), France; and in St. Petersburg, Russia

13 Dielectric Barrier Discharge (DBD) Plasmas … 719



(1910). Although up to recently many countries have preferred chlorine for water
treatment because of its lower cost, there is a strong tendency now to switch to
ozone. The major targets for using ozone in water treatment are disinfection, color,
odor, and iron removal. Another important growing large-scale use of ozone is in
the paper industry. By combining oxygen, ozone, and hydrogen peroxide bleaches,
pulp can be treated in a closed circuit without using chlorine. Extended reviews on
ozone generation and their applications can be found in earlier works [72–75].

In this section, we present a small-scale ozone generator based on dielectric
barrier discharge scheme. An attempt has been made to find out the optimum
condition for higher ozone yield in coaxial cylindrical electrode. The schematic
diagram of ozone generating system is shown in Fig. 13.20. Discharge from
dielectric barrier was generated using high-voltage AC power supply operating at
50 Hz. The central electrode was made of a brass rod fixed inside a glass tube of
thickness 1 mm. The gap between two glass layers was 2 mm. A sheet of aluminum
wrapped outside of the tube acted as the outer electrode. The gas was passed inside
the tube through the gap between the anode and the glass tube. It was supplied by
air pump (ATEC Aquarium, AR-8500). The flow rate of air was 4 l/min. The
concentration of ozone produced was measured by an ozone analyzer (Ozone
Analyzer BMT 964, MESSTECHNIK GMBH Germany).

Effect of applied voltage on ozone concentration

Figure 13.21 shows the variation of ozone concentration as a function of applied
voltage for a fixed air flow rate of 2 l/min at 2 mm gap with double barrier [77]. It is
evident that ozone concentration increases as the applied voltage increases. It is due
to the reason that the increase in voltage increases the electrical energy density, i.e.,
more energy transferred to the electrons, thereby increasing the possibility of col-
lision of the air molecules in the chamber. However, supplied energy may not
always be sufficient for recombination of ions, radicals, etc.

Fig. 13.20 Schematic diagram of ozonizer, 1 dielectric material, 2 gas inlet, 3 aluminum Sheet, 4
glass tube, 5 gap, 6 ozone analyzer, 7 outlet (mixture of air and ozone), 8 beaker with water, 9
resistance 10 kX, 10 central electrode, 11 power supply (18 kV, 50 Hz) [76]
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13.4.2 Material Processing—Polymer Surface Modification

Polymers are used in a wide variety of applications including packaging and
labeling, textile, stationary, automotive, laboratory equipment, etc. A low surface
energy may be desirable in them for several applications, but for other applications
it is a disadvantage, which has to be overcome [78]. As the surface energy of
polymers is quite low, its surface properties such as hydrophilicity, adhesivity, and
printability do not often meet the requirement for industrial applications. In order to
extend its application range, different methods have been developed to modify its
surface properties [79, 80]. Among them, atmospheric pressure nonthermal plasma
treatment is a convenient and environmentally friendly way to obtain these modi-
fications by introducing new chemical groups at the surface without affecting the
bulk properties. However, most of such processes are conducted at low pressure and
high frequency, which needs expensive vacuum equipment and batch treatments,
and therefore it is difficult to apply these processes to large-scale objects, especially
under the condition of continuous treatment. This environmentally friendly dry
treatment can modify the surface properties of materials without changing the
chemical and physical bulk properties [81].

The result of atmospheric pressure dielectric barrier discharge is similar to that
obtained in low-pressure discharges, that is, to produce a substantial increase of
surface free energy. It is reported that the surface free energy of untreated polymers
changes from 20–30 to 50–70 mJ/m2 after the treatment by atmospheric pressure

Fig. 13.21 Ozone concentration versus applied voltage for double barrier ozonizer with air flow
rate of 2 l/min
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DBD (APDBD) [82] making material surface more wettable. APDBD thus
enhances the adhesion, printability, and dye uptake of material surface. Recent
investigations also include the upgrading of wool and textiles and the plasma
treatment of insulated wires and cables.

During surface activation, radicals formed in the plasma disrupt chemical bonds
in the surface layer causing the formation of new species with different properties.
This results in a modification of the near-surface region without changing the
desirable bulk properties of the material. In air plasmas, the active species are
identified as oxygen atoms resulting in the buildup of oxygenated carbon centers in
the surface layer.

Several studies carried out in plasma surface modification had shown that the
modified surface is not stable for long time [8, 83, 84]. The treated polymer
recovers a significant fraction of its hydrophobic property with the storage time
after treatment. Figure 13.22 shows a schematic representation of a possible situ-
ation during surface modification of a polymer containing only carbon and
hydrogen atoms such as polyethylene exposed to oxygen plasma. It also shows the
mechanism responsible for the hydrophobic recovery (aging) in plasma-treated
polymers. Inelastic collisions, mainly involving energetic electrons in the discharge
and species on the polymer surface, can result in chemical bonds breakage creating
free radicals in the material. Reactions between free radicals and atomic oxygen can
add peroxides to the surface as shown in Fig. 13.22. Chemical reactions involving
peroxides and species, such as atomic hydrogen originated from the polymer or
atmospheric contaminants, can incorporate hydrophilic groups to the polymer
surface. This modification enhances the surface energy.

The experimental DBD setup used for polymer treatment is shown in Fig. 13.23.
For the discharge, two rectangular copper electrodes with dimensions 5 cm
3.5 cm � 1 cm are used. The lower electrode is covered by a polycarbonate
(PC) plate with dimensions 10 cm � 8 cm � 0.2 cm as a dielectric barrier, sepa-
rated by a gap between two electrodes. The discharge was generated via line
frequency (50 Hz), high-voltage (maximum peak-to-peak value of 50 kV) power
supply. The plasma surface treatment was performed by placing the polymer
samples with dimensions 3 cm � 2.5 cm on the dielectric material, i.e., the poly-
carbonate (PC) plate in between the two electrodes at room temperature. Dry
ambient air and a mixture of air and argon are used as plasma gas. Argon with a
flow rate of about 2 l per minute is used in case of air and argon mixture. The
plasma treatment time varied from 5 to 60 s. Surface treatments are performed by
setting the electrode gap to 3.5 mm with applied voltage 13 kV rms and ballast

Fig. 13.22 Schematic
representation of a possible
mechanism responsible for
the hydrophobic recovery in
plasma treated polymer [83]
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resistor 20 MΩ. Commercially available four different types of polymer films,
namely high-density polyethylene (HDPE), polyethylene terephthalate (PET),
polypropylene (PP), and polyamide 6,6 (PA), from Goodfellow Cambridge
Limited, UK with dimensions 3 cm � 2.5 cm were used as samples for plasma
treatment. Before the DBD plasma treatment, the samples were washed in isopropyl
alcohol and then washed in distilled water, and ultrasonicated for 10 min and dried
at room temperature.

Surface characterization of plasma-treated polymers

Polymer samples before and after the treatment are studied using contact angle
measurements, surface free energy calculations, scanning electron microscopy
(SEM), and atomic force microscopy (AFM).

Measurement of contact angle of liquid with the solid surface permits a rapid and
qualitative evaluation of surface free energy of polymers. Analysis of the surface
free energy of the untreated and plasma-treated samples has been made by mea-
suring its surface free energy (c), its dispersion part (cLW), and its acid–base part
(cAB) along with the electron–donor component (c+) and the electron–acceptor
component (c−) of the acid–base interaction.

In case of sessile drop method, values of contact angles are recorded for a few
test liquids with well-defined surface tension and its components described as polar
part and dispersive part. The interaction between a single droplet and tested surface
in the most general form can be expressed by Young’s equation [83–85]:

cS ¼ cSL þ cL cos h; ð13:4:1Þ

where cS is the unknown surface free energy (SFE) of tested surface, cSL is the
surface tension of solid–liquid interface, cL is the surface tension of a test liquid,
and h is the contact angle between the solid and the test liquid as shown in

Fig. 13.23 Schematic diagram of the experimental setup
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Fig. 13.24. It comes out from Eq. (13.4.1) that the difference cS � cSL can be
obtained from the experimental values of cL and h.

On the other hand, the work of adhesion for a liquid and a solid in contact, WSL,
is given, according to Young–Dupre equation by Refs. [78, 86–90],

WSL ¼ cS þ cL � cSL ð13:4:2Þ

In addition, it has been proposed that two different interactions of the work of
adhesion WSL can be obtained: WLW

SL derived from London dispersive forces, i.e.,
from apolar or dispersive or Lifschitz–van der Waals (LW) interactions and WAB

SL
derived from nondispersive interactions, i.e., from acid–base (AB) interactions or
electron–acceptor/electron–donor interactions (deriving from hydrogen bonding,
dipole–dipole interactions, etc.) [91]:

WSL ¼ WLW
SL þWAB

SL

The total surface free energy can be written as [89]

cS = cLW þ cAB

WLW
SL can be expressed by the geometric mean of the dispersion components

[88]:
WLW

SL ¼ 2ðcLWS � cLWL Þ1=2

However, the acid–base interactions do not obey the geometric mean combining
rule because they are complementary rather than symmetrical. For this reason, the
acid–base term, cAB, should be split into an electron acceptor surface parameter,
cþ , and an electron donor surface parameter, c�, in such a way that

cAB ¼ 2ðcþ � c�Þ1=2. The acid–base contribution to the work of adhesion between
the solid and the liquid is thus given by,

Fig. 13.24 Schematic
diagram contact angle and
interfacial tensions of three
surfaces
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WAB
SL ¼ 2ðcþS � c�L Þ1=2 þ 2ðc�S � cþL Þ1=2

For the total work of adhesion, the sum of LW and AB contributions is given by,

WSL ¼ 2ðcLWS � cLWL Þ1=2 þ 2ðcþS � c�L Þ1=2 þ 2ðc�S � cþL Þ1=2 ð13:4:3Þ

From Eqs. (13.4.1), (13.4.2), and (13.4.3), we get

cLð1þ cos hÞ ¼ 2ðcLWS � cLWL Þ1=2 þ 2ðcþS � c�L Þ1=2 þ 2ðc�S � cþL Þ1=2;

which allows the determination of LW and AB components of the surface tension
of a solid surface from contact angle measurements of three testing liquids with
known values of the surface tension components. Table 13.4 shows the surface
tension and its polar and dispersive part of three test liquids used for the contact
angle measurements.

Contact angle measurement and wettability

Static contact angle measurements are made before the treatment and immediately
after the treatment by dropping 4 ll of distilled water (H2O), glycerol (C3H8O3),
and diiodomethane (CH2I2) on the surface. Different liquid drops on the polymer
surface were imaged using CCD camera and the contact angles were measured by
ramé-hart Model 200 contact angle goniometer. The values of the static contact
angle were the average of three measured values. It is seen that a rapid decrease in
the static water contact angle takes place with the treatment time up to 10 s which
shows that a strong increase of wettability in the polymer surface is induced by
DBD treatment. After 10 s of DBD treatment in air, the static water contact angle of
untreated HDPE, PET, PP, and PA changed from (i) 92.8° to 63.7°, (ii) 76.7° to
44.8°, (iii) 93.7° to 76.4°, and (iv) 51.2° to 32.4°, respectively. Similarly, after 10 s
of DBD treatment in argon/air mixture, the static water contact angle of untreated
HDPE, PET, PP, and PA changed from (i) 92.8° to 51.4°, (ii) 76.7° to 36.5°,
(iii) 93.7° to 66.0°, and (iv) 51.2° to 25.2°, respectively. This shows that DBD
treatment in argon/air mixture decreased the static water contact angle more than
DBD treatment in air with the same treatment time which clearly proved that a
significant increase of wettability in the polymer surface can be induced by intro-
ducing a small amount of argon in the discharge gas environment. Figure 13.25

Table 13.4 Surface tension and its polar and dispersive part of three test liquids used for the
contact angle measurements

Liquid Total ðcLÞ Dispersive ðcLWL Þ Polar ðcABL Þ Polar + ðcþL Þ Polar − ðc�L Þ
Water 72.8 21.8 51.0 25.5 25.5

Glycerol 63.9 37.5 26.4 3.9 57.4

Diiodomethane 50.8 50.8 0 0 0
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shows the variation of the static water contact angle on the surface of the PET film
with DBD treatment time, both in air and in argon/air mixture. The results show that
for PET film the treatment time longer than 10 s is not helpful as the decrease in
contact angle becomes stable.

From the results mentioned above, it has been verified that atmospheric pressure
dielectric barrier discharge (DBD) can be successfully used for the surface
hydrophilization. It has been shown that different polymer surfaces can be treated to
achieve high hydrophilicity with relatively short treatment time (up to 10 s). Longer
exposure time do not cause significant changes in static contact angle values which
means that saturation of plasma effect occurs. The contact angles are measured over
an extended area of the treated sample and show a dispersion lower than 2.5° which
is within the limit of experimental error. This implies that the surface treatment is
uniform despite the fact that the discharge consists of a series of micro-discharges
randomly distributed over the electrode/sample surface. The steep diminution of the
contact angles on treated samples compared to the untreated one shows the sig-
nificantly increased wettability induced by DBD even after such short treatment
times. This behavior can be attributed to strong surface oxidation. The molecular
oxygen in the contacting air is activated, ionized, and dissociated in the discharge to
give extremely reactive oxygen species that react readily with the substrate surface.

Surface free energy results

The static contact angles between the three test liquids and different polymers are
measured in order to determine the total surface free energy using sessile drop
technique and three-liquid model. The surface free energy is calculated from
Young–Dupre equation using the contact angle. It is seen that after 10 s of DBD
treatment in air, the surface free energy of untreated HDPE, PET, PP, and PA
changed from (i) 35.0 to 43.6 mJ/m2, (ii) 44.5 to 53.6 mJ/m2, (iii) 36.7 to
43.5 mJ/m2, and (iv) 49.4 to 54.2 mJ/m2, respectively. Similarly, after 10 s of DBD

Fig. 13.25 Variation of
water contact angle with
treatment time (PET)
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treatment in argon/air mixture, the surface free energy of untreated HDPE, PET, PP,
and PA changed from (i) 35.0 to 48.2 mJ/m2, (ii) 44.5 to 55.4 mJ/m2, (iii) 36.7 to
42.8 mJ/m2, and (iv) 49.4 to 61.0 mJ/m2, respectively. Further treatment of poly-
mers after 10 s, for both ambiences, does not lead to any significant changes in the
surface free energy. DBD treatment in argon/air mixture increases the surface free
energy more than DBD treatment in air. Figure 13.26 shows the dependence of
surface free energy and its components on treatment time of PET in air plasma.

Scanning electron microscopy (SEM)

In order to compare the polymer surface modifications in air plasma and argon/air
mixture plasma, SEM imaging is performed using Leo 500 scanning electron
microscope for surface topography characterization. Figure 13.27a shows the SEM
micrograph of untreated sample of PET and profile of a water droplet on the
surface, showing measured contact angle of 76.7°. Figure 13.27b shows the SEM
micrograph of PET sample that has been treated in air plasma for 60 s and profile of
a water droplet on the surface, showing measured contact angle of 43.2°.
Figure 13.27c shows the SEM micrograph of PET surface treated in argon/air
mixture plasma for 60 s and profile of a water droplet on the surface, showing
measured contact angle of 32.9°. The topography of the treated polymers appears to
be quite different from the untreated one. It is seen that the surface of the air
plasma-treated polymer has slightly increased surface roughness compared to the
untreated polymer surface. The surface of the argon/air mixture plasma-treated
polymer, however, is changed drastically with highly increased surface roughness
compared to both the untreated and air plasma-treated polymers. This is caused by
the dominant etching effect of the argon plasma treatment. The main species in the
plasma which are responsible for the etching effect are positive ions and photons,

Fig. 13.26 Variation of
surface free energy and its
components with treatment
time for PET in air plasma. c
is the surface free energy, cLW

is its dispersion part, and cAB

is its acid–base part. c+ is the
electron–donor component
and c− is the electron–
acceptor component of the
acid–base interaction
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with the ability of breaking primary chemical bonds and introducing cross-linking.
It is quite interesting to note that the roughness of the polymer treated in argon/air
mixture plasma is more prominent than in the case of air plasma treatment. The air
plasma has only a slight effect on the topography of the polymers.

Atomic force microscopy (AFM)

In order to compare the polymer surface modifications in air plasma and argon/air
mixture plasma, AFM imaging is also performed using Nanoscope III SPM atomic

Fig. 13.27 SEM image and profile of a water droplet on the surface of untreated PET (a), treated
in air plasma for 60 s (b) treated in argon/air mixture plasma for 60 s (c)
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force microscope for surface morphology characterizing of polymer. It is seen that
the argon/air mixture plasma-treated polymer samples are most pronounced than
untreated and air plasma-treated samples. It is known that the argon plasma does not
allow incorporation of new chemical species into the polymer chains. Despite this,
argon/air plasma-treated surface gets much more oxygen-containing polar groups
than the untreated and air plasma-treated surface. This phenomenon can be
explained as argon has lower breakdown potential than air. The blending of it can
make the discharging more symmetrical which can lead to ample plasma ionization.
Figure 13.28a shows the 2-D AFM image of untreated sample of HDPE and profile
of a water droplet on the surface, showing measured contact angle of 92.8°. The
morphology of the untreated HDPE appears comparatively smooth. Figure 13.28b
shows the 2-D AFM image of HDPE sample that has been treated in air plasma for
60 s and profile of a water droplet on the surface, showing measured contact angle
of 54.0°. As can be seen from the figure, the surface of the air plasma-treated HDPE
has only slightly increased surface roughness compared to the untreated HDPE.
Figure 13.28c shows the 2-D AFM of HDPE surface treated in argon/air mixture
plasma for 60 s and profile of a water droplet on the surface, showing measured
contact angle of 46.1°. It is also clearly seen that the surface of the argon/air mixture
plasma-treated HDPE has been changed drastically with highly increased surface
roughness compared to both the untreated HDPE and air plasma-treated HDPE. As
can be seen, the air plasma has only a slight effect on the morphology of HDPE.
These results can also be observed in 3-D AFM images presented in Figs. 13.29a, b
and 13.30.

Fig. 13.28 a 2-D AFM image of untreated HDPE; b AFM image of HDPE treated in air plasma
for 60 s; and c AFM image of HDPE treated in argon/air mixture plasma for 60 s
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13.4.3 Plasma Medicine

Some of the earlier applications of plasma in medicine relied mainly on the thermal
effects of plasma. Heat and high temperature have been exploited in medicine for a
long time for the purpose of tissue removal, sterilization, and cauterization.
Recently, research on applications of plasma in medicine has shifted to the
exploitation of nonthermal effects [43]. Nonthermal atmospheric pressure plasma
sources offer efficient means for the production of chemically active radicals under
low thermal loading conditions. The ability of these devices to operate outside
vacuum chambers not only reduces the overall operation and installation costs, but
also permits the treatment of mechanically sensitive materials, such as biomaterials
and human tissues [92]. Nonequilibrium plasmas are found to be nondestructive to
tissue, safe, and effective in inactivation of various parasites and foreign organisms
[43]. Various types of atmospheric pressure plasma sources have been designed for

Fig. 13.29 3-D AFM image of a untreated HDPE and b HDPE surface treated in air plasma for
60 s

Fig. 13.30 3-D AFM image of HDPE surface treated in argon/air mixture plasma for 60 s
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a wide range of biomedical and industrial applications, like plasma needle,
floating-electrode DBD, microhollow cathode discharge air plasma jet, and various
other forms of plasma jets [12, 43, 77, 92–96]. Atmospheric pressure plasma jets
have been established as suitable sources of low-temperature and nonequilibrium
atmospheric pressure plasmas. The plasma jet devices generate plasma plumes in
open space rather than in confined discharge gaps only. Thus, they can be used for
direct treatment and there is no limitation on the size of the object to be treated [77].

As an example, a recent work on the application of atmospheric pressure plasma
jet for the inactivation of prokaryotic cells (Escherichia coli, Staphylococcus aur-
eus, etc.) and eukaryotic cells (Candida albicans, Saccharomyces cerevisae, etc.) to
obtain >4 log10 reduction in E. coli and <2000 cells reduction in eukaryotic
microalgae C. vulgaris is briefly discussed in this section.

An atmospheric pressure single-electrode argon/oxygen plasma jet was gener-
ated between a high-voltage (3.5 kV, 27 kHz) electrode and the surrounding room
air for treatment of the cells. The micro-plasma jet device operated with an elec-
trical power less than 10 W exhibited a long plasma jet of about 8.0 cm with
temperature near 300 K, not causing any harm to human skin. Optical emission
spectra measured in the range of 200–900 nm showed that various reactive species
such as O, OH, N2

+, Ar+, etc., are present in the plasma plume. The schematic
diagram of the experimental setup used in the present work is depicted in
Fig. 13.31.

Fig. 13.31 Schematic diagram of the experimental setup used for the treatment of the cells. The
discharge was generated by a high-voltage power supply with Vap = 3.5 kV, f = 27 kHz and gas
flow rate Q = 2 l/min
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In order to demonstrate that plasma species are solely responsible for inacti-
vating living cells, the effect of plasma jet in pH and temperature of cell culture
medium was also investigated.

Colony Forming Unit (CFU) analysis was done to investigate the number of
dead cells and number of viable (live) cells. Treated and untreated samples were
diluted by 10–104 times. 100 ll of diluted sample was spread on Plate Count Agar
(PCA) using sterile bent glass rod. Then, the samples were incubated for 24 h at 37o

C. After incubation, viable colony of microbes were counted using Quebec Colony
Counter (QCC). By spread plate technique, viable cell colony was counted using
QCC. More than 4 log reductions were observed in E. coli, Staphylococcus,
C. albicans, and S. cerevisae. In eukaryotic microalgae, more than 2000 cells were
killed by jet at a maximum treatment time of 240 s, as measured using UV–Vis
spectrophotometer taking into account the absorbance of the cell suspension before
and after treatment.

Figure 13.32a, b indicates that plasma jet is responsible for the killing of
prokaryotic and eukaryotic cells. The inactivation and killing of both prokaryotic
and eukaryotic cells increased as the treatment time increased with argon as carrier
gases.

13.5 Summary

An overview of low-temperature, nonthermal plasma with focus on dielectric
barrier discharge has been presented. Low-pressure gaseous discharges which can
be generated by DC, RF, or MW power sources have been briefly described before
introducing different types of atmospheric pressure plasmas. This chapter mainly

Fig. 13.32 CFU in a eukaryotic yeast cells b prokaryotic bacteria cells as a function of treatment
time in APPJ. The treatments were carried out at distance of 3.5 cm from nozzle in 12 well plates
[77]
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focused on atmospheric pressure DBD, its generation, characterization, and appli-
cation in some selected fields.

Although the field of low-pressure plasma has been studied for quite a long time,
the field of atmospheric pressure plasma is still very young. In the past few decades,
new and interesting applications are emerging rapidly and hence interest in this field
of research is growing in the same rate. One of the most challenging topics of
research for the coming years will be to generate a larger volume of stable and
homogenous plasma at atmospheric pressure so that material processing which
originally used to be carried out in low pressure could be possible at atmospheric
pressure thereby significantly reducing the cost of installation, operation, and
maintenance. This will demand a better understanding of the discharge process at
atmospheric pressure mainly, the nature of micro-discharges and the associated
plasma chemical reactions in such systems. Numerous attempts have been made in
this direction by improving existing diagnostics tools and also by introducing new
methods. This will not only increase our understanding but will also pave the way
for development of new applications of these cost-effective plasmas.
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Chapter 14
Carbon-Based Nanomaterials Using
Low-Temperature Plasmas for Energy
Storage Application

Bo Ouyang and Rajdeep Singh Rawat

14.1 Introduction

Energy can be conveniently stored as chemical energy from which it can also be
retrieved easily. Currently, a large fraction of energy, about 85%, used by mankind
for various activities is usually derived from fossil fuels. Fossil fuels are most
favoured energy resources as energy can be extracted and distributed at compara-
tively low expense. Nonetheless, the combustion of fossil fuels delivers pollutants
in our environment raising concerns of global warming [1]. Moreover, the natural
reserves for fossil fuels are rather limited and at the current rate of exploitation they
will not last longer and hence long-term sustainable energy resources are required.
Another dimension of energy research is the energy storage. Many types of energy
resources store energy directly into them which can be used when required, e.g.,
energy stored in coal, oil and gas (fossil fuels which are depleting fast) can be
extracted when needed. But in many situations we do not have the control over the
availability of energy as they are intermittently available, particularly for renewable
energy resources such as solar, wind, tidal, hydroelectric energy. If we do not store
these energies they will be wasted. There are several methods of energy storage
among which electrochemical energy storage (EES) methods/systems have received
considerable attention to store these intermittent renewable energy. The EES sys-
tems are not only for energy storage, but also capable of delivering the easily
transportable energy such as portable devices including cell phones, laptops,
vehicles, electrical vehicles, etc. The EES devices should have certain key features
which include (i) being capable of providing high energy (for them to last longer)
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and power densities (for them to provide sufficient current to operate the loading
device), and (ii) with longer cyclic life (i.e., we can re-charge them several times for
reuse).

Sustainable energy storage and conversion materials, together with the corre-
sponding devices, have been in great demand. Because of that, the above issues can
be solved in two approaches. First, energy can be efficiently converted from other
infinite resources, such as the solar power and water into the useful forms such as
fuel and electricity. In order to achieve this goal, fuel cells, water splitting catalysts
as well as solar cells have received considerable research interest [2, 3]. Second,
energy storage devices have been required to deliver the properties of environ-
mental friendliness, cost-efficiency, and efficient performance, which is essentially
due to the sporadic characters of most sustainable energy sources. Lithium-based
batteries, including lithium-ion, lithium-sulfur and lithium-air, can be the most
promising and useful devices toward these storage purposes, especially for the
lithium-ion batteries (LIBs) [4–6]. Another efficient and promising device for
energy storage is the supercapacitor (SC), which is capable of storing and releasing
energy rapidly [3, 7].

The LIBs and SCs, two major energy storage devices, have received the global
research interests since they serve as predominant energy sources for portable
electronics such as laptops and cell phones. Despite different definitions, both of
them belong to the electrochemical devices and deliver lots of similarities in con-
figuration. In principle, both integrated SC and LIB devices contain three indis-
pensable components: a positive electrode (cathode), an electrolyte (aqueous or
non-aqueous solution), and a negative electrode (anode). During charging process,
cations (H+, Li+, Na+, K+, etc.) or anions (OH−, etc.) from electrolyte or either one
electrode move across the electrolyte and adsorb onto/insert into the other electrode,
delivering polarization within the electrochemical device [8]. Reversibly, the dis-
charging process is a depolarization process during which ions desorb/extract from
the electrode and return to the other electrode. Meanwhile, the electrons pass
through the external circuit. In spite of many common characters, SCs and LIBs can
also deliver several differences within the charge storage mechanism. For instance,
SCs can be typically classified into two kinds: pseudocapacitors as well as electric
double-layer capacitors (EDLCs), both of which can only store charges on the
surface or in a thin-layer region of active materials (several tens of nanometers from
the surface) through absorbing/desorbing ions to achieve electric double layers or
utilizing reversible surface/near-surface redox reactions (a chemical reaction in
which the oxidation states of atoms are changed) [9]. Hence, SCs are capable of
delivering considerable charge/discharge capacitance (resulting in highly power
densities) due to the ion diffusion while delivering depressed energy density (*5–
20 W h kg−1) because of the inadequate utilization of entire active materials (for
pseudocapacitors) or limited active surface areas (for EDLCs). For comparison,
LIBs are able to store charges through the intercalating lithium ions both in the bulk
and on the surface of active materials. Resultantly, LIBs can achieve a considerably
enhanced energy density (� 120–150 W h kg−1, usually two orders of magnitude
higher than the capabilities of SCs) [10]. Nonetheless, they always experience
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extensive kinetic issues because of the gradual diffusion of lithium ions into the
bulk active materials, resulting in the comparatively lower power densities.

Because of the rapid development of nanoscience and technology, the require-
ment toward innovation in the techniques of nanostructural fabrication has been
largely increased [11]. In comparison with excited neutrals and charged particles,
plasma can deliver a distinct environment toward material fabrication and chemical
process, which are quite different from normal gas, liquid, and solid phases. In
terms of this approach, novel nanostructure seems to be fabricated. The definition of
plasma was first given by Erving Langmuir during 1928 [12]. Nine decades have
witnessed the continuous progress of plasma as well as plasma-enhanced tech-
nologies which have currently served as the essential candidate towards the
numerous applications and are fundamentally indispensable in different areas, such
as information technologies, materials sciences, environmental sciences, life and
medical science, as well as energy sciences. In the field of material fabrication and
processing, plasma-based strategies have been observed to achieve significant
applications in thin-film deposition, etching and surface modifications [13, 14]. In
particular, the synthesis of microstructure on the basis of plasma etching serves as
an indispensable part in microelectronics [15].

Even though plasma-based approaches have currently been introduced into
fabricating structures with reduced scales, the micro-to-nano conversion still needs
considerable control towards the strategies. The preparation of microstructure is
conventionally dependent upon patterned masks achieved via lithography.
However, as the dimension of micro-architecture is decreased towards the
nano-metered size, considerable interest has been attracted to investigate a
bottom-up preparation approach rather than the conventional top-down method on
the basis of lithography. Novel ideas toward fabrication strategies need to be found,
particularly for the nanostructures fabrication without lithography, which enables
plasma-enhanced fabrication toward nanoarchitectures to be an exciting interdis-
ciplinary field containing surface science, solid-state and materials physics,
chemistry and physics of plasmas and gaseous discharges, nanoscience and tech-
nology, and corresponding engineering techniques. Thin-film depositions have
been the most commonly utilized approach through the plasma-assisted strategy,
with predominant investigation towards carbon- and silicon-based species.
Currently, nanoarchitectures with low dimensions such as nanoparticles, nanowires,
nanotubes, and nanobelts have rapidly gained tremendous attention due to the novel
structural and functional features within these systems. Resultantly, extension in
both types of materials and nanostructure morphologies has been serving as
essential issues. Recently, the application toward plasma-enhanced methods have
been largely investigated in both types of materials as well as the morphologies of
nanoarchitecture, but much more investigations are required towards further
exploiting such field.

In this chapter, we will describe the fundamental information about energy
storage devices, especially lithium-ion batteries and supercapacitors. Additionally,
typical low-temperature plasma system including inductively coupled plasma and
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capacitively coupled plasma will be illustrated. Furthermore, the low-temperature
plasma-assisted approaches using these two devices are summarized with two
critical carbon-based materials (carbon nanotubes and vertically oriented graphene
nanosheets) as instances. In a word, we are trying to deliver that plasma-based
methods can serve as one of the most promising candidates for energy storage
applications.

Short definitions of key words that will be routinely used throughout the chapter:

Electrochemical Energy Storage (EES): A method used to store electrical energy
in a chemical form. This storage technique benefits from the fact that both electrical
and chemical energy share the same carrier, the electron. The typical electro-
chemical energy storage systems are lithium-ion batteries (LIBs) and supercapac-
itors (SCs).

Cathode: An electrode from which a conventional current leaves a polarized
electrical device. A conventional current describes the direction in which positive
electronic charges move.

Anode: An electrode through which the conventional current flows into a
polarized electrical device.

Redox: A chemical reaction in which the oxidation states of atoms change. Any
such reaction involves both a reduction process and a complementary oxidation
process, two key concepts involved with electron transfer processes.

Intercalation: Insertion of ions into layered solids such as graphite.
Charging: The process of storing the electrical energy in the form of chemical

energy in a battery or a supercapacitor.
Discharging: The process of releasing the stored chemical energy in the form of

electrical energy.
Faradic process: A reaction governed by Faraday’s law (i.e., the amount of

chemical reaction caused by the flow of current is proportional to the amount of
electricity passed).

Capability: The ability of an electrochemical system to store electric energy via
chemical energy, especially in relation to the overall energy it can store.

Electrochemical capacity: The amount of electric charge which a battery can
deliver per unit mass of battery at the rated voltage (A h kg−1).

Specific capacitance: The specific capacitance is defined as the capacitance per
unit mass (F kg−1) or capacitance per unit volume F m−3) of a supercapacitor. Since
the capacitance is also defined as the ability to store charge, so the specific
capacitance can also be defined as the ability of a device to store electric charge per
unit of mass with units of W h kg−1.

Specific surface area (SSA): A property of solids defined as the total surface
area of a material per unit mass or bulk volume.

Capacity fading: A phenomenon observed in rechargeable battery usage where
a battery can deliver the decreased amount of charge at the rated voltage with use.

Coulombic efficiency: The efficiency with which charges (electrons) are
transferred in a system facilitating an electrochemical reaction.
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Cycling: Repeating the charging and the discharging processes for a recharge-
able battery or a supercapacitor to measure their capacity fading.

Cyclic stability: An evaluation to determine the extent of capacity fading during
the cycling process.

Cyclic voltammetry: A type of potentio-dynamic electrochemical measurement.
In a cyclic voltammetry (CV) experiment, the working electrode potential is ramped
linearly versus time. After the set potential is reached in a CV experiment, the
working electrode’s potential is ramped in the opposite direction to return to the
initial potential. The current at the working electrode is plotted versus the applied
voltage to give the cyclic voltammogram trace.

14.2 Lithium-Ion Battery

First, it is better for us to discuss what batteries are before entering our predominant
part. Batteries are the chemical devices which are capable of storing energy. Even
though several ancient societies might have first developed these kinds of devices
(the so-called Baghdad Battery might be dated back to 200 BC), its intrinsic “in-
vention” within modern society can be attributed to Alessandro Volta during the
earlier 19th century [16]. At least 200 years have witnessed the continuous progress
of battery technology and enabled the constant development of portable electronics.
Currently, the limited accessibility of energy sources has inspired the concern
towards considering sustainable energies and therefore batteries have been fostered
to be able to store energy from the intermittent resources. Moreover, the require-
ment towards forecasted raises in fuel expenses and reducing emissions of green-
house gases have paved the pathway toward the continuous progress on hybrid
electric vehicles (HEVs) [17–19]. Hence, batteries currently act on the most
promising candidate in powering them.

14.2.1 Primary Versus Secondary Batteries

Even though the term “battery” has intrinsically been referred to a mass of cells,
nowadays it is still utilized to identify as an individual electrochemical cell. An
integrated battery can be composed of two electrochemically active components:
the electrodes which have been separated and an electrolyte which serves as an
ion-conductive and electronically insulating medium. During charging–discharging
processes, electrons can be driven to move from one electrode towards the other via
the external circuit and simultaneously electro-neutrality can be ensured through ion
transport across the electrolyte, as shown in Fig. 14.1. After one of the redox
processes is completed, the electron flow can stop. Once the above process is
reversed by introducing the external current, the battery is able to re-charge. The
rechargeable batteries are named as the secondary batteries and meanwhile,
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non-rechargeable batteries are referred as the primary batteries. An essential part
towards setting up a favorable battery system is to select the most suitable com-
posites for a battery electrode. Noticeably, the electrochemical capability (typically
provided in A h kg−1) of the specific electrode material is dependent upon the
number of exchanged electrons as well as the related molar weight. Additionally,
the voltages of batteries rely upon the difference between the potentials of two
involved faradic processes. The standards towards selecting the battery for the
typical utilization are the energy amount (energy density: W h l−1 or W h kg−1) as
well as the electric power (power density: W l−1 or W kg−1) [20], mass and size,
durability, reliability, expenses, and safety [21].

In terms of their specific usage, many types of batteries with a wide range of
stored energies have been introduced into our daily lives. For instance, the battery
can be utilized for powering watches (0.1–0.5 W h), electric cars (5–10 kW h),
laptop computers (30–100 W h), and even serves as an uninterrupted power supply
(UPS) towards entire cities [10]. Notably, the biggest battery all over the world,
which has been established in Fairbanks of Alaska, provides the capability to
deliver the power of 40 MW for 7 min [16].

14.2.2 Rechargeable Battery Chemistries

The number of rechargeable batteries available for commercial utilization is com-
paratively lower as compared to primary batteries. Rechargeable batteries can be
divided into two types: (i) the aqueous electrolyte-based system (lead–acid, alkaline
nickel–cadmium, and nickel–metal hydride-based cells), and (ii) nonaqueous

Fig. 14.1 Schematic diagrams of a a redox reaction, b a primary (non-rechargeable) battery
discharging process and c a secondary (rechargeable) battery charging process
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electrolyte-based system (lithium-based batteries and sodium-ion batteries), both of
which have dominated the market, according to their different size and value. The
theoretical and practical energy densities have been provided in Table 14.1. During
the end of the nineteenth century, lead–acid technology was firstly investigated
along with granted patents. It uses lead-based redox couple (lead-based compound
as a cathode and metallic lead as an anode, termed as Pb–Pb4+) into two electrodes
and during the discharging process the electrolyte utilizes the active components
into reactions by achieving lead sulfate. The lead–acid batteries are the most uti-
lized secondary batteries in our society, especially in starting, lightning, and igni-
tion (SLI) in cars, as well as occupies at least 70% of the global lead production.

The first granted patents towards nickel-based batteries appeared in the nine-
teenth century with either iron or cadmium as the anode and nickel hydroxide as the
cathode. Batteries introducing hydrogen as the anode have been particularly
investigated toward spacecraft utilizations from 1970s to 1980s, which has also
inspired the progress of the nickel–metal hydride technology, largely applied to
portable electronics and recently introduced into commercial HEVs. Besides, the
chemical process behind those batteries, particularly with respects to the cathode, is
not straightforward, whereas its fundamental investigation has led to the deeper
level of understanding towards different phases that may occur during charging–
discharging processes, relying on the operating conditions. This can be the indis-
pensable part for the broad utilization of nickel-based batteries [22].

Progress towards batteries on the basis of the utilization of alkali metals (typi-
cally lithium, sodium, and potassium) as the anode occurred later in time and,
therefore, largely benefited from the scientific knowledge of previous investigations
towards other batteries. Their advantage is derived from the relatively lower atomic
weight, resulting in highly capabilities: such as capacities of 3860 A h kg−1 for
lithium and 1170 A h kg−1 for sodium [1]. Moreover, because of their remarkable

Table 14.1 The voltage, theoretical capability values (considering only the mass of the active
materials in the electrodes), values achieved in practice and energy densities for the major battery
systems (there is a large range of values for lithium-ion batteries owing to the great variety of
available electrode materials, both for the cathodes and anodes)

Battery
chemistry

Type Voltage
(V)

Theoretical
capability (W
h kg−1)

Practical
capability
(W h kg−1)

Practical
energy density
(W h dm−3)

Zn–MnO2

(alkaline)
Primary 1.5 358 145 400

Li–I2 Primary 2.8 560 245 900

Pb–acid Secondary 2.1 252 35 70

Ni–Cd Secondary 1.3 244 35 100

Ni–MH Secondary 1.3 240 75 240

Na–S Secondary 2.1 792 170 345

Na–NiCl2
(ZEBRA)

Secondary 2.6 787 115 190

Lithium-ion Secondary 4.1 410 150 400
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standard reducing potentials, large battery voltages can be achieved by integrating
these electrodes with relatively lower standard reducing potential species.
Therefore, theoretical capabilities can be larger than that obtained from the above
nickel-based and lead–acid battery systems. Noticeably, the achievement of bat-
teries through utilizing alkali metals requires the absence of aqueous agents,
because they are not stable electrochemically at the operation potentials of aqueous
media. The utilization toward nonaqueous electrolytes introduces enhanced com-
plication for the system, since electrochemistry in these agents has been quite less
investigated. In addition, battery preparation is required to build the cells under the
moisture-free condition. Besides, the development of sodium-based batteries has
been targeted at delivering high capability with the easily accessible non-strategic
precursor. The initial prototypes, investigated by the Ford Motor Company, had
sulfur as the cathode material and the sodium b”-Al2O3 as the solid electrolyte.
Such cell has delivered a spinel-related framework and is normally formulated as
Na2O5.33Al2O3, in spite of the existence of several extra ions which enhance the
thermodynamic stability. Such species is the electrical insulator, which delivers
ionic conductivity of 20 S m−1 at *300 °C, comparable to the values of numerous
aqueous electrolytes. In terms of its surprising features, such investigation deliv-
ering with high temperature and introducing the operation of liquid sodium and
sulfur has been developed for more than four decades [16]. Currently, a large-scale
battery system (8 MW power density and 40 MW h energy density) has been
achieved and further established in Japan, which has successfully been operated for
massive stationary storage applications. As the Coulombic efficiency (a ratio
between discharging and charging capacity of the battery) of such system is near
100%, efforts have been devoted to extend its utilization. The products based on
this technology, named as the ZEBRA battery, has been evaluated later towards
automotive utilization, delivering the predominance of being assembled during the
discharged phase and therefore preventing the requirement towards introducing
liquid sodium [16].

In stark contrast with the above scenarios, in which progress has been driven by
specific applications and has been involved in a comparatively smaller number of
compound integration, lithium-based batteries depend upon a wide variety of
chemistries. Notably, even though only a few of them have been in commercial
utilization, the exploitation towards promising electrode species is considerably
extensive. Electrolytes ranging from the most utilized lithium salt solutions in
organic solvents to ionic conductive polymers, along with even molten salts have
been used. Noticeably, the firstly developed lithium-based cells were primary
batteries, with metallic lithium as the anode, whereas it was soon realized that
reversible features of most faradic processes were capable of delivering the pathway
towards developing the secondary batteries [4, 5]. Actually, most of the cathode
materials could be lithium-intercalation composites, achieved via inserting lithium
ions into the interlayers of the host species. Several lithium-based secondary bat-
teries with such type have already reached the market. However, they have rapidly
been withdrawn because of the safety problems derived from the dendritic growth
of metallic lithium during re-charging process, which may pierce the separator,
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resulting in the cell shortcut and subsequent heating, even causing a hazardous
explosion [2, 23]. In order to solve this challenge, the concept of “lithium ion”,
which is associated with substituting cathodic metallic lithium using an alternative
intercalation composite, has been investigated during 1980s. In spite of the sub-
sequent decrease of capacity, such strategy has been efficiently conducted and
further dominated the market of portable electronics.

14.2.3 Conventional LIB

As already discussed, the exploitation of LIBs has been boosted due to their natural
evolution from lithium metal technology. The primary lithium batteries have been
used as a commercial product since the 1970s [24]. Their characterization and
categorization have been considerably described in numerous publications and
hundreds of books. Efforts toward developing rechargeable lithium batteries with
metallic lithium anodes have accompanied with the investigation of lithium bat-
teries from their early stages. Nonetheless, several commercially available sec-
ondary lithium (metal) batteries came into existence during the early 1990s [25].
These products were composed of Li–MoS2, Li–LixMnO2 and Li–TiS2 systems
(metallic lithium as an anode; MoS2, LixMnO2 & TiS2 as cathodes). The Li–
LixMnO2 system, which has been investigated by Tadiran Inc. (Israel) during the
mid-1990s, was used in commercial AA batteries utilized for powering cellular
phones. In comparison, Li–TiS2 and Li–MoS2 systems could not perform as the
commercial products because of the safety issues. Even though the Li-LixMnO2

system has been regarded to be safe because of the intrinsic safety mechanisms, it
cannot be broadly utilized owing to the prolonged charging duration to obtain the
extended cycle life (several hours per cycle). From the early stages of investigation
towards LIBs, it has been apparent that transition metal oxides (TMOs) and sulfides
(TMSs) are capable of acting as extraordinary reversible anode materials for
rechargeable lithium-ion batteries [18, 26–29]. The evolution of LIB technology,
which allowed the commercialization of the rechargeable, high-performance bat-
teries to dominate the market, has been achieved because of the introduction of
graphite as the anode material rather than metallic lithium along with the utilization
of lithiated transition metal oxide as the cathode materials (LiMO2 as the lithium
source within the cell).

Among these emerging systems, graphite-LiCoO2 served as the predominant
LIB system which even currently powers most of the portable electronic devices
such as laptops, cellular phone, and digital cameras [18, 30]. Within this cell, the
LiCoO2 electrode is used as the cathode and graphite as the anode, together with
LiPF6 dissolved into the mixture of propylene carbonate and diethyl carbonate as
the electrolyte. Figure 14.2 shows the oversimplified schematic of the LIB, where
the electrodes are composed of the active species (C or LiCoO2), a metal current
collector and the additives (usually different kinds of carbon) which can enhance
the electric conductivity, mechanical strength, adhesion and increased
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processability. The electrodes have been separated through the microporous
polypropylene or polyethylene film and the entire system has been filled with the
electrolyte.

Figure 14.2 shows the basic LIB system where the typical reactions are the
reversible lithium-ion intercalation-extraction reactions between two layered com-
posites of the anode and the cathode. The cathode reactions can be:

LiCoO2 �
1
2
Liþ þ 1

2
e� þLi0:5CoO2 ð14:1Þ

The upper potential of the delithiation toward LiCoO2 is restricted to 4.2 V (vs.
Li/Li+), which indicates that only half of the cathodic theoretical capacity
(*140 mA h g−1) is extracted from the reaction which is mainly first-order phase
transition between Li0.5CoO2 and LiCoO2 [6]. As discussed above, the lithium
source in these LIBs is the cathode material, which leads to a remarkably prolonged
shelf life as well as outstanding safety property, in comparison with metallic
lithium-based batteries. The first process within the battery is usually the charging
process, namely, delithiation and oxidation of the LiCoO2 cathode in parallel with
the lithiation and reduction of the graphite anode. Graphite reversibly intercalates
with lithium ion to achieve LiC6 as the final product through the following process:

Fig. 14.2 The operation principle of the first commercialized lithium-ion batteries. Lithium ions
migrate back and forth between the anode and cathode electrodes upon discharging–charging
processes via the electrolyte, electrons doing so similarly via the outer electrical circuit
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C6 þLiþ þ e� ¼ LiC6 ð14:2Þ

The lithium-ion insertion into graphite takes place in stages including LiC24,
LiC27, and LiC12 through first-order phase transition reactions between the various
stages [16]. During the charging–discharging processes, lithium ions are forced to
be shuttled between the anode and the cathode through the nonaqueous electrolyte
which is sandwiched between two electrodes (Fig. 14.2). During the discharging
process, lithium ions are extracted from the cathode material, whose working
potential is usually higher than 2.0 V (vs. Li/Li+), and are inserted into the anode
material, whose working potential is typically lower than 3.0 V (vs. Li/Li+). Within
an ideal LIB, lithium ions are reversibly shuttled between the anode and the cathode
with 100% efficiency, and there are no side reactions during the charging–dis-
charging processes. However, in reality, the columbic efficiency is generally lower
than 100%, and some side reactions between the electrode and electrolyte always
take place during normal cell operation and abuse conditions. For example, as the
battery is charged, an oxidative transition metal oxide can be achieved on the anode,
and the reductive lithiated graphite is formed on the cathode [31]. These side
reactions can deliver several negative impacts on the battery performance. Firstly,
they consume available lithium ions as well as the active electrode materials,
leading to the gradual decrease of overall capability. Such phenomenon is techni-
cally named as capacity fading. Additionally, several by-products which deposit
onto the active electrode material typically increase the energy barrier toward the
charge-transfer process at the surface of electrode, leading to the capacity fading
during the high rate process. Lastly, these side reactions are able to be kinetically
promoted with enhanced temperatures or under execrable conditions and deliver
large amounts of heat within a short period of duration. In such situation, fire or
even explosion can possibly take place. Therefore, within the practical LIBs, such
side reactions should be kinetically slow within ambient conditions to enable an
appropriate battery lifespan as well as thermal stability.

14.2.4 Electrode Materials for LIBs

Considerable efforts have been made toward enhancing the already incomparable
LIB performance at all level. Resultantly, this technology is desirable to enter into
novel applications, along with enhancing its market share in portable electronics.
Generally, continuous improvements typically depend upon electronics and engi-
neering breakthroughs which are essentially derived from novel materials as well as
chemical reactions [32, 33].
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14.2.4.1 Insertion Electrodes

Metal oxides for Cathode—Researches toward insertion composites have been
considerably investigated, in which major efforts have been made towards cathode
materials [34]. Besides the composites present within the first generation of LIBs,
two novel electrode materials have currently been realized into commercial prod-
ucts: LiFePO4 as the cathode as well as Li4Ti5O12 at the anode [35]. Even though
they cannot overcome the drawback of one electron per active 3d metal, both
species also deliver significant predominance in terms of cost, safety, and toxicity.
LiFePO4 was first found to be a potential electrode material during 1997.
Subsequently, it received the fastest development from the research to commer-
cialization. Such compound delivers an olivine framework comprised of PO4−3

tetrahedra with divalent iron in corner-shared octahedral positions and lithium ion
located in chains of edge-shared octahedra. Even though the redox property of such
compound is dependent upon the Fe2+/Fe3+ couples, its operating potential
(*3.4 V vs. Li/Li+) can be remarkably higher in comparison to that of iron oxide
because of the enhanced energy of the M–O covalent bonds, providing enhanced
energy at the Fermi level. FePO4 can be formed after the oxidizing process, within a
two-phase reaction which leads to the capability of *160 mA h g−1, with little
capacity fading after prolonged cycling processes. Although the original lower
electronic conductivity of LiFePO4 has been regarded as a barrier toward its
practical utilization, such problem has been resolved via coating the carbon thin
film on the surface of LiFePO4 particles. The tremendous enhancement in perfor-
mance at high current densities has allowed the LiFePO4 to be the commercial LIB
electrode material as well as the extension toward lithium-ion technique for the
application of portable electronics. Due to the fact that LIB safety is dependent
upon the thermodynamic stability of electrode materials in terms of the electrolyte,
electrode materials undergoing at the mild potential can be initially safer. Regarding
that, the relatively lower operating potential of LiFePO4, along with its lower
toxicity, enables it to be an extraordinary cathode material in LIBs. Additionally,
similar attention has also been drawn towards Li4Ti5O12. Such compound delivers a
defect spinel framework which can be expressed as Li[Li1/3Ti5/3]O4 and can
accommodate lithium ions reversibly toward achieving the rock salt-type phase
Li2[Li1/3Ti5/3]O4 within a heterogeneous process occurring at the potential of
1.55 V (vs. Li/Li+). With its cell parameters almost equal to those of Li[Li1/3Ti5/3]
O4, such composite has been named as the zero-strain insertion material. In spite of
its lower capacity (*150 mA h g−1) in comparison with graphite, the great
capability at high current densities, along with the safety enhancement because of
the higher potential without formation of SEI layer, makes it an attractive material
for practical LIB application for transport applications. Besides the above-discussed
composites, other phosphates, including LiMnPO4 and LiCoPO4, and spinel
derivatives, such as LiNi0.5Mn1.5O4, silicates, including LiFeSiO4, and other tita-
nium oxides, containing all polymorphs of TiO2 can be insertion electrode materials
that have currently received the research interest of the LIB scientific community
[36].
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Both Li4Ti5O12 and LiFePO4 exhibit a heterogeneous insertion reaction mech-
anism, which induces that their potential remains constant within the entire oper-
ation range. Nonetheless, the question whether heterogeneous insertion
mechanisms can be intrinsically better towards utilizations has still not been thor-
oughly solved. Generally, homogeneous processes are initially inclined to achieve
rapid kinetics as well as architectural stability with the composition-dependent
potential as the trade-off. Nonetheless, such potential variation can possibly serve as
an expectable property toward large-scale LIBs, because the detection towards the
state of battery charge can be much easier and hence the electronic devices for
battery management can be much simpler. In terms of that, it is noticeable that the
redox mechanism is not required to be regarded as the intrinsic invariable toward
the specific composite. For instance, a conversion from heterogeneous toward
homogeneous intercalation-deintercalation mechanisms can be achieved via mod-
ifying the particle diameter as well as ion ordering.

Nano-carbons for anode—Carbonaceous materials serve as the most favorable
anode materials for LIBs, especially graphite. They are capable of avoiding the
formation of lithium dendrite via reversible intercalation of lithium ion into carbon
host lattice, which delivers great safety and cyclability toward LIBs. Nonetheless,
graphite can only deliver a limited theoretical capacity of 372 mA h g−1 since most
Li-intercalated graphite only provides a stoichiometry of LiC6. In order to enhance
the energy and power densities of LIBs, nanostructured carbonaceous materials,
typically including one-dimensional (1D), two-dimensional (2D), and
three-dimensional (3D) porous carbon-based anodes, have been developed to
achieve more active sites for lithium ion storage.

The development of 1D carbon materials, especially carbon nanotubes (CNTs),
is stimulated because of the high specific surface area (SSA) and extraordinary
surface activities for high-performance LIBs. It has been found that CNTs can
provide lithium ion intercalation between graphitic layers of the CNT walls. The
capacity of CNT anodes can be higher than 460 mA h g−1 and achieve
1116 mA h g−1 via various treatments [37–39]. Nonetheless, the Coulombic effi-
ciency of CNTs was found to be lower as compared with that of graphite due to the
introduction of a large amount of structural defects. To date, various CNTs via
different approaches have been applied as LIB anodes. The Columbic efficiencies of
these anodes were enhanced by the high lithium ion intercalation towards CNT
walls, the large number of active sites and fast electron transfer rate.

Graphene, a single-layer carbon sheet with a hexagonal lattice, has also received
considerable interests for utilization of LIB anode materials due to its intriguing
mechanical, physical, and chemical features, especially its ultrahigh SSAs, excel-
lent thermal and electronic conductivities, structural flexibility, and unique porous
structure. Additionally, graphene holds a remarkable Li-storage capability, since
lithium ions are able to be bound not only on both sides of graphene, but also on the
defects and edges of graphene. Hence, it has been found that graphene and
graphene-based composites can deliver improved LIB performances than that of
graphite. Currently, the LIB performances of graphene have been largely investi-
gated. For instance, Guo and co-workers [40] utilized chemically fabricated
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graphene as LIB anodes to evaluate the electrochemical property. These 2D anodes
can be preserved at about 502 mA h g−1 after 30 cycles [40].

Porous carbons with various pore sizes serve as favorable anode materials for
LIBs because of the high SSAs and porous architectures. The attractive features of
such materials are the effective diffusion pathways for Li ions due to the formation
of percolation networks from interconnected nano-pores, reasonable electrical
conductivity provided by the well-interconnected carbon walls, large amounts of
active sites for Li storage, and minimized mechanical stress for volume
expansion/contraction during Li intercalation/deintercalation. Because of these
unique merits, porous carbons often show prominently increased capacities in
comparison with traditional graphitic carbons. There are three types of porous
carbons, i.e., microporous (pore size < 2 nm), mesoporous (2 nm < pore size <
50 nm), and macroporous (pore size > 50 nm) carbons. Among them, microp-
orous carbons have delivered higher capacities than conventional graphitic carbons.
Mesoporous carbons have also been applied as anode materials for LIBs. Zhou and
co-workers fabricated 3D-ordered mesoporous carbon structures with a reversible
capacity of 1100 mA h g−1, which was ascribed to the localized graphitic structure
and the ordered porous architecture [41]. Su and co-researchers have also synthe-
sized ordered macroporous carbons via template-based methods. Such anodes
delivered the capacity of 320 mA h g−1 with capacity retention of 98% over 60
cycles [42].

Alloying

Besides the development of insertion materials, other electrode compounds which
react with lithium ions through different mechanisms have also been considerably
investigated. The major advantage of these reactions can be the remarkable
enhancement of electrochemical capability, but the major disadvantage is that those
values can be realized with the sacrifice of essential architectural expansion.
Moreover, it is difficult for the related electrode materials to accommodate such
changes, even after introducing sophisticated additives and binders. Thus, it will
lead to the performance penalties, including a quite short cycling lifespan and a
considerable potential hysteresis. Here, we will introduce the electrode compounds
with different insertion–extraction mechanisms.

The illustration that electrochemical alloying process between
metallic/semimetallic elements and lithium can be possible at mild condition within
nonaqueous electrolytes has been proposed simultaneously with the extensive
investigations for intercalation materials during the 1970s. Several decades later,
the progress towards both kinds of composites in practical utilizations has been
considerably different. In spite of the fact that the capabilities based upon alloying
processes can reach the excellent values of 4.2 A h g−1 and 8.5 A h cm−3 for
silicon, their practical application towards secondary batteries is largely prevented
due to the remarkable volume expansion which are accompanied with the alloying
reaction [43]. For instance, the reaction between lithium and tin to achieve Li4.4Sn
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induces the 440% of increase towards the number of atoms within each particle,
which results in a large volume expansion and subsequently leads to the contact
loss between the current collector and the grains, as well as the disintegration of the
electrodes, therefore causing considerably depressed cycling performance [44].

The most intriguing anode materials, because of their cost-efficiency, high
abundance, and highly theoretical capability, are typically tin- and silicon-based
composites. Typically efficient cycling process, with the compromise of subse-
quently lower capabilities, has been delivered via various methods which are
usually aimed at restricting volume expansion. These researches are not supposed to
be neglected in terms of the applications because they have realized tin electrodes
towards entering the market. Recently commercialized LIB consists of Sn–Co
nanoparticles wrapped via amorphous carbon as the anodic material. Such frame-
work relieves the considerable volume expansion due to the alloying reaction of
lithium ions with tin, whereas the cobalt introduction can be advantageous in
inhibiting the formation of crystalline phase [45]. Such LIB delivers the 30%
enhancement in capability and better rate performance as compared with traditional
LIB technology, but still suffers from lower cyclability.

Conversion

The term “conversion” reaction is typically utilized to define the reaction containing
the binary transition metal composite, MaXb (M = transitional metal and X = N, O,
F, P, S etc.), with lithium to achieve metallic nanoparticles embedded into a matrix
of LiyX. These reactions are involved in the entire reduction of the transitional
metal ion towards its metallic phase, providing higher capabilities. The research
interests towards compounds for conversion reactions have been rapidly enhanced
recently after their high reversibility and cycling stability have been demonstrated
during the 2000s [46]. Noticeably, a large number of transition metal composites
which cannot deliver vacant sites within their framework to enable the intercalation
of lithium ion have not been considered as the electrode materials. Nonetheless,
they have been demonstrated to achieve tremendously higher capabilities which are
attributed to conversion processes.

The reaction potential increases with the M–X ionic bonding intensity, which is
typically in the range from 0.5 to 1 V. Fluorides serve as the major exception,
which can react at the considerably high potential value of *3 V, allowing their
utilization as the cathode materials. Generally speaking, the essential disadvantage
towards the practical utilization of those binary composites should be the enlarged
potential hysteresis, which can be observed during charging–discharging process,
resulting in inferior Coulombic efficiency. Even though the comparative thermo-
dynamic and kinetic contributions of such hysteresis have not been demonstrated
yet, the corresponding magnitude has been investigated to enhance with the
increased anionic electronegativity and to reduce with the decreased ionic con-
ductivity of the lithiated framework. Such impact can be more predominant during
the first cycle, possibly associated with the enhanced crystallinity of the intrinsic
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material in terms of the amorphous feature of the binary hybrid achieved after the
first charging process [47]. The above-discussed challenges serve as the essential
obstacle towards the practical utilization of conversion electrode materials into
commercial products, along with their mild cyclic lifespan. However, it can be
obvious that, in comparison with alloying and insertion materials, such composites
have just drawn the research interests recently, which seems to bring about
approaches to circumvent these issues [48]. For example, the mixture containing
conductive components into the electrode fabrication has enabled the total appli-
cation of badly conductive fluorides as the electrode materials, whereas the intro-
duction of nano-structural current collectors has delivered excellent power densities
via applying Fe3O4 as an electrode material [49].

14.3 Supercapacitors (SCs)

Recently, SCs have received considerable research interest, typically because of
their outstanding power density, prolonged cyclic lifespan, as well as bridging
nature towards the gap between conventional dielectric capacitors with high power
density and batteries with high energy storage [50]. The earliest electrochemical
storage (ES) has been patented during 1957. Nonetheless, SCs began to receive a
few interests for the hybrid electric vehicles (HEVs) application from the 1990s
[51]. Generally, it has been observed that the major function of SCs can rapidly
charge the battery within HEVs to deliver the necessary power for acceleration and
brake [52]. Further investigations have contributed to the recognition that SC can
serve as an essential candidate towards complementing batteries during their energy
storage utilization through delivering spare power supplies for protecting against
power disruptions. Resultantly, the US Department of Energy has proposed that
SCs can become essential as batteries towards the next-generation energy storage
devices [53]. Most other governments as well as enterprises have also devoted
resources and efforts in exploiting, investigating, and progressing SC-based tech-
nology and science. Recent decades have witnessed considerable development of
SC in both theoretical and experimental researches, as indicated by a tremendous
number of technical reports and research articles. Meanwhile, the disadvantages of
SC, such as relatively lower energy density as well as higher processing expenses,
have already been suggested as the major obstacle towards the promotion of SC
technologies.

In order to address the above challenges, one of the most promising strategies is
to develop novel materials for SC electrodes. Among all the investigated materials,
carbon-based electrodes are the most favorable candidate, which delivers large
SSAs for charge storage. However, despite high SSAs, the charges stored physi-
cally onto the carbon particles within porous electrode layers are disappointingly
restricted. Such kind of SC, named as electrostatic double-layer capacitor (EDLC),
delivers the limited specific capacitance and relatively lower energy density. Further
methods for enhancing the SC energy density has been provided via hybridizing the
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electrode materials through introducing electrochemically active materials for the
electrode layer based upon carbon particles or totally replacing the carbon-based
materials with electrochemically active species. SCs with electrochemically active
composites as the electrodes are typically named as pseudocapacitors or faradic
capacitors (FCs). Noticeably, it has readily been proven that FCs and hybrid SCs
are capable of delivering considerably enhanced capacitances along with higher
energy densities as compared with that of EDLCs [54].

In terms of the novel SC composites, metal oxides containing manganese oxides
and ruthenium oxides have been regarded as the most promising materials for the
future SC. Hence, we will pay specific attention towards metal oxides as well as
their utilization in SC electrodes but firstly we provide some basic information
about the SC.

14.3.1 Fundamentals of Supercapacitors (SCs)

Since SC belongs to one type of charge storage devices which is quite similar with
LIBs in designing and producing. As exhibited in Fig. 14.3, the SC is composed of
an electrolyte and two electrodes, together with the separator which electrically
separates both electrodes. Generally, the most essential part of the SC should be the
electrode material. The SC electrodes can be prepared through nano-sized materials
which can deliver large specific surface area as well as highly porous architecture. It
can be observed in Fig. 14.3 that charges are accumulated and isolated at the
interface between the electrolyte and the conductive particles such as metal oxide
particles and carbon particles. Such interface has been considered as the capacitor
with the electrostatic double-layer (EDL) capacitance, with the capacitance given
by the following equation:

C ¼ Ae
d

ð14:3Þ

where A is the surface area of the electrode, which needs be the active surface area
of the electrode; e is the dielectric constant of the electrolyte, which is equal to 1 for
the vacuum and larger than 1 for any other medium; and d denotes the effective
EDL thickness.

As already mentioned, there are two kinds of SCs. One can be the EDLC, within
which the electrode materials, especially carbon particles, are electrochemically
inert. Therefore, no electrochemical reaction takes place on the electrode material
during the charging–discharging processes, and there is only physical charge
accumulation at the interface between the electrode and electrolyte. The other type
with the electrochemically active material electrode, typically based on metal
oxides, is capable of storing charges directly during the cycling processes [55].

The capacitance of the electrode in an EDLC can be ascribed to an accumulation
of electrostatic charges at the interface between the carbon particle and the
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electrolyte, which is dependent on the electrode potential. The mechanism towards
charge generation onto the electrode surface can be the surface dissociation and ion
adsorption from both the crystal lattice defects and electrolyte [53]. These processes
can be achieved via the electrostatic storage of surface charges. According to
Fig. 14.3, such EDL capacitance is derived from electrode materials, particularly at
the interface between the electrolyte and carbon particles, where excessive charges
can be stored onto the surfaces of electrodes. Meanwhile, electrolyte ions with
counter-balancing charges can be delivered onto the electrolyte to achieve
electro-neutrality. During the charging process, electrons move from the cathode
toward the anode via an external circuit. Additionally, cations travel to the anode
and simultaneously anions travel to the cathode in the electrolyte. During the
discharging process, the reverse processes can occur. Within such kind of SC, no
charge transfer takes place across the interface between the electrolyte and the
electrode, and no excessive ion exchanges occur between the electrolyte and the
electrode. This induces that during charging–discharging processes, ion concen-
tration of the electrolyte keeps constant. In terms of that, energy can be accumulated
into the double-layer interface.

If the surfaces of two electrodes can be written as SC1 and SC2, a cation as C
+, an

anion as A−, and the interface between the electrode and electrolyte as //. Hence, the
electrochemical processes towards charging–discharging process can be shown
through the following reactions [56].

Fig. 14.3 Schematic of a single-cell double-layer capacitor
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SC1 + A� !charging
Sþ
C1 // A� + e� ð14:4Þ

Sþ
C1 // A� + e� !discharging

SC1 + A� ð14:5Þ

On the other electrode (negative electrode):

SC2 + Cþ + e� !charging
S�C2 // Cþ ð14:6Þ

S�C2 // Cþ !discharging
SC2 + Cþ + e� ð14:7Þ

And the overall charging–discharging process can be exhibited as the following
reactions:

SC1 + SC2 + A� + Cþ !charging
Sþ
C1 // A� + S�C2 // Cþ ð14:8Þ

Sþ
C1 // A� + S�C2 // Cþ !discharging

SC1 + SC2 + A� + Cþ ð14:9Þ

On the other hand, the FCs are totally different from the EDLCs. When a
potential is introduced toward a FC, reversible and rapid redox reactions will occur
onto the electrode materials and are involved in the charge exchanges across the
double layer, which is similar to the charging–discharging processes within LIBs,
leading to the faradaic current passing through the overall SC. Materials processing
these redox reactions contain conducting polymers as well as several metal oxides
such as RuO2, Co3O4, and MnO2 [57–59]. Three kinds of faradaic processes can
take place at FC electrodes: (i) reversible adsorption such as hydrogen adsorption
on the platinum/gold surface, (ii) redox reactions of transition metal oxides such as
RuO2, and (iii) reversible electrochemical doping and de-doping within conductive
polymer-containing electrodes.

As considerably investigated, those faradaic reactions can both extend the
operating potential as well as enhance the capacitance of the overall SCs [60]. Due
to the fact that the electrochemical processes take place not only on the surface but
also in the bulk near the solid electrode surface, the FC can deliver much higher
capacitance values as well as energy density than that of the EDLC. As investigated
by Conway and co-workers, the capacitance of an FC can be usually 10–100 times
higher than the value of an EDLC [61]. Nonetheless, FCs typically experience
comparatively decreased power density as compared to EDLC since non-faradaic
processes are usually faster than faradaic processes. Additionally, since redox
processes take place at the electrode, the FC is often short of stability during
cycling, which is similar to LIBs [62].

Noticeably, the hybrid SC with the asymmetrical conformation, in which one
electrode is comprised of the faradaic capacitance material and the other contains
the electrostatic carbon material) have been tremendously investigated currently to
make the most of the advantages of both electrode materials in enhancing entire
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voltages, powers, and energy densities [63]. In such kind of hybrid SC, both the
faradaic capacitance and EDL capacitance mechanisms simultaneously occur,
whereas one of these mechanisms serves as the major part. Within both mecha-
nisms, suitable pore-size distribution, large SSA, and high conductivity act as
crucial features of the electrode materials to deliver highly specific capacitance.

14.3.2 Advantages and Challenges of SCs

14.3.2.1 Advantages of SCs

In comparison with LIBs, SCs are capable of providing the following advantages:

(i) Higher power density—Fig. 14.4 exhibits the comparison between power
density and energy density of current energy storage devices. It has been
observed that SCs can provide a considerably higher power delivery from 1
to 10 kW kg−1 as compared with that of LIBs (*150 W kg−1). Due to the
fact that SC can accumulate charges both in the bulk close to the electrode
surface as well as at the electrode surface, instead of in the total electrode,
charging–discharging processes cannot be restricted through ionic transfer
into the inner components. Therefore, the charging–discharging rates can be
remarkably faster as compared to the faradic processes within LIBs. These
ultrafast rates are able to display high power density of SC. The SC is able to
be totally charged just in several seconds (*30 s), and the charged energy
can be rapidly extracted from it (*0.1 s) [64].

(ii) Longer life expectancy—The electrochemical energy storage within LIBs
can be achieved via redox processes, which is usually involved in the irre-
versible conversion of the electrolyte and the electrode. Comparatively, in
terms of energy, within the SC, only little amounts of redox reactions are
associated with charging–discharging processes, so that the SC is capable to
displaying almost unrestricted cyclability. Moreover, SCs require little
maintenance during their lifespans and can tolerate a large number of

Fig. 14.4 Specific power
versus specific energy of
modern storage devices
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charging–discharging processes even up to 1 � 106 cycles. The SC is cap-
able of undergoing with high current density discharges for about 5 � 105–
1 � 106 cycles with the little conversion of their features. LIBs cannot
achieve such longevity even though the discharging depth can be achieved as
low as 10–20% of the total energy. Moreover, the SC lifespan has been
evaluated to be at least three decades, much longer than that of LIBs with
only 5–10 years. Even for FCs, although the rapid faradic processes are
associated during cycling processes, their lifespan can still be considerably
longer as compared to LIBs [60, 65, 66].

(iii) Longer shelf life—Long shelf life also serves as one of the essential
advantages in SCs. Most LIBs can become useless once let without usage for
several months because of self-discharging process along with corrosion. For
comparison, SCs are capable of preserving their capacitance and therefore
can be recharged towards their intrinsic condition, although the
self-discharging process for a long duration can result in the lower potential.
It has been demonstrated that SCs can be located without any usage for
several years but still maintain close to their initial capability [66].

(iv) High efficiency—The charging and discharging processes within ESs are
reversible through their entire operating potential range, and the energy loss
toward heat generation during cycling is comparatively smaller and can be
neglected, which indicates that the cyclic efficiency of SC is much higher
even with operating power density above 1 kW kg−1.

(v) Broad operating temperature range—SCs are capable of working efficiently
at extensively low and high temperatures. The particular operating temper-
ature of SC is in the range of −40–+70 °C, beneficial towards military
applications, in which dependable energy storage has been demanded
undertaking specific electronic devices within any conditions.

(vi) Environmental friendliness—Generally, SCs contain little toxic and hazardous
species, and the corresponding waste materials can be readily disposed.

(vii) Safety—Within common conditions, SCs can be significantly safer than
LIBs.

14.3.2.2 Challenges for SCs

Even though SCs can provide lots of advantages over LIBs, they also suffer from
several drawbacks at the current technological stage.

(i) Lower energy density—SCs typically suffer from inhibited energy density
(*5 W h kg−1) in comparison to LIBs (>50 W h kg−1), as exhibited in
Fig. 14.4. Commercial SCs only deliver energy densities of *3–4 W h
kg−1. When the higher energy capability is demanded towards a specific
application, the larger SC needs to be used, considerably increasing the
expenses. Therefore, lower energy density serves as an essential issue
towards SC utilization within the short future.
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(ii) Higher expenses—The expenses of materials and the related manufacturing
have still been the primary issue towards SC commercialization. The critical
costs of the SC are derived from the electrode materials. Currently, in terms
of practical applications, RuO2 and carbon materials serve as the most
commonly utilized electrode materials for commercial SC. Nonetheless,
carbon architecture, particularly those with high SSAs, are currently quite
expensive ($50–100 per kg), even without mentioning the costs of rare metal
oxides including RuO2. Additionally, the electrolyte and the separator can
also largely enhance the expenses. Notably, if organic electrolytes are
applied into SC, the entire expenses will be even more.

(iii) Highly self-discharging rate—SCs can only display a relatively lower charge
storage duration because of the high self-discharging rate (10–40% per day)
[67]. In term of some specific applications, this can be regarded as the critical
obstacle toward their practical utilization.

(iv) Industrial criteria toward commercialization—At present, carbon-based SCs
achieving the capacitances from 50 to 5000 F have been accessible for
commercial applications and the corresponding electrolyte utilized in these
types of SCs is acetonitrile, delivering the typical energy density of 4 W h
kg−1 with the cell voltage of 2.7 V. Even though such type of SC can be
commercially accessible, it should be essential to provide generally available
industrial criteria including electrode architecture, capability, porosity, and
electrode thickness. Nevertheless, because of limited commercial products
along with various applications, general industrial standards of SC have not
been formulated. Typically, Gore’s commercial electrode can possibly pro-
vide us several ideas what the reasonable standards are. Gore’s electrode,
fabricated via coating the activated carbon (AC)-PTFE hybrid onto the
etched aluminum collector, can deliver the BET surface density of *1800
m2 g−1, the thickness of 0.3 mm as well as the average pore diameter
of *2 nm [68]. As a matter of fact, the requirement towards electrode
thicknesses is supposed to be largely based upon the SC applications. In
power sensitive utilization, the thickness can possibly be *100 lm whereas
in energy sensitive utilization, the coating can be controlled at *150 lm.
Hence, it is indispensable to devote considerable efforts on SC standard
establishment for various applications.

14.3.3 Electrode Materials

As already mentioned, the specific capacitance of SC mainly relies upon the
selected electrode materials. Hence, further development of novel materials with
highly specific capacitance and enhanced cycling performance is the most
promising strategy to resolve these issues [69].
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Noticeably, the specific capacitance of SC remarkably relies upon the SSA of the
electrode materials. Due to the fact that not all the SSA is electrochemically
available as the material is connected with the electrolyte, the practical capacitance
of different materials cannot enhance linearly with the increased SSAs. Therefore,
for those electrochemically available SSAs, the definition named as the active
surface area should be much more accurate towards expressing the electrode
capacitance. Moreover, the pore size distribution within the electrode material
serves as the essential candidate towards the active surface area. According to
Largeot and co-workers, the pore size within electrode materials which could
achieve the highest EDL capacitance should be almost equal to the ionic size within
the electrolyte, and both smaller and larger pore sizes result in a tremendous drop in
capacitance [50]. The increase of the pore size will also enhance the average length
between the center of ions and pore walls, achieving the decreased capacitance with
larger pores. Both pore sizes and pore-size distribution affect the overall SSA and
hence the capacitance of the electrode.

Generally, the electrode materials within SCs can be divided into three kinds
[70]: (i) carbon materials with high SSAs [71], (ii) conducting polymers [72, 73], as
well as (iii) metal oxides, including MnO2, RuO2, NiO, SnO2, Co3O4, Fe2O3, and
MoO3 [74–78].

14.3.3.1 Carbon Materials

Carbon materials have been regarded as the promising SC electrode materials
towards industrialization as they deliver advantages such as abundance,
cost-efficiency, easy processability, nontoxicity, higher SSAs, great electric con-
ductivity, high chemical inertness, as well as broad operation temperature range
[60]. Apparently, carbon-based SCs are quite close to EDLCs. Typically, carbon
architectures can accumulate charges largely via the EDL achieved at the electrode–
electrolyte interfaces, instead of collecting them within the bulk of carbon materials.
Thus, the specific capacitance tremendously relies upon the SSAs which are
available to the electrolyte ions. The essential parts which affect their electro-
chemical performance are the pore-size distribution, SSAs, pore structure and
shape, electric conductivity, and surface functionalization. Among these, pore-size
distribution and SSAs are the two indispensable characteristics impacting the
overall capability of carbon structures for SC. As investigated, the carbon for
double-layer type supercapacitors must deliver three features: (i) high SSAs of at
least 1000 m2 g−1, (ii) great conductivity in porous architectures, and (iii) intriguing
electrolyte accessibility of carbon materials. In terms of these features, the rule to
select electrode materials is to achieve highly accessible SSAs with excellent
conductivity.

CNTs, graphene and porous carbon serve as crucial carbon architectures with
high SSAs. The performances of these structures as SC electrode materials have
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been largely investigated. Generally, carbon materials with larger SSAs deliver
higher capabilities for charge accumulation at the interface between electrode and
electrolyte. Various approaches have been tried to enhance SSAs, such as alkaline
treatment, steam activation, thermal treatment, and plasma treatment. These
strategies can efficiently introduce defects and micro-pores onto the surface of
carbon materials, resulting in increased SSAs. Sometimes, specific capacitance is
not directly proportional to the SSA. It has been reported that pore sizes between
0.4 and 0.7 nm are suitable for aqueous electrolytes [79] while the pore sizes
of *0.8 nm are better for organic electrolytes [80]. The optimal capacitance can be
achieved via matching ion size with pore size. Besides highly SSA and proper pore
size, surface functionalization has also been regarded as an efficient method to
enhance the specific capacitance of carbon architectures. Surface functional groups
can contribute to the ion adsorption and thus improve the hydrophilicity of the
carbon materials, resulting in rapid ion transport and improved wettability. Hence,
the introduction of surface functional groups onto the surface of carbonaceous
materials seems to be an efficient strategy to improve the specific capacitance. The
functional groups present in carbon matrices usually contain boron [81], nitrogen
[82], oxygen [83] and sulfur [84]. Typically, nitrogen introduction has been
extensively investigated.

To sum up, carbon materials with high SSAs and appropriate pore sizes are ideal
architectures for SCs for high specific capacitance and enhanced cyclic stability.
However, their high internal resistances of carbon nanostructures lead to reduced
SC performance. Additionally, the surface area inaccessible to electrolyte also
restricts the performance of carbon architectures, leading to limited capacitance. It
can be believed that future carbon materials are largely developed to achieve higher
SSAs, rational pore distribution, as well as moderate surface modification to opti-
mize overall capacitance.

14.3.3.2 Faradaic Materials

As already discussed, electrode materials dependent upon the EDL mechanism can
preserve the restricted specific capacitance, especially within the range from 10 to
50 mF cm−2 toward the surface of electrodes. Since pseudo-capacitance of FCs can
achieve 10–100 times larger than that of EDL-based capacitance, SC composed of
redox-active materials are considerably favorable as the future commercial SC [85].
FCs cannot only accumulate charges based on the EDL mechanism, analogues to
the traditional SC electrodes, but undertake rapidly reversible faradic reactions on
the electrode surface. Hence, tremendous efforts have been provided currently
towards investigating electrode materials with pseudo-capacitive property. Such
type of material can be typically classified into two kinds: conductive polymers
(CPs) and metal oxides/hydroxides.
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Conductive Polymers (CPs)

CPs have displayed various advantages, which enables them as the suitable
materials for FCs, including cost-effectiveness, higher environmental friendliness,
great conductivity during the doped state, wide potential window, excellent capa-
bility, as well as controllable reactivity via chemical modification [86–88]. CPs
provide capacitive features through the faradic process such as polyaniline (PANI)
[89], polypyrrole (PPy) [90] and poly[3,4-ethylenedioxythiophene] (PEDOT) [91].
Once the oxidation process occurs, ions will travel towards the polymeric back-
bone, and as the reducing process takes place, the ions will be extracted from the
backbone to the electrolyte. Such faradic processes within CPs are achieved through
the entire materials, not only on their surface. Since the charging–discharging
processes are not involved in any structural changes, particularly phase conversion,
these processes can be highly reversible.

CPs are able to be negatively or positively charged with ionic insertion into the
polymer framework to balance the inserted charge, such as poly(cyclopenta
[2,1-b;3,4-b′]dithiophen-4-one)] [92]. Therefore, electronic conductivity can be
promoted within these kinds of polymers through reduction and oxidation pro-
cesses, achieving delocalized p-electrons on the polymeric chains. The
oxidizing-reducing processes within the polymers have been defined as
“doping-dedoping processes”. The positively charged polymers, achieved via oxi-
dizing the polymeric chains, can be named as “p-doped”, whereas negatively
charged polymers formed through reducing process are defined as “n-doped”.
Noticeably, the potentials of those processes largely depend upon the electronic
state of p electrons.

Metal Oxides/Hydroxides

Generally, metal oxides are capable of delivering larger energy density for SC as
compared to traditional carbon materials and higher electrochemical stability than
polymer materials. These materials can both accumulate energy like electrostatic
carbon materials and deliver faradaic processes between electrolyte ions and elec-
trode materials with proper voltage windows [93].

The typical advantages of metal oxides in SC applications are: (i) they are
supposed to deliver outstanding electronic conductivity, (ii) the oxidation states of
metal ions should be at least +2, which coexists within a continuous range without
phase transition associated with irreversible structural changes of the 3D architec-
ture, and (iii) the protons can enter into the lattice of metal oxides during reducing
process and extract from the lattice during oxidizing process without restriction,
enabling easy inter-conversion between O2− and OH−. Currently, these largely
investigated materials contain ruthenium oxide (RuOx), cobalt oxide (CoOx),
vanadium oxide (VOx), nickel oxide (NiO) as well as manganese oxide (MnOx).
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14.4 Low-Temperature Plasma for Syntheses of Energy
Materials

Plasmas are generated by providing energy to neutral gas, resulting in the gener-
ation of charge carriers (Fig. 14.5) [94]. Ions and electrons can be produced within
the gas phase as the photons or electrons with sufficient energy collide with the
neutral molecules and atoms of the gas, which can be technically named as the
photo-ionization or electron-impact ionization, respectively. A variety of strategies
have been achieved to provide enough energy for plasma formation towards the
neutral gas. The introduction of thermal energy is one typical approach, particularly
in flames, in which exothermic chemical reactions of the molecules can be utilized
as the prime energy source. Adiabatic compression of the gas is also able to heat up
the molecules and atoms to the ignition point for plasma formation. Another
important approach for generating plasma is to supply energy to the gas via
energetic neutral beams. Beams composed of neutral particles can deliver the
advantage of being unperturbed by magnetic and electric fields, which has been
essentially applied for maintaining plasmas as well as heating plasma in fusion
devices.

Fig. 14.5 Methods of plasma generation
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The most favorable approach towards generating and maintaining a
low-temperature plasma for the practical application is via introducing an electric
field, either dc or alternating field, to a neutral gas. Almost all the volumes of
neutral gases usually include some ions and electrons that are formed, typically,
resulting from the interaction of radioactive radiation or cosmic rays with gases.
Such free charge carriers can be facilitated via the electric field and new charged
particles can possibly be generated when these charge carriers gain energy from the
applied electric field and then collide with molecules and atoms within the gas or
with the electrode surfaces. This results in a large number of charged particles
which can be finally balanced by the loss of charge carriers to form stable plasma.

Plasmas have been used for various applications which are listed in Fig. 14.6.
However, different applications require different types of plasma sources with
different plasma parameters. For example, plasma source for producing integrated
circuits is quite different from plasma source needed for remediating exhaust gases
from power stations. There are extensive differences in (i) the physical shape of
various plasma sources, (ii) plasma parameters such as density, temperature and ion
species and (iii) the temporal plasma behaviors which are achieved in different
sources. Figure 14.7 summarizes required technical characters, which are essential
for selecting a suitable plasma source for a particular application. In this book,
several chapters have already discussed the various methods of producing plasma.
So we only very briefly touch upon the production of plasma using varying RF
electric field in capacitively and inductively coupled modes, which are most
commonly used for applications in material synthesis and processing.

14.4.1 Plasma Production Using Electric Fields

The most broadly utilized approach toward plasma generation uses the electric
breakdown of the neutral gas through an externally applied electric field. The
charge carriers facilitated within the electric field supply their energy to the plasma
through collision with other particles. Electrons can preserve most of the energies
during elastic collisions with molecules and atoms due to their small mass and
transfer their energies mainly through inelastic collisions. Discharges can be clas-
sified as direct current (DC) discharges, alternative current (AC) discharges, and
pulsed discharges, which is based upon the temporal characteristics of the exciting
electric field.

14.4.2 Radio Frequency (RF) Discharge

Discharges activated and preserved through high-frequency electromagnetic fields
are called as RF discharges and have received considerable attention for industrial
and technical applications [95].
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Fig. 14.6 Various applications of low-temperature plasma sources
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RF plasma discharges are commonly undertaken in the frequency range of 1–
100 MHz with the corresponding wavelengths of about 300–3 nm which are much
larger in comparison to the dimensions of the plasma reactor. At lower frequencies,
the ions facilitated in the field travel towards the electrodes and provide secondary
electrons. At higher frequency, the ions and electrons cannot enter onto the elec-
trode surface during the accelerating phase of the external field. The power coupling
within RF discharges can be achieved in different methods, including (i) capaci-
tively coupled plasma (CCP) discharges, named as ‘E’ discharge; and (ii) induc-
tively coupled plasma (ICP) discharges, designated as ‘H’ discharges.

14.4.2.1 Capacitively Coupled Plasma (CCP) Discharge

The vessel of a CCP is typically built with interior circular disc-shaped parallel
electrodes which are separated by the distance of several centimeters. They can be
either in contact with the discharge or insulated from it with a dielectric. In terms of
insulating chamber walls, the outer electrodes, particularly on the outside of the
vessel, have been typically applied. The corresponding gas pressures are usually
ranging from 1 to 103 Pa. A traditional RF system for preserving a discharge is
established in the reactor with the electrodes and a RF generator which is connected
to electrodes via an impedance matching network unit. The generator type is
required to be licensed according to the frequency band toward commercial usage.
A matching network is essential for matching the impedance of the generator to the
impedance of the load. This is to ensure that the power can be transferred from the
generator to the discharge with the maximum efficiency, in which the reflected RF

Fig. 14.7 Features of plasma sources for any application
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power can be minimized, as shown in Fig. 14.8 [94]. The electrodes within the RF
discharge are occupied by the sheath regions while the space between two elec-
trodes is covered by the bulk plasma. Within moderate pressures, capacitively
coupled RF discharges can be achieved in two types: the a and the c mode [96].
The a mode corresponds to lower currents and a positive voltage–current charac-
teristic. On the contrary, the c mode is achieved through higher currents and a
negative voltage–current characteristic. Notably, the sheath regions in front of the
electrodes are entirely different with the above two modes. The concentration of
charge carriers and the electric conductivity within the sheath of a mode are rel-
atively smaller as compared to the c sheath. In the a mode, there is a weakly
luminous region in the center of the gap between two electrodes with the maximum
glow intensity in contrast to other regions, while the emission of the c mode is
typically much more intensive. The ‘positive column’ at the gap center is isolated
from the bright ‘negative glows’ via the ‘Faraday dark spaces’. The designations of
a and c modes are provided by the Townsend’s first ionization coefficient a toward
an avalanche of charge carriers in the volume and the coefficient c toward releasing
secondary electrons from a target surface via the exciting positive ions,
respectively.

The alleged self-bias is a unique feature of such kind of plasma. This self-bias, a
negative DC potential, can be evolved between the smaller sized powered electrode
and the plasma, because of the utilization of a coupling capacitor between the
powered electrode and the RF generator as well as the utilization of properly shaped

Fig. 14.8 Schematic diagram of a deposition apparatus with capacitively coupled RF discharge.
The RF power is transmitted to the electrodes from RF generator via a matching network. The
substrate can be on the powered or grounded electrode
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areas of the larger grounded electrode and the smaller powered electrode. Such
characteristic can ensure the equal currents from the plasma towards both elec-
trodes. The enhanced current density with the reduced size of power electrode is
required to achieve via a higher voltage between the electrode and plasma. In other
plasma devices, an additional RF bias introduced towards the sample holder pro-
vides a self-bias with larger ion energies.

Within the capacitively coupled RF discharge, the electron density typically
ranges from 109 to 1010 cm−3 and higher density of 1011 cm−3 can possibly be
achieved with higher frequencies [97]. The ion energy close to the powered elec-
trode is capable of reaching several hundred electron-volts (eV) because of the
self-bias. These discharges can be usually introduced into plasma etching and
thin-film deposition, along with the sputtering for insulating materials.

A hollow cathode effect is also able to be found for RF discharges and can be
applied for designing plasma reactors. Such a process has been utilized within a
supersonic RF plasma jet, which was considerably applied into the plasma etching
and thin-film deposition.

14.4.2.2 Inductively Coupled Plasma (ICP) Discharge

An ICP is achieved via an electric field which is generated by a transformer from
the RF current in a conductor. The varying magnetic field of such conductor
activates an electric field where the plasma species are facilitated. Different ICP
systems are shown in Fig. 14.9. The current-carrying wire or coil can be either
inside or outside the plasma system. In terms of the coil, its shape can be designed
as a helix (Fig. 14.9a, b) or as a spiral (Fig. 14.9c). A ring-shaped plasma volume
can also be applied as a single-turn secondary winding of a transformer
(Fig. 14.9d). The impact of the electric field of the wire can be shielded, leading to a
restriction of capacitive coupling.

ICPs are capable of delivering higher electron densities (ne = 1012 cm−3) at
relatively lower ionic energies. Some specific applications that are investigated
using ICP include plasma etching, thin-film deposition as well as ion sources for
mass spectrometric analysis.

The helicon discharge serves as a particular kind of inductively coupled dis-
charge. Such plasma is typically achieved within a cylindrical vacuum vessel in a
longitudinal homogeneous magnetic field with intensities of 100, 300 G, or even
higher. Noticeably, the electromagnetic energy can be transferred towards the
plasma source with frequency ranges from 1 to 50 MHz, typically with 13.56 MHz
for processing plasma. Helicon waves are achieved within the plasma column via
specially designed antennas. Such kind of discharge provides electron densities of
1012–1013 cm−3 at the pressure of 0.1 Pa.
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14.5 Low-Temperature Plasma-Based Carbon Materials
for Energy Storage Performance

As mentioned earlier advanced technologies for both energy storage (e.g., LIBs and
SCs) and conversion (such as solar and fuel cells) and are being extensively studied
around the world. The tremendous progress and development in nanoscience and
nanotechnology has opened up new frontiers in materials science and engineering
to meet this challenge. In particular, carbon nanomaterials and nanotechnologies
have been demonstrated to be an enabling technology for creating
high-performance energy-conversion and storage devices. It is because
carbon-nanostructured infused electrodes possess some unusual size-/
surface-dependent properties such as greater accessible surface area, favorable
reaction kinetics, superior mechanical strengths, better charge transport properties at
the edges of nanostructures which are highly useful in enhancing energy-conversion
and storage performance. Specifically, considerable efforts have been made to
utilize the unique properties of fullerenes, carbon nanotubes (CNTs), and graphene
as energy materials, and tremendous progress has been achieved in developing
various methods of synthesizing and functionalizing carbon nanomaterials for
high-performance energy-conversion and storage devices.

Fig. 14.9 Diagrams of various ICP reactors: a helical coupler, b helical resonator, c spiral
coupler, and d transformer-coupled plasma. The Faraday shield in devices a and b avoids
capacitively coupling from the coil to the plasma. The permanent magnets c confine the plasma,
enhance the uniformity, and increase the plasma density
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The carbon nanostructures for energy applications have been synthesized using
various methods which include arc discharge [98], sono-chemical or hydrothermal
[99], electrolysis [100], laser ablation [101], and most extensively studied chemical
vapor deposition [102]. In addition to these methods plasma-enhanced or
plasma-assisted chemical vapor depositions have also been used actively for carbon
nanostructure synthesis and functionalization, but much more investigations are
required for further exploiting such field.

The following section will describe current progress in nano-structural fabrica-
tion via plasma-enhanced strategy, providing the utilization of specific features of
plasma towards nano-architectural preparation, through describing critical instances
in recent publications. This section will concentrate on the specificity of
plasma-enhanced techniques in nano-structural fabrication as well as suitable uti-
lization of these strategies to realize controllable, morphologies, structures, and
properties for carbon-based nanostructured frameworks especially for CNTs and
vertically oriented graphene nanosheets that have been actively used as electrode
materials for energy storage and conversion applications.

14.5.1 Advantages of Plasma-Assisted Strategies
in Nano-Structural Preparation

A plasma produces a plethora of different precursor species (molecules, atoms, and
radicals), in a large number of different energetic states (ionized, excited, meta-
stable, and ground states) compared to solid, liquid, or gaseous precursors [103].
The basic premise of nanoscale plasma engineering is that these plasma precursors
can be produced, transported and self-organized to assemble into nano-solid objects
with quite different atomic arrangements that are not so easily possible in other
synthesis methods. Plasmas feature a higher degree of complexity that allows
nanoscale synthesis, efficient functionalization by simply mixing plasma precursors
or by post deposition plasma treatment, defect engineering and surface
nano-structuring by imping ions and plasma sheath-accelerated energetic electrons.
Diverse activated species within the plasma can enable the inherently high chemical
reactivity in comparison with traditional reaction. Furthermore, the excellent
reactivity is capable of achieving high reaction rates, typically named or termed as
“plasma enhancement”. Even though most current researches toward nanostructure
fabrication focus on exact control instead of highly output, considerable production
efficiency is however usually expected, particularly for the purpose of commer-
cialization. Another advantage of the high reactivity of plasma species is that it
enables researchers to choose much more types of precursors, even including
several precursors that remain inert during conventional chemical processes. For
instance, toxic and difficultly-handled ammonia is always utilized to deliver acti-
vated nitrogen during conventional chemical processes but it can be substituted by
easily available and nontoxic molecular nitrogen gas during plasma-enhanced
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processes because of the nitrogen activation via the plasma. The wider choice for
starting materials for plasma-enhanced processes is able to provide advantages of
reduced costs and enhanced flexibility during the fabrication process.

With charged species, plasma can possibly deliver electric fields since local
fluctuation may be deviated from the equilibrium of charges. Typically within the
cold plasma, the vertically oriented electric field on the substrate surface can be
achieved at the interface between the plasma and substrate, which is named as the
plasma sheath field. Such sheath field is derived from the various mobility of ions
and electrons onto the substrate surface. Noticeably, zero net-charge flux onto the
substrate surface with charge equilibrium can be achieved by the lower electric
potential of the substrate surface in comparison to that of the plasma. This will
retard the electrons with higher kinetics as well as accelerate the cations with lower
mobility. Moreover, the sheath electric field can usually be directed vertically
towards the substrate surface. Within the cold-ion and non-collision sheath model,
the sheath potential can be expressed by Eq. (5.1) [104].

Uw ¼ � Te
e
In

M
2pm

� �1=2

ð14:10Þ

where Uw denotes the sheath potential, Te refers to the electron temperature and
M and m are masses of ions and electrons, respectively. As exhibited, the sheath
potential will be higher for increased electron temperature as well as for an
enhanced ion mass. The typical thickness of the sheath can be several hundred
micrometers for representative cold plasmas.

The sheath potential can lead to a bombardment of ions on the substrate surface
by promoting the cations acceleration, which will further be accelerated through
external bias. Bombardment of ions can cause etching and sputtering of the sub-
strate surface, which serves as an important approach for accommodating the
surface structure into specific nanostructures. Additionally, the electric field can
also deliver impact on the growth orientations and directions during the growth of
nano-architecture.

The large degree of freedom within plasma include different electron and ion
temperatures, plasma density, multiple species within the plasma, plasma life-time,
and dimensions, allowing the plasma-assisted strategies to achieve syntheses and
processing for various materials, at the moderate to high reactor zone temperature.
The heating effect delivered to the substrate surface is weak in cold plasmas but the
high chemical reactivity of precursor species can be achieved, which results in the
high surface selectivity during fabrication and processing. Additionally, the bulk
material is not essentially affected by the weak heating effect, but the material
surface can be considerably shaped via the excited species within the plasma. The
thermal plasmas can be applied in terms of the energetic heating effect, the highly
dense reactive species, and a tremendous temperature gradient between the cold
surroundings and the plasma region, which can be introduced to fabricate nanos-
tructures with metastable phase architectures as well as high crystallinity. The
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specificity of plasma-assisted strategies in nanostructure processing has been
demonstrated by numerous successful instances in literatures and their advantages
are not restricted to the above discussed examples. Currently, a practical challenge
is how to totally make use of these advantages to deliver great control towards the
attractive features through proper experimental approaches.

14.5.2 Classifications of Plasma-Assisted Approaches
for Nanostructure Fabrication

The nanostructured material syntheses and processing based on currently reported
plasma-assisted approaches can be assorted mainly into the following four types
(Fig. 14.10).

Fig. 14.10 Schematic illustrations of four plasma-assisted material preparation processes:
a PECVD, b thermal plasma sintering, c thermal plasma evaporation and condensation, and
d plasma treatment of solid phases
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(i) Plasma-enhanced chemical vapor deposition (PECVD): Similar to chemical
vapor deposition (CVD) processes, the precursors are inserted in the reaction
zone as the form of vapors or gases. Subsequently, plasma discharge is
initiated into the reaction zone for activating the precursors. The substrate
can be located either inside the plasma zone or outside the plasma region, for
enhancing or preventing some typical plasma effects including ion bom-
bardment. PECVD can undertake with a wide range of temperature and
pressure, enabling huge diversity in fabrication and related property. The
precursors for PECVD are required to be volatile, delivering partial limita-
tions towards the fabrication strategy for some materials.

(ii) Thermal plasma processing with liquid and solid precursors: In this
approach, the precursors can be selected as liquids, solids, or even solutions,
which are directly introduced into the high-temperature and typical
high-density thermal plasma zone typically created in atmospheric-pressure
plasma torch. Products can be achieved after the conversion within the
high-temperature plasma region. Such approach can supply a large number
of choices for the precursors. For instance, nano-architectures with highly
crystalline phases are usually achieved because of the intense heating effect.

(iii) Thermal and Nonthermal plasma evaporation and condensation: In this
approach, the precursors are evaporated through the strong heating effect of
thermal plasma or the sputtering effects of energetic nonthermal plasma on
the solid target material. Once departing from the high-temperature plasma
region, the vapors will be condensed into nano-architectures. Reactive gas-
eous species can also be injected into the plasma for tailoring chemical
composition.

(iv) Plasma treatment of solid phases: In this case, the product can be fabricated
by directly exposing the solid precursor by plasmas through the interaction
between solid and plasma. The advantage of this strategy is simple and not
complicated. Additionally, the conditions of solid phases such as external
bias and temperature can be largely controlled by such system, which is
appropriate towards solid-plasma interactions.

14.5.3 Nanostructures Fabricated by PECVD

PECVD is the most frequently utilized approach towards plasma-assisted material
fabrication [105, 106]. Within this section, several typical carbon-based
nano-architectures fabricated via PECVD are reviewed. Currently, numerous
materials including several forms of carbon have been fabricated with various
nano-architecture using PECVD approach and hence, we will mainly concentrate
our attention on two typical systems of carbon-based structures: carbon nanotubes
(CNTs) and vertically oriented graphene nanosheets (VGNSs); both of which are
crucial materials for energy storage applications in LIBs and SCs.
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14.5.3.1 Carbon Nanotubes (CNTs)

CNTs, the one-dimensional nanomaterials, can be fabricated either as single-walled
carbon nanotube (SWCNT) which is a one-layer graphene rolled into a cylindrical
tube or as multiwalled carbon nanotube (MWCNT) by rolling multilayer graphene.
CNTs have been increasingly becoming popular in energy storage applications due
to its excellent electrochemical properties with 106 S m−1 at 300 K for SWCNTs
and >105 S m−1 for MWCNTs, electrode reactivity and interfacial capacitance.
CNTs are widely used in LIBs, both as the anode material and as the conductive
additive in the composite electrodes.

The CNT growth has been a well-developed field of PECVD application, in
which some typical phenomena associated with plasma effects are found. The
typical precursors for CNT synthesis are hydrocarbon species, mostly CH4 and
C2H2, which are decomposed via plasma to provide carbon. The CNT growth is
catalyzed through metal nanoparticles, usually Co, Fe, and Ni, which has been
demonstrated to be capable of promoting decomposition of hydrocarbon precursors
efficiently. Catalytic metallic nanoparticles are commonly deposited via sputter
coating or salt decomposition accompanied with in situ reduction within CNT
growth environment. The diameter and density of the resultant CNTs are controlled
through the size and density of the catalyst nanoparticles on the substrate surface.
Catalyst particles with larger size can lead to the obtained CNTs with a larger
diameter but lower length and density. The deposition of CNTs can be achieved
onto many types of substrates including quartz, glass, and silicon [107, 108].

Electrically Guided Alignment of Carbon Nanotubes

A typical characteristic of PECVD grown CNTs has been frequently found as the
vertically aligned arrays, which are proven to be electrically directed due to either
the externally imposed bias or the sheath electrical field. Bower and co-researchers
have investigated the CNT growth through microwave plasma-assisted CVD onto
unbiased substrates [109]. The growth direction of CNTs is always perpendicular to
the substrate surface, even with the curved substrate, since the direction of the
sheath electric field is typically vertically oriented to the substrate. Additionally, the
CNT growth mechanism is considerably different between the thermal growth and
the plasma-enhanced growth. The thermally grown CNTs usually deliver curly
structure whereas the plasma-assisted growth can provide straight architecture. The
typical growth mechanism further indicates that the vertical orientation is triggered
by the sheath electric field in PECVD. Merkulov and co-workers [101] have
demonstrated that the CNTs grown at the boundary of the substrate holder have also
shown curved shapes due to the curved electric field. The capability of guiding the
CNT growth direction via electric field allows large freedom in controlling CNT
morphologies through external bias. Hence, the growth direction of CNT arrays can
be essentially manipulated through the external electric field. The extent of align-
ment has been observed to be enhanced with increased substrate bias. For instance,
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AuBuchon and co-researchers have conducted multi-step CNT growth with dif-
ferent bias directions at different stages. Once the bias direction has been changed
by 90°, the CNT growth direction was also adjusted accordingly, leading to the
achievement of zigzag CNTs [110]. Additionally, Law and co-researchers have
applied the plasma-assisted surface charging effect to generate an electric field
which is almost parallel to the substrate surface. Resultantly, lateral CNT growth
onto the substrate surface has been displayed [111].

The alignment of electrically directed CNTs has still been an attractive issue for
simulation studies. Several theoretical and simulation works have indicated that the
electric field strength is increased within the area above the CNT tips, achieving a
large force towards directing the nanotube growth. For instance, Merkulov and
co-researchers have found that the vertically aligned CNTs are typically based on
the tip-growth mode [112]. The catalyst nanoparticles are situated in the CNT tips.
According to their model, the electric field can generate stress at the interface
between the catalyst and CNT (Fig. 14.11a, b). Within this mode, the stress at the
interface can straighten the CNTs, once bending processes have occurred because
of the spatial fluctuation (Fig. 14.11c). Moreover, if the catalyst particles are sit-
uated at the bottom of CNTs, the bending degree will be further enhanced via the
stress at the catalyst–CNT interface (Fig. 14.11d). Nonetheless, the electric
field-directed growth can possibly be CNT-specific, along with a few other 1D
nano-architectures [113]. One possible explanation is that within most crystalline
frameworks, bending or twisting the lattice needs a quite high energy which is
much beyond the electric force. CNTs can deliver a flexible architecture which
allows a typical degree of bending. Hence, the electric field serves as a crucial
aspect towards the growth direction.

Amorphous Carbon Removal and Related Plasma Chemistries

The PECVD strategy leads to an improved CNT growth rate as compared to the
thermal growth [114]. Nonetheless, the high deposition rate is not usually expected.
Amorphous carbon is always observed with a high concentration of carbon pre-
cursors. The generation of amorphous carbon is not based on metallic catalysts and
therefore does not occur selectively onto the catalyst surface. Resultantly, the
amorphous carbon deposition can also take place onto the side walls of the
as-obtained CNTs, with the absence of the catalyst, resulting in the structural
change of the as-obtained CNTs. Therefore, rough surfaces are usually found in
CNTs grown with high growth rates, because of the deposition of amorphous
carbon onto the CNTs surface.

Hence, avoiding and removal of amorphous carbon serves as the critical issue to
obtain CNTs with excellent quality. Notably, the amorphous carbon displays less
stability than that of CNTs, which delivers coiled graphitic frameworks, and can be
removed preferentially via chemicals with etching capability. NH3 or H2 are typi-
cally applied into the plasma as the etching species for selectively removing
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amorphous carbon [115]. For instance, CNT growth conducted within NH3–C2H2

plasma exhibits that the growth rate of CNTs enhances with the C2H2 proportion
less than 30% in the system [116]. Further increasing C2H2 contents can result in
the decrease of the CNT growth rate as well as the architectural changes of a small
fraction of CNTs from the cylindrical structures to the cone shapes (Fig. 14.12).
The cone-shaped carbon nano-architectures achieved with high C2H2 content can
be due to amorphous carbon deposition onto the CNT side walls. Even though the
deposition rate of carbon species enhances with increased carbon precursor con-
centration within the plasma, the deposition of amorphous carbon on side walls
largely decreases the axial growth rate with highly C2H2 concentration. The
favorable C2H2 proportion towards CNT growth has been observed to be *20%, in
terms of previous investigations [107].

The reactive agents essentially associated with the removal of amorphous carbon
is considered to be atomic hydrogen species. Simulations on the basis of the
surface-diffusion model have exhibited that the amorphous carbon can be totally
removed through etching it with a proper hydrogen flux during plasma processes. In
comparison to H2, ammonia serves as a more effective supplier of atomic hydrogen.
Typically, the plasma chemistry and the corresponding CNT growth characteristics

Fig. 14.11 The tensile
distribution based mechanism
for CNT alignment by electric
fields proposed by Merkulov
and co-workers: a top growth
mode, undisturbed, b bottom
growth mode, undisturbed,
c top growth mode, bending
due to perturbation, d bottom
growth mode, bending due to
perturbation. Reprinted from
Merkulov et al. [112]
Copyright (2001), with
permission from AIP
Publishing
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within ammonia-containing plasma has been considerably studied via mass spec-
troscopy (MS) and in situ optical emission spectroscopy (OES) [117].

By introducing in situ MS diagnostics, Bell and co-workers investigated the
plasma composition for preferable CNT growth [118]. The ionized and neutral
species have been simultaneously detected via secondary ion MS and residue gas
analysis, respectively. The formation of HCN was observed because of the amor-
phous carbon etched by ammonia. Obvious HCN generation could be found as the
NH3 content was higher than 20%, as suggested by both OES and MS investiga-
tions [119]. Hydrogen serves as another essential neutral part, derived from the
decomposition of either C2H2 or NH3. The interaction of two different mechanism
leads to the lower H2 concentration with 20% C2H2 content within the gas pre-
cursor, which occurs simultaneously with the optimal composition of the gas pre-
cursor towards CNT growth. It was exhibited that the decomposition of C2H2 with

Fig. 14.12 SEM images of CNTs grown at different concentrations of C2H2. Reprinted from
Chhowalla et al. [107] Copyright (2001), with permission from AIP Publishing
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the existence of NH3 was inhibited, because of the lower N–H bonding energy in
comparison with that of C–H bonds. Moreover, the sufficiency of carbon-based
cations including C2H

+ and C2H2
+ within the plasma has been observed to interact

with the amorphous carbon deposition. These carbon-based cations could be much
more reactive as compared to C2H2 molecules, leading to a nonselective carbon
deposition. Noticeably, in situ OES diagnostics of the plasma have recognized more
reactive species within the plasma. H atoms and CHx radicals were always observed
and their existence has further been identified via numerical simulation. Within the
C2H2–NH3-based growth, several nitrogen-based species including NH and CN
radicals have also been found. Integrating the MS techniques with the OES
approach, Woo and co-workers investigated the growth process of CNTs within the
H2–NH3–CH4 system and attempted to understand the growth characteristic with
the plasma diagnostics results [120]. The emission lines from CN radicals and H
atoms were the dominant components of the optical emission spectra. Both of them
become more intensive with the increasing proportion of NH3 within the plasma till
saturation as the NH3 content reached to the same concentration as that of CH4,
indicating that most species are derived from the plasma-triggered chemical pro-
cesses between NH3 and CH4. The formation of HCN, detected via MS technique,
has exhibited the same variation tendency with the NH3 content. Even though CH4

has been applied as the carbon source, C2H2 acted as the major growth precursor, as
identified via the specific peak within the MS spectra. With the capability to inhibit
the deposition, NH3 has also been observed to restrict the formation of C2H2 if CH4

was introduced as the carbon source.
Moreover, MS diagnostics of the growth plasma along with simulation have

demonstrated that the dissociation degree of both NH3 and C2H2 could reach more
than 50% at highly plasma power. However, a significant amount of carbon species
are presented as the form of HCN, without contribution towards CNT growth [121].
It was observed that with high plasma power, the endothermic interaction between
cations and neutrals should be considered for a better evaluation toward the den-
sities of plasma species [122].

Post treatment of CNTs with etching species is capable of enhancing their
several properties. Because of the highly chemical stability of carbon-based
materials as well as the high aspect ratio (ratio of length to diameter) of the CNTs,
vertically aligned CNT arrays serve the quite promising role in field-emission
applications. The field-emission properties of vertical CNT arrays can be improved
by post-plasma treatment. Zhi and co-researchers have demonstrated that the
hydrogen plasma treatment of 5 min considerably decreased the turn-on field of the
species [123]. The hydrogen plasma treatment inhibits the surface dangling bonds,
as suggested by the presence of C–H bands after post treatment. The potential drop
on the surface C–H dipole is advantageous to decrease the surface work function.
The ion bombardment can lead to the generation of surface defects, which is
indicated to be preferable sites towards electron emission. Additionally, plasma
treatment can eliminate the metallic nanoparticle catalysts at the CNT tips and
sharpen the tip (Fig. 14.13). Similar removal of the metallic nanoparticle catalysts
can be achieved through post argon plasma treatment. Nonetheless, longer
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treatment duration can lead to the structural deformation of CNTs and therefore was
undesirable to enhance the iron properties. The favorable treatment duration is
usually from 5 to 10 min [124]. Currently, the transition from metal to semicon-
ductor within single-walled CNTs in field-effect transistors triggered via hydrogen
plasma treatment has been observed [125].

In spite of the existence of the etching agents such as NH3, an amorphous carbon
layer can still be deposited during the short thermal growth duration once the
plasma is switched off. As the metallic nanoparticle catalysts are covered by an
amorphous carbon layer, they are deactivated and cannot further catalyze the
growth of CNTs. With hydrogen plasma treatment, AuBuchon and co-researchers
[110] have removed the shell structure of amorphous carbon and the renascent
nanoparticle catalysts are capable of catalyzing the second-stage CNT growth. The
authors have further utilized such approach to fabricate zigzag CNTs with many
bends.

Energy Application of CNTs

CNTs for LIBs

MWCNTs have the hollow structure of multilayers coaxial circular tubes of
hexagonally arranged sp2 hybridized carbon atoms. The interlayer distance between
neighboring coaxial layers of CNTs is 0.34 nm and the diameter of CNTs can range
from 2 to 20 nm. The low density of carbon atom and the layered structure of CNTs
allow the imbedding of Li-ion. Moreover, the structural defects on the surface and
edges of CNTs as well as the interlayer spacing allow Li-ions to imbed anywhere

Fig. 14.13 TEM images showing the effect of hydrogen plasma treatment of a CNT with a Ni
catalyst particle at the tip: a untreated, b transitional during treatment, and c after plasma treatment.
Reprinted from Zhi et al., [123] Copyright (2002), with permission from AIP Publishing
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on the CNT walls or between the layers [126]. It is reported that it is easy for Li/Li+

to spread along the wall inside CNTs; however, it is easier for Li/Li+ to imbed on
the location of C6 on the surface outside; thus in order to spread Li/Li+ along wall
inside the CNT an effective opening at the end of CNTs or adding more defects will
be a useful strategy [127]. For LIBs, the CNTs can be used (i) directly alone as
anode materials, (ii) composite of CNTs as the anode materials, and (iii) in cathode
material.

CNTs alone as Anode Materials: The graphite structure of CNTs allows it to be
used as the anode material in the place of graphite. The specific capacity of
SWCNT is about 400–490 mA h g−1, but it can reach above 1000 mA h g−1 after
introducing defects on the surface. The solid electrolyte interface (SEI) can be
formed at around 0.9 V, which can remarkably reduce the specific capacity during
the first electrochemical cycle. Notably, both the inner and outer tubules of CNTs
are electrochemically active for Li+ intercalation. Indeed, CNT morphology as well
as the degree of graphite crystallinity serves essential roles in largely affecting both
the capability and cyclic stability of CNTs. It was found that the cyclability of
highly graphitized CNTs is better than that of slightly graphitized CNTs, as the
slightly graphitized CNTs provide a higher capacity than the highly graphitized
CNTs [128]. Zhang et al. [129] used the CNT array as anode and obtained the
specific capacity of 373 mA h g−1 with good cyclability. They believed that the
graphite in the inner layer provides better conducting passages so as to avoid the
loss of active material in the process of charge and discharge leading to good
cyclability. There are a large number of defects on CNTs. For example, the top
open ends (edges) of CNTs are defects and similarly there can be many defects on
the outer planar surface of graphene layer on CNT surface. During the charging
process, the Li+ can insert between graphite layers through these defects, which will
deform the carbon layer close to these defects as shown in Fig. 14.14. The
deformation is more obvious at the open end of CNTs as more defects are formed
during nucleation growth of CNTs.

Fig. 14.14 Schematic representation of Li+ insertion and energy storage characteristics of the
CNT anodes
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However, there is an issue due to the relatively higher resistance of CNT array of
about 1–5 kX cm-2 which impedes the electron transportation along with significant
heat loss. The possible solution to circumvent this issue is the direct growth of
CNTs on the current collector. Chen et al. [130] grew CNTs on the carbon layer
loaded on the metal foil. The resistance between carbon and copper foil was only 1–
2 X which could be ignored. They reported that after 100 cycles, the specific
capacity was 572 mA h g−1 and the compound between Li and graphite layer was
Li1.6C6. Lahiri et al. [131]. grew CNTs on Ti–Ni thin catalyst layer (20–25 nm) on
copper foil through CVD method to produce the LIB electrode free of adhesive.
The CNTs were tightly connected to the copper foil which was used as the current
collector of LIB providing the specific capacity 900 mA h g−1 at 1 C which is three
times as that of graphite. Even at high charge/discharge current densities of 3 C rate,
the electrode kept good curve showing negligible capacity decay with capacity
retention of 99% after 50 cycles. Hence the results were very promising.

However, critical difficulties also exist in CNTs including their highly irre-
versible capacity and challenges in controlling their morphology and structure
during fabrication. In terms of that, it is difficult for pure CNTs to replace graphite
in LIB anodes.

Composite of CNTs as the anode material: Instead of applying CNTs alone as
the anode material, investigations have also been focused on incorporating CNTs
with other high capacity compounds to achieve core-shell structures (CNTs as core
and other components as shell) as anodes for enhancing overall performance [132].
This is due to higher conductivities and SSAs of CNTs than graphite. The
advantages of such composites are attributed to the enhanced capacity of
metal-containing components (typically transition metal oxides (TMOs)) as well as
CNT scaffolds to inhibit crumbling and pulverization in the anode. A hybrid made
of both TMOs and CNTs has two Li+ storage mechanisms including intercalation
and conversion [133]. Besides enhanced capability and better cyclability, CNTs can
also serve as conductive substrates to transport electrons from the coating, espe-
cially when the CNTs are coated with non-conductive TMOs. Reddy and
co-researchers reported an approach, where MnO2 layer is coated onto CNT outer
surface with reversible capacity of 500 mA h g−1 (50 mA g−1) over 15 cycles
[134]. Zhang and co-workers described the formation of cross-stacked CNTs uni-
formly anchored with SnO2 nanoparticles with the reversible capability of
850 mA h g−1 (40 mA g−1) over 85 cycles [135]. In addition to the core-shell
configuration, the CNT composites with other active materials (for example with
LiCoO2 for cathode and with graphitic carbon particles for anode) with CNTs
acting as additives provide effective interweaving links between active material
particles with significantly improved conductivity, as shown in Fig. 14.15. This
helps in providing higher power ability and prolonged cyclability of LIBs. Such
types of composite frameworks provide alternative architectures in LIBs.

CNTs in cathode materials: Cathode material in LIBs is the source of Li+. Most
commonly explored cathode materials are the inorganic salts such as LiCoO2
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(hexagonal layered structure), LiMn2O4 (spinel structure), and LiFePO4 (olivine
structure). LiFePO4 is one of the widely studied and applied cathode materials
because of its low price, environmental compatibility, high theoretical specific
capacity (170 mA h g−1) and proper working voltage (3.42 V vs. Li+/Li).
However, the crystal structure of LiFePO4 slows down the spread of Li ions
influencing the intercalation of Li-atom and de-Li atom. The lack of a continuous
network of the octahedron in LiFePO4 also lowers the electronic conductivity of
LiFePO4. Jin et al. [136] reported the conductivity enhancement for LiFePO4–CNT
composite with 1.08 � 10−1 S cm-1, 8 times as that of pure LiFePO4. The CNTs
addition not only improved the electronic conductivity but also improved the Li+

diffusion coefficient, reducing the crystallite size and transportation resistance. It
has been found that CNTs play critical role in electron transportation and in inhi-
bition of the oxidization of Fe2+. Similarly, LiMn2O4–MWCNTs composites have
been produced by sol-gel method [137] and hydrothermal method [138]. Once
again CNT composite cathode were found (i) to have better electron transport
resulting in higher conductivity of composite compared to that of pure LiMn2O4

spinel structure, (ii) to help in higher cycle stability and capacity retention in
composites compared to that of pure LiMn2O4, and (iii) to have effectively reduced
agglomeration of LiMn2O4 nanoparticles which get well crystallized and uniformly
distributed in the CNT matrix providing structural and long-term stability.

In short, the CNTs have promising prospect as an electrode material for LIBs.
Although, a large amount of work has been done in this field and much progress has
been made but there is great potential as a lot more can be done. This includes:
(i) better understanding of lithium storage mechanism of CNTs, e.g., understanding
the influence of the CNT length, diameter, number of walls, and defects on lithium
storage which is crucial to minimize the loss of specific capacity after the formation
of SEI and to improve the cycle performance, and (ii) greater effort on a wider
variety of composites containing CNTs as LIBs electrode.

Fig. 14.15 CNTs as additive providing conductive links between active materials on cathodes or
anodes
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CNTs for SCs

CNTs with large SSAs have been tremendously investigated in SCs, with specific
capacitances from 4 to 180 F g−1 in a solution of acid or alkaline, superior to that of
traditional carbon [139–141]. Surface areas and pore sizes of CNTs largely affect
the specific capacitances. Notably, Niu and co-researchers reported MWCNTs with
SSA of 430 m2 g−1, delivering a specific capacitance of 113 F g−1 using the
electrolyte of 38 wt% H2SO4 [141]. An and co-workers provided a specific
capacitance of 180 F g−1 with a large power density of 20 kW kg−1 via enhancing
the pore distribution and surface area [142]. Researchers have also tried to treat the
CNT surfaces with NH3, alkaline, or HNO3 to introduce oxygen-containing func-
tional groups to improve the electrochemical behaviors of electrodes [143–145].
Yoon and co-researchers reported the specific capacitance of the CNT electrode
from 38.7 to 207.3 F g−1 via surface functionalization through NH3 plasma [143].
The specific power of SCs is Pmax = V2/4R (V: the working voltage; R: the
equivalent series resistance). Hence, the features of electrode materials and the type
of synthesized electrode serve as the essential factors for extraordinary perfor-
mance, including the density of CNTs. Several strategies have been applied to
enhance the SCs’ performances. (1) Direct deposition of CNTs on the current
collectors (such as Ni, Ni-alloy, Al, and other metals) as electrodes, decreasing the
contact resistance [146–148]. The formation of such binder-free CNT electrode can
improve its supercapacitive performance as lesser impurities have been introduced
by the polymer binders. (2) The combination of CNTs with TMOs (including
RuO2, MnO2, NiO, In2O3, etc.) or conductive polymers (CPs), such as PANI, PPy,
and PEDOT [149–152]. Currently, such composites are more favorable since they
can combine two components to obtain the highest capacitance through dual
storage mechanisms (EDLC and FC). Within such hybrid systems, CPs or TMOs
can deliver higher specific capacitances (such as 480 F g−1 for PPy, 775 F g−1 for
PANI and 1000 F g−1 for MnO2) [88, 153, 154], delivering most of the capacitance,
whereas CNTs play the good conductor and backbone for composites during
cycling. As reported, Au-anchored MnO2@CNTs composites have been prepared
for high-power SCs, in which CNTs enhance conductivity and Au tips between
MnO2@CNTs and current collector decrease the contact resistance [155].

14.5.3.2 Vertically Oriented Graphene Nanosheets (VGNSs)

VGNSs are composed of a stack of graphene nanosheets grown perpendicularly
onto the substrate surface. In spite of the normal hexagonal carbon frameworks,
VGNSs are different from the traditionally horizontal, randomly directed graphene
in many fields. Their typical structure and morphology toward micro- and
nano-scales are expressed in Fig. 14.16, as compared with horizontal graphene.
These characteristics are determinant factors for numerous distinctive electronic,

784 B. Ouyang and R.S. Rawat



chemical, electrochemical, optoelectronic and mechanical properties for a broad
range of applications.

One of the important features within VGNSs is the vertically orientated structure
on the substrate that enhances mechanical stability and higher reactivity. Even
though VGNS framework can deliver turnstile-, petal-, cauliflower-, and maze-like
morphologies, each VGNS typically stands for a self-supported rigid architecture
[156]. Such structure can achieve the mechanical stability of 2D graphene without
collapsing with each other along random directions, partially because of the strong
van der Waals forces. With respect to the optoelectronic, electronic, and electro-
chemical applications, the optimization towards the enhanced charge transport at
the sharp edges accompanied with the highly conductive graphene planes within the
devices can deliver the improved efficiency. The vertically orientated architecture of
VGNS also promotes the SEM imaging because of their lateral dimensions being
remarkably larger than the thicknesses.

Additionally, VGNS can provide a non-agglomerated framework with a very
high surface-to-volume ratio and reactive passages between the sheets, enabling the
much higher amounts of VGNSs readily available for interaction with other species
towards electrochemical and other applications. The considerable attention for
graphene applications is because of the one to the varied thickness from single to a
few layers and the high SSAs. The collapse and stacking of horizontal graphene
result in the tremendous decrease of the available SSAs. Such issue can be
addressed to some degree via utilizing VGNSs as the substitute. According to the
growth parameters and plasma-based process, the interlayer spacing between the
adjacent VGNSs is different with the range from a few tens to several hundred
nanometers. Benefiting from such non-agglomerated framework, the SSAs of the
VGNS structures is capable of reaching the high value of *1100 m2 g−1 [157].

Fig. 14.16 Schematic representing VGNSs’ structural and morphological features. Inset
illustrates the restacking of horizontal graphene nanosheets. Reprinted from Bo et al., [158]
RSC Publishing, Open Access paper
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Moreover, VGNSs provide densely exposed reactive graphene edges, favorable
for applications which depend upon the edge reactivity. Each VGNS can usually
deliver a tapered morphology, with several graphene layers stacked at the bottom
and an atomically thin graphene layer at the top. These thin carbon layers, typically
with the interlayer spacing from 0.34 to 0.39 nm, can form the Bernal AB con-
figuration [159]. Nonetheless, disordered stacking frameworks are always observed
in multilayer graphene. It has recently been indicated that most VGNS edges are
composed of the folded seamless graphene nanosheets and only a comparatively
small proportion of edges keep opening during the plasma-assisted growth [160].
Such reactive edges can largely optimize the electrochemical activity of VGNS
towards energy storage applications.

These particular morphological and structural characteristics allow VGNSs to be
one of the most promising candidates towards various emerging applications. For
instance, the largely available SSAs and high in-plane electric conductivity can
contribute to the application of VGNS in SCs, LIBs, solar cells, and fuel cells [161,
162]. The high density of reactive edges with controllable defects is able to improve
the electrochemical activity in many applications, including energy storage devices
[163].

Plasma-Assisted Growth

In addition to the fabrication using arc discharges and cutting from stacked gra-
phene film, VGNSs with remarkable quality have been synthesized via the PECVD
[164]. Through controlling the growth conditions, the VGNSs with controlled
architectures and features can be prepared within highly efficient, lower tempera-
ture, and catalyst-free conditions. Here, recent development of the VGNS growth
via PECVD and the corresponding growth mechanism will be discussed.

VGNS Growth on Different Substrates

Actually, VGNS growth via PECVD can be achieved on many substrates from
foam-like, cylindrical, and macro-sized planar shapes to micrometer- and
nanometer-scaled frameworks. Such capability, along with the controllable VGNS
architecture, enables the facile synthesis of various VGNS-based devices for dif-
ferent applications.

VGNS growth via PECVD onto planar substrates has been extensively inves-
tigated [165]. Requiring no catalyst serves as one of the essential advantages of the
plasma-assisted growth, allowing the growth to be available on different materials
including Al2O3 and SiO2, semi-conductive silicon, conductive carbon and a
variety of metallic substrates such as copper, nickel, tungsten, aluminum, titanium,
platinum, as well as stainless steel. For instance, Fig. 14.17a, b exhibit SEM images
of VGNSs deposited onto the planar n-type silicon substrate [165]. The gaseous
mixture of H2 and CH4 was utilized as the precursor and the fabrication was
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achieved within the 13.56 MHz RF-PECVD reactor. The resultant VGNS frame-
works without metallic contamination have been obtained with considerably sharp
graphitic edges (*1 nm) and the uniform height distribution (standard deviation
of <10%).

Figure 14.17c exhibits the SEM image of VGNSs deposited onto the macrop-
orous nickel foam [166]. During the process, the commercial Ni foam was firstly
compressed and chemically treated via HCl solution for removing surface oxides.
Subsequently, the substrate was etched via H2 plasmas and VGNSs were generated
through utilizing CH4 as the carbon resource through the microwave PECVD.
The SEM image apparently exhibits that VGNSs with the height of several

Fig. 14.17 VGNSs grown on various substrates: a cross-sectional SEM of VGNS networks and
b magnified SEM image of an individual VGNS grown on planar Si. [165] c Top-view and
cross-sectional (inset) SEM images of VGNSs on 3D porous Ni substrate. [166] d A photograph
and e a TEM micrograph of VGNSs on a stainless steel wire. [167] f Low- and
g high-magnification SEM images of VGNSs on carbon cloth (inset shows the VGNS edges).
[168] h SEM and i TEM images of VGNS seamlessly integrated with a CNT. [169] a and
b Reprinted from Wang et al., [165], 183108, Copyright (2006), with permission from AIP
Publishing; c Reprinted from Ren et al., [166] Copyright (2014), with permission from Elsevier
Ltd; d and e Reprinted from Bo et al., [167] Copyright (2011), with permission from RSC
Publishing; f and g Reprinted from Chang et al., [168] Copyright (2012), with permission from
Elsevier Ltd.; and h and i Reprinted from Yu et al., [169] Copyright (2011), with permission from
ACS Publications. a–i Reprinted from Bo et al., [158] RSC Publishing, Open Access paper
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micrometers were deposited perpendicularly around the nickel scaffold on both
outer and inner surfaces. The oxygen-containing contamination within VGNSs is
also relatively lower because of the utilization of highly purified carbon resource
and the low-pressure plasma process.

VGNSs can also be deposited onto cylindrical substrates including metallic
wires, which has been achieved via the atmospheric-pressure glow discharge with
carbon sources of CH4–H2O–Ar mixture [167]. The VGNSs fabricated via such
approach exhibited great uniformity in both axial and circumferential directions
(Fig. 14.17d), partially because of the utilization of the rotating stage. The trans-
mission electron microscopy (TEM) image in Fig. 14.17e exhibits a strong contact
at the interface between the VGNSs and the metallic substrate.

VGNSs can also be achieved onto micrometer- and nanometer-scaled substrates.
Figure 14.17f, g exhibit SEM images of VGNS deposited onto carbon cloth
(CC) through RF magnetron sputtering of the carbon target in the gaseous mixture
of Ar–H2 at the temperature of 350 °C [168]. The lateral dimension and thickness
of VGNSs were about 300 nm and 5–10 nm, respectively. Analogical to the Ni
foam, the fibrous and porous architecture of the CC allows the densely distributed
VGNS framework with large SSAs. VGNSs can also be achieved onto the lateral
surfaces of CNTs, as exhibited in Fig. 14.17h [169]. Figure 14.17i illustrates that
VGNSs are seamlessly combined with the outer walls of the individual MWCNT
through generating sp2 covalent bonding. The substrate-independent and
catalyst-free growth of VGNSs can result in the direct combination of VGNSs with
different functional devices. For instance, VGNSs grown onto conductive planar
metallic substrates exhibited the attractive performance as anode materials in LIBs.
The VGNSs growth onto metallic cylindrical electrodes assisted in providing
atmospheric corona discharges. The growth of VGNSs onto Ni foams allowed 3D
framework to integrate the benefits of vertically orientated feature with the highly
loading density of active materials toward high-performance SCs and the resultant
VGNS-CNT hybrid architecture showed improved gas sensing and optoelectronic
properties in comparison with the randomly mixed CNTs and graphene. However,
it has been found that even though the growth is substrate-independent, the final
crystallinity and structure of the VGNSs are different for diverse substrates. This
can result in the overall performance enhancement of VGNS-based devices.

VGNS Growth Using Different Precursors

Gaseous precursors have been the most commonly utilized precursors towards the
VGNS growth during PECVD processes, mainly containing hydrocarbons (such as
CH4, C2H2, C2H4), fluorocarbons (such as CF4, C2F6, CHF3), and carbon monoxide
or dioxide. Additionally, these carbon-containing gases are always diluted via Ar,
H2O, H2 to enhance the plasma stability and to achieve better control for the VGNS
crystallinity and architecture. The catalyst-free growth of VGNSs in
plasma-enhanced methods suggests that precursor dissociation via the plasma
serves as an essential candidate towards the VGNS nucleation. However, because
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of the complication of the plasma chemistry, it will be quite difficult to recognize
which species devote mostly towards the VGNS growth. Numerous ions, free
radicals, and other active species achieved from gaseous precursors collide
inelastically with other species within the plasma. Typically, within C2H2 RF
plasmas, C2H2

+, C4H2
+, H2, C4H3

+, C2 dimers, C2H radical, C4H3 radicals, C4H2

neutrals, and C2nH2 polyacetylenes are formed and contribute to the formation of
VGNSs [170].

The growth rate of VGNSs is largely associated with the gaseous dissociation
energy as well as the generation of reactive C2 dimers within the plasma. It has been
found that it is easier to achieve carbon dimers via dissociating the C2H2 molecules
instead of CH4 precursor, mainly due to the C�C bonding strength within C2H2

species. Therefore, during RF-PECVD processes, VGNSs can grow much more
rapidly using C2H2 rather than CH4. If fluorocarbon precursors are used such as
C2F6 and CF4, VGNS will display the thicker and straighter structure than during
the CH4-based process. Additionally, a little amount of oxidizing species, including
water and oxygen, is typically introduced towards improving the VGNS crystalline
structure.

Recent progress in utilizing liquid and solid natural precursors to achieve gra-
phene has inspired cost-effective, environmentally friendly, and massive production
of such material. In principle, VGNSs can also be fabricated via liquid and solid
natural precursors, including sugar [171], honey [172], cookies [173], eggs [174],
natural and plastic waste [173] and tea tree oil (TTO) extract [175, 176] by applying
a rapid reformation within low-temperature H2 or H2–Ar plasmas without metal
catalysts or external heat treatment. VGNSs achieved from those liquid and solid
precursors can also exhibit vertical orientation, opening framework, and densely
reactive edges, analogous to that derived from gaseous hydrocarbon precursors
[172].

One specific advantage of using liquid and solid precursors is the potential
transformation from biomass (particularly natural wastes) into useful VGNS
structures for device production. Current chemical- and thermal-based approaches
towards utilizing biomass are both precursor-specific and time-, resource-, energy-,
and cost-consuming. In contrast, the plasma-based reformation stands for an
energy-effective, eco-friendly, and cost-efficient strategy. Additionally, structural
parameters including surface functional groups, reactive edge density, purities,
adhesion, and crystallinity of VGNSs can be manipulated during PECVD process
by selecting different liquid and solid precursors, which can possibly pave a novel
pathway towards the massive production of VGNS frameworks for practical
applications.

Growth Mechanisms of VGNSs

In spite of considerable efforts, the growth mechanisms of VGNSs are still elusive.
Actually, apart from the effects of precursors and substrates, other parameters
including the plasma power and source, plasma discharge duration, surface
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temperature, etching rate, as well as pre-treatment can also have substantial impact
on the final architecture [159]. The vapor–liquid–solid (VLS) (also called as vapor–
solid–solid (VSS)) mechanisms broadly utilized for explaining the 1D nanostruc-
ture growth are not suitable to deduce the mechanism for plasma-assisted VGNS
growth since no catalyst is needed. The nucleation mechanism for thin-film
deposition also displays restricted relevance since it illustrates continuous layers
instead of vertically oriented frameworks like VGNSs. Recent developments in
techniques of microanalysis and time-resolved growth have enabled further
investigation and several plausible growth mechanisms have been raised as
described below.

The growth process of VGNSs can be divided into three steps: (i) firstly, a buffer
layer is achieved onto the substrate surface with dangling bonds and irregular
cracks, which becomes nucleation sites towards VGNS growth; (ii) subsequently,
graphene begins to grow vertically under the influence of localised electric field due
to plasma sheath and stress, and dissociated carbon species are constantly intro-
duced into open edges; and (iii) VGNS growth eventually stops due to the closure
of reactive edges which is controlled by the competition between etching effects
and material deposition within the plasma.

The buffer layer achieved within the nucleation step is typically composed of
either carbide or amorphous carbon. The carbide layer is generated if the substrates’
material is able to react with carbon atoms, whereas amorphous carbon can be
achieved if there is considerable mismatch between the graphite and the lattice
parameters of the substrate. The carbon onion-like graphitic layer can be achieved
between the amorphous carbon layer and the VGNSs, as exhibited in Fig. 14.18a.
A proper amount of OH radicals and hydrogen atoms are found to be capable of
etching the amorphous carbon and assisting in the VGNS growth. When the buffer
layer is generated and the graphene begin to grow, VGNSs will not exhibit any
substrate-dependent characteristics, leading to the similar morphology on any other
substrate [177].

The next crucial issue is why VGNSs can grow vertically in plasma-assisted
environment rather than remaining as horizontal graphene nanosheet which is
typically observed in other growth methods. This is because of three possible
aspects, typically, the internal stress, the electric field, as well as the anisotropic
growth effects, which will be discussed below.

Internal stress effects—Internal stresses are derived from the ion bombardment,
lattice mismatch, and temperature gradients between the graphitic material and the
substrate. All these sources of internal stresses are possible in a plasma environment
and they can possibly lead to buckling and defects within the buffer layer. The
generated defects can act as nucleation sites for the VGNS growth. The intrinsic
horizontal growth of 2D graphitic layers is finally converted to upward growth of
graphene nanosheets, releasing the stress accumulated during the initial growth
process. Subsequently, the dissociated species within the plasma constantly deliver
carbon ions, neutrals, and radicals toward reactive sites of vertically oriented
hexagonal lattices in VGNSs.
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Electric field effects—The electric field within the plasma sheath contributes to
the growth of diversely oriented nano-architecture such as CNTs and VGNSs on the
substrate surface. The growth direction of VGNSs and the corresponding spatial
distribution are largely influenced by the electric field within the plasma sheath.
With the conductive substrates, the electric field can be achieved onto the surface of
substrates and is relatively stronger close to the sharp points and edges. Such
localized electric field on the substrate surface can be used for manipulating the
orientation and density of the VGNS framework [178]. As exhibited in Fig. 14.18b,
VGNSs was grown on the Au stripe with the high density whereas both VGNSs and
amorphous carbon were not observed on the neighboring SiO2 surface [178]. This
phenomenon was explained by the relatively stronger electric field on the Au strip
as compared with that on the SiO2 substrate. Therefore, adjusting the electric field
distribution on the surface can pave a novel pathway to pattern VGNSs for practical
applications. Additionally, if the substrate is nonconductive as well as disconnected

Fig. 14.18 VG growth mechanism: a TEM image of a carbon onion with mismatched graphitic
layers at the surface, which may initialize the VGNS growth. [160] b SEM image of VGNSs
grown on an Au stripe due to the electric field effect. [178] c A schematic of VGNS growth
controlled by the electric field and carbon surface diffusion. [179] d Atomistic model of a curved
vertical graphene with active growing edges (highlighted in color). [160] e Schematic
representation of VGNS with folded/seamless and open edges. [102] f TEM image of a VGNS
nanosheet with the tapered shape. Folded edges are shown by the arrow. [160] a, d, and
f Reprinted from Zhao et al., [160] Copyright (2014), with permission from ACS Publications;
b Reprinted from Yu et al., [178] Copyright (2011), with permission from ACS Publications;
c Reprinted from Zhu et al., [179] Copyright (2007), with permission from Elsevier Ltd;
e Reprinted from Davami et al., [102] Copyright (2014), with permission from Elsevier Ltd. a–f
Reprinted from Bo et al., [158] RSC Publishing, Open Access paper
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from the external electrical circuit within the plasma, the comparatively lower
electric field will cause much more random and irregular VGNS frameworks [163].

Anisotropic growth effects—The vertically orientated growth of VGNSs has
also been attributed to the anisotropic growth effect. It has been reported that
growth rates in the directions perpendicular and parallel to the graphene layer are
different. In addition, the VGNSs oriented normally to the substrate grow relatively
faster than the randomly oriented VGNSs, partially because of the surface diffusion
of carbon species (Fig. 14.18c) [7]. Carbon-based species onto the surface of
growing nanosheets move rapidly along the nanosheet surface to reach the upper
edges, and subsequently achieve covalent bonding with the edge atoms before
desorbing from the nanosheet surface. In comparison, carbon-based species dif-
fusing onto the substrate can be desorbed from the surface due to the weak inter-
action of the species with the substrate. Additionally, more carbon species can be
preferentially promoted towards growing edges of VGNSs because of their sharp
characteristics which can display enhanced localized electric fields. Resultantly, the
growth rate along the vertical direction is relatively higher than that along the lateral
direction.

Currently, a dynamic model accompanied with experimental results has exhib-
ited that the VGNS growth can be regarded as the step-flow process during which
the nucleation occurs at the bottom [102, 160]. In terms of such a model, the VGNS
nucleation can be facilitated via the graphitic layer mismatches at either the carbon
onions or the buffer layer which has been generated on the substrate surface.
Subsequently, the growth of individual graphene nanosheet can be controlled by the
diffusion rate of carbon species towards each layer and the number of layers
nucleated at the bottom (Fig. 14.18d). Additionally, VGNS growth can only take
place at open edges rather than at seamless or folded edges, as illustrated in
Fig. 14.18e. Since the neighboring layers are capable of achieving a closure and
restricting the growth, tapered VGNS can be generated (Fig. 14.18f).

Although the growth mechanism of VGNSs based on gaseous precursors has
attracted considerable attention, no unambiguous explanation towards the VGNS
growth from liquid and solid precursors has currently been proposed. There are
several obvious similarities in the growth dynamics for VGNSs synthesized using
gaseous, liquid, or solid precursors. First, the plasma works on the liquid or solid
natural precursors through dehydrating them because of the plasma-based heating
process. Subsequently, the plasma converts the dehydrated natural precursors into
smaller carbon-based species, regardless of the intrinsic precursor, via interacting
with the plasma-achieved ions, neutrals, and radicals. Furthermore, these species
serve as the fundamental parts towards the VGNS growth. However, some chal-
lenges still remain, such as why VGNS based on different precursors can deliver
different adhesive property towards the substrate, and how to exactly control the
surface reconstructions via the plasma for the optimized VGNS growth along the
perpendicular direction. Since the understanding towards growth mechanism is
fundamental to the controllable growth of VGNSs, and even related to their device
performance, much more investigations are still required in such direction.
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14.5.3.3 Energy Application of VGNSs

VGNSs for Supercapacitors (SCs)

As discussed above, SCs are novel electrochemical devices for energy storage
which need frequent charging–discharging processes to achieve high power and
energy densities. These devices can also deliver a much improved capacitance as
compared to regular capacitors, partially because of the introduction of novel
nano-architectures. Here we will describe recent development of VGNSs and
VG-based composites in SC applications.

VGNS-based active materials for Electric Double-Layer Capacitors (EDLCs)
—The specific capacitances of EDLCs are essentially ascribed to the utilization of
electrode materials with the high SSAs. Therefore, the features of electrode mate-
rials serve as an essential candidate in determining the performance of EDLCs.
A favorable EDLC electrode material should satisfy the following criteria: (i) a
highly active surface area for the efficient ion adsorption to deliver high specific
capacitance and high energy density; (ii) a proper architecture for the facile ion
diffusion to achieve high rate capability; and (iii) the minimum resistances within
the bulk of the material and at the interface between the current collector and the
material towards the rapid charge transport to deliver the high power density.

The typical features of VGNSs seem to fulfill the above requirements. Firstly,
the VGNS frameworks exhibit a non-agglomerated architecture with densely
exposed edges which accelerate the surface utilization towards energy storage. The
graphene-based EDLC electrodes are usually prepared using reduced graphene
oxides (RGOs) through chemical method, accompanied with the assembly of these
structures onto current collectors by applying binders. Because of the van der Waals
interactions and the introduction of binders, typical restacking of horizontal gra-
phene usually results in the tremendous decrease of available SSAs towards charge
adsorption. Comparatively, the non-agglomerated feature of VGNSs can deliver the
larger electrochemically available surface area, and hence a higher specific
capacitance. Additionally, the numerous edges of VGNSs are also able to improve
the charge storage capability, because the edges can deliver a much larger SSAs for
improved specific capacitance in comparison with the basal planes [157].

Second, with VGNSs applied as electrode materials, the large ionic resistance
attributed to the distributed charge storage within the porous structure can be largely
decreased, which enables such electrode material to be utilized in the high current
density application. Moreover, as mentioned in one of the previous sections on
EDLC, the electrolyte accessible into porous structures serves as the essential part
in determining the rate capability of EDLC. Remarkable ionic resistance can be
achieved if the porous sizes are too small, resulting in the depressed capacitive
performance, particularly with relatively higher current density. Such issue occurs
not only in activated carbons, one of the most commonly utilized porous archi-
tectures for practical EDLCs, but also in horizontal graphene in which porous
structure is mainly derived from the 2D interlayers. In terms of VGNSs
(Fig. 14.19a), the open inter-sheet channels and vertical orientation are capable of
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accelerating the ionic migration between the layers and largely decreasing the
negative porosity effects [157].

Third, the series resistance within EDLC can be minimized and hence the rate
capabilities can be significantly improved by using VGNSs. The vertically orien-
tated feature of VGNSs with the outstanding initial in-plane electronic conductivity
accelerates the charge transport within electrode materials. On the other hand, the
direct growth of VGNSs without the typically utilized binder can decrease the
contact resistance between the electrode material and the current collector.
Furthermore, the novel EDLC electrode has also been reported with VGNS
deposited onto the nickel foam current collectors. The introduction of the foam-type
collector rather than the foil-type counterpart can result in a higher loading density
of electrode materials, since VGNSs can be totally covered onto the 3D metallic
substrate. Notably, most EDLCs are measured with the highest scanning rate of
1 V s−1. As exhibited in Fig. 14.19b, with increasing scanning rate from 1 to
500 V s−1, the cyclic voltammetry curves still remain quasi-rectangular shapes,
which considerably indicates the high rate performance of VGNSs-based EDLCs.

The capacitive performance of VGNSs-based SCs can be controlled by tailoring
their structure and morphology during the PECVD process, which can be achieved
by tuning plasma sources, growth precursors, and growth conditions. Typically, the
density of VGNSs edges and the graphitization degree largely influence the
resultant performance [180]. Thinner edges particularly result in the higher specific
capacitance, because of the much larger SSAs derived from edge planes than basal
planes. Moreover, a higher sp2 proportion can also enhance the charge storage
capability, because the sp3-type carbon can only increase the charge-transfer
resistance and hence provide a little contribution towards the charge storage. The
favorable specific capacitance of VGNSs-based EDLCs is capable of achieving the
high value of 230 F g−1, typically *23 mF cm−2 at the scanning rate of 10 mV s−1.

Fig. 14.19 Recent applications of VGNSs in SCs. a Schematic of ion diffusion within VGNSs
[158]. b CV curves of a VGNS-based EDLC electrode (VGNS grown on a nickel foam) at
scanning rates of 1, 10, 100 and 500 V s−1 [166]. a Reprinted from Bo et al., [158] RSC
Publishing, Open Access Paper; and b Reprinted from Ren et al., [166] Copyright (2014), with
permission from Elsevier Ltd
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The specific capacitance can be largely enhanced by introducing the VGNS-based
hybrid architectures, such as CNT-VGNS. Such a combination between 1D and 2D
nano-architectures can further enhance the SSA and improve the electron transport
property of active materials, resulting in the highly specific capacitance of
278 F g−1, typically *36 mF cm−2, at the scanning rate of 10 mV s−1 and great
cyclability (99% capacitance retention after initial 8000 cycles) [181].

VGNS-based active materials for pseudocapacitors—As compared to the
EDLCs’ dependence on physical ionic adsorption, the pseudocapacitors largely rely
on reversible redox charge transfer in electrodes. Because of the existence of redox
processes, pseudocapacitors commonly provide a higher capacitance with the
compromise of the lower power density and depressed cyclability as compared to
the EDLC devices [7]. Through the integration of advantages of VGNSs with
electrically conducting polymers or transitional metal oxides, high-performance
pseudocapacitors can be achieved. VGNSs with both the high SSA and the out-
standing electric conductivity can synergistically optimize the supercapacitive
performance of faradic active materials. Actually, VGNSs can increase the loading
density of active materials for the enhanced energy density and also improve the
charge transport property between the substrate and active materials for higher
power density and rate capacitance, and also optimize the adhesive feature of the
active materials for the better cyclability.

For example, the electrochemical performance of pseudocapacitors constructed
using VGNS-MnO2 hybrid nano-structured electrode can be much better than that
of EDLCs. VGNSs deposited onto a nickel foil have been applied as conductive
templates for depositing MnO2 nano-flowers. The exposed SSA and high con-
ductivity of VGNSs can enhance electrochemical properties of MnO2. At the
scanning rate of 10 mV s−1, the VGNS-MnO2 electrode has delivered the high
specific capacitance of 1060 F g−1. Additionally, the VGNS-MnO2 electrode has
delivered a considerable capacitance retention (497%) after initial 1000 cycles,
which can be associated with the strong adhesion between the VGNSs and the
MnO2 [180]. On the basis of density functional theory calculations, it has been
shown that the sharp edge planes and vertical orientation of VGNSs accelerate the
ion diffusion with lower energy barriers, whereas the covalent bonding between
graphene and MnO2 results in the effective charge transfer. Similar applications of
VGNS-MnO2 with various morphologies and other transitional metal oxides have
also been investigated [182]. These investigations have indicated the crucial roles of
VGNSs in reducing internal resistance, improving the specific capacitance, and
enhancing the cyclability.

Hierarchical electrodes comprised of carbon cloth (CC), polyaniline (PANI), and
VGNSs were found to further enhance the SC performance [183]. The SSA of the
carbon cloth, which displays an open and flexible substrate, has been found to
increase with the decoration of VGNSs. At the scanning rate of 2 mV s−1, the
specific capacitance of the hierarchical architecture of CC–VGNSs–PANI com-
posite was almost three times higher than that of the CC–PANI electrode.
Additionally, the CC–VGNS–PANI electrode exhibited the specific capacitance of
2000 F g−1 and the areal capacitance of 2.6 F cm−2. The presence of VGNSs can
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also enhance the electron transport feature, resulting in higher energy and power
densities as compared to the previously investigated values towards PANI-based
electrodes. For instance, a high-performance all-solid-state flexible SC with the
CC–VGNS–PANI electrode and the H2SO4-PVA polymer electrolyte has been
obtained. Such SC can provide the energy density of ten times as high as that of the
commercially available one and is comparable to the upper potential of 4 V in
LIBs, and the corresponding power density can be *2 orders of magnitude larger
than that of LIBs.

In the recently reported work done by authors’ group [175], via controlling
plasma discharge duration, the optimized fully covered VGNS (f-VGS) with large
surface area and large amounts of reactive edges, shown in Fig. 14.20, have been
grown using environmentally friendly sustainable carbon precursor using a simple
homemade PECVD setup discussed in the later section and shown in Fig. 14.21.
The dense and uniform nanostructure of f-VGS can be observed in Fig. 14.20b with
fully covered VGNSs on the surface of the graphite-type flake, in comparison with
separated seldom VGNS structures on mostly horizontal multilayer graphene
nanosheets (h-GS) seen in Fig. 14.20a. Notably in Fig. 14.21a, most of the outer
surface of the Ni foam substrate is covered by multilayered horizontal graphene
architecture with a little amount of VGNS nanostructures. The VGNS substrate
template was then loaded with MnO2 as the active material using hydrothermal
method. In Fig. 14.20c, MnO2 nanocrystals on h-GS have relatively subdued
perpendicular architecture due to a few VGNSs on h-GS substrate, which severely
decrease the overall SSA. Comparatively, MnO2 thin-film assembled in
nanocrystalline morphology is uniformly and strongly orthogonally anchored on the
surface of VGNSs on f-VGS surface (Fig. 14.20d). Such corresponding 3D hier-
archical composite still maintains its initial structure of f-VGS, which is capable of
accelerating ion transfer and minimizing structural rearrangements during redox
reaction. The supercapacitive performances of MnO2@h-GS and MnO2@f-VGS
were further compared. The galvanostatic charge–discharge curves of
MnO2@f-VGS sample present enhanced performance and limited voltage drop
with higher capacitance of 290 F g−1 at 2 A g−1 and 203 F g−1 at 10 A g−1, as
compared with that of MnO2@h-GS sample (163 F g−1 and 82 F g−1) (Fig. 14.20e).
Additionally, for all the current densities from 1 to 20 A g−1, the specific capaci-
tance of MnO2@f-VGS composite is significantly higher than that of MnO2@h-GS
(more than twice at current densities � 5 A g−1) (Fig. 14.20f), also confirming the
enhanced synergistic effect of f-VGS than that of h-GS. Our results indicate that an
increase in the amount of VGNSs on the substrate improves the overall capacitive
performance of composites.

VGNSs for LIBs

The specific features of VGNSs also allow them to be highly suitable for other
energy storage applications especially LIBs. As one of the most commonly utilized
rechargeable batteries, LIBs can accumulate charges via the reversible
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intercalation-extraction of lithium ions between redox-active materials. Highly
reversible lithium ion storage capability as well as the outstanding cyclability are
expected characteristics of the anode materials. VGNSs directly deposited onto
nano-structured current collectors serve as the promising anode materials in LIBs.
VGNSs with the exposed edge planes and graphene surfaces are capable of

Fig. 14.20 a and b SEM images of h-GS and f-VGS; c and d SEM images of MnO2@h-GS and
MnO2@f-VGS; e Galvanostatic discharge comparison at the current densities of 2 and 10 A g−1;
f Galvanostatic charge–discharge capacitance at different discharge current densities. Reprinted
from Ouyang et al., [175] Copyright (2016), with permission from RSC Publications. Note
Authors own work, permission not needed and hence not submitted but acknowledgment is
necessary (delete this later)
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providing significantly increased active sites for capturing lithium ions.
Additionally, the open inter-sheet passages, vertical orientation, and outstanding
electrical connection of the VGNS substrates can tremendously decrease the
transport resistance of lithium ions, the inherent resistance within the anode, as well
as the contact resistance between the anode and the current collector, respectively,
which is why LIBs utilizing VGNSs as anode materials can deliver the highly
reversible capability and excellent cyclability. In addition, the integration of VGNS
with lithium alloying materials (including GeOx) can further enhance the lithium
storage capability. For instance, VGNSs can serve as rapid electron transport
passages and also enable smooth lithium diffusion routes within the VGNS@GeOx

sandwich nano-structural anode [162]. The VGNS@GeOx anode can deliver the
stable capability of 1008 mA h g−1 at the current density of 550 mA g−1 (capacity
retention of 96% over 100 cycles), the capability of 545 mA h g−1 at 15 C, and the
capability retention of 92% with the current density recovered to 550 mA g−1. Such
features are regarded quite competitive in comparison with other lithium alloying
material based LIBs [162].

In our own work [176], we synthesized three-dimensional vertical graphene
(3DVG) using a low-cost, nontoxic, renewable and environment-friendly natural
organic material, M. alternifolia essential oil, instead of hazardous and costly
hydrocarbon gases in our homemade RF-PECVD system shown in Fig. 14.21. In
comparison with three-dimensional graphene (3DG), 3D vertical graphene (3DVG)
shown in Fig. 13.22a grown by the PECVD strategy retains hierarchical structure,
resulting in many edges and ensuring direct contact and superior ion/electron
transportation between active materials and the conductive substrate. It also exhibits
the typical extent of VG to be the order of two to three hundred nanometers and
thus holds large amounts of edges. As shown in Fig. 14.22b, the highly intercon-
nected 3D nanoflower-like structures are composed of dense and numerous
nanosheets of MoS2, deposited onto 3DVG surface with uniform distribution.
Notably, the nanosheets are randomly connected with the adjacent nanosheets to
assemble into cross-linked 3D nanostructure. The LIB performance of MoS2

Fig. 14.21 Schematic diagram of our homemade PECVD
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anchored 3DVG surface (MoS2@3DVG) is compared to MoS2 anchored 3DG
(MoS2@3DG). As shown in Fig. 14.22c, the capacity of the MoS2@3DVG is
stable at *670 mA h g−1 over 30 cycles at 100 mA g−1, superior than that of
MoS2@3DG (550 mA h g−1). In Fig. 14.22d, the capacities of the MoS2@3DVG
electrode are higher than those of MoS2@3DG from 200 to 3200 mA g−1. Due to
the much lower density of 3DVG as compared to MoS2 nanosheets, the 3DVG
substrate occupied only about 8% fraction of total mass density. Hence, most of the
capacity is attributed to MoS2 nanosheets, which further helps to indicate lower
charge-transfer resistance of MoS2@3DVG than that of MoS2@3DG. Therefore,
we certainly ensure the advantage of the 3DVG and further demonstrate its con-
tribution for developing nanocomposites based electrode.

14.6 Conclusions and Outlook

Plasma-enhanced strategy has delivered typical advantages in nanostructure fabri-
cations and therefore enhanced energy storage performance, as exhibited in the
numerous instances in this chapter. Nonetheless, the impact of plasma onto

Fig. 14.22 a and b SEM images of 3DVG and MoS2@3DVG; c and d cycling performance of
MoS2@3DVG and MoS2@3DG at 100 mA g−1; d Rate capability of MoS2@3DVG and
MoS2@3DG. Reprinted from Ouyang et al., [176] Copyright (2016), with permission from
Elsevier Ltd
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nano-structural synthesis is not only restricted to the above-described components.
As an intriguing inter-disciplinary direction, numerous aspects still require to be
investigated in energy storage application.

Carbon-based nanostructures especially CNTs and VGNSs are two of the
well-investigated materials using plasma-enhanced fabrication and functionaliza-
tion. However, a deeper understanding of plasma-assisted synthesis is still lacking
and more investigations and efforts are required. The utilization of plasma-based
approaches for synthesis and processing of materials for energy storage applications
is still a relatively less explored field and more efforts can possibly bring about
more attractive results. The relationship between the plasma features or plasma
parameters and material properties serves as one of key areas of research and
development to achieve nano-architectures with desired enhanced performance
from plasma-assisted syntheses/processing. The number of research investigations
or efforts to study the influence of plasma parameters onto material
features/characteristics is highly insufficient even in the comparatively
well-explored carbon-based systems such as VGNSs and CNTs. Therefore, both
case-specific studies and general plasma diagnostics which concentrate on the
material characteristics are required in near future.

Moreover, the combination of plasma-assisted approaches with other
nano-structural fabrication strategies is capable of stimulating the emergence of new
novel fabrication methods, which can possibly deliver novel properties. Typically,
plasma-based approaches alone can hardly achieve materials with excellent fea-
tures. Therefore, a suitable evaluation towards the plasma-based approaches is
usually required, understanding both their advantages and disadvantages.
Nano-structural fabrication is an interdisciplinary field which requires different
fields of knowledge as well as techniques. Proper integration of plasma-based
strategies with other existent approaches can pave a novel pathway for unique
nano-structural synthesis for energy storage application.
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