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Abstract. For public security, an intelligent video surveillance sys-
tem that can analyze large-scale crowd scenes has become an urgent
need. In this paper, we propose a system that integrates multiple crowd
properties, including stationary and dynamic features, local and global
characteristics, and historic statistics analysis in a unified framework.
Specially our system consists of four modules. Crowd density mod-
ule describes global density level and local density distribution with
sparse spatial-temporal local binary pattern. Crowd segmentation mod-
ule presents both global crowd grouping and local moving directions
based on spatial-temporal dynamics. In crowd saliency module, salient
regions are detected to alarm abnormal behaviors. At last, in order to
analyze the historic features of video streaming, a historical statistics
analysis module is introduced. Experiments on different crowd datasets
show that our system is robust and feasible, and satisfies the require-
ments of video surveillance applications.

Keywords: Density distribution · Motion consistency · Crowd
saliency · Historical statistics analysis

1 Introduction

With the rapid growth of population and human activities, video surveillance
system for analysis of crowd scenes has attracted much attention in the field of
computer vision. Public security or management in a high density crowd becomes
a significant challenge, due to excessive number of individuals, extreme clutters
and complexity of scenarios.

In the past decades, researchers have made great progress in the computer
vision community for intelligent video surveillance. Automatic crowd analysis
can be conducted at both microscopic level and macroscopic level. At the micro-
scopic level, we concern about the movements of each individual. Mehran [1]
detected abnormal behaviors in the crowd using the SFM and Zhou [2] pro-
posed a dynamic pedestrian-agent model for semantic region analysis. Methods
at microscopic level cannot adapt to high density crowds. To analyze crowd
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scenes at the macroscopic level, Ali [3] designed a framework which is used to
segment high density crowd scenes. In paper [4], a novel method was proposed to
anomaly detection with crowd flow model. In order to analyze complex high den-
sity crowd scenes, many methods based on dynamics have been designed [5,6].
These methods are not applied in the real complex scenarios with heavy crowded
scenes and can only achieve to analyze single kind of features. As for the intel-
ligent surveillance system, it has gone through three stages, the analog video
surveillance system, the analog-digital monitoring system, network video surveil-
lance [7]. In [8], a dual-camera system was proposed to accomplish the vision-
based recognition but it failed to detect the object when there are multiple
moving objects. Carnegie Mellon University cooperated with DARPA and other
institutes to develop an automatic video understanding technique for future city
and war. University of Reading pursued research in tracking of pedestrian and
vehicles and the interaction between them. Swedish Axis network communica-
tion company launched a product which includes an AXIS 242S IV video server
and a people counting module application. Conventional surveillance systems fail
to adopt to high density crowd scenes, regarding both accuracy and computa-
tion [9]. They only focus on specific scenes and are not applicable for large-scale
crowd scenes. These crowd monitoring system cannot be applied in real scenar-
ios because of the simplicity and the impractical assumptions of the modeling
function.

Based on the need of public security, our goal is monitoring safety hazard
in crowded scenes, and formulating specific technical routines with quantitative
evaluation methods. Ideally we will help improve the public security departments
capability of dealing with sudden mass disturbance, as well as surveillance on
important events. The movements in crowded scenes are complicated, and thus
it is difficult to characterize group behaviours. In order to gain effective and
quick perception of abnormal group behaviours in large-scale crowd scenes, this
paper proposes an intelligent surveillance system using multichannel videos, by
leveraging the advanced technique of machine learning and computer vision. The
system can not only estimate dynamic and stationary features, but also describe
local and global characteristics in an unsupervised way.

The rest of this paper is organized as follows. In Sect. 2 we present the frame-
work of our system and illustrate our system in detail. Section 3 describes soft-
ware implementation of our system. In addition, the experiments and conclusions
are presented in Sects. 4 and 5.

2 The Framework of Crowd Analysis System

In this paper, the novelty of our research is that we combine stationary and
dynamic features, local and global characteristics, and historic statistics analy-
sis in a unified framework, and design an intelligent video surveillance system
as illustrated in Fig. 1. The proposed system consists of four main modules:
crowd density module, crowd segmentation module, crowd saliency module, and
historical statistics analysis module.
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Fig. 1. Framework of the proposed system

These four modules cooperate with each other in the whole system. The
crowd density module extracts stationary feature, sparse spatial-temporal local
binary pattern (SST-LBP) [10], and provides local density distribution as well as
global density level. The crowd segmentation module describes the whole crowd
grouping with dynamic features including temporal motion grouping and distri-
bution grouping. Meanwhile, this module also presents local moving direction
of each grouping. The saliency module detects salient regions, where abnormal
behaviors will happen. Abnormal activities can be detected with the density
level results and the semantic segmentation, both locally and globally. The his-
torical statistics analysis module can give out statistical distribution of crowd
features, crowd density level and numbers of moving groups with different direc-
tions. In following sections, we provide the details on how to implement the four
functional modules.

2.1 Crowd Density Module

As illustrated in Fig. 1, in our crowd density module stationary SST-LBP feature
is extracted to deal with the crowd density, which contains two properties: local
density distribution and global density level. We calculate the density level of
crowd scenes and present crowd density spatial distribution. The density of crowd
scene provides information for warning potential risk in the crowd due to the
fact that panic-stricken stampede and overcrowding occur in large-scale crowd.
In this module, we analyze distribution of different density levels for large-scale
crowded scenes. The diagram of this module is shown in Fig. 2.

In real world crowd, there exist different crowd scenes with different density
levels. An improved SST-LBP algorithm is applied to analyze crowd density in
this module. Based on the original SST-LBP algorithm [10], which has good

Input frame Select interest points SVM
Inproved SST-LBP 

characteristic

Density distribution Density spectrum

Density level

Fig. 2. Pipeline of crowd density module.
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Fig. 3. Schematic diagram of the calculation of SST-LBP code.

performance on all density levels especially the large-scale crowd, we improve
the calculation of spatial-temporal local binary as shown in Fig. 3. This method
can present local density distribution. The volume to calculate SST-LBP code is
set to 3×3×5. The SST-LBP code is calculated along the helix. Also to improve
the performance of density distribution, we sum up the Fourier coefficients of
the center pixel and its neighboring pixels as the measure of the density of the
center pixel and then apply Gaussian smoothing. The histogram of the spectrum
analysis is the feature representation of the SVM model to specify the density
of crowd.

Through above analysis, local density distribution can easily be found by
labeling different colors and the places where there are more people are labeled
with more attractive colors like red. We also obtain the global density level which
is helpful for high-density crowd analysis and salient religions detection.

2.2 Crowd Segmentation Module

In this crowd segmentation module, crowd semantic segmentation based on
spatial-temporal dynamics is used to perform both global and local grouping
features. Global feature is addressed by segmenting, whereas local feature is
performed using different directions of moving groups.

Individuals in a crowd interact with each other, whose trajectories are
affected by both themselves and their neighbors. When two individuals are dis-
tant, there are few interactions between them. These two individuals cannot
reflect each other. In this module, we propose crowd semantic segmentation
based on spatial-temporal dynamics to achieve crowd segmentation as shown in
Fig. 4. First, we use KLT algorithm [11] to detect trajectories of the crowd. In
order to segment the crowd based on motion consistency, we cluster the trajec-
tories with graph clustering algorithm proposed by [12]. After these steps, we
obtain the temporal motion grouping. Then distribution grouping is processed
to detect individuals with small distance and similar distribution, which are clas-
sified as one group. SST-LBP describes local particle distribution in neighbors.
A set of Gaussian kernels with 5 different sizes are designed to organise the
local distribution to generate the global distribution. After obtaining the den-
sity diffusion maps, k-means is used as a classifier to generate a 5-level grouping,
which is called spatial distribution grouping. At last, we combine the spatial and
temporal distribution group as semantic descriptions, which contain motion and
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Fig. 4. Pipeline of crowd segmentation module.

distribution consistency. Group directions are defined as the mean velocity of
individuals in one group. In this module, we utilize spatial-temporal distribu-
tion grouping to gather individuals with similar moving directions. The moving
direction is divided into four groups, direction 3 o’clock, direction 6 o’clock,
direction 9 o’clock and direction 12 o’clock. Also, individuals in the same group
are labeled with the same color.

In summary, this module shows moving groups with different directions and
the numbers of groups, which can reflect the degree of chaos of crowd motion.
Masses of moving directions in a crowd scene lead to collision between individu-
als, which often cause abnormal behaviors. Moving groups with different direc-
tions are detected in this module to provide information for analysing interac-
tion between individuals in crowd scenes, which makes contribution to detecting
abnormal behaviors in crowd saliency and alarm module.

2.3 Crowd Saliency Module

Crowd saliency module detects salient regions and reports abnormal behaviors,
such as an individual maneuvering through crowd, two groups meet and unstable
regions. Different from traditional definition of saliency, our saliency based on
abnormal behaviors detection describes possibility of unstable conditions. This
module presents a warning level describing the salient degree. Based on the above
two modules’ results, we can analyze interactions between different groups and
density of the crowd. Salient regions can be detected by combining density level
and motion consistency.

A novel framework transforming low-level features into global similarity
structure is applied to identify and localize salient regions proposed in [13]. The
framework estimates crowd motion field to extract features to represent crowd
dynamics, stability map and phase shift map. Stability map presents particle
advection demonstrating spatial distribution and phase shift map describes the
velocity phase similarity among individuals in a crowd scene. According to the
novel framework, we can conclude that spatial distribution and velocity phrase
difference can be applied to detect salient regions. Thus, density distribution
which reflects spatial distribution can be denoted as stability map in this mod-
ule. Motion consistency and directions of moving groupings presenting similarity
of global motion field are related to phase shift map. Considering the density
level and the motion consistency, we can detect salient regions, where there exist
abnormal behaviors. When the salient regions are detected, the warning level are
defined as in Table 1.
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Table 1. Explanation of the saliency index.

Density level Group numbers Direction numbers Warn level

<C <5 <=2 1

<C <5 <=2 2

>=C <5 >=3 3

>=C >=5 >=3 4

We propose this module for analysis of group behaviours in crowded scenes
and application model, in order to analyze the characterization, categorization
and evaluation of abnormal incidents, setting the foundation for alarming in
public security video surveillance.

2.4 Historical Statistics Analysis Module

In order to observe both the trend of crowd density and the number of groups
with different directions and report the level of crowd directly, a historical sta-
tistics analysis module is designed. This module presents the historic statistic
analysis of our system. The interface of this module is shown in Fig. 5.

We choose NTGraph control to show the results from the query in the data-
base of different periods as users set. There are three schemes showing different
information of the selected channel. The first scheme describes the trends of den-
sity level. The second one depicts the changing proportion of different groups.
The last one shows the changes in the number of groups with different moving
directions. In this module, users can set the range of time they want to query.
Then they can choose which kind of feature and which channel they inquire.
This system shows different query results with regard to different users.

GUI Historical statistic analysis interface

Fig. 5. The user interface of surveillance system.
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3 Software Implementation of System

The user interface of our video surveillance is depicted by Fig. 5, including GUI
and historical statistics analysis interface. After logging in device, video stream
(as shown in Fig. 1) obtained from Hikvision IP camera located in East Nanjing
Road and the Bund is transmitted to an analysis server, which provides analysis
information. Its basic functions including playing videos, connecting to server,
enrolling devices are implemented in Hikvision SDK. In following subsections,
we will introduce software implementation of our system in detail.

3.1 Multichannel Monitoring

Multichannel monitoring plays a vital role in an effective iss. Our system can
monitor 1, 4, 9, 16 channels simultaneously. In our system, the users need to
firstly log in the system and then choose a channel to monitor. The GUI pro-
vides multiple windows to show multichannel video streaming with each window
belonging to the same dialog class that can change the size of windows and play
video. In addition, the analysis results of three video surveillance modules can
all be shown in the windows.

3.2 Multithread and Buffer

Threads are designed to analyze different features of crowd scenes. Correspond-
ingly, we utilize Hikvision SDK as the general framework and multithread is
applied in historical statistics analysis module when users query data of differ-
ent features. To avoid conflictions between writing and reading data, we create
an array as a buffer, whose data queues depending on basic first-in-first-out
structure. After the frame analysis we record the frame information into the
buffer and then read data from it. It should be noted that in each thread, buffer
should be locked when the process is reading or writing data.

3.3 Database Design and Statistics Display

Our system analyzes the density level, numbers of groups with different direc-
tions, and the crowd saliency level, all of which should be stored for historical
statistics analysis module. We choose MySQL database and call MySQL state-
ments in Visual Studio 2013. Moreover, in order to manage data effectively we
design two tables.

To deal with the diversity of transmission channels and devices, a MySQL
database is applied to record the information of channels, which can be mapped
to ‘deviceid’ field in a table shown in Table 2. This table is used to store the
information of channel and to avoid repeating storage the same channel. Another
table as shown in Table 3 presents all properties of each frame, where the ‘id’
of each ‘cameracode’ has the same meaning as ‘deviceid’ in second table. When
users select a channel to play video, the related information will be added to to
the first table if the same channel is not stored.
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Table 2. Device information.

Column id Cameracode Name Remarks

Meaning Device id Channel number Camera name Extra information

Table 3. Features information.

Column Meaning Column Meaning

Timestamp Time imgpath Image storage address

Deviceid Device id dirnum0 3 o’clock direction

Densitylevel Density level dirnum1 6 o’clock direction

Groupnum Total groups dirnum2 9 o’clock direction

Warnlevel Salience dirnum3 12 o’clock direction

3.4 Improvement of Speed Based on CUDA

The speed of segmentation and crowd density is mainly determined by k-Means
and Gaussian blur process respectively. In this section, we propose parallel algo-
rithms for k-Means Cluster and Gaussian blur and implement them on GPU,
which can improve the processing speed of system.

Initiate center point
Calculate the nearest 
distance to the center 

point 
Input data Output dataCalculate the mean 

value of every cluster
Update the cluster 

center

Fig. 6. Illustration of k-Means clustering algorithm.

In k-means algorithm the distance between each point to its corresponding
cluster center is computed in step 3 as shown in Fig. 6, which is parallelized
at patch-level. The kernel function computes the k-nearest points in different
threads. In the Gaussian blur process, each point in original images is filtered in
horizontal and vertical axis, the process of which includes lots of matrix calcu-
lations. CUDA has a good performance on matrix calculation so we can rewrite
Gaussian blur as shown in Fig. 7 on CUDA to improve the speed of our sys-
tem. Compared with traditional k-Means cluster and Gaussian blur, the CUDA
implementation of the algorithms achieves a speedup over the CPU implemen-
tation.

4 Evaluations of System Performance

To evaluate our system performance, we conduct experiments on PETS, UFC,
CUHK datasets and the real word datasets. In our system, the specifications of
hardware are as follows, Core Intel i7-3770U 3.4 GHz and 8 GB RAM.
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Fig. 7. Illustration of Gaussian blur algorithm.

Table 4. Experimental results of density level estimation.

Scene Method Density level accuracy

Free Restricted Dense Jammed

PETS Pixel statistic 0.923 0.87 0.82 0.79

Texture feature 0.87 0.82 0.86 0.904

Our system 0.92 0.89 0.87 0.89

Real Scenario Our system 0.943 0.903 0.861 0.899

As for the crowd density module, we choose PETS dstaset and our own sets
of video of East Nanjing Road and the Bund. In order to evaluate the density
level accuracy of the proposed system, a quantitative comparison is conducted
between different features based on effective region feature extration [14] and
our system as shown in Table 4. The results indicate that our system achieves
favorable performance on all density levels. The crowd density distribution is
shown in Fig. 8, from which we can see that spatial distribution are presented
accurately. The regions with more people are labeled with catchier colors.

Free Restricted Dense Jammed

Fig. 8. The density distribution experimental results of the crowd density module.

As for the crowd segmentation module, we introduce Precision, Recall,
F1−score and segmentation accuracy to analyze the performance of our system.
Definition of these metrics are given as below,

(1) Precision = Number of truly detected groups/Number of all detected
groups;

(2) Recall = Number of truly detected groups/Number of all ground truth
groups;

(3) F1-score = 2×Precision×Recall/(Precision + Recall);
(4) Segmentation Accuracy = Number of truly labeled pixels/Number of all

labeled ground truth pixels.
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A truly detected group is defined as the group which has more than 50%
area overlapping with ground truth group. The performance of this module is
evaluated on UCF dataset, CUHK dataset compared with FTLE [3] and CF [15].
Evaluation results are shown in Table 5, from which we can see our system per-
forms better compared with the other two methods on F1−score and accuracy
of segmentation areas. The qualitative segmentation results of datasets and real
scenarios are shown in Fig. 9. We can see that our system segments crowd accu-
rately with continuous and complete patches. Our system also provides moving
directions of different groups.

Table 5. Results of different methods on the representative crowd datasets. The best
results are marked in bold.

Method Scene Group detection Group segmentation

Precision Recall F1-score Accuracy

FTLE [3] Mecca 0.33 0.48 0.39 0.86

Crosswalk 0.45 0.66 0.54 0.76

Pedestrians 0.24 0.24 0.24 0.53

CF [15] Mecca 0.16 0.22 0.19 0.93

Crosswalk 0.64 0.29 0.40 0.88

Pedestrians 0.35 0.56 0.43 0.71

Our system Mecca 0.42 0.50 0.46 0.90

Crosswalk 0.62 0.54 0.58 0.90

Pedestrians 0.33 0.63 0.43 0.72

The performance of this module is evaluated on UCF dataset, CUHK dataset
compared with FTLE [3] and CF [15]. Evaluation results are shown in Table 5,
from which we can see our system performs better compared with the other
two methods on F1−score and accuracy of segmentation areas. The qualitative
segmentation results of datasets and real scenarios are shown in Fig. 9. We can
see that our system segments crowd accurately with continuous and complete
patches. Our system also provides moving directions of different groups.

Crosswalk Pedestrians Marathon Real scenario

Fig. 9. The grouping distribution experimental results of the crowd segmentation
module.
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Fig. 10. The salient regions detection experimental results of the crowd saliency
module.

The crowd saliency module of this system can detect salient regions, where
two different direction group meet, an individual maneuvering through crowd
and some other unstable events happen as shown in Fig. 10. Our saliency is
different from traditional definition of saliency and we focus on whether there
exists abnormal behaviors. The historical statistics analysis module can show
query results of numbers of moving groups with different directions as shown
in Fig. 11. As Tables 6 and 7 show, implementing the k-means algorithms and
Gaussian blur on CUDA can speed up our system. Comparing to the implemen-
tation on CPU, the parallelization of k-means algorithms cuts the runtime in
half.

3 o'clock direction 6 o'clock direction 9 o'clock direction 12 o'clock direction

Fig. 11. The plot of different directions

Table 6. Comparison of the k-Means runtime of CPU and CUDA

Image no CPU Runtime(ms) CUDA runtime(ms)

1 3495 1503

2 3000 1430

3 3622 1595

4 3515 1444

5 3593 1437

6 4477 1892

7 4586 1782

8 4460 2019



126 S. Yang et al.

Table 7. Comparison of the Gaussian runtime of CPU and CUDA

Image no CPU runtime(ms) CUDA runtime(ms)

5 1529 1278

6 928 882

7 922 883

8 921 883

9 927 882

10 924 882

11 922 882

12 927 881

13 933 884

5 Conclusion

In this paper, we develop a unified framework that combines multiple crowd
properties including stationary and dynamic features, local and global character-
istics to analyze crowd scenes in a large-scale area. Our proposed system consists
of crowd density module, crowd segmentation module, crowd saliency module,
and historical statistics analysis module. Experimental results demonstrate our
system’s robustness and feasibility, which achieve favorable performance in var-
ious crowd scenes. In this case, our system can only give a warning level for
salient regions. Hence, how to recognize the type of abnormal behaviors is an
important problem, which will be explored in further.
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