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Preface

This LNEE volume contains the papers presented at the iCatse International
Conference on Information Science and Applications (ICISA 2017) which was held
in Macau, China, during March 20-23, 2017.

ICISA2017 will be an excellent international conference for sharing knowledge
and results in Information Science and Application. The aim of the conference is to
provide a platform to the researchers and practitioners from both academia and
industry to meet and share the cutting-edge developments in the field.

The primary goal of the conference is to exchange, share and distribute the latest
research and theories from our international community. The conference will be
held every year to make it an ideal platform for people to share views and expe-
riences in Information Science and Application related fields.

On behalf of the Organizing Committee, we would like to thank Springer for
publishing the proceedings of ICISA2017. We would also like to express our
gratitude to the ‘Program Committee and Reviewers’ for providing extra help in the
review process. The quality of a refereed volume depends mainly on the expertise
and dedication of the reviewers. We are indebted to the Program Committee
members for their guidance and coordination in organizing the review process, and
to the authors for contributing their research results to the conference.

Our sincere thanks to the Institute of Creative Advanced Technology,
Engineering and Science for designing the conference web page and also spending
countless days in preparing the final program during the time for printing. We
would also like to thank our organization committee for their hard work in sorting
our manuscripts from our authors.

We look forward to seeing all of you next year at ICISA.

Kuinam J. Kim
Nikolai Joukov
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Abstract. The research described in this paper shows how by combining CoMP
with adaptable semi-smart antennas it is possible to improve the throughput of an
OFDMA LTE system and at the same time reduce the power required for trans-
mission; i.e. providing better performance at lower cost. Optimisation of antenna
patterns is performed by a Genetic Algorithm to satisfy an objective function that
considers throughput, number of UEs handled as well as power in the transmis-
sion. It is shown that the dominant effect is using the semi-smart antennas and
that the results are not sensitive to small amounts of movement.

Keywords: OFDMA - CoMP - Adaptive antennas - Genetic Algorithm

1 Introduction

One of the well-known key principles of OFDMA is that the orthogonality within the cell
eliminates intra-cell interference so that the interference is from neighbouring cells —
inter-cell interference. A key technology to mitigate this effect is Multi-Input Multi-
Output (MIMO), which can improve users’ throughput performance significantly. It
utilises time and space diversity to increase the number of communication channels
between the base station (BS) and user equipment (UE). Multiple antennas are used at
both ends of the link to create space diverse channels. However the usage of MIMO is
limited to one base station. With synchronising between BSs, it is possible to utilise two
or more BSs to transmit signals to one UE using one frequency channel without interfer-
ence by utilising time and space diversity. This technology is also called Coordinated
Multipoint Transmission (CoMP) [1].

In this study, a cross layer approach is proposed to mitigate the inter-cell interference
(ICI) and improve energy efficiency at the same time. We combine CoMP, adaptive
antenna and Artificial Intelligence (AI) technology to handle complex resource allocation
problems. Radio recourses are allocated to cell-edge users in an efficient and co-operative

© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9_1
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manner. Energy costs at RF components are reduced as an optimised radio radiation
pattern is produced and power is radiated towards UEs in an efficient way. In addition, it
can be easily integrated into current networks to provide extra system throughput and
energy efficiency. The concept was published by the authors in a Letter [2] but this paper
expands the work reported there and provides a more detailed description of the tech-
nology.

In the real world, users are not uniformly distributed and this has an impact on
performance. For example, in a scenario where one cell is lightly loaded (with few active
UEs) and its neighbouring cells are heavy loaded (with many UEs), the free radio
resources in the lightly loaded cell cannot be utilised to serve neighbouring cells.
However, by using adaptive antennas to change the cell coverage, as described in this
paper, some of the UEs in the highly loaded BS can be handed over to neighbouring
BSs to achieve load balancing.

2 CoMP and Semi-smart Antennas

CoMP [1, 3] (also called distributed MIMO) is a technology that features joint
processing to change the interference signal into a useful signal. This technology utilises
a distributed multi-antenna channel to improve transmission diversity gain or spatial
multiplexing gain. This can effectively mitigate inter-cell interference to improve link
throughput and reliability for cell-edge users.

CoMP technology can be divided into uplink multi-point reception and downlink
multi-point transmission. In this research, we only consider downlink CoMP. Downlink
CoMP transmission has two categories and in this work we use CoMP JP/JT where two
or more BSs can create two parallel special channels in a co-ordinated way to serve a
single cell-edge. Instead of treating the other BS’s signal as interference, CoMP co-
ordinates the two UE transmissions from the two different BS to make them appear as
if they were distributed MIMO. Tight synchronisation and co-operation is required in
order to create MIMO channel coding and this remote synchronisation and co-operation
makes CoMP much more complicated than MIMO.

a) Equal excitation b) Shaped beam

Fig. 1. Simple illustration of semi-smart antenna

Not all UEs in the system need to co-operate; those that are close to a BS or have
high SINR do not need to be CoMP users: only UEs that are located at the cell edge and
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suffer high interference (low SINR) require cooperation. These cell-edge users are called
CoMP users. In this study, if a UE’s SINR is lower than a certain threshold it is treated
as CoMP user.

The adaptive antenna system (also called semi-smart antenna) used in this study is
described in [4] and illustrated simply in Fig. 1.

A BS is equipped with 3 antenna sectors and each sector has 4 elements. Every
individual antenna element is controlled by a power amplifier and the power level for
each element can be individually controlled. By changing the gain and phase between
the elements the overall pattern for that sector can be modified. In this work only the
gain is changed. As there is no expensive DSP needed to track individual UEs, the cost
of the adaptive system is much lower compared with a fully adaptive antenna system.
The EU project SHUFFLE (IST-1999-11014) constructed such an antenna to demon-
strate its feasibility.

With CoMP technology, the antenna pattern plays a key role in improving system
performance as changing the antenna pattern can effectively change the channel condi-
tions between the BSs and the UE, thereby affecting the UE throughput. Figure 2 illus-
trates this process: in (a) the two channels are not optimised for CoMP but changing the
antenna patterns as in (b) provides overlap allowing better CoMP performance.

(«

CoMP channel 2 CoMP channel 2
(a) = CoMP channel 1 (b)~  CoMP channel 1

Fig. 2. Changing antenna patterns to improve cell-edge CoMP

In a multiple user scenario, the calculation of the optimal antenna pattern for all UEs
is extremely difficult and almost impossible, so we use a genetic algorithm (GA) to find
the optimised coverage pattern for each BS by adjusting each antenna elements’ power
levels. GAs [5] are known to be an effective search algorithm to find near optimal solu-
tion for many fields where little knowledge is known or there are many conflicting
constraints or objectives to affect best solutions. It is acknowledged that running a GA is
not fast and it is unlikely to be suitable for real-time deployment, but the results do serve
as a benchmark against which other, faster, algorithms may be compared.

3 Genetic Algorithm Configuration

3.1 Encoding and Decoding

A gain vector G = [g,, &,. ... gy] represents the antenna gains along N directions and in
our scheme each gain value is coded as a gene. This determines one antenna beam-
forming pattern. If we have M base stations, one chromosome is represented as,
[Gl, G,,... GM] , which has N x M genes. Each gene is a real number with value between
0 and 1 corresponding to the minimum to maximum coverage.
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We use a real-coded genetic algorithm with BLX — a crossover operator [6], distor-
tion crossover operator, simple random mutation operator, and creep operator. The
BLX — a crossover operator is widely used in real-coded GAs and has been shown to
achieve very good performance in many applications [6]. The distortion crossover oper-
ator means doing a crossover between two gain values at different directions in one
antenna pattern. Simple random mutation replaces randomly selected gain values with
random values from the appropriate valid range. In the creep operator, gain values which
are to be mutated are incremented or decremented by the creep fraction, which is a small
fraction of the valid range for the attribute value [7]. Additionally Elitism [7] of a few
best chromosomes, which are copied to the next population, is used to prevent losing
the best found solutions to date.

3.2 Fitness Function

One general approach for solving multi-objective optimisation problems is to combine
the individual objective functions into a single composite function such as the weighted
sum method [8]. This is simple yet probably the most widely used classical approach.

The objective function is defined as:

0 = a X TotalLoad + B X HandledUEs + 6 X TotalRFPower

TotalLoad is the sum of the traffic load in all base stations.

HandledUE: is the number of UEs receiving service.

TotalRFPower = ZZ] Z]’\;l gl.zj where M is the number of base stations, N the number

of directions at each base station and g the antenna gain at BS i in direction j.

a, f, 6 are the weights given to each objective, and their values are set (i) to make
the order of each weighted objective the same (otherwise one would dominate) and (ii)
to set a priority for the objectives. This may be considered to be somewhat arbitrary and
a weakness of the weighted sum method, but it is easy to determine a weight to make
each objective the same order of magnitude and the modification of those values to set
the priority between objectives can be validated by simple experiments.

We assume that a network provider would first consider providing services to all the
users in the service area but also aim to achieve maximum traffic load. The least impor-
tant objective is to minimizing the transmitting power, not that saving power is unim-
portant, but it was given top priority there would be a tendency to reduce the power to
levels where the user requirements would not be satisfied.

3.3 Constraint Handling

This work includes the constraint that there must be no gaps (no “holes”) in coverage
from the BSs. As the weighted sum method combines multi-objectives into a single
objective, many of constraint handling methods investigated for a single objective can
be directly applied into our case. This is one reason why the weighted sum method was
chosen, despite the apparently arbitrary choice of weights.

In this paper, we use the superiority of feasible points method [9, 10] to handle
coverage constraint, as this approach has shown promise in many GA applications even
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when the feasible region is quite small compared with whole search space. The concept
is that feasible solutions have superiority over infeasible ones, and infeasible solutions
are penalised to provide a search direction towards the feasible region [9, 10].

A penalty value measures the constraints violation and is added to the objective
function value of the worst feasible solution in the last population. Thus, the fitness of
an infeasible solution not only depends on the amount of constraint violation, but also
depends on the feasible solutions in the population.

To measure the coverage constraint violation, the network makes a grid of check
points (uniformly distributed in the constraint coverage area) and examines whether all
the points are covered. The penalty is the number of uncovered points.

3.4 Simulation Parameters

A conventional multi-cell system level simulation is constructed for downlink multi-
cell OFDMA. The baseline system is the conventional non-cooperative system with
SVD (Singular Value Decomposition) precoding and MMSE (Minimum Mean Square
Error) receiving and all subcarriers are transmitted with equal power. A TDD frame
structure is used, the length of radio frame is 10 ms and the length of subframe is 1 ms.

The detailed simulation parameters are listed in Table 1.

Table 1. Simulation parameters.

Parameters Value

Layout 7 sites with 3 sectors each
Number of loops per GA loop 30 TTI

Inter cell distance 500 m

Carrier frequency 2.0 GHz

Bandwidth 10 MHz

Average number of users per sector 20

SINR threshold for determining CoMP | 0.3 dB

Number of RBs per sector 10

No. of TX- and RX-antennas per RRU 2

Antenna gain

12 individual controlled gain for each BS. Each gain
is between —6 to 14 dBi

Traffic

Full Buffer

Penetration loss

20 dB

Frequency reuse

1

Path loss 128.1 + 37.61g(d), where d is in km, Minimum 70 dB
Scheduling method Proportional Fairness (PF)
Channel SCM-E

To evaluate the performance gain of the system with single user CoMP, a fixed CoMP

region with 3 sectors is used, and 2 Resource Blocks (RBs) are reserved for CoMP
transmission for cell-edge users. The cell-edge users are decided by the large-scale
fading SINR threshold. A local precoding scheme is used in each CoMP region.
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A very important decision to make in implementing a GA to solve a particular
problem is to set up the values for the various parameters such as population size, cross-
over rate, mutation rate, creep rate and elitism rate. Discussions of parameter settings
feature widely in the evolutionary computation literature, but there are no conclusive
results on what is best: most people use what has worked well in previously reported
cases [5]. The parameter settings for the GA here broadly follow those in [11-13] and
are summarized in Table 2.

Table 2. GA parameters

Parameter Value
Total generations 100
Number of policies in each generation | 50
BLX—-a:a=0.5 0.2
Distortion rate 0.3
Random mutation rate 0.012
Creep rate 0.012
Elitism rate 0.1

4 Simulation Result

Tests to check the stability of the GA were performed with up to 100 generations, each
with 50 policies. The best policy for each generation was recorded for further analysis.
Figure 3 shows the system throughput (total throughput in Mbps for seven BSs) and RF
power performance (a relative value for total base stations’ RF amplifiers) for the best
policy in each generation with CoMP. We can see that stability is reached after about
after 60 generations. Similar results were obtained for a system without CoMP.

To evaluate the performance gain or our approach we consider four scenarios and
the results are shown in Fig. 4.

i. Conventional network: no CoMP and fixed antenna patters (no GA);
ii. No CoMP with GA (as in [14])
iii. CoMP with fixed antenna patterns
iv. CoMP with GA

Scenario 1: the network has “fixed antenna patterns”, the RF power was varied from
minimum to maximum within the adjustable range (—6 to 14 dB for each sector), and
the system throughput change noted. In this conventional network, the system
throughput reaches a peak rate of 549 Mbps when maximum power is used for all BS
antennas. This is shown in Fig. 4.

Scenario 2: with the GA and adaptive antennas, the system can find a near optimal
solution for that user distribution. In Fig. 4 the optimum gives a system throughput of
566 Mbps, (3% performance gain over the system with maximum fixed antenna gain),
but the RF power needed to produce the antenna pattern is reduced by about 58%.
This is because with the GA-calculated optimal antenna pattern, the UEs can get the
best SINR performance without wasting antenna radiation in other directions.
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Scenario 3: as CoMP is mainly used for cell-edge users to improve their throughput
performance, we considered mainly the cell-edge users. Without the GA, a 31% perform-
ance gain is achieved for cell-edge users in terms of throughput; at the same time, the
transmission power for these cell edge users is reduced by 25% in total because, in CoMP
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mode, the signal from a neighbouring cell is transformed from noise to useful signal, so
the power required to achieve a certain throughput is reduced.

Scenario 4: the performance of a system combining GA with CoMP is also shown
in Fig. 4. We can see that with GA and adaptive antenna, the system benefits with higher
system throughput and much less RF antenna power required, although slightly higher
power than in Scenario (ii).

In areal, deployed conventional system, the RF power is often set to a suitable level
that just covers the whole service area (if it is too small it will not cover all the area and
if it is too high it will cause more interference to neighbouring cells). In our simulation,
with the same RF power level, the GA and adaptive antenna system offers clearly supe-
rior performance, as shown in Fig. 4(b) where the performance is shown using the power
that is optimum for the GA with CoMP.

5 Conclusion

In this paper, we propose a GA based adaptive antenna system that works with CoMP
for OFDMA networks. The results show that CoMP delivers a significant performance
gain. However by combining CoMP with adaptive antennas whose patterns are deter-
mined by a GA optimisation, the system achieves further performance gain in terms of
overall system throughput and energy efficiency. Further studies will be carried out to
investigate more scenarios and real system integration issues.
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Abstract. The increasing capabilities of position determination technologies
(e.g., GPS) in mobile and hand held device facilitates the widespread use of
Location Based Services (LBS). Although LBSs are providing enhanced func-
tionalities and convenience of ubiquitous computing, they open up new
vulnerabilities that can be exploited to target violation of security and privacy
of users. For these applications to perform, location of the individual/user is
required. Consequently they may pose a major privacy threat on its users. So
for LBS applications to succeed, privacy and confidentiality are key issues.
“Privacy protection” has become the buzz word now days for the users of
location based services. This problem has gained a considerable attention
among the researcher community also. A state-of-art survey of privacy in
location based services containing details of all privacy protection schemes is
presented. Further, attack models and their handling mechanism are discussed
in comprehensive manner. Finally, some open challenges in the area of loca-
tion privacy are also demonstrated.

Keywords: Location privacy - Attack models - Privacy protection strategies -
K-anonymity

1 Introduction

Extensive usage of smart Phone and hand held devices brought the ubiquitous computing
on the finger tips of users. With the tremendous growth of Internet and mobile phones
the term “Location based services” has become a popular term now days. The GSM
Association, simply defines Location Based services (LBSs) as services that use the
location of the target for adding value to the service, where the target is the “entity” to
be located (not necessarily the user of the service). Applications of widely used LBSs
are enquiry and information services, traffic telematics, fleet management and logistics,
location based advertising, and many more.

On one hand where life has entered in a zone of comfort and convenience because
of LBS, on the other hand it has given rise to many issues like privacy, pricing, data
availability, and accuracy in dealing with spatial information etc. Among all the issues
addressed, privacy and security of clients using the LBS, is the most critical one. On the
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basis of the location information, user’s movement, actions, priorities, ideologies and
other information can be deduced. More precisely, therefore it can be said that location
information jeopardizes user’s identity and integrity [26].

This work presents classification of existing location privacy approaches. An over-
view of different types of attacks according to the knowledge applied by attacker is also
presented. Previously, researchers in [2] present the privacy attacks based on categori-
zation of anonymity and historical anonymity only and without real life examples.
Authors in [17] presented the survey of various privacy preserving approaches but not
of privacy attacks. Underlined work in [33] presented upright classification of attacks
but failed to provide the mechanism to handle them. Therefore, the main contribution
of this paper is a comprehensive presentation of attacks along with their handling mech-
anisms and also the open challenges lying in that particular area.

The rest of the paper is structured as follows: Sect. 2 contains details of privacy in
LBS along with its need. Various privacy protection strategies are presented in Sect. 3.
Section 4 consists of various attack models while Sect. 5 contains open challenges in
the area of location privacy. Finally, the work is summarized in the conclusion section.

1.1 Location Privacy and Its Need

According to the Westin [34], Location privacy can be defined as a special type of
information privacy which concerns the claim of individuals to determine for themselves
when, how, and to what extent location information about them is communicated to
others. Precisely, key factor of location privacy is control of location information. Loca-
tion privacy is the ability to prevent unauthorized parties from learning one’s current or
past location. All the services and the location service provider (LSP) may not be trust
worthy; therefore they could misuse the user data.

A complete LBS system comprises of various players such as content providers,
network operators, virtual operators, service administrators, financial parties and other
service providers etc. The user has to expose its location information against the services
provided by the LSPs and by this at the same time user has a risk of disclosure of its
personal information also. For obtaining a complete location based service, many parties
are involved and thus the personal information of user is potentially known by many
different services or content providers or other parties. Thus, proliferation of personal
information among the different parties is difficult to control. This requires a sophisti-
cated access control mechanism along with an appropriate authentication system.

The consequences of a location leak vary in terms of gravity. They results uncom-
fortable scariness of being watched or may cause unwanted revelations of a person’s
activities to actual physical harm. Moreover, it is actually awkward to be seen at certain
places like a female clinic, crack house, AIDS clinic or a place related to a particular
political ideology [20]. A user’s location privacy is affected by two factors. One, what
kind of location information service providers are storing about a user? and How long
do they hold onto it? Well, intrusions in location privacy can uniquely identify users,
more than their names or even their genetic profile and this malicious identification may
lead to unsolicited situations penetrating into one’s personal space.
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2 Privacy Protection Strategies and Mechanisms

Several approaches have been proposed for protecting location privacy of a user. The
fundamental idea behind all techniques is to prevent revelation of unnecessary infor-
mation and to explicitly or implicitly control what information is given to whom and
when [24, 25]. There is an inherent tradeoff between the utility and quality of LBS that
users wish to receive and the location privacy they are ready to compromise. In the
following sub-sections, various strategies available for privacy protection are presented.

2.1 Regulatory Strategies

All rules regarding to fair use of personal information falls under the category of regu-
latory approaches to privacy. In general, regulatory frameworks aim to adequately guar-
antee privacy protection for individuals’ users. The Location Privacy Protection Act of
2011 [1] clearly states that before collecting and sharing a customer’s location one needs
to take his/her explicit consent.

2.2 Policy Based

Defining privacy policies and maintaining them comes under the umbrella of another
class of location privacy techniques- policies based techniques. Privacy policies are
trust-based mechanisms for prescribing certain uses of location information. Privacy
policies define restrictions that regulate the release of the location of a user to third
parties. User’s needs of privacy are satisfied by restricting the ability to manage locations
and disclosing information. The biggest disadvantage of policy based measures is the
lack of policy enforcement specified by service provider. So despite of regulatory and
policy based frameworks, adversaries are able to intrude in one’s location privacy.

2.3 Location Obfuscation

Location Obfuscation is the process of degrading the quality of information about a
person’s location, with the aim of protecting that person’s location privacy. It is the
process of slightly altering, substituting or generalizing the location in order to avoid
reflecting real, precise position. The most common techniques to perform obfuscation
are pseudonyms, spatial cloaking, adding random noise and dummies, Redefinition of
possible areas of location.

Pseudonyms, if used and implemented properly will prove to be an effective way to
protect identity of users. Authors in [15] have used pseudonym for authorization and
access control. It provides same level of security as that of distributed architecture and
is applicable for pull based services.

In the Spatial K-anonymity paradigm [7, 25, 27], the client sends its query to middle-
ware. It then constructs an anonymizing spatial region (ASR)/cloaking region (CR) that
contains the querier’s location along with other K-1 client locations. This ASR along
with the query request is sent to the LBS. LBS executes the query with respect to the
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ASR, and returns a superset of the results to the anonymizer, which filters out the false
positives. Spatial cloaking has gained a considerable attention of privacy researchers.
Rectangular cloaking regions were replaced by cloaking regions based on voronoi
diagrams [18]. This provides greater flexibility, security and performance gain. Also the
concept of cloaking regions containing k users as well as same cloaking region for at
least k users is coined by [11]. Further k-anonymity based on fuzzy context parameters
was introduced in [13]. The underline concept of k-anonymity has been extended by
various approaches to increase privacy protection. The most important extensions are 1-
diversity, t-closeness, p-sensitivity, and historical k-anonymity.

Another approach for location privacy under the category of obfuscation is genera-
tion of dummies. To add dummy locations and noise to user’s position [5, 19, 37]
proposed an idea of sending additional set of dummy queries along with the actual query.
The obfuscation region consists of the distinct locations included in the query set sent
to the LBS.

2.4 Data Transformation

In this setting the data has been transformed using some encoding methodology like
Hilbert curve etc. prior to transmitting it to the LBS. An authorized client has the secret
transformation keys. This client issues an encoded query to the LBS. Both the database
and the queries are unreadable by the LBS. In this way location privacy is protected.

2.5 PIR Based Location Privacy

Private Information Retrieval (PIR) protocols facilitate a client to retrieve the ith block
from the server, without the server discovering which block was requested (i.e., index
1). These protocols safeguard against access pattern attacks [16]. They can be grouped
into: (i) information theoretic, (ii) computational [21] and (iii) secure hardware [32, 35].
There is a tradeoff between privacy and efficiency in the above mentioned techniques.
While anonymity/cloaking and transformation-based approaches provide competent
spatial query processing, they endure various privacy implications. On the other side of
the coin there are, cryptographic and PIR-based approaches that provide significantly
stronger privacy guarantees but incur more costly query processing operations.

3 Common Attacks and Challenges in Location Privacy

In order to evaluate a location privacy preserving technique/mechanism accurately, the
adversary against whom the protection is required must be modeled. Hence, the adver-
sary model is actually a very vital element of a location-privacy framework. An adver-
sary is characterized by his knowledge and type of attack(s) he can target. An adversary
model comprises of two main components: (a) the information which he/she wants to
target (what he wants to infer) and, (b) the background knowledge and the inference
abilities available to the adversary.
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Some of the location privacy attacks along with the way to handle them and, open
challenges in the respective area are given below:

Spatial Knowledge attack: Assume that a user issues a LBS request from a location p
and most obviously user does not want to reveal his location. Now assume that user’s
location p is obfuscated by region q using some geometry-based technique. Now if
adversary is aware that the user is in the obfuscated location q and q is entirely contained
in the spatial extent of a particular place which is publicly known, then it can be imme-
diately inferred that user is located in that place. However, for a professional whose
work is related to that place (for him/her it’s a routine), such a privacy concern would
not arise because the location would be related to the user’s professional activity. This
privacy attack has been referred as spatial knowledge attack and has been described by
Lee [22]. The spatial knowledge attack arises because real semantics of the space are
ignored by geometry-based obfuscation techniques.

Handling spatial knowledge attack: These types of spatial knowledge attacks can be
well handle if the privacy preservation mechanism utilizes semantics of location. These
semantics may be in the form of identity of location, staying duration etc.

Location dependent attacks: Location dependent attacks may be based on continuous
queries while users are moving (continous) or snapshot (one time) queries. For these
queries location k-anonymity and cloaking granularity are the privacy metrics. When
exact snapshot locations are unveiled, two kinds of attacks are possible: location linking
attacks [11] and query sampling attacks [4]. Location linking attacks refer to the scenario
where the location information included in a user query is used as a quasi-identifier to
re-identify the user.

Handling location dependent attacks: The location k-anonymity model was
proposed to prevent this kind of attacks by Grutser [11]. The fundamental idea is to
extend an exact user location to a cloaked region that covers at least k users. Grutser
used a Quad-tree based cloaking algorithm to generate cloaked regions. Ghinita [7]
proposed a cloaking algorithm called hilbASR, in which Hilbert curve is used in order
to approximate the spatial proximity between query requests.

Further, Cheng in [3] proposed two simple solutions, namely patching and delaying.
In patching the previous cloaked area is essentially covered so that the current one is at
least as large as the previous one. But obviously, drawback is increasing size of cloaking
area with evolving time. The second solution, called delaying, delays the request by t
time until the MBR grows large enough to fully contain the current cloaked region.

Multi query attack: As the name indicates, multi-query attack is the one where an
adversary tries to identify the actual location of the query issuer with the help of a series
of two or more spatial queries. All these queries involve different cloaking regions. The
idea given by authors in [31] is to determine the exact location of the service requester
by obtaining various cloaking regions (CR) that are shrunk or extended in succeeding
queries.
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Handling multi query attacks: The above mentioned problem can be addressed by
ensuring reciprocity condition which ensures the users in the same anonymity set should
use same CR over time. This problem can be dealt by preserving the cloaking regions
for the same set of users for a specific period of time and by developing disjoint sets of
users dynamically over time in order to share the common CRs.

Maximum movement boundary attack: In a maximum movement boundary attack,
the adversary computes the whole area of movement of user/target, where the user could
have moved between two succeeding snapshot queries or position updates. Let us
assume that the initial update is sent when user was at time T1 and the other update is
sent at time T2. Using this strategy the attacker can increase the precision of the update
sent at T2. As only a small part of the area of T2 is reachable within the maximum
movement boundary. Therefore, the remaining area of the position update can be safely
excluded by the attacker.

Handling maximum movement boundary attack: Ghinita et al. [7] developed
temporal and spatial transformations to sustain this type of attack. The idea of temporal
transformations is to delay the requests while spatial transformations CRs are not directly
generated depending on the user location, but instead are built starting from the last
reported CR.

Trajectory attacks: Simply removing the identifier does not guarantee the privacy of
owners while trajectory publishing. The owner might be inferred by attackers after this
also. This type of attacks is called trajectory attacks [10]. The problem of trajectory
anonymization is twofold. On one end the need is to preserve identity of trajectory owner
and along with this the utility of published data is also to be maximized. The existing
work can be classified into two categories: trajectory anonymization in free space [8, 9,
30, 35, 36] and in constrained space [9, 23]. Existing methods for location anonymization
and cloaking are not applicable in this scenario.

Handling Trajectory attacks: Goal of trajectory privacy-preserving techniques is
to protecting whole trajectory not to be identified by the adversary, also protecting
sensitive/frequent visited locations in trajectories. This all should be done along with
preserving the utility of data. However it has been shown that releasing anonymized
trajectories may still have some privacy leaks. Therefore Nergiz [28] proposed a
randomization based reconstruction algorithm for releasing anonymized trajectory
data and also presented the adoption of this underlying techniques to other
anonymity standards.

Inversion attacks: Inversion attacks are based on the situation in which a n adversary
is aware of identity of k potential users of the request. Thus even after observing a
specific cloaked region because of k-anonymity, adversary is not able to determine the
query issuer among k users. However, if adversary knows the cloaking algorithm, he
can simulate its application to the specific location of each of the candidates, and exclude
any candidate for which the resulting cloaked region is different from the one in the
observed request. Thus he will be able to breach the privacy of client. This type of attack
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is called inversion attack. Some of the cloaking algorithms are indeed subjected to this
attack.

Handling Inversion attacks: Kalnis et al. [14] show that reciprocity is the solution for
this attack. Each generalization function if satisfies reciprocity will not be subjected to
the inversion attack.

Query tracking attacks: In case of continuous queries, the results of query would be
continuously returned for a designated time period which is called query lifetime. [4].
Query tracking attacks become possible when a user is cloaked with different users at
different time instances during the query lifetime. In this way he is easily identifiable
among a set of users.

Handling Query tracking attacks: Usage of memorization property is the key point
to protect against query tracking attacks. According to memorization property during
the whole query lifetime, the set of users being cloaked in an area should always be same
[4]. Clearly, there is a line of difference between query tracking attacks and location-
dependent attacks. Even if the users are prevented from query tracking attacks by
applying the memorization property there is no guarantee of protection from location-
dependent attacks using this.

Inference attacks: Gaining knowledge unlawfully about a subject by analyzing data is
known as an “inference attack”. Inference attacks on the observed queries are basically
classified into two categories: tracking and identification attacks. Such attacks can lead
to two types of location-privacy breaches: presence and absence disclosure. Protection
strategies always aim to reduce adversary’s information as little information about user
locations makes it harder for the adversary to reconstruct their actual trajectories and to
identify their real identities. But, unfortunately, doing so has its own cost in terms of
reduced service quality for the user. Authors in [12, 20] examined location data gathered
from volunteer subjects and apply four different algorithms to identify the subjects’
home locations and then their identities using a freely available, programmable Web
search engine.

Handling Inference attacks: Inferences attacks can be handled by different obscura-
tion methods. Further, three different obscuration countermeasures - spatial cloaking,
introducing noise, and rounding, designed to halt the privacy attacks, are applied in the
above mentioned case. It has been shown in [20] that how much obscuration is necessary
to maintain the privacy of all the subjects.

Other attacks: Apart from the above mentioned attacks, some other remarkable studies
in the area of location privacy are: [11, 12] worked with completely anonymized GPS
data. They used a standard technique from multi-target tracking. On the parallel lines
the approach for anonymous indoor data is given by Williams et al. [35]. They placed
simple presence sensors around a house, i.e. motion detectors, pressure mats, break beam
sensors, and contact switches. These sensors helped to develop a probabilistic tracking
algorithm. Using observations of sensor triggers the algorithm is detect to identify
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occupant of the house around which these sensors were fixed. Duckham et al. [6]
presented a model of refinement operators for working around obfuscation techniques,
such as assumptions about a victim’s movement constraints and goal-directed behavior.

Using the strategy of query sampling attacks an adversary may still be able to link
a query to its user in case user locations are publicly known. This is possible even if
locations are cloaked. This kind of attacks is called query sampling attacks [4]. Idea of
k sharing regions i.e. a cloaked region should not only cover at least k users, but the
region is also shared by at least k of those users is the key to protect against query
sampling attacks.

4 Open Challenges and Future Research Directions

In order to solve the contradiction between location privacy protection and quality of
services, researchers have already come up with a number of privacy protection methods.
But there are many research issues which are still open. Following is the description of
open challenges in the domain of privacy in LBS.

o Use of semantics: In the earlier research approaches, to attain location privacy
semantics of query, data, and location itself are not considered. Very few research
article paid attention to the above mentioned semantics. Research is not mature
enough about the use of semantics which can bring the drastic transformation in the
existing data privacy techniques.

e Privacy-preserving Location Data Collection: Location data generated by cell
phones are collected by manufactures and published/leaked to third parties for anal-
ysis. Analysis of users’ location data may cause personal privacy leakage so solutions
can be research on privacy-preserving location data collection.

o Application of PIR: The PIR-based approaches to location privacy open pathways
to a novel way of protecting user’s location privacy. However, to utilize complete
potential of these techniques cost of computationally intensive query processing is
to be beared. Therefore, the further direction of research should be reducing the costs
of PIR operations. Also “use of efficient indexing technique” for spatial queries is a
future research area.

o Formalizing of LPPM (location privacy preservation mechanism): All the works
in the literature concentrates on solution of a particular problem of location privacy
domain, e.g., protection mechanisms against a specific kind of attack, and therefore
do not provide a generic framework that takes care of all location-privacy compo-
nents in [29]. There exists a lack of a formal framework to quantify location privacy
and to formalize attacker’s model. Shokri et al. in [30] propose a framework in which
they formalize various metrics and quantified location privacy. But from end user’s
point of view the above solution is not usable because of being cryptic so a candid
formalization is still awaited.
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Conclusion

The problem of privacy breach while using location based services has gain a consid-
erable attention of the researchers community. This article demonstrate various achieve-
ments and research works accomplished in the area of location based privacy. However,
despite of several measures to protect privacy, there are numerous attacks to intrude in
location privacy and henceforth there are many open challenges still to be resolved. In
this work, all such attacks and measures to prevent them have been integrated and also
suggested future research directions.
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Abstract. Underwater acoustic sensor network (UASN) has been con-
sidered as a promising technique for ocean engineering. However, exist-
ing problems like long propagation delay, multipath interference and
low available bandwidth are important issues in UASN. Based on the
analysis of the UASNs characteristics, we proposed a novel protocol,
named DUOR (Depth-based Underwater Opportunistic Routing proto-
col), which directs a packet to the sonobuoy on the surface in an effi-
cient and low-signaling method. The contribution of DUOR is twofold:
(1) minimizing signaling costs; (2) solving “void area” and “the extremely
long forwarding path”. Simulation results show that the proposed DUOR
outperforms the existing Depth Based Routing (DBR).

1 Introduction

Underwater acoustic sensor networks (UASNs) have been proposed as an alter-
native solution for observing and exploring underwater environments. Data for-
warding in the water is a key problem to be solved owing to the characteristics
of the underwater acoustic channel such as long propagation delay, high error
rate [1] and complex multipath effect [2]. These lead to high end-to-end delay,
high packet loss rate, which make the design of routing protocols in UASNs very
challenging [3].

Opportunistic routing (OR) [4] is preferred for data forwarding in UASNs.
Unlike traditional routing protocols, which are mainly designed based on the
method that the sensor nodes forward packets by looking up the predefined
routing table, OR chooses a forwarding candidate set from neighboring nodes
to transmit the data. All the nodes which receive the packet correctly have the
chances to forward the packet. It’s obvious that the data transmission through
multiple nodes is more reliable than through a single node. Therefore, OR can
improve the data delivery ratio and network throughput.
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Some existing opportunistic routing protocols forward data packets to a
locally optimal next-hop node closet to the sink node. This strategy will suf-
fer from a problem called void area. The “void area” is referred to the situation
that no any other relay nodes exist between the current node and the destina-
tion in packet transmission path. There are other existing OR protocols which
can solve the “void area” such as Geographic and Opportunistic Routing for
Underwater Sensor Networks (GEDAR) and OVAR (An Opportunistic Void
Avoidance Routing Protocol for Underwater Sensor Network). However, they
can’t solve “the extremely long forwarding path” and consume more signaling
exchange than our proposed DUOR. “The extremely long forwarding path” can
be encountered when transmission path is much longer than the optimum route.
GEDAR is based on the network topology control through depth adjustment
of those void nodes. Since network nodes’ localization is needed in this proto-
col, abundant signaling cost and energy consumption are introduced. In OVAR,
every node needs to set up a neighbor table to keep the depth, hop count and
ID of neighbor nodes. So our goal in this paper is to low signaling cost, solve the
“void area” and “the extremely long forwarding path”. DUOR requires less sig-
naling cost. Different from other OR, protocols which are also based on depth and
hop-count for UASNS, there is no any information exchange among forwarding
candidate set except overhearing packet transmissions. It just needs depth and
hop count as forwarding candidate selection criterion. The main contribution
of this paper is the proposal of a novel opportunistic routing protocol, named
Depth-based Underwater Opportunistic Routing Protocol (DUOR), for UASNS.
The novelties of DUOR are showed as follows.

— Low signaling cost: In existing protocols aforementioned, global topology and
other signalings are required to select next hop forwarder nodes. Instead,
DUOR just needs nodes’ depthes and hop-counts as the essential condition for
the candidate set. In addition, there is no any information exchange among
forwarding candidate set except overhearing packet transmissions. The nodes
with shallower depthes and smaller hop-counts are self-included in the candi-
date set. DUOR is a receiver-based scheme where the receiver node decides
forwarding candidate set. This strategy can reduce signaling exchange.

— Avoiding the “void area” and “the extremely long forwarding path”: These two
problems would lead to high packet loss and excessive energy consumption.
We adopt hop-count to the selection condition for the forwarding candidate
set. The node’s hop-count is the number of hops to reach the sink node. Upon
receiving and forwarding query frame from the sink node, underwater sensor
nodes set up a reachable route to the sink node and acquire its own hop-
count toward the sink node. Only the nodes whose hop counts and depth
both satisfy certain conditions can be chosen as forwarding candidate set.
This strategy can solve the problem of “the extremely long forwarding path”
effectively. For example, in Fig. 1, the hop-count sensor node A is nine, while
the hop-count of the sensor node B is four. Since the hop-count limitation can
make the sensor node A who may take the extremely long forwarding path
as a nonparticipator, the problem can be addressed. In Fig. 2, the solid line
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(source node-node A-node B) shows the transmission path of the traditional
OR protocol. When the packet is transmitted to the node A, the node B
whose depth is shallowest around node A will forward the packet preferentially
according to traditional OR protocol. However, there is no shallower node
around node B in one hop, the node B will retransmit the packet continually
or discard the packet. However, in DUOR, the query frame from the sink node
is transmitted along imaginary line. Because there is no shallower node around
node B within one hop range, the node B cannot receive the query frame sent
by the sink node from the top to the bottom. So the node B’s hop count is
out of work. Since the hop-count is one of conditions to determine forwarding
candidate set, so the node B won’t be involved in routing process when the
node A received a packet. Definitely, the problem of “void area” is solved.

The Details of DUOR

The basic procedures of our proposed protocol involves four steps. Before data
transmission, every sensor node keeps its local status of hop-count and depth

to

set up next-hop route toward the sonobuoy. Sensor nodes can acquire and

update their own depth through carry-on pressure gauge. Then the source node
(sender) broadcasts the packet embedding its surrounding region data. After

th
to

at, neighboring nodes receiving the packet determine whether itself belongs
forwarding candidate set according to the hop-count and depth, Finally the
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node with the highest priority in candidate set transmits the packet, other low
priority nodes hear it and suppress forwarding to prevent redundant packet
transmissions and collisions. Then repeat above forwarding processes until the
sink node receives the packet.

2.1 Every Node Updates Its Own Hop-Count

— The sink node broadcasts the query frame periodically: The query frame only
involves the query frame ID, hop-count variable (IV,) and depth variable
(D). (The initial values of N, and D, are both zero.) For a query frame
receiver node, N, and D, record the hop count and depth of the last hop.
The structure of the query frame is shown in the Table 2.

Table 1. The memory of the sensor nodes

Dn ‘ Nn ‘ Query frames’ IDs ‘ Q1 ‘ Q2

Table 2. The structure of the query frame head

The query frame ID ‘ Nr ‘ Dr

Table 3. The structure of the packet head

Source node ID ‘ Packet ID ‘ Ds ‘ Dc ‘ Ns ‘ Data

— The nodes which receive the query frame check whether to store or discard
1t: Each sensor node updates its local buffer with its own depth D,,, its own
hop-count N,, and query frames’ IDs it has received. Its local buffer structure
is shown in Table 1. After receiving a query frame, a node can tell whether it
has received the message through query frame IDs stored in its local buffer.
When a sensor node receives a repetitive query frame, the query frame will
be discarded. On the contrary, if a sensor node receives a new query frame, it
will update its local information and the query frame, which we will discuss
detailly in the following paragraph.

— What to do after accepting the query frame: The receiver updates N, and D,
values in this query frame, stores the query frame ID and the new hop-count
in its local buffer. Finally, it broadcasts the updated query frame. The depth
(D) and hop-count (N,.) in query frame are updated as follow:

Ny +1— N.,D, — D,, (1)

where D,, is the current node’s depth. The sensor node stores the new hop-
count as.

N, — N, (2)
where NN, is the current node’s hop-count. So far the sensor node updates its
hop-count.

Repeat the above-mentioned process until all the sensor nodes receive the query
frame.
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2.2 The Sensor Node Sends the Packet

The structure of the packet is shown in the Table 3, where Dj is the source node’s
depth, D, is an updating depth variable which records the last hop’s depth, N,
is the source node’s hop-count. Those information can help the packet receivers
judge whether they belong to forwarding candidate set and calculate the waiting
time to coordinate the forwarding.

2.3 The Intermediate Nodes Forward the Packet

Except mentioned in the previous section, every sensor node maintains sequence
Q1 and Q2. Q1 saves packets and the waiting time designed for packets, while
the Q2 maintains all forwarded packets’ IDs. Now we will introduce how the
intermediate nodes forward the packet.

— candidate set selection: When the source node sends the packet, a part of
neighboring nodes can receive the packet correctly. The nodes receiving the
packet for the first time put the packet in the sequence Q1 and judge whether
they belong to forwarding candidate set. If the sensor nodes satisfy the two
following formulas, they belong to the forwarding candidate set:

Nrgm'NS7Dn<Dc7 (3)

where m is forwarding candidate set coefficient, N, is the current node’s hop
count, IV, is the source node’s hop count, D,, is the current node’s depth. D,
is an updating depth variable which records the last hop’s depth.

From forwarding candidate selection conditions, it’s obvious that sensor nodes
with shallower depth and less hop-count would be more likely selected to
candidate set.

— waiting time calculation: If the nodes satisfy the forwarding conditions, they
will set the waiting time in Q1 and put the packet ID into sequence Q2. That
means, the candidate set will wait a certain time to forward the packet. The
node with highest priority has the shortest waiting time. Utilizing hop-count
and depth as waiting time calculation factors can make the sensor nodes with
better link states and shallower depth have higher priority to forward packets.
Firstly, to make shallower nodes with shorter waiting time, the waiting time
calculation formula can be set as follow:

k- D,
tr=— + W, (4)

where k is waiting time coefficient, ¢, is the time that forwarding candidate
set should wait to transmit the packet, We set c as the propagation speed
of acoustic wave. D, is the depth of the current candidate node. W is a
constant. In Fig. 3, node A has higher priority to forward the packet from the
source node than node B. Node A is far from the source node than node B,
so node A may receive the packet later. Node B should wait more time to
eliminate the receiving time difference between node A and node B. On the
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Fig. 3. Waiting time calculation

other side, when node A forwards the packet preferentially, node B will hear
it after a propagation delay. So node B should wait more time to hear node
A’s forwarding packet and then suppress its own forwarding.

Dy —D
thtA>2xBfA, (5)

t4 is the node A’s waiting time, tp is the node B’s waiting time, D4 is the
node A’s depth, Dp is the node B’s depth. In UASNs, we consider (D — D 4)
as the distance between the node B and the node A. So in formula (4), & must
be a constant greater than two to make sure formula (5). That is,

kx D kx D kx (Dg — D
kX DAy, S EX Dy, EX DB Da) g

& & C

ta

k is greater than two to meet the condition formula (5). Finally, to make sure
the farthest node among candidate set has received the packet before another
candidate node forwards the packet, we modify the waiting time caculation

formula (4) as follow:
_kxD, Rs

t - 7
. Pt (7)

R, is acoustic communication range. Finally, we hope the nodes with lower
hop count have less waiting time, so we add hop count to the modified
formula (7):

_ kx D, n N, R

E X o (8)

t,

C

The formula (7) is the reasonable waiting time calculation we designed.
candidate set coordination: A candidate set node will broadcast the packet
when the waiting time which is set for the packet in Q1 is over. However, low
priority nodes should be able to suppress forwarding when overhearing the
highest priority node’s transmission.

2.4 The Sink Node Receives the Packet

Repeat the above steps until the sink node receives the packet.
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3 Simulations and Discussions

This chapter will compare DUOR with DBR using OPNET. We have used a
simple media access control protocol (MAC) based on CSMA. We considered
the sensor nodes randomly deployed in a 3D of 500 x 500 x 500 m®. Every node
moves toward a certain direction with velocities varying from Om/s to 5m/s.
The maximum transmission range is set as 100m. We set the communication
rate to 10 Kbps and the data packet size to 50 Bytes. Packets are generated ran-
domly from nodes every one second. The sink node’s initial energy is 10000 J and
other sensor nodes’ initial energy are 400J. The values of energy consumption
were Pt = 2w, Pr = 0.75w, Pi = 0.08w for sensor operations of transmission,
reception and idle. The sink node broadcasts query frames every 20s and the
sensor nodes save a query frame for 60s. The simulation time is set as 300s. we
compare DBR [5] and DUOR since they are both the routing protocols based on
depth. As shown in Figs.4, 5 and 6, although the end-to-end delay of DUOR is
longer than DBR, DUOR achieves higher packet delivery ratio and lower energy
consumption than DBR. DBR maintains only the depth information at each sen-
sor node, this strategy will cause poor packet delivery ratio in sparse networks
and cannot handle “void area”. However, DUOR selects the next hop forwarder
opportunistically based on updated link transmission reachability (hop-count)
and depth.
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Abstract. In this paper, we proposed an efficient method with flexible frame-
work for vehicle status awareness using smartphone sensors, so called Mobile
Online Vehicle Status Awareness System (MOVSAS). The system deployed
while users to put their smartphones in any position and at any direction. In our
proposed framework, principal component analysis (PCA) algorithm is used to
selected suitable features from set of combining features on time-base, power-
based and frequency-based domain, which extracted from accelerometer sensor
data. The classification model using Random Forest (RF), Naive Bayes (NB), K-
Nearest Neighbor (KNN), and Support Vector Machine (SVM) algorithms to
deploy for awareness issues of vehicle status. The refining model is proposed
using Artificial Neural Network (ANN) algorithm aim to improved accuracy
prediction vehicle status results before. Training data sets, which are collected
and the dynamic feedback also helping improved accuracy of system. A number
of experiments are shown that the high accuracy of MOV SAS with vehicle kinds
as bicycle, motorbike and car.

Keywords: Mobile online recognition - Vehicle status - Smartphone sensors
analysis

1 Introduction

The vehicle awareness and prediction play an important role in various applications such
as energy estimation, safety, healthcare, transportation, social networking, etc. [1]. This
problem has the potential to impact our daily lives through extracting useful information
from raw sensor data. There were many methods to understand smartphone sensors data,
the most common method is using the windowing technique. For example, John J. Guiry
et al. [1] used the windowed sensor data samples from phone and chest device to recog-
nize six activities. The time domain and frequency domain are two modes used for
sample analysis. The activity is inferred from the data window of one second and the
frequency domain is also used to analyze sensor signals every fifteen seconds with
accuracy of 98%. In the fact that, its high accuracy is resulted by the fixed position of
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the subjects’ phones that is in their trouser pocket. Consequently, the recorded sensor
signal is more stable.

With proposed recognition system at run-time, Jiahui Wen et al. [2] suggested a
method which combines a basis classifier with graphical model. They used the five-
second sliding window with 50% overlap to segment the streaming data. However, they
did not describe details of the features data instances. The assessments were employed
with several existed data sets such as smartphone dataset [3], sensor activity dataset
[3], UCI HAR dataset, Opportunity dataset. This paper also suggested an extra assess-
ment model for run-time system.

In the paper of sensor-based classification, Sang et al. [4] proposed a method to recog-
nize daily activity of a user. The data was collected from smartphones placed in users’
pocket. They extracted the features from the sensor signals: auto regressive coefficient,
fractal dimension, mean and standard deviation. However, they did not explain the
compatible features and their results obtained from this feature set were not compared to
the others. In another study, Zahid Halim et al. [5] have developed artificial intelligence
techniques for driving safety and vehicle crash prediction. This data analysis included the
weather conditions; the data was gathered in ten years from the vehicle sensors such as
accelerometer, camera in different driving behaviors before accidents. In their study,
intelligence techniques were commonly used for accident prediction problems. The clas-
sification accuracy using decision tree (DT) and ANN in this study is 95% and they are
good algorithms for time series data and driving behaviors recognition.

The challenges on recognition using smartphone sensors are the noises in data,
mising data, variety of signal quality from different sensors, and the change in smart-
phone position. Therefore, we propose a method to automatically select a set of features
from each window of acceleration data when smartphone users are moving. The possible
features are based on time domain and frequency domain. The principal component
analysis is applied to the online choice of suitable features. Then, the system uses one
of classifier algorithms such as random forest, support vector machine, k-nearest
neighbor and Naive Bayes. In our framework, the refining model with ANN algorithm
is used to improve the accuracy of vehicle status prediction. The feedback module will
receive label then push this status information to data training set. In this paper, the
different statuses including stop, moving, acceleration, deceleration on bicycle, motor-
bike and car are distinguished and the obtained results is outperformed.

2 The Mobile Online Vehicle Status Awareness System (MOVSAS)

The Mobile Online Vehicle Status Awareness System (MOVSAS) consists of three
modules. The data collector module is responsible for collecting labeled smartphone
sensor data of each predefined vehicle status. The signal data is then preprocessed, and
a set of representative features is extracted. The Principal component analysis (PCA) is
used to select the features for training model [6]. In the online training module, a clas-
sifier detects the vehicle status of smartphone users and then the model is refined to
improve the accuracy from the prior detection results. It uses the recent status S, corre-

sponding to the window w, and combines with k-7 linear statuses. The set of k features
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as [S,_k_l, T VN S:] aims to correctly detect the status from training data, which is a
set of instances including k statuses were collected. Based on the trained knowledge,
the real time vehicle status of users is detected by the Monitoring module. The MOVSAS
framework is shown in Fig. 1.

— 0 — o T
s ( (
Data collector ' Online Training
. | | Data collector " | .
Y ‘ | v {
Data PreProcessing Bata
PreProcessing
| v Traini v 4
Feature Extraction | E::;":n ]
Status Collector v P —
P
Refining Model

v
ca ‘ » USER

Data Collector

] Monitoring

U S = =

Fig. 1. The mobile online vehicle status awareness system framework

2.1 Data Preprocessing

The user information gained from smartphone sensors, especially accelerometer is very
useful to recognize the vehicle status. However, while moving, the users might put their
smartphones on their pocket, handbag, or in their hands, etc. As a result, the orientation
of smartphones will be frequently changed. The approach to solve this issue is to trans-
form accelerometer data from the smartphone coordinate system to the Earth coordinate
system by relying on the additional data collected from magnetometer and gyroscope
sensors as Fig. 2 that aims to reduce noise. For the details of this transformation, we
refer readers to the work of Premerlani and Bizard [7]. Then the data is prepared for
classification by a feature set based on time- and frequency domains. The PCA will be
applied to select suitable features for classification.

(a) (b)

Fig. 2. The smartphone coordinate (b) the Earth coordinates



A Novel Mobile Online Vehicle Status Awareness Method 33

2.2 Using PCA for Feature Selection

The amount of raw data collected from smartphone sensors is various. Thus, directly
analyzing such data would require a lot of either time or memory space. A popular
approach to deal with this issue is to extract certain important features from such data
and to select suitable features that would lead to an increase in the prediction accuracy.

In time domain, we have computed the features of accelerometer such as:

The root mean square (RMS) [8] of a signal x; that represents a sequence of n discrete
values {x;, x,,..., xn}.

The sample correlation coefficient of axis x and y is computed by the equation below

plx,y) = SV ()

6,0,
The cross-correlation is a measure to compare similarity between two waveforms
and computed by the following equation:
n
CrossCorrelation(x, y) = max'_! ( X
rossCorrelation(x,y) = max =i\ 5 inyl;d 2)
i=1
The SMA feature [9] is also calculated to distinguish between a resting state and
vehicle status in a classification.

The vertical and horizontal accelerometer energy features of each time window are
computed by the following equation.

T+t, T+,
E,= [ |a|dt, and E,= [ |a,|dt 3)

1=t, 1=t,

where a,, a;, are respectively vertical and horizontal acceleration values, and T is the

interval of integration with a, (1) = a (1), a,(t) = /a(t) + ai(t).

Thus, in time-domain, we have extracted thirteen features as CorreCoxy, CorreCoxz,
CorreCoyz, Crossxy, Crossxz, Crossyz and Xrms, SMA, Ev, Eh and Mean [10],
Variance [11], Standard deviation [12] in each data samples window.

For the frequency domain features, we compute Short Time Fourier Transform on

the n" window including N samples [x,,, x, » X,,y_1] as following:

PESEREE

N-1

X(n, k) = Z x[n + m].w[m]. exp (—j(2x / N).k.m) 4

m=0

withk =0, 1,..., N-1 and w[m] as window function.
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The Energy of M coefficient Fourier is computed by the below formula:

M M
Ey = ) IX(m)* = ) X(m).X"(m) )
m=1

m=1

Because that, Z axis data capability different in vehicle status so that average Energy
of Z axis (E7) also computed as:

N/2 s
2 X
. mgzl (m)] 6)
N

Finally, the Entropy is computed with below formula:

N
H=-Y p,log, (p,) withp, =

m=1

_Xem)
(7

M=

|X(m)|
1

m

Thus, we have three features in frequency domain from Egs. (5, 6 and 7) as Ey;, E;
and H and sixteen features for our system.

An interesting approach that uses PCA for building up a set of features for activity,
behavior, vehicle status recognition problems using smartphone sensor [6] has applied
to choose suitable features for classification with higher accuracy.

2.3 Online Training Model

Classification is an important step in data mining problem, especially in recognition
problem with smartphone sensors class. The most commonly used classifiers are deci-
sion tree, KNN, SVM and NB algorithms [13]. In practice, a classifier firstly needs to
be trained by using labeled vehicle status database (called training data). There are two
training approaches such as the online training method which is performed on smart-
phones. On the other hand, the offline training is deployed in advance, usually on a local
machine. Most of studies use the offline training method because of the computational
cost reduction on smartphones. Nonetheless, the modern smartphones have much better
computational capacity. This advances of smartphones allows us to implement the online
training in our MOVSAS in Fig. 1.

In problems of the activity or behaviors or vehicle status recognition using smart-
phone sensor or wearable sensor data collected from any position, the prediction accu-
racy is usually of from 70% to 90% [7, 14]. Hence, our paper proposes a refining model
using ANN algorithm on smartphone to improve the status prediction results. The
training data for this collected by set of tubes includes k statuses. The tube is assigned
a label by user and could be updated by the monitoring module. The value k also affects
to the processing time of system. By experiment on stop, moving, acceleration, decel-
eration statuses, we chose the value k of 4. The method and processes of the refining
model is shown in Fig. 3.
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Refining Model

3 l
Monitoring Module l‘

Fig. 3. The refining model for awareness vehicle status

In the traditional vehicles status recognition framework, the training data set is
usually fixed and prepared in advance. Since each user might have different, character-
istics and habits, for example one might drive faster than others. As a consequence that,
the prediction accuracy might fall down when the system is used for another users.
Gomes et al. [15] proposed an idea to incrementally update the training data set by using
real-time feedbacks from users. We implement this approach in MOVSAS as following:
the system provides the corresponding vehicle status prediction in each data window.
Then, the user need to confirm the correctness of the result. If the prediction is correct,
the data window label based on the correct prediction results is assigned to the training
dataset. Continuously, it also assigns label to the tube including k status for data training
of refining model. The challenge here is efficient processing with additional information.

3 Experiment and Results

3.1 Experiment Environment

We deploy MOVSAS on the Android from 4.0 to 5.0 platform. The labels of vehicles
status database were collected by 30 subjects when they were driving a bicycle, motor-
bike and by 20 subjects on car. They freely carried a Samsung galaxy S4, Quad-core
1.6 GHz Cortex-A15 processor, 2 GB of Ram, 2600 mAh battery, Android 4.2.2 Jelly
Bean. The set of vehicle status for recognition is {stop, moving, acceleration,
deceleration}.

3.2 Data Collection

In our experiment, signal data collected from three types of sensors as acceleration
sensor, gyroscope sensor and magnetic sensor. Each sensor returns three values corre-
sponding to X, y, and z coordinates. The raw data stream is first cut out one seconds at
the beginning, and 3 s at the end as these periods time are usually redundant. Then, the
data is segmented into a number of windows of 6 s; the overlapping time is one second.
We collected 3500 samples for each status from subjects about in two months. The
training data set for refining classifier is collected by each subject and it contains char-
acteristic vehicle status.



36 D.-N. Lu et al.

3.3 The Accuracy of Vehicle Status Awareness

The Weka tool integrated in framework for prediction. In each case, the default setting
is used. We also used 10-fold cross validation technical for classification. In the first
scenario (S;), MOVSAS predicts vehicle status with traditional method which do not
use user feedbacks, PCA and refining model. In the second scenario (S2), MOVSAS
predicts vehicle status utilize PCA, refining model and user feedbacks to enhance the
prediction accuracy. The obtained results are expressed in Table 1.

Table 1. The prediction accuracy(%) of MOVSAS with scenario S; and S,

Random forest KNN Naive Bayes SVM

Sy S, S, S, S, S, Sy Sy
Stop 83.00 | 94.10 | 76.00 | 81.00 | 78.00 | 83.00 | 71.25 | 75.65
Moving 78.65 | 90.85 | 69.19 | 76.00 | 63.15 | 65.15 | 52.00 | 69.52
Deceleration 74.19 | 86.15 | 63.00 | 7435 | 60.00 | 71.16 | 57.80 | 61.78
Acceleration 78.66 | 87.75 | 69.16 | 73.86 | 63.00 | 73.45 | 66.25 | 69.75
Average 78.63 | 89.71 | 67.59 | 76.30 | 66.04 | 73.19 | 61.83 | 69.18

As shown in Table 1, the prediction accuarcy is clearly improved when PCA, refining
model and user feedbacks are applied in most of cases. Especially for the case of
predicting moving status by SVM, the accuracy is increased by 17.52%. These improve-
ments highlight the effectiveness of the PCA and refining model strategy used by
MOVSAS. The RF algorithm is the most suitable for our MOVSAS framework since it
always offers higher accuracy compared with the other classifiers, i.e. KNN, Naive
Bayes, and SVM. The accuracy of scenario S, can be up to 94.10% when Random Forest
classifier is used. The accuracy for detecting deceleration status is lower than that of
others. The reason is due to misinterpreting some similar patterns such as slowly moving,
slowing acceleration and deceleration. We note that our MOVSAS framework allows
detecting the current vehicle status in the condition that their smartphones may put at
any position and in any direction.

3.4 The Processing Time

In scenarios, they usually require additional time for processing such information. We
counted and compared the time for prediction on S, S,. The experiment result shows
the average time to detect each type of vehicle status by MOVSAS. The Random Forest
spends the least time for detecting vehicle status as comparing to KNN, Naive Bayes,
and SVM. The average processing time is of 2.75 s for detecting the status using RF and
maximum of 3.75 s using SVM.

4 The Conclusion and Future Work

In this paper, we proposed a flexible framework, called MOVSAS, for detecting current
vehicle status when the smartphones are randomly placed in any position and at any
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direction. Morever, our proposed framework uses PCA to select suitable features and
refining model. Following, the real-time feedbacks from users are used to increase the
prediction accuracy. In the experiments, MOVSAS can achieve on average 89.71%
accuracy for detecting four predefined vehicles status, i.e. Stop, Moving, Acceleration,
and Deceleration on bicycle, motorbike and car. Furthermore, RF classifier is a prom-
ising one for our framework. In the future, we are planning further improving the current
framework to either increase prediction accuracy or reduce the processing time.
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Abstract. Model based testing can enable automated test case generation for
many kind of application. Even test code can be generated from the model by
specialized tools. IoT protocols for network layer have many constraints for
exhaustive or manual testing because of battery problem and large number of
sensor nodes. To solve these testing constraints, this paper proposes an efficient
State Machine based test case generation for IoT network layer by using OPNET
simulation model and test case generation tool. The size of test suite is compared
according to the size of State Machine model from OPNET.

Keywords: State machine - IoT - Network layer test - Test generation - OPNET

1 Introduction

IoT (Internet of Things) normally has hundreds or thousands of sensor nodes and battery
constraints in case of outdoor field test. Therefore, it is necessary to efficient testing
method for the IoT.

In addition, it is necessary to consider an application layer interaction which is useful
for dynamics caused by mobility, failures, and dynamic power modes of IoTs. The
traditional layered structure passes a limited set of information over defined interfaces
between separate layers of the protocol. It is good for abstraction and development, but
bad for efficiency in case that high level information is useful in over layers or vice versa.
The examples are power control, overlay service, error control, aggregation, fusion,
localization, service discovery, semantic addressing, etc.

In this study, we are going to use State Machine-based testing for the cost saving in
test case design, systematic testing and controlling of the model coverage and the number
of tests [1, 2]. It can help the early detection of flaws and ambiguities in the specification,
and the conformance of implementation to the corresponding State Machine model.

For the State Machine based testing of IoT protocol, application layer and network
layer should be reflected on the protocol State Machine to cover the standard

© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9_5
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specification. It is very critical to limit the number of test case in IoT because of battery
power constraints, so it is necessary to draw efficient test cases [3].

2 OPNET Modelling for Test Case Generation

2.1 IoT Network Layer and OPNET Simulation

ZigBee sensor network standard, which is a representative low-power standard for IoT
applications, was modelled by OPNET [4].

Application ZigBee Device
Object Object

Security
Service
Providér™*

OPNET Model

Fig. 1. The OPNET model of zigbee protocol stack

A simulation model based on OPNET was developed for the simulation of sensor
networks. Through the OPNET based simulation, various parameters related to the
sensor network can be set in advance to find suitable ones for the application system.
The candidate technology or structure to be applied to the developed system can be
evaluated in advance to receive feedback. Using the existing OPNET library, the inter-
operability between different protocols and systems can be verified in advance [5]

(Fig. 1).

1. Physical layer: This layer is the lowest layer. It consists of two layers, operating in
two separate frequency ranges [4].

2. Medium Access Control layer: The responsibility of the MAC layer is to control
access to the radio channel using CSMA/CA. The MAC layer provides support for
transmitting beacon frames, network synchronization and reliable transmission [4].

3. Network layer: This layer sends and receives data to and from the application layer.
It performs the task of associating to and disassociating from a network. This layer
network protocol allows us to extend the battery life of the nodes, allowing it to do
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only the minimum work when it needs to transmit data [4]. The emphasis is on very
low cost communication of neighboring devices with no other wired/wireless
network infrastructure. The low cost communication results in lower power
consumption, which is even more important.

The following shows the result of simulating a Beacon-enabled ZigBee Network
using the ZigBee library.

e OPNET Simulation: End-to-end delay and Receiver-on time of ZigBee network
— Mode 1: Random Beacon Slot (Beacon Enabled Mode)
— Mode 2: Proposed Beacon Scheduling (Beacon Disabled Mode)

Figure 2 shows that the delay increases exponentially with Beacon-Disabled mode
as sensor node increases. Figure 3 shows that the beacon-enabled mode has much less
awake time than the beacon-enabled mode, which is much better in terms of battery
consumption.

In a ZigBee application that generates traffic with a frequency lower than a certain
level, such as remote meter reading and environmental monitoring, the battery usage time
can be greatly improved when the beacon-enabled mode is applied. However, it can be
adversely affected in a heavy traffic environment. Through the event/traffic simulation
results, the correct operation of OPNET model including network layer has been verified.

End-to-End Delay (sec)
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Fig. 2. End-to-End Delay simulation result by OPNET model



A Study on OPNET State Machine Model 41
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Fig. 3. Receiver-on time (Battery Life Time) simulation result by OPNET model

2.2 Network Layer State Machine for Test Case Generation

OPNET uses a state machine based modeling technique to simulate each layer.
Figure 4 shows the network protocol layer state machine of the implemented model. We
propose a method to efficiently generate a test case by using the state machine. The
circles below represent each state, and the terms on the arrows represent interrupts.
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File Edit Interfaces FSM Code Blocks Compile Windows Help
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LD
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e —°=—‘f-5" pendsend])- - reniconr)
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§

Reset

/
e Go_tdle) Go_tdle)
2173
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e )
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2 py AL <20
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Fig. 4. The State Machine of OPNET model network layer
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In this way, the finite state machine that defines the operation of the network layer can
check whether the network layer of the actually implemented sensor node is operating
properly. An automated tool such as ModelJunit [6] can be used to obtain a test case that
can test the operation of the network using the network state transition diagram. Model-
Junit is an available and prevalent State Machine based test case generation tool. It is
very easy to learn and convenient because it is based on Java language.

3 Experiment Result and Analysis

The State Machine of OPNET network layer is slightly modified and simplified for
excluding the meaningless interrupt in point of test case generation, such as “default”.
The final state machine is as follow. The possible test cases for network layer can be
generated from this state machine diagram by using appropriate test case generation
tool.

The experiments for test case generation were executed by ModelJUnit, and each
experiment result has averaged among 10 times executions of test.

The comparison experiment has been performed by using Random Walk & Greedy
Random Walk test case generation algorithm [6]. Random Walk algorithm simply tests
a system by making random walks through a State Machine model, and Greedy Random
walk gives priority to transition never taken before. In addition to generation algorithm,
test case coverage is also important factor and the ModelJUnit supports three kinds of
coverage metrics such as state metric, event metric, and transition metric [7]. The state
metric shows how many states are traveled at least once. The event metric shows how
many events are triggered at least once. Transition metric represents how many transi-
tions are exercised at least one was chosen in this study because it is important to cover
every state transition to ensure correct operation of the network layer [7]. The details of
experiments for comparison are as follows.

o Experiment 1: The number of state is same as original OPNET network model

When the state machine model had 16 states and the number of interrupt (event) was
25 (Fig. 5), test length (the number of test suite) for 100% transition coverage metric
was as follows.

o State Machine Model: 16 states, 25 event
e Random Walk: 210
e Greedy Random Walk: 160

When the relatively small number of State Machine states were randomly added for
test, the number of test length (Random Walk) was exponentially increased.

o Experiment 2: The number of state is reduced by simplifying original OPNET
network model

The similar group of states are merged as follows for the simplification of state
machine mode as follows.

e (ACK SEND, ACK CONF) => ACK SEND
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(PEND SEND, PEND CONF) => PEND SEND
(RXDN, ACK RCV) => RXDN

(BRXRXON, BRxRX) => BRXRXON
(BTxTXON, BTxTX, BTXCONF) => BTxTXON

When the Network had 10 states and the number of interrupt (event) was 19 (Fig. 6),
test length was as follows.

o State Machine Model: 10 states, 19 event
e Random Walk: 170
e Greedy Random Walk: 50

Go_PEND SEND

R_GO_PEND CONF
Go_RXDN

Go_PEND SEND,

Go_DLE

Go_DLE

Go_BTxTX

BTxCONF

Fig. 5. The State Machine of network layer for ModelJUnit

The test length for the network testing can be very critical in such resource
constrained IoT environment. The experiment 2 shows that simplified by state merging
can dramatically reduce the number of test case especially in case of greedy random
walk. It should be considered that how we can reduce the number of states by simplifying
the state machine from OPNET model. The simplified version of state machine model
can be also verified by putting & executing it in OPNET modeler. The effect of merged
states can be monitored by the simulation result of OPNET. This can be a reciprocal
way for an efficient test case generation and network simulation.
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100. ACK SEND

Go_ACK SEND

Go_PEND SEND,

Go_IFS

Go_IDLE

Go_IDLE

Fig. 6. The Simplified State Machine of network layer for ModelJUnit

4 Conclusions

The IoT normally has hundreds or thousands of sensor nodes and battery constraints in
case of outdoor field test. Therefore, it is necessary to efficient testing method for the
IoT. In addition, it is necessary to consider a network layer operation which is useful
for dynamics caused by mobility, failures, and overlay modes of IoTs.

For the State Machine based testing of IoT protocol, ModelJUnit tool and OPNET
ZigBee model are used. The tool generated the test cases by using OPNET network layer
state machine model. By the result of these experiments, we realized that the test cases
can be generated by using the state machine model of OPNET. Because the number of
test length could be rapidly increased in proportion to the number of state machine, a
simplification of FSM is necessary. The effect of merged states can be checked & moni-
tored by simulating the simplified model in OPNET.

The more various test case generation experiment is also necessary for verification
of the network layer design. The ModelJUnit has many benefits as a tool of State
Machine based test case generation. We have used transition-tour test generation algo-
rithm by the tool, but it doesn’t support other test sequence generation methods [8, 9].
The study about overcoming above weaknesses also should be done in the future.
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Abstract. This paper proposed a novel secure localization algorithm based on
confidence constraint for Underwater Wireless Sensor Networks (UWSNSs). In
recent years, UWSNs have attracted a rapidly growing interest from ocean battle-
field surveillance. As essential technology, secure localization is crucial to the
location-based applications. However, the localization process has been restricted
by the adverse battlefield environments, e.g. the confidence problem of reference
nodes and information due to disturbances or attacks, which lead to obvious
degradation of localization security and accuracy. To solve this issue, we trans-
formed the secure localization into a confidence constraint satisfaction problem.
Zero-sum game method has been utilized to deal with the confidence problem of
reference information. Simulation results show that our algorithm is an effective
and efficient approach to localization for UWSNs.

Keywords: UWSNSs - Localization - Security - Confidence constraint

1 Introduction

During the last few years, there has been a rapidly growing interest in Underwater
Wireless Sensor Networks (UWSNs), which brought us a new way to sense and monitor
the adverse battlefield environments [1]. As an essential technology, the localization
performance significantly affects the location-based applications. In complex ocean
battlefield, several kinds of adverse factors would lead to obvious degradation of local-
ization security and accuracy [2], e.g. the potential malicious attacks, the unreliable
reference nodes and reference information, etc. Extensive research has been conducted
in this interesting area [3—5]. Therein, Alfao et al. considered the security of localization
under limited trust anchor nodes [4]. It introduced three algorithms to enable the sensor
nodes to determine their positions. But it would fail when the malicious anchor nodes
are in colluding condition. Chen et al. proposed to make each locator build a conflicting-
set and then the sensor can use all conflicting sets of its neighboring locators to exclude
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incorrect distance measurements of its neighboring locators [5]. However, the limitation
of the scheme is that it only works properly when the system has no packet loss.

Actually, the substantial reason of the above problem is that the localization has been
restricted by confidence constraint of reference information. Therefore, a novel secure
localization algorithm based on confidence constraint has been proposed. We trans-
formed the secure localization problem into a confidence constraint satisfaction problem
(CSP) [6]. A confidence CSP, i.e. the determination problem of secure localization, has
been defined by a constraint contractor C, with an interval domain [x]. Then, the local-
ization issues will be tackled in a constraint CSP framework.

2 Confidence Constraint Based Secure Localization Algorithm

2.1 Confidence Constraint of Reference Nodes

In this phase, our primary objective is to find out which anchor nodes should be employed
as reference nodes so that the utilization in localization is secure. To deal with the
problem, zero-sum game method will be employed [7].

Formulate game domain. Firstly, the ordinary node N, initiates an inviting request to its
neighbor or multi-hop anchor nodes, namely set X. If the anchors in X are overcom-
mitted, they respond the abandoning ACK to N;. Otherwise, the nodes respond the
joining ACK. Then the local game domain of node N; is created, and the anchors with
joining ACK will become the game players. As a game player, there are two
actions <keep, reject> to enforce for N;. Assume that the UWSN is composed by 7 nodes
and m game domains acting on it. Note that the m game domains could co-exist over the
network so that the game-plays could be calculated in the concurrent way.

Calculate cost functions. The node N; announces the localization information to all the

players. Then, each player in the local game domain receiving the announcement calcu-
lates its cost function [8]. The cost function of game domain k is given by

t,
JH(t,x, ") =/[Lk(t,x,uk)dt+5”k<x};), 1<k<m 1)
t

with the running cost function

Lk(t’ X, uk) _ Z Ci(”i) _ Z Z [ai‘je—efj ()c,_,,A —x,_,,A) _aije—a’f, (%, —x,.,.,,)] @)

i€V, i€V, J€EVy

where x; describes the running states of N, u* describe the control vectors of group &, V;

is the node set and ¥* is the terminal cost function. ¢; is control cost function of node

—0* . . —af . . .
Ni. a;;e " are attack payoffs running functions and g, ;e " are information loss running
functions of node N; to N;.
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Play game and make decision. At the first time of the play, all players make their action
based on their payoffs, i.e. if the payoff is positive, broadcasting a ‘keep’ message to all
players, or else broadcasting ‘reject’. All localization groups wish to maximize their
payoffs, i.e. minimize the respective cost functions. Let group k’s admissible control set
be u*. As the game repeats, the admissible control combination, i.e. the actions of game-
play, can be denoted as a Nash equilibrium solution if it satisfies:

JH0,x,u*) <JHO,x, (0lk)), 1<k<m 3)

On this basis, the ordinary node can adopt the players with ‘keep’ as the reference
anchors, and then broadcasts a message to all players to dismiss the game domain.

2.2 Confidence Constraint Satisfaction Problem

Solving the confidence CSP in an interval analysis approach consists of finding the
intersection that contains all possible solutions. The set of the intervals regarding to
ordinary node N; actually is the set of the constraints f;,f,, -+ , f;- The location of node

N, can be described by X; = [x;, y;, z]". The distance from X, to X; can be denoted by
¢l = [C = ¢ :’] Consider the intersection of two intervals ¢’ and ¢’ it can be computed
by ¢! n¢l = [max{¢!T, ¢}, min{¢!F, ¢+ ] The admissible solutions of node X, can

ul ul’ ul ? Pu
k

be rewritten as F, = ) {C el = [éj ¢ ;f] } Regarding the coordinates of all sub-
i=1

boxes’ centers as samples of X,,, we can get a sample set F, = {@1, 0,,-,0, }, and the

centre of ®, can be found by {* = ({~ + {*)/2. Then the optimum point estimate, i.e.
the desired coordinates of ordinary node X, can be obtained by

k
W, = arngin Z{ (||C: - W,-||2 - dui)z.

3 Performance Evaluation

In our simulation experiments, 400 nodes with adjustable transmission range R are
randomly distributed in a 3000 x 3000 x 200 region. For comparison with classical
approaches relying on secure hypotheses, different effective reference anchor percen-
tages are considered in our simulation by varying the malicious nodes percent. More-
over, the DV-distance localization scheme has been simulated for comparison.

Figure 1 shows the accuracy comparisons with different anchors. When we varied
the effective anchor percentage from 4% to 12%, i.e. the number of effective anchor
nodes varying from 16 to 48, the localization error decreased by 50%. However, the DV-
distance scheme only decreased by 25%, when the network connectivity is 9 and the
malicious nodes percent is 5%. This suggests that our scheme can achieve higher local-
ization accuracy and security in same malicious nodes percentage.
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14k ........... —e— Our scheme(normal)
: —b—DV-distance(5% malicious nodes )

12p =& - Our scheme(5% malicious nodes) [l
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Average Localization Error
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!
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Fig. 1. Average localization error vs. anchor number

Conclusion. Proposed is a novel confidence constraint based secure localization algo-
rithm. The advantage of our framework is that both the malicious nodes and the reference
information can be treated as information uncertainty and casted into game process.
Simulation results show that it is an effective and efficient approach.
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Generating Time Series Simulation Dataset Derived from
Dynamic Time-Varying Bayesian Network

Garam Lee, Hyunjin Lee, and Kyung-Ah Sohn™”

Department of Software and Computer Engineering, Ajou University, Suwon-si, South Korea
kasohn@ajou.ac.kr

Abstract. Numerous network inference models have been developed for under-
standing genetic regulatory mechanisms such as gene transcription and protein
synthesis. Dynamic Bayesian network effectively represent the causal relation-
ship between genes and gene and protein. Modern approaches employ single
multivariate gene expression data set to estimate time varying dynamic Bayesian
network. However, evaluating inferred time varying network is infeasible due to
the absence of known gold standards. In this paper, the simulation model for time
series gene expression level under certain network structure is proposed. The
network can be used for assessing inferred data which is estimated based on
simulated gene expression data.

Keywords: Time series data - Dynamic Bayesian network - Simulation study

1 Introduction

For the past decades, numerous network inference methods have been developed to
model underlying genetic regulatory mechanisms such as gene transcription and protein
synthesis. The main focus of network inference is on investigating the interactions
between genes, and attempt to build descriptive models for understanding complex
system. For representing causal relationship dynamic Bayesian network (DBN) is one
of well-known probabilistic graphical models. While in static Bayesian network the
topology of network is fixed [1-3], dynamic Bayesian network is particularly well suited
to tackle the stochastic nature of gene regulation and gene expression measurement [4],
thus has been widely used for its ability to recover the underlying genetic regulatory
network [5]. With development of time series gene experimental expression data esti-
mating time-varying DBN has became feasible. In [4], DBN is inferred based on a
penalized likelihood maximization implemented through an extended version of EM
algorithm. Also, [6] proposed temporally rewiring networks for capturing the dynamic
causal influences between covariates. For estimation, kernel reweighted L -regularized
auto-regressive procedure is applied.

However, there has been a challenging problem due to the infeasibility to evaluate
inferred time-varying Bayesian network. Tranditionally, network inference model has
been assessed by comparing predicted genetic regulatory interactions with those known
from the biological literature [7]. This approach is controversial due to the absence of
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known gold standards, which renders the estimation of the sensitivity and specificity,
that is, the true and false detection rate, unreliable and difficult.

Rare attempts to generate simulated gene expression data have been developed. In
[8], author proposes simulation model for biological system to try on inferred DBN
resulted from the simulated gene expression data. [7] develops simulated gene expres-
sion data from a realistic biological network involving DNAs, mRNAs, inactive protein
monomers and active protein dimers.

Modern approaches such as [6, 9, 10] make an assumption to fully utilize time series
dataset: underlying network structure are sparse, vary smoothly across time, and models
first-order Markovian. From the assumption, it is derived that temporally adjancent
networks are likely to share common edges than temporally distal networks. This
assumption makes it possible to reconstruct time varying network with single multi-
variate time series data. Inituitively, inferred network resulted from time series gene
expression data which is generated from underlying network based on the assumption
should be maximally equivalent to the underlying network. In other words, time-varying
network made up based on the assumption gives upperbound of performance of network
inference model in which gene expression data is generated from the underlying
network. Therefore, in this paper totally different approach is used for assessing time
varying dynamic Bayesian network. First, time varying network is built, and time series
dataset is generated from the network. Then the simulated dataset can be used for meas-
uring the performance of methodologies of which their assumption is based on first-
order Markovian model.

2 Method

2.1 Preliminaries

Models describing a stochastic temporal processes can be naturally represented as
dynamic Bayesian networks [11]. As defined in [6], taking the transcriptional regulation

T
of gene expression as an example, let X' := (X;, X ) € R”be a vector representing
P

the expression levels of p genes at time t, a stochastic dynamic process can be modeled
by a “first-order Markovian transition model” p(X‘|X"~"), which defines the probabilistic
distribution of gene expression at time t given those at time t — 1. Under this assumption,
likelihood of the observed expression levels of these genes over a time series of T steps
can be expressed as:

T T p
p(X', . XT) =p(X") [Tr(x'1x™") = p(x") [T T T xi1X5 1, (1)
=2 =2 i=1

where m, is the set of genes specifying the gene i, and the transition model p(X‘|X*"!)
factors over individual genes. Each p(X; |X;I )can be viewed as a regulatory gate function
that takes multiple covariates and produce a single response. A simple form of the tran-
sition model p(X*|X* ') in a DBN is a linear dynamic model:
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X'=A-X"+e, e~N(0,6%), 2)

where A is a matrix of coefficients relating the expressions at time t — 1 to those of the

next time point, and € is a vector of isotropic zero mean Gaussian noise with variance
2

o~

Our simulator generates time-series gene expression dataset under assumption (2):

X=apx ™ + o Z px +e, e~ N(0,6°),

=

3

where x! is i-th gene expression level at time point t, and «, is the parameter to regulate
the influence of the target gene expression level at previous time point on one at time
point t. §; is the degree of association that affects gene expression level at target time
point. Finally, expression level of each gene at a time point is generated with a noise
with 0 mean, and o2 variance.

At network building stage, a set of genes is grouped to generate gene expression data
based on the group in which a gene is belongs to only one group. Group is made to make
it possible to activate associations in the group at the same time. To represent temporal
interaction between genes, degree of activation of group is varying over time, and
multiple groups are activated at different time point for different time periods. The
example of interaction variation is illustrated in Fig. 1.

B.o T o
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\
B o e
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Fig. 1. The examples for variation of interactions possibly appeared in underlying network. g,
is the interaction between gene a and b. It is smoothly increased and decreased in activation over
time periods. B, repeats to be activated spontaneously.

2.2 Algorithm

The algorithm takes parameters the number of genes n, the number of time points m,
target influence parameter o,. And it produces time varying network and time series gene
expression data over m time points, and group information of each gene.
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At the first stage, time varying Bayesian network is built from line 2 to 5. Then gene
expression level is generated based on underlying network structure. At line 2, each
node belongs to a group, and their interactions within the group are randomly set at line
3. Finally, activation period of each group is set randomly.

At second stage, time series gene expression data is generated. The expression levels
of genes at initial time point are randomly set ranging from 0.3 to 1. X' [/] means gene
expression level of j-th gene at time point t, and G[i, j] is group number of interaction
between i-th gene and j-th gene. Activation period and degree of activation are contained
in the matrix glnfo whose row represents group, and first column for the starting point
of activation, and second column for ending point of activation, and third column for

degree of activation.
Input #gene n, #time points m, target influence parameter g
Output time varying networks {A*, A2, ..., A™}, time series gene expression data {X*, X?, ... X™},
group sets {Gy, Gy, ... }

1 Begin
2 Randomly initialize X*
3 Randomly initialize group matrix G
4 Randomly initialize beta coefficient matrix B
5 Randomly initialize group activation periods glnpo
6 fori=1..mdo
7 forj=1...ndo
8 fork=1.ndo
9 if G[kj] is not 0 and ginfo[G[kj],1] <i < ginfo[G[k,],2]
10 if k equals to i, then X'[j] = X![j] + (1 — ginfo[G[k,j],3]) - X" [k]
11 else X'[j] = X'[j] + gInfo[G[k,j1,3] - X*"*[k] - B[k, j]
12 Else
13 if k equals to i, then X'[j]= X'[j] + ay - X' [K]
14 else X{[j] = X'[j]+ a; - X"'[j]- B[k, j]
15 End for
16 Xi=X'+e
17 End for
18 End for
19 End

Algorithm 1 The procedure generates time series gene expression data, underlying
time varying network, and group information of nodes on input the number of nodes
n, the number of time points m, and target influence parameter o

3 Result

This section shows the procedure of parameter optimization to generate gene expression
level smoothly varying over time. The parameter «, is optimized to generate smooth
gene expression levels.

First, we attempted to generate small number of genes’ simulated data. As shown in
Fig. 2, gene expression level grows up to infinity as time increased because the number
of genes having influence on target gene is large. As parameter n is increased, the
expression level of target gene is not smoothly varying over time because the target gene
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affected by its associated gene is changed drastically. It leads us to attempting second
experiment with regulation of parameter «,. The configuration of setting target influence
parameter to .9 generates gene expression level as shown in Fig. 3.
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Fig. 2. This is expression level of a gene from 20 genes nodes. The initial expression level is set
ranging from O to 1

Fig. 3. Two examples among 20 genes. The expression level at initial time point is set ranging
from O to 1. And target influence parameter « is set to 0.9

In third experiment, network is built based on group. The associations between genes
only appeared in group. Figure 4 illustrates simulation data generated from the group
setting. Without setting target influence parameter a;, gene expression level does not
look smooth across time.
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Fig. 4. Gene expression data generated from group setting. The gene expression level at initial
time point is set randomly ranging from O to 1.

Finally, we investigate how to set a,, to generate smooth time series gene expression
data set as the number of nodes increases. The Figs. 5, 6, and 7 illustrates smooth gene
expression levels.

time: lime

Fig. 5. Gene expression level resulted from setting «, to 0.8 and 0.9 for left and right figure
respectively. The number of genes is 32.

expressionevel

time time

Fig. 6. Gene expression level resulted from setting a, to 0.9 and 0.95 for left and right figure
respectively. The number of genes is 64.
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Fig. 7. Gene expression level resulted from setting a, to 0.9 and 0.95 for left and right figure
respectively. The number of genes is 128.

4 Conclusion

Traditionally, network inference model has been assessed by comparing inferred
network with associations between genes known from the biological literature. This
approach is infeasible to measure false detection rate. In this paper, we propose a simu-
lation model for the use of assessing network inference algorithm. The proposed simu-
lator generates time varying Bayesian network, time series gene expression data resulted
from the network, and group information of genes. For generating gene expression level
smoothly varying across time, target influence parameter has been optimized. The simu-
lated dataset can be used to evaluate network inference algorithms in which smoothness
of temporal process is assumed. As future work, simulation model for imitating genetic
regulatory system can be developed. Currently, gene expression level is affected only
by expression level at previous time point. However, in genetic regulatory system, gene
expression level can also be affected by protein. Simulation model that attempts to reflect
real regulatory system can be widely used to evaluate network inference model under
various network structure.
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Abstract. One of the main components of the smart grid is advanced metering
infrastructure, which is responsible for delivering, concentrating and analyzing
energy usage data. For an advanced metering infrastructure should cover extensive
area like a city or a province, if organizing systems and lines were inadvertently
chosen or their structure were not properly configured, they would generate huge
waste of various resource or cause great damage to system itself. That’s why the
simulation tool for large scale advanced metering infrastructure network is needed.
In this paper, we defined requirements of advanced metering infrastructure network
simulator useful for choosing proper system spec in given advanced metering infra-
structure network topology, and proposed simulator designed to follow these require-
ments. The core engine of simulator is NS-2 but original NS-2 was modified to
match our goal of simulation. Several tests were performed to evaluate if the
performance of a node properly have an effect on simulation result, and to evaluate
accuracy of capability usage degree calculation performed by simulator. These tests
show that proposed simulator is available for practical use.

Keywords: Smart grid - AMI - Simulator - NS-2

1 Introduction

One of the main components of the smart grid is Advanced Metering Infrastructure
(AMI), which is responsible for delivering, concentrating and analyzing energy usage
data. Because an AMI should cover extensive area like a city or a province, if organizing
systems and lines were inadvertently chosen or their structure were not properly config-
ured, they would generate huge waste of various resource or cause great damage to
system itself. That’s why the simulation tool for large scale AMI network is needed.

In this paper, we describe the design of AMI Simulator (AMI-SIM), which is useful
for finding out proper system specifications, numbers, and configuration in given AMI
network topology. The core of AMI-SIM is NS-2, but we modified it to follow the
requirements we have preliminarily drawn up.

This paper is organized as follows. The Sect. 2 introduces general AMI network
configuration and operations. The Sect. 3 presents the architecture of proposed AMI
network simulator. In this section, we introduce the design of core engine and
analyzer module of the simulator. In the Sect. 4, we execute AMI-SIM under several
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conditions, and evaluate if AMI-SIM is valid for practical use. Finally, we conclude
this paper in the Sect. 5.

2

AMI Network Architecture

General AMI network configuration is as shown in Fig. 1. It has a hierarchical structure
like tree, in which the MDMS is root node, and Smart Meters are leaf nodes.

=
SFes
= Ny
P T e e
W ANEH
. @ .
MDMS : 2 CE|
=
SWES
Smart
ADCS| | FEP DCU | | Meter |

Fig. 1. AMI Network Configuration

AMI network operations are classified into 5 task groups: periodic task group, non-

periodic task group, SM configuration task group, DCU/TR configuration and get-status
task group, background task group. Periodic task group is for collecting metering data
or Load Profile (LP) data from smart meters. The other task groups are activated only
at the needed moment, for specified nodes. Therefore, periodic task group generates so
much far heavier, more consistent data traffic than the other task groups. Periodic tasks
take following steps.

1.

2.

3

An ADCS sets up task start time of periodic tasks, and notify the task start time to
each DCUs in its control domain.

A DCU starts collecting metering data at the time notified by ADCS. These tasks
are performed by DLMS/COSEM protocol.

The DCU makes connection to one of smart meters and requests it to send metering
data.

Then the smart meter would send requested data.

The DCU continues 2 and 3 for the other smart meters until it receives all metering
data from all smart meters in its control domain.

The DCU sends collected metering data to ADCS by SCMP protocol at the prede-
fined time.

The Design of AMI Network Simulator

This section presents the architecture of proposed AMI network simulator, and then, the
design of core engine and analyzer module of the simulator.
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3.1 The Architecture of AMI Network Simulator

Overall architecture of AMI-SIM is as shown in Fig. 2. Users can access the simulator
via web browser anywhere.
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Web Ul Simulator

Configuration 2 | Configuration
= Manager
o
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Generation S || TCL || Simulator
: : 8 Generator Core
Simulation .= Engine
Execution E
5 :
Result Veiw O [ Analizer

Fig. 2. AMI-SIM Architecture

Web Ul provides interface for real simulator. A user can configure nodes and topol-
ogies of AMI network in detail, execute simulation, view simulation results with Web
UL Configuration manger provides store, modification, deletion of configuration infor-
mation. Tool Command Language (TCL) generation module makes a TCL file for NS-2
simulation with given configuration information. Analyzer generates result using trace
data after simulation, and reports it to user. Simulator core engine takes a TCL file for
input, executes simulation, and generates several trace files for output. The simulator
core engine is modified NS-2 simulator.

This paper focuses on the design of simulator core, its trace data and how to
analyze it.

3.2 The Design of Simulator Core Engine

The NS-2 simulator includes many features for network protocol simulation, but it
focuses on protocol and links, so it does not provide mechanism to make delay generated
by producing data reflect system performances. Therefore it is inevitable to modify
design of NS-2 node.

Typical design of NS-2 node is as shown in (a), Fig. 3. NS-2 does not provide mech-
anism to make delay generated by producing data reflect system performances. Also, it
does not generate trace data necessary for our requirements. Finally, there’s no object,
in which AMI specified protocols are implemented in NS-2.

Modified NS-2 node design is as shown in (b), Fig. 3. New objects added to NS-2
node are as follows.

e AMI_Traffic Object: AMI_Traffic object generates trace data for total traffic, peak
traffic, peak buffer, average buffer.

e Object for NIC: To apply performance and capacity of network interface on each
AMI system to simulation, NIC_Queue and AMI_NIC objects are added to NS-2
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(a) Original NS-2 Node (b) Modified NS-2 Node

Fig. 3. Original NS-2 Node Configuration and Modified NS-2 Node Configuration

node. NIC_Queue is designed to act as real NIC buffer. AMI_NIC adds simulation
time according to NIC’s performance.

Objects for network protocol: AMI system uses typical protocol for transport layer
or lower layer. TCP, UDP can be used for MDMS-ADCS and ADCS-DCU commu-
nication. Zigbee, PLC can be used for DCU-Smart meter communication. AMI-SIM
offers all of them as an AMI_Trans object.

Objects for application layer protocol: In AMI system, several task applications
and protocols for several sections are used. AMI-SIM offers these as an AMI_app
object.

Objects for system processor and memory: In a real world, each specific job for a
task in a node waits ‘during some time interval’ in a buffer for its turn, and when its
turn comes, the job is processed by a processor ‘during some time interval’. In AMI-
SIM nodes, AMI_Processor object calculates delay of a job in a processor, and
Processor_Queue calculates wait time of a job in a memory. They periodically report
the calculated data to AMI_Report object.

3.3 The Design of Analyzer

The analyzer calculates CUD(Capability Usage Degree) of each node given simulation
scenario, using trace data. In this paper, the term CUD defined as following meaning.
If a system’s CUD value is too high, the system performance or capacity is too low to
process all AMI traffic. On the contrary, if a system’s CUD value is too low, the system
performance or capacity is too high.

There are two kind of CUD for MDMS, ADCS, FEP. One is CUDp (Processing

CUD), and the other is CUDy; (Memory CUD). CUDp gives us the information about
permanent availability of the node. If we represent amount of traffic processed per second
as R,,,,rand amount of incoming traffic as R,,,, CUDp s calculated as following equation.
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CUDP = 100- (Rtraf/Rperf) (1)

If CUDg is lower than 80, the node is decided to be stable traffic processing perform-
ance. If the value is higher than 100, it is assumed that data loss will occur when the
memory is full.

CUDy, gives us the information about temporary availability in the case of traffic
congestion. If we represent maximum usage of buffer as B,,,, and memory size as M,
CUD,, is calculated as following equation.

CUDp = 100 - (B, + R, ,)/M )

CUD for DCU, CUDpy tells us if a DCU collected metering data from all smart
meter of its control domain during predefined time interval. If we represent finish time
of task as Ty, start time of task as Ty, number of smart meter as N, and average
collecting time for a meter as T,, CUDpy is calculated as following equation.

Temp, = Tzf - T, 3)
Tempdt = Tta : Nmeter (4)
CDUp¢y, = 100 - Temp,, [ Temp, )

4 Performance Evaluation

In this section, we execute AMI-SIM under several conditions, and evaluate if AMI-
SIM is valid for practical use. Tests are classified in 2 categories - selective handicapped
node test and CUD calculation test.

4.1 Selective Handicapped Node Test

In this test, we choose a node as ‘handicap’ in AMI network topology, and configure
that node to have very low performance. The primary goal of this test is to evaluate if
the performance of a node properly have an effect on simulation result. AMI network

Fig. 4. AMI network topology for T-H test
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topology for the simulation is as shown in Fig. 4. For each test, we choose a handicapped
node and set up system performance as shown in Table 1.

Table 1. Common trace factors for each node

Test ID | Handicapped system | CPU performance (tpmC) | Memory size | NIC bandwidth
T-H1 |MDMS 10000 128 MB 1024 Mbps
T-H2 | ADCS 10000 128 MB 1024 Mbps
T-H3 |FEP 65543 1 MB 1024 Mbps

Figure 5 is simulation result views of test T-H1, T-H2 and T-H3, respectively. Each

test shows expected result and demonstrates that system performance properly affect to
simulation result.

CEENEES SN [ Processing CUD

Memory CUD

<Simulation result analysis view of MDMS for T-H1> <Simulation result analysis view of ADCIS for T-H2>

Processing CUD
Memory CUD

FIE IR I I I I O 2 O

<Simulation result analysis view of MDMS for T-H3>

Fig. 5. Simulation result analysis view for TH-1, TH-2 and TH-3

4.2 CUD Calculation Test

The goal of this test is to evaluate accuracy of CUD calculation performed by AMI-SIM.
In this test, firstly set up general AMI network topology, and then perform several

Fig. 6. AMI network topology for T-PS test
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consecutive simulations steadily increasing the number of smart meters. AMI network
topology for simulation is as shown in Fig. 6.

In each test, we set up the same topology and the same system performance as
Table 2, and change number of smart meters and DCUs only as shown in Table 3.
Figure 7 is simulation result views of test T-PS1, T-PS2, T-PS3, and T-PS4 respectively.
These results show CUD calculation is quite reasonable.

Table 2. System performance setting for T-PS Test

Test ID | System CPU performance (tpmC) | Memory size | NIC bandwidth
All MDMS 360014 512 MB 1024 Mbps
ADCS 108435 512 MB 1024 Mbps
FEP 108435 64 MB 1024 Mbps
DCU 108435 64 MB 24 Mbps
Meter - - 24 Mbps

Table 3. Number of DCUs and smart meter T-PS Test

Test ID | Number of DCUs Number of smart meters
T-PS1 240 8400
T-PS2 480 16800
T-PS3 720 25200
T-PS4 960 33600
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Fig. 7. Simulation result analysis view for T-PS1, T-PS2, T-PS3 and T-PS4
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5 Conclusion

In this paper, we defined requirements of AMI network simulator useful for choosing
proper system spec in given AMI network topology, and proposed AMI-SIM designed
to follow these requirements. The core engine of AMI-SIM is NS-2 but original NS-2
was modified to match our goal of simulation. AMI-SIM needs several trace data, for
example, peak traffic rate, but original NS-2 does not provide such trace. Additionally,
original NS-2 focuses on protocol and links, so it does not provide mechanism to make
delay generated by producing data reflect system performances.

Several tests were performed to evaluate if the performance of a node properly have
an effect on simulation result, and to evaluate accuracy of CUD calculation performed
by AMI-SIM. These tests show that AMI-SIM is available for practical use. However
more tests for evaluating various aspects such as availability, accuracy and practicality
are necessary in the future.
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Abstract. The Compute Aggregate model used to model Map Reduce does not
allow for dynamic node reordering once a job has started, assumes homogenous
nodes and a balanced tree layout. We introduce heterogeneous nodes into the tree
structure, thereby causing unbalanced trees. Finally, we present a new program-
ming abstraction to allow for dynamic tree balancing.
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1 Introduction

Map Reduce [1] has been the dominant programming paradigm for building big data
systems with Open Source projects like Hadoop [2] and Spark [3] built on its founda-
tions. Map and Reduce can be abstracted as a Compute and Aggregate Model and
subsequently, this allows optimizing performance by optimizing the underlying node
structure to perform the aggregation [4]. These assume homogenous nodes and other
assumptions (Sect. 2).

A big data system that requires scaling cannot have access to an unlimited number
homogenous nodes. At some point, machines of different configurations and processing
power will have to come into play.

The contributions of this paper are

o We extend the compute-aggregate model to take in account heterogeneous nodes and
demonstrate its effects to the prevailing time complexity model (Sect. 3.2)

e We will demonstrate that heterogeneous nodes in the compute-aggregate model
results in an unbalanced tree and articulate the conditions when this occurs (Sect. 3.3)

e We propose a new abstraction called Lambda-AVL-Tree Node (LATNODE) to
represent a big data computation. This abstraction is used to overlay the compute-
aggregate model (Sect. 4)

o We also demonstrate how a compute aggregate job can be expressed in LATNODE
(Sect. 4).

© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9_9
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2 Background and Related Works

Several works relating to trees with processor nodes discuss load balancing [5] and
parallelization [6] but these are for more general workloads. In addition, a later work on
merge trees present a new data structure to take advantage of multi-core machines [7]
but also not specific to Map Reduce.

With the advent of cloud computing services like Amazon Web Services and Google
Cloud Platform, data processing does not have to be tied to a particular machine. In
addition to a physical machine (single-core and multi-core), a unit of compute can also
be located in (1) a virtual machine, (2) a container, or (3) a serverless cloud function.

Representing a Big Data Job as a tree is a useful abstraction method to model a
cluster’s time complexity regardless of the implementation of (1) the big data cluster,
(2) each individual node’s geolocation or (3) unit of compute (Fig. 1).

RS R6

R1 R2 R3 R4

/NN /NN

M1 M2 M3 M4 M5 M6 M7 M8

Fig. 1. The current Compute Aggregate Model showing a Map Reduce job with a fan-in of 2
represented as a tree. M nodes denote mappers and R nodes denote reducers.

A study showed that the optimum-fan in for a compute aggregate job is 2 [4]. This
study also showed some techniques for performance optimization by optimizing the
underlying node structure to perform the aggregation. It assumes a number of conditions,
the most important of which are:

1. Homogenous nodes
2. Homogenous fan in at all nodes
3. Ignores complexity associated with communications

We will extend these works by introducing the idea of heterogeneous nodes running
some of the aggregate functions.
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3 Extending the Model

3.1 Existing Model (Base Case)

Consider a large dataset of tab separated values in this example showing the name and
car make for every person in London and we assume each line is a unit of data (Fig. 2).

001 John Smith London Toyota
002 Jenny Ross London Jaguar

Fig. 2. Sample Data in a text file formatted in tab separated values.

We denote the path taken by data flowing through the system during a compute
aggregate job, using the sequence notation {M1, R1, R5, R7} Referring to Fig. 1, data
entering Node M1, data flows from M1>R1>R5>R7, data entering Node M2 flows from
M2>R1>R5>R7 and so on.

We formalize these with some definition that will be used throughout this work
(Table 1).

Table 1. Notation used

Token Meaning Unit
MX An Element from a set consisting of [M1, M2, M3, M4, M5, M6,

M7, M8, R1, R2, R3, R4, RS, R6, R7] representing each node
ty Processing time taken at each node Seconds
tageregatcPath Processing time taken for each path Seconds
T Total time for the entire job to complete Seconds
Balance Factor | Height of right branch — Height of left branch Integer

Table 2. Timing Values with homogenous and heterogeneous nodes

Path

{M1, R1, R5,R7}
(M2, R1,R5, R7}
{M3, R2, R5,R7}
(M4, R2, RS, R7}
{M5, R3, R6, R7}
{M6, R3, R6, R7}
{M7, R4, R6, R7}
{M8, R4, R6, R7}

-

aggregatePath for 1 s per node (Homogenous Node)

B NSRS
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All possible paths are shown in the table below:
Assuming 1 unit of data inserted into each M Node, T is the sum of all t,ggregate-
Path = 32s.

3.2 Adding Heterogeneous Nodes

In the existing base case, all nodes are homogenous, we introduce heterogeneity by
swapping out any random node (we pick Node R6 for illustration). Adding several
assumptions for R6: (1) R6 takes 3t, to completely process 1 unit of data. Thus for each
path that passes through Node R6, takes a longer time than for those paths that do not
pass R6. Referring to Fig. 1, this changes the height of the right branch making the
balance factor of +2. Therefore causing the tree to be unbalanced.

All possible paths are shown in the table below (Table 3):

Table 3. Timing Values with homogenous and heterogeneous nodes

Path taggregatepatn fOT 1 S per tageregatcpatn if ONly node R6 | Balance factor

node (Homogenous takes 3 s (One

Node) heterogeneous Node)
{M1,R1,R5,R7} |4 4 0
{M2,R1,R5,R7} |4 4 0
{M3,R2,R5,R7} |4 4 0
{M4,R2,R5,R7} |4 4 0
{M5,R3,R6,R7} |4 6 +2
{M6, R3,R6,R7} |4 6 +2
{M7,R4,R6,R7} |4 6 +2
{MS8, R4, R6,R7} |4 6 +2

3.3 Results in an Unbalanced Tree

In this work, we define balance in a tree using time units as the tree height instead of
physical node count. We believe this to be valid due to the rise of cloud computing where
the physical topology is separate from its logical layout.

We see in Table 2 that just a single heterogeneous node in R6 results in the right
branch having a balance factor of +2. This tree then becomes unbalanced under the
constraints of an AVL tree and results in suboptimal job performance.

Naturally multiple permutations are possible if we use one or more heterogeneous
nodes.

To illustrate the effects of an unbalanced tree, we designed a simulator program
written in Python. Our choice of programming language is motivated by the need for
code simplicity over raw performance speed.

The simulator has several components

e A controller running a single event loop that controls data flow from one level of the
tree to the next
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e A starting ingestion queue for data that is read in from any data source such as Hadoop
Distributed File System

e A final collector node to collect all processed results.

e A drop queue, where all data units that exceeds the ingestion rate of the system is
place. Further compute & aggregation of this drop queue data is scheduled when
ingestion capacity is freed up. However, in this initial simulation, we will not discuss
in detail the impact of the drop queue.

3.4 Simulator Results

Referring to Fig. 1, we assume that the following data paths denoted by (Table 4)

Table 4. Tree Branches and corresponding data paths

Left branch Right branch

{M1,R1,R5,R7} | {M5,R3,R6,R7}
{M2,R1,R5,R7} | {M6,R3,R6,R7}
{M3,R2,R5,R7} | {M7,R4,R6,R7}
{M4,R2,R5,R7} | {M8,R4,R6,R7}

And that the ingestion queue sends in a burst of 1000 data units each into the left
branch and right branches.

Assuming the ingestion rate matches the capacity of the tree, both branches will
result in a total of 2000 data units in the starting queue and 2000 data units in the final
collector respectively.

However, when the tree is unbalanced by adding a slow node in the right branch,

and the slowness factor is defined as x times of the left branch, we have the following
chart (Fig. 3).

Data Loss Increases with greater tree
inbalance
1.500

1.000

0.500
0.000 =
1 2 3 4 5 6 7 8 9 10

Drop Ratio %

Slowdown Factor (x times)

e Drop Ratio

Fig. 3. Drop Ratio shows data that cannot be processed and sent to the drop queue.
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The chart showed that if slowness factor is 10 times, the amount of data units that is
sent to the drop queue is almost 45% of the data. This data has to be re-aggregated causing
a significant performance bottleneck.

4 Balancing the Tree

To balance a tree as we have defined, it is necessary to relook at the basic unit of
computation in a big data job. A Map Reduce job consists of mappers and reducers, both
are however merely functions with the following steps (1) taking an input,
(2) performing a computation, (3) presenting the output and (4) sending the output to
the next destination.

But this programming paradigm is one drawback, the output destination cannot be
changed once the job has started. In this case then, balancing the resulting tree structure
dynamically during runtime is not possible.

To achieve our aim of dynamic reallocation, we put forth a new abstraction called
Lambda-AVL-Tree Node (LATNODE) where each node is viewed as a single inde-
pendent function. We do not care about what the function is but merely model them as
having three other pieces of metadata, (1) running time for the function, (2) the substi-
tuted function and (3) the next destination.

We use Lambda Calculus to define each node as Ax.x 4+ y and each path as (Ax.x +y)
(Ax.x +y) (Ax.x +y) (Ax.x +y), In Lambda calculus, the x is substituted with another
expression or function, name or variable. We also represent the next destination with y
(Fig. 4).

var heightOfLeftBranch = x
var heightOfRightBranch =y

run event loop
if heightOfRightBranch — heightOfLeftBranch <=1
transfer data to RightBranch AND Left Branch
if heightOfRightBranch — heightOfLeftBranch <=2
transfer data from RIGHTBranchNode to LEFTBranchNode
iterate run event loop

Fig. 4. Simple pseudocode to balance the tree (for y < x)

5 Conclusion

This idea expressed in Lambda Calculus allows us to chain a series of functions into a
topology for a tree of nodes and allows dynamic reordering of the topology when each
individual data unit is passed through. The nodes also do not need to have the same
compute unit, allowing an extremely flexible big data topology.
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Abstract. Determination of the absolute geographical position has
become every day routine, using the Global Positioning System (GPS),
despite the prior existence of maps. However no equally universal solu-
tion has been developed for determining one’s location inside a building,
which is an equally relevant problem statement, for which GPS cannot
be used. Existing solutions usually involve additional infrastructure on
the end of the location provider, such as beacon installations or particu-
lar configurations of wireless access points. These solutions are generally
facilitated by additional native mobile applications on the client device,
which connect to this infrastructure. We are aware of such solutions, but
believe these to be lacking in simplicity. Our approach for indoor posi-
tioning alleviates the necessity for additional hardware by the provider,
and software installation by the user. We propose to determine the user’s
position inside a building using only a photo of the corridor visible to
the user, uploading it to a local positioning server, accessible using a
browser, which performs a classification of the photo based on a Neural
Network approach. Our results prove the feasibility of our approach. One
floor of the university’s building with partially very similar corridors has
been learned by a deep convolutional neural network. A person lost in
the building simply accesses the positioning server’s website and uploads
a photo of his current line of sight. The server responds by generating
and displaying a map of the building with the user’s current position and
current direction.

Keywords: Machine-learning - Scene analysis + Neural network - Indoor
positioning

1 Introduction

Global Positioning System (GPS) technology has reformed human life irre-
versably. In the past, a hypothetical argument could be made, that the potential
utility provided by GPS would be redundant and mundane, due to the existence
of countless landmarks and directional indicators, both natural and man-made,
especially in an outdoor environment. Moreover, the spatial and map-reading abil-
ities of human cognition would be a factor in such a criticism of GPS. However,
such a theory would seem quaint and receive no support today, simply due to the

© Springer Nature Singapore Pte Ltd. 2017
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popularity of GPS. This is highlighted by the blatant loss of directional sense,
a utility possessed by our ancestors, and also the comprehensive navigation fea-
tures inherent to every smartphone entering the marketplace today. Outdoors,
GPS can conveniently be used to locate the user’s position and show this posi-
tion on a map, along with the direction the user is heading, when using a state of
the art smartphone. One GPS application is sufficient for use in the whole world,
given that the right maps are available either online or offline by downloading the
maps for the location beforehand. Consider then, the problem of indoor naviga-
tion, where landmarks are few, corridors appear similar, wireless signal strengths
are variable, no natural heuristics of direction are prevalent and locational prox-
imity is no guarantee of reachability. As a result, one often finds oneself in the
position that one gets lost in a large unknown building, e.g. on a conference that
takes place in an unknown foreign university. Even having been handed a map
of the location, the map is not useful once the position on the map is lost and
unknown. Since the nomenclature of rooms is already logical and intuitive, and
the fact that easily accessible maps remain confusing to visitors, there exists a
demand for indoor localization support for very large buildings. Moreover, it may
be helpful to know the approximate duration of navigating inside the building,
as is attempted with information labels and signs by certain airports. In contrast
to the situation outdoors, there is no universal and easily usable indoor solution
available. Of course there exist numerous special solutions, relying on additional
hardware on the provider’s side and additional software and/or hardware on the
user’s side, which will be presented in the next section.

Our approach presents a simpler solution to the indoor positioning problem,
which needs no additional measures from the user side and minimal effort by
the location provider. It is noteworthy that no extra building-wide hardware is
required, in contrast to many other solutions (such as the use of ultra wide band
transmitters, for example). Our idea uses a human centered approach, based
on asking how a person to whom the building was familiar, an expert, would
navigate through the building. Such a person, positioned in an arbitrary place
in the building, would attempt to look to the left and right down a corridor and
then recognize some landmarks, to infer the position inside the building. In our
approach, the visual knowledge of a person’s sight is learned by a convolutional
neural network and stored on a web server. A user with an internet connection
can then use his smartphone to take a photo of his current sight, upload it to the
webserver with no additional software, just knowing the server’s address which
could be textual or accessible via QR Code at the entrance of the buildings. As
a result of the upload, the response of the server, after analyzing the image by
the neural network, consists of a map with the user’s location and the direction
the user is heading in. In case the image cannot be identified exactly, the server
requests a new image, which corresponds to a real expert looking in another
direction, when first facing an unknown corridor or just a corridor that looks
very similar to another place and cannot be identified exactly. Analogously, the
user of our system can ‘look’ into another direction and take a photo there, or
walk down to end of the corridor and look around for some more unique looking
places, corridors or landmarks.
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In this paper we will present the state of the art of indoor positioning systems
and then present the techniques we use for building our working prototype, which
show the feasibility and usability of our approach.

2 State of the Art

In the following section we review existing approaches for indoor positioning;:

— Active Badge Active Badge is one of the first localization systems, developed
by AT&T Cambridge'. This system is more a person tracking system rather
than an information system for the user. The system is based on locating
persons wearing an infrared badge which send signals in intervals, that are
detected by infrared sensors on the walls of the building [1,2].

— Active Bats Similarly Active Bats is a system locating ultra sonic impulses of
persons wearing a ultra sonic badge. Ultrasonic localization can be very exact,
when a signal can be detected from several sensors, in the range of centimeters
[1,3].

— Smart Floor Smart Floor has been developed from Georgia Tech? and recog-
nizes the stepping pattern of different persons to identify the persons and
their position. However this approach needs a lot of effort and costs on the
provider’s side [1,4].

— Easy Living Easy Living is a positioning system developed by Microsoft
Research.? The system is based on a scene analysis of the rooms by stereo
cameras. Based on empty rooms, the system can later detect the persons in
the room and their exact location. The system is more suitable for surveillance
purposes, and is expensive due to additional hardware installation everywhere
[1,5].

— RADAR RADAR is another system developed by Microsoft Research that
uses WLAN signals. Two versions exist that use lateration of WLAN signals
and scene analysis

— Cricket Cricket relies on ultrasonic similar to Active Bats. In contrast, the
senders are mounted on the wall and the receivers are mobile. Cricket has
been developed by MIT* and is a device that can be used as a sensor or
transmitter [1,3].

— Image Localization in Buildings The University of Berkeley has developed®
an image based localization system in buildings first completely scanning the
building using a data acquisition backpack consisting of a notebook, several
cameras and laser sensors. The data acquisition backpack scans the building
and constructs a complete 3D model by ray-tracing. Using a kd-tree for each

! AT&T Cambridge (http://www.cl.cam.ac.uk/research/dtg/attarchive/).
2 (http://www.gatech.edu/).

3 (http://research.microsoft.com/en-us/).

* Massachusetts Institute of Technology (http://web.mit.edu/).

5 (http://www.eecs.berkeley.edu/).
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picture features are stored. The features are detected by the SIFT® method.
SIFT is also used when an image is to be evaluated for localization. In the
kd-tree the node is searched which shows the most matching SIFT features.

In the second step the sensors of the smartphone are used to find the right ori-
entation of the input image, so that the output corresponds to the orientation

of the user.

3 Owur Approach to Indoor Positioning

One essential part of our approach is the learning of the
user’s view and relating the view to a position inside
the building. Several open source frameworks are avail-
able for this purpose and we decided to use the Com-
putational Network Toolkit (CNTK) from Microsoft
Research [6]. We use the framework together with a
high performance CUDA GPU, in our case an Nvidia
960 GTX [7]. In the following we describe the setup
of the convolutional neural network [8] used in our
approach. We describe the parameters concerning the
structure of the convolutional neural network, the prop-
erties of the trainings and test set, the structure of
the input and output of the neural network. The con-
volutional neural network has three convolutional lay-
ers and three pooling layers. After each convolutional
layer a pooling layer follows. In our feasibility study
we use four classes to be classified, thus the output
is calculated by a fully meshed layer with dimensions
1 x 1 x 4. The learning algorithm is stochastic gradient
descent, the pooling layers use the Max-pooling algo-
rithms. The activation function is based on the Recti-
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Fig.1. Simple App for
easy use of the frame-
work. In the upper part
the users view is seen
as the photo just taken,
below the map is shown
with users position.

fier Linear Unit. The neural network has been trained with picture data in form
of JPEG’s” The section of the building, for which the network was trained, con-
sists of four similar corridors which form a square. The training set photos were
views into the corridor, with variation in focus and direction of each view. The
views of the users are taken from the corners of the square. As can be noticed,
the corridors are very similar, which can be seen in the figures of two different
classes, for example Figs.2 and 3. The training sets include nine pictures for

each of the four positions and views.

The network expects a JPG file from the users smartphone. The size of the
picture varies due to different smartphones of the users, that might have primitive

6 Scale-invariant-feature-Transform. US 6711293B1, Method and apparatus for iden-
tifying scale invariant features in an image and use of same for locating an object in

an image.

" Norm ISO/TEC 10918-1, describing methods for picture compression. The Joint Pho-
tographic Experts Group developed the algorithm, thus the name JPEG.
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Fig. 3. Training set class two, between corridor A and C

cameras or very good cameras in high end smartphone. However, the absolute
size of the picture does not matter, since each picture serving as input will be
scaled down to a small size that is needed for efficient deployment of the neural
network algorithm. During the training phase, each picture is labeled with the
class of the position. The output of the neural network is the number of the class,
the input picture has been assigned to. In our feasibility study, each position is
assigned to one of four classes. After the upload of the requested image on the
server, the input is classified and the result, the class, is written into a file. The
file is used afterwards in order to generate a map with the position of the users,
plus the direction, in which the user is heading.

4 Application

One main feature of our approach is the simplicity, by which we mean the min-
imal requirements on the user’s side, which is simply the URL of the position-
ing server in our case. For convenience, we also developed an application for
smartphones (App), which also is kept simple. The first view consists of three
buttons, “choose picture file”, “upload”, and “delete”, see Fig.1. “choose pic-
ture file” opens a menu where the user can choose to upload an existing image
or upload a freshly taken photo. (Fig.4). As soon as an image is chosen or the
photo is taken, the button “upload” initiates the process of the image recogni-
tion. The image is uploaded and classified, and as a result the webserver delivers
a map of the building in which the current position and orientation of the user
is included, corresponding to the results of the classification, see Fig. 1. “delete”
deletes the currently uploaded image, in case the classification delivers no sig-
nificant results. This case corresponds to the user looking in one direction, not
being able to identify the location, and thus looking into another direction. The
App is kept simple, the computation takes place on the server. This client just
uploads an image and receives a webpage with an image comprising of the map
and the position of the user. For the realisation of the server the Django frame-
work has been used. The web page is displayed as HTML, the functions have
been realized in Python.
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Django includes a Webserver, that has been implemented in Python, however
that webserver should only be used during the development phase. The server
is started simply on the commandline.

Note that Django is controlled by the file given in manage.py. The output
of the console is achieved by python manage.py runserver 0.0.0.0:80 The
page can be addressed after the start of the server as IP address of the webserver

The input of a request of a user is either the upload of a picture out of the
DCIM directory or a picture that is just taken by the integrated camera. Using
the button “upload” the picture is saved as Django-Modell Additionally the
Session-ID is saved for multiple users support.

5 Experiments

In order to efficiently gather the training material we
developed a workflow that makes it possible to walk
around all corridors of a building while recording a video
with a camera. Afterwards a script is used to select single
frames and group the extracted pictures. Here, some man-
ual work is need in order to have a grouping that reflects
the different positions and the respective image training
set. The images should be collected at different daytimes,

Aktion auswahlen

e ® so that day and night lighting is trained, as well as empty
fores ikane st corridors and corridors with persons. However, it turns
=) out that persons on pictures of the training set do not
improve the recognition results. It is better to learn the
. features of a position without the distraction of persons.

When people block some features in the recognition phase,
Fig. 4. Upload file or the net can still identify the remaining visible features for
take a photo the classification. People in the training set would bear

the danger that the net may try to learn features of the
persons, which would slow down the learning phase.

6 Results

We test our approach in a four level university building. we obtained 90 different
classes, corresponding to different positions in the building. We recorded 1500
images per class and used 1440 for the training and 60 for evaluation. Epoch
size was 512 minibatches and the size of each minibatch was 128. The training of
one epoch took nearly 7min. We conducted several experiments in order to gain
insights on the influence of the crucial parameters of the algorithm. First, we
studied the necessary size of the training set on the recognition success. Figure 5
shows the influence of the cardinality of the training set on the classification
success. The blue graph shows that the training set can be learned very well,
starting from 45 images per class (recognition rate 82.5%) to nearly 100% success
from 180 images per class on. The recognition rate of untrained images shows
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the same characteristics however on a lower level: starting from a recognition
rate around 75% up to nearly 85%.

In a second experiment we evaluated how many training epochs are needed
for an acceptable recognition success rate. As shown in Fig.6 32 to 64 training
epochs are enough to have a nearly perfect recognition of the trained images
(blue graph) and to reach the maximal possible recognition success on untrained
images, reaching nearly 90% (red graph).

When the system is used by real
users, probably many different cam-
eras will be used, with different res-
olutions and color characteristics of
the images. In order to evaluate this
influence on the efficiency of the app- Nexus
roach, we conducted several exper-
iments, with different cameras, and

Wiko
also with different users of different g Nexus

height and with different habits (e.g.
holding the phone, pointing the cam-
era to the view, etc.) As can be Fig.7. Classification success using different

observed in Fig.7, the camera used cameras. First row shows the cameras used
during the training performs best for training, second and third the recogni-
tion success using a certain camera in the

(green column). The yellow columns tost
show the results for different cameras
in the test phase, which were done in the setting as the training phase, concern-
ing lighting/time of day etc. A recognition success rate between 70 and 90% is
absolutely sufficient for our purposes, since the users can easily take a picture
from a more characteristic part of the building, in case the current image has
not been recognized correctly.

The red column shows the results for a camera that has not been used for
training and additionally, the tests were conducted in a different setting than
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the training. As one would expect, the success rate drops between 40 and 60%.
This rate is still somewhat decent, however the user experience is not up to par
any longer.

7 Conclusion

We presented an approach for an indoor positioning system relying on convolu-
tional neural networks. In contrast to other approaches, we rely on a user-centric,
simple and cost effective approach, with no need for additional hard- or software
on provider’s and user’s side and only little effort on provider’s side. The minimal
requirement is a smartphone that can take a photo of the user’s view and send
it to a webserver, that will return a web page showing an image with the plan
of the building including the user’s position and direction of view. Note that
our approach does not necessitate the installation of an ‘App’ (software) on the
user’s phone. Every other approach requires a special software on the device. Our
feasibility study was very promising, an extensive study of the successful appli-
cation has been done covering an entire building with four comprehensive levels.
In our future work, we will evaluate how to improve the recognition success rates
of different cameras. Furthermore, a navigation app currently is developed that
will guide the users to a destination.
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Abstract. Cloud computing users can use at the same time the same cloud
service. So, there is a need for having an access control mechanism to ensure that
each user cannot access any sensitive data of other users. Several access control
models have been proposed for cloud computing. However, these models need
to be efficient and scalable due to increased workload (e.g., users, policies, etc.)
in the cloud. This paper presents a role based access control model (RBAC) for
cloud computing based on naming convention (NC) concept. The WSLA speci-
fication language is used for SLAs specification. A naming convention role based
access control (NC-RBAC) is presented by modifying the standard RBAC to
support the NC. Then, the proposed framework is designed based on the
NC-RBAC to offer a simplified designed for the system administration of security
in a large institution where there are many users is challenging to control access
to resources. The proposed framework is implemented and its efficiency and
scalability are measured using an experiment study. The result shows that the
proposed framework provides an efficient and scalable access control for cloud
computing while provides an administrator with an efficient and simple search
method for classifying the cloud users.

1 Introduction

Most of the technology industries are rapidly deploying their applications to the cloud.
This deployment provides a low-cost and efficient IT operations for the organization
and even for the individual users. Cloud computing offer more usable access to the data
that should securely stored on the cloud provider servers. There are some concern about
being in the cloud which mean - in some sense - being more visible. Therefore, users
must guarantee that cloud vendors are taking the appropriate security requirements and
goals to protect their information. To achieve such a trust relationship, cloud providers
should insure that costumers’ critical information are accessible only to the authorized
users.

It is important to understand the concept of cloud computing before we look at role
base access control using naming convention. We can state that cloud computing where
clients get networked storage area and other computing assets. These services are

© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9_11
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rendered by the organization with the capability to store the large facts and figures in
their computing apparatus [1, 2].

The cloud deployments are not only including private or public model, there are also
can include community and hybrid models. The cloud services offer a usable and remote
access over the internet when users or an organization outsourced their storage space by
cloud providers [3].

The increased risks of cloud facilities compared to data centers call for more security
since private data is at risk. Since the clients of the cloud services may be competitors,
the risk of having one client accesses information of another client may result into huge
losses. It is the role of the cloud providers to ensure that this possibility of system break-
down and access to other user’s data platform is minimized.

Therefore, in all three access control models which include Role Based Access
Control (RBAC), Mandatory Access Control and Discretionary Access Control, users
and/or resources should be recognized by the end users as unique identifiers. The
dynamic deployment of those identifiers give the security administrators the ability to
manage privileges and authorizations easily [3].

The use of user control where users are assigned to resources and objects in the cloud
is not suitable. This is because cloud platform has millions of users who would like to
get access to resources. It will be almost impossible to manage each of the users. Hence,
the role base access control is the suitable method for cloud computing. This is because
a group of members who would like to access resources are specified based on their
roles in the system. Clustering the roles based on duties within an organization is the
best approach to manage the millions of users and resources [4].

The identifiers can be indicated using naming convention rule which is a pre-organ-
ized sequence of characters. This kind of sequences are frequently used in programming
to categorize variables, arguments fields in order to understand source code easily. So
the programmer assign an plausible naming convention rule for each data.

This paper will look at the security of cloud data by proposing a role based access
model based on the naming convention (NC) concept. The NC concept is used for
simplifying the access control processing and administration. Instead of processing the
entire user SLA, only NC is implemented to classify the users or even to evaluate their
request. Commons Lang tools are required for the implementation to process the string,
which represents the NC values. Moreover, the Document Object Model (DOM) is
considered for processing the XML-based documents such as WSLA, roles and polices.
The proposed work is implemented and an experiment study is used to evaluate its
efficiency and scalability.

This paper is structured as follow: The second section discusses the related works.
Section 3 by introduces the proposed framework. Section 4 discusses and evaluates the
proposed framework. The last section concludes the presented paper and recommends
some future works.
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2 Related Work

The cloud computing access control technical and organizational challenges were inves-
tigated by Darren Platt [5]. In [6], a policy language for semantic access control is
proposed. Urquhart [7] proposed the first attempt to control access on cloud computing.
This study presented what was called “The Cloud Computing Bill of Rights” which
includes some cloud computing authorization requirements. In [8], a trust management
model is presented where Kerberos authentication mechanism is used to authenticate
users in cloud environments. The trust management is applied for establishing a trusted
administration. As a weakness, the authentication process becomes a bottleneck when
dealing with a large number of users since the authentication scheme is based on the
Kerberos protocol where passwords migration is not automated process.

In [9], an access control framework is proposed in order to secure the distribution of
the multimedia contents in the cloud platforms. In this framework, only multimedia
content is considered. The new provided cloud services (SaaS, PaaS and laas) are not
investigated. This framework is centralized which means it cannot scale well in cloud
computing.

In [10], a fine-grained cloud computing access control that seems to be secure and
scalable is introduced. The content is encrypted to ensure the data security but the
encryption used here is not applicable for cloud computing services because it can only
guarantee the data confidentiality. The scalability here is also based on the key distri-
bution scheme used which is not sufficient for cloud computing scalability need.

In[11], an attribute-based and fine-grained access control model for cloud computing
is proposed. The same approach is used in [12]. A cloud based RBAC model has also
been used in [13].

The latest method in the literature used is a reference ontology which is an improve-
ment on the current models where users are replaced by specific policies with the role.
Role is defined as a named job function in the organization which describes the author-
izations and responsibilities given on the member of that role. The term permission
simply means granting access, authorization or privilege to the user [14]. Constrains is
conditions which return a value either positive or negative. This means the value is
acceptable or not. Session is also a term on the model and it is used to describe the
establishment of the sessions that by the users. Tenants can be assigned authority without
changing the access policies. There are two modules for the ontology role based access
control model. The first one if the real service module which offers tenants with different
kinds of services likes the e-commerce. The second module is the security check which
ensures that security if provided before the services are given to the tenants [15].

However, while our work is introducing NC concept for RBAC, it facilitate the
authentication management process among many tenants because it offer more mean-
ingful ontology reference for each user.
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3 The Proposed Framework

The proposed framework has two main modules as illustrated in (Fig. 1). These modules
are User Subscription Module (USM) and Cloud Controller Module (CCM). At the
beginning, the user submits his subscription request to the USM which then responses
with an appropriate Web Service Level Agreement (WSLA). The WSLA is used by this
research as it is the more widely used SLA specification language. After that and when-
ever required, the user can access his services through the CCM which controls the user
usage based on RBAC model. However, this research proposes a modified RBAC model
by integrating the naming convention (NC) with it and as will be presented later.

/ Proposed framwork \

User «/s“““V Subscription
Module
. b
rH»

3
*@q,,sy .
< Reg t Administrator
/Jn”‘\Ie
Cloud Controller
modules

Fig. 1. The general architecture of the proposed framework.

The following sub-sections present the above modules in more detail along with their
implementation and also starting with our presented and modified RBAC.

3.1 Naming Convention Using RBAC

This paper integrates the naming convention concept (NC) with the RBAC to propose
anaming convention based access control framework for cloud computing. The standard
RBAC [16], is chosen which has four main elements and four relation-sets (which are
Permission-assignment, User-assignment, Role-sessions and User-session). For naming
convention, each user NC combines some information such as user ID, country, city,
and roles. Although NC-RBAC has the same elements as the standard RBAC, the new
relation-set NC has been adjusted for the representing the user’s ontology reference. For
specifying the role and permission, the XML-based cloud policy language proposed in
[17] is used since this language also applied the RBAC to cloud computing. Thus, the
NC concept should be applied according to the cloud provider policies when assigning
roles to the users.

3.2 The User Subscription Module (USM)

The proposed framework is applied for cloud user subscription where the user related
roles are mapped to a WSLA template list to be retrieved with user WSLA. The user
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WSLA is then saved into a WSLA DB. The next step is to generate an NC for user from
his WSLA. The user NC is saved into the NC list.

The WSLA mapping just maps the user selected roles to a specific WSLA template.
Selecting the user roles as well as choosing the suitable WSLA template is outside this
research.

3.3 The Cloud Controller Module (CCM)

The second module in our proposed framework has four main components namely NC
evaluator, role evaluator, policy control and NC reporting. The NC evaluator receives
the user request (for example ID and password) and retrieves the required NC from the
NC list to find his ID, country, city and roles. The role evaluator searches for the access
control permissions related to the user’s roles listed in his NC. Finally, the policy control
finds the details of each user permission such as objects and operations.

Now, the administrator can use the NC reporting component to search for users. One
can search for the users inside the NC list, instead of searching inside the WSLA DB
which seems to need more time due to its size. The NC list component provides a list
of candidate naming convention from the existing ones to the user. The NC list includes
user name or ID, country, city, and roles. The proposed method utilizes “NC list” module
to compare the similarity of user’s NC with existing SLA database. The whole SLA data
that match user’s NC are collected in the NC list. Thus, user can refer to the list of their
related SLA database. On the other hand, if the user is totally new, then the user must
signup first to the cloud service.

Once NC sheet is generated then the roles data in NC Sheet is compared with Role
list of the cloud. It is performed to discover whether those roles are available on the
cloud provider or not. The proposed method needs only processing the NC list which is
actually is a sheet that supported by the cloud service and discard NC with unsupported
roles.

3.4 The Proposed Scenario

To implement a new security model for RBAC in the cloud, the cloud providers can
offer the ontology reference module that introduced on [13] instead of building the model
from the scratch. The cloud provider can employ NC-RBAC to deliver more efficient
and scalable roles assignments when the tenants searching for the suitable ontology
database. For example, when international information Technology Company decide to
employ the RBAC among all users in one consolidate database, the role naming should
follow the appropriate NC policy in order to manage the authorization and permission
attributes in orderly manner. However, we assumed that IT Company is required to
develop NC-RBAC for six child single roles that have been created from four parent
roles.

Each child role derived from a parent role to facilitate the system scalability. The
first parent role created for security administration. Then, the two child security admin-
istration roles can be derived from the parent role using NC-RBAC, one for Riyadh and
the other for Beijing. In these security admin child roles, the authorization attribute and
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the user assigning can be maintain to the right location easily based on the appropriate
NC pattern. So each user can be build for its location by assigning them to its specific
tenant group.

While the NC helps to provide a consistent naming prototype, those prototypes could
be used to control the user’s access and authorization to maintain roles. In our frame-
work, we assume two naming convictions; one can be apply for the parents’ roles while
the other one for the child roles using the following patterns:

1-Parent roles naming convention: ZP-XX* where XX = Tenant Group.
2-Child roles naming convention:

Z-YYY-XX*

YYY = Department location -using IATA standard cities code.

(e.g.: Riyadh = RUH, Beijing = PEK, Wuhan = WUH)

However we can assume many factors that provide the required ontology reference
for the role attribute such as position code, department code and even role activation
date. So after setting the NC policy, the role naming can be adjusted based on its attribute
as can be seen in Table 1. For example, while the NC for HR and Purchasing Officers
in Riyadh is Z-RUH-41%, the role name should be Z-RUH-41PUROFF in order to apply
the NC-RBAC structure. However, each role are inherited from its parent role such as
ZP-41PUROFF which should be associated to role example above.

Table 1. NC-RBAC patterns description.

Role description NC Role name

Security admin in Riyadh Z-RUH-41%* Z-RUH-41SECADMN
HR and purchasing officers in Riyadh | Z-RUH-41* Z-RUH-41PUROFF
Junior purchasing officer in Riyadh Z-RUH-41%* Z-RUH-41JPUROFF
Security admin in Beijing Z-PEK-41* Z-PEK-41SECADMN
HR and purchasing officers in Beijing | Z-PEK-41%* Z-PEK-41PUROFF
Senior purchasing officer in Beijing Z-PEK-41* Z-PEK-41SPUROFF

3.5 Implementation

The model is implemented to insure that our designing model is applicable, so the
designed model is refined based on its implementation, and measure its performance,
which can be used as one of the indicators in measuring the system efficiency and scal-
ability. The Java programming language (JDK 1.7.0) is used for implementing the
proposed work. In addition, the following tools (package) are also used: Document
Object Model (DOM) for processing the XML-based documents such as WSLA, roles
and polices; and Commons Lang tools for processing the string which represents the
naming convention values.
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4 Framework Evaluation and Results

This section presents and discusses the proposed framework by sitting up a case that
measure the respond time. So the mapping, naming, NC evaluating, role evaluating,
policy controlling, NC searching and SLA searching efficiency is measured as the
response time with different number of users. Each user request is processed and eval-
uated before jumping to the processing of the next user request. To evaluate the scala-
bility of the mapping, naming, NC evaluating, role evaluating and policy controlling,
the response time is measured with different number of user. The users here are concur-
rent users. For example, when the number of users is 100 then all the requests of these
users are processed at the same time. We used Java threading for establishing the multi-
tasking manner in which each user’s request is processed with a single Java thread. The
scalability of the NC and SLA searching is not measured at all as the cloud administrator
is not going to run a number of search hits at the same time. To deal with the Java garbage
problem as well as making the finding softer, each result is ruined three times and, at
the end, the average is taken as seen below.

4.1 Measuring Efficiency

Figure 2a, shows the efficiency result of the mapping, naming, Role evaluator and policy
control components. The cost of mapping the request of 50 users is about 449.333 ms.
This means that — at the beginning - the cost of processing the request of each user is
about 9 ms. At the end and when the number of users is 1000. The total needed time is
4862 ms. Means at the end it cost only 4.869 ms for each user. The processing time for
each user is reduced from 9 to 4.869 ms because of that Java requires more time at the
beginning for parsing the Java packages and so on. For the naming component, the cost
of processing a single request is 0.88 ms while at the end the costis 1.896 ms. It is clear
that naming process or generating a NC for each user and from his SLA is very low in
term of time. The role evaluator takes 1.24 and 1.1 ms when the number of users is 50
and 1000, respectively. For the policy control the average time for evaluating the policies
of each single user request is about 1.04 ms while at the end the cost is little bit reduced
to 0. 9583 ms. The cost of the NC evaluator is shown in Fig. 2b, evaluating each NC
needs about 85 ms after evaluating 50 NCs. However, after processing 999 NCs or at
the 1000 users, the cost for evaluating a single NC is 86.81 ms. However, the efficiency
of this component is less than the efficiency of other components.

4.2 Measuring Search Improvement

The NC searching (or required time for searching about a specific consumer in the NC
DB) is shown in (Fig. 2c). Compared to the SLA searching shown in (Fig. 2d), the NC
searching is largely more efficient. For example, searching for a consumer when the
number of consumers is 1000 takes about 1.344 ms using SLA searching and only
0.0023 ms. This means that the NC searching is 584 faster than the SLA searching. This
is because that with the NC searching, we search only inside a specific string (NC) while
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with the SLA searching we need first parse the SLA (which is an XM—based file) and
then searching inside it.

4.3 Measuring Scalability

The scalability result of the mapping, naming, NC evaluator, Role evaluator and policy
control components is shown in (Fig. 2e). It is clear that mapping process still scales
well even when the number of the concurrent consumers is increased from 50 to 1000.
For example, the required time for each consumer is 6.8 ms when the number of concur-
rent consumer is 50 and also 5.985 ms. The different in time values is due to the time
spent by Java Virtual Machine (JVM) at the beginning of the running process. However,
it is evidence that the mapping process is scaling very well.

For the naming scalability, generating a NC for each consumer takes 92.64 ms when
the number of the concurrent consumers is 50. The same process takes 119.19 ms when
the number of concurrent consumers is 1000. So, the naming process scalability gets
worse and worse when the number of concurrent consumers is increased. However, the
system still can work with more requests. The time cost for evaluating the role of a single
consumer is 0.866 and 1.558 ms when the number of concurrent cloud consumers is 50
and 1000, respectively. As a result, the required time for evaluating the roles of each
consumer is increased during increasing the number of concurrent consumers. But, the
role evaluator process still scalable since it is able to serve the increased number of
concurrent consumers. For evaluating the polices of a single consumer is 0.92 and
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1.693 ms when the number of concurrent consumers is 50 and 1000. The required time
isincreased, or in other word the scalability is getting worse, while increasing the number
of the concurrent consumers is increased.

Figure 2f, shows the scalability of the naming process. The required time for gener-
ating a NC for each consumer is 3.426 ms and 4.183 ms when the number of concurrent
consumers is 50 and 1000, respectively. However, the system scalability is getting worse
while increasing the number of the concurrent consumers but the process still scales
with the increased number of the concurrent consumers.

Our proposed framework decreases administration density and resource consump-
tion. A flexible and scalable solution for access control management in cloud environ-
ment had been deployed using appropriate methods of naming convention harmonizes
that provide a guidance about SLA management between cloud providers and users it
also Ensure that the designed model is workable and sophisticated based on its Imple-
mentation and measure its performance by measuring the system efficiency and
scalability.

5 Conclusion and Future Works

This paper proposed a role based access control model for cloud computing based on
the naming convention concept. The model is implemented and its efficiency and scal-
ability are evaluated using an experiment study. The result shows that the proposed
model provides an efficiency and scalable solution for cloud computing access control.
Also, using the naming convention for searching and classifying user provides an effi-
cient solution compared to WSAL.

We proposed as a future work to generalize our model to support access to multiple
facilities concurrently using a central replicated database. Another direction is to utilize
new cloud that supports new advanced Naming Convention techniques.
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Abstract. Font designers need to spend the same amount of time and efforts
when designing a different style of an already designed outline font like italic,
bold, and so forth. On the other hand, METAFONT expresses fonts by tracing
the skeleton of characters with a pen. It can easily change the style of characters
only by altering the shape of a pen. However, since the METAFONT is a
programming language, it is difficult to be used by font designers who are not
familiar with programming languages. In this paper, we propose a web-based font
editor based on METAFONT, which can be used to easily edit Korean/Chinese
fonts. It extracts parameters of characters based on their anatomy and applies them
to modify fonts using GUIL

1 Introduction

As digital media are now commonplace and pervasive, the attention of users for typog-
raphy and calligraphy design is also increased. Some companies give impressions of
products to the users by developing and distributing their own specific fonts. In this way,
the influence of fonts is increased to the fields of design and industry beyond the simple
usage in printing.

When designing Chinese fonts, around 8,000 characters which are widely used
among the total 50,000 characters should be designed. And in the case of Korean fonts,
all of 11,172 characters should be designed. When generating the font, characters are
generally described as ‘outline’, and then outlines are filled in. It takes averagely more
than 1 year to design one set of Korean or Chinese font with an outline font editor
program. In addition, there is a drawback that it takes lot of time to change the style of
an already generated font using general outline font editor. In order to complement these
problems, many studies of programmable fonts have been carried out since 1980s.

METAFONT, which is a font design system for improving the quality of TeX type-
setting in TeX document, is the representative programmable font [1]. METAFONT can
reduce the cost of generating fonts by deriving various fonts with changing size or shape
of pen. However, it is very difficult for font designers to design fonts by directly using
the METAFONT which is provided as a programming language.

In this paper, we propose web-based font editor, especially for Korean and Chinese
font, which can easily edit fonts in web browser. It can not only be used by font designers
but also by general users who do not have the programming skills. Our system is built

© Springer Nature Singapore Pte Ltd. 2017
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on preceding work, i.e. structural font generating program based on METAFONT [2].
In this paper, we will discuss previous work related to this subject and structural font
generating program, which was outcome of the preceding study. We will explain imple-
mentation of a web-based font editor and will show a few samples of generated char-
acters. At the end we will make conclusion and the directions for future work.

2 Related Works

2.1 METAFONT

METAFONT is a programming language to define fonts. It uses “handwriting” method
to draw skeleton of character, and fills the track of the skeleton with a pen to express
fonts. In fact, METAFONT provides all the processes which we use to write a character
on a simple white paper with our hand, like selecting a pen, grabbing the pen, and
drawing character with desired directions in a human friendly way through the program-
ming language. In addition, METAFONT can define the pen, curve, etc. to be used. It
can increase the productivity of font design by code reusability.

However, there is no proper font editor for Korean and Chinese with GUI, using the
METAFONT. In this paper, we address this limitation of METAFONT by providing
the GUI for user interaction.

2.2 MMF

MMF developed by Adobe is an extended font format of the Typel [3]. MMF has two
or more fonts information called ‘master’ and derives various fonts by changing values
such as a thickness and width within the range of ‘master’. The principle of MMF which
raises the productivity of fonts by using two fonts was widely used for the study of
generating the font. For example, Adobe announced the font generating application
project faces [4] which is based on MMF, in the Adobe MAX 2015.

2.3 Metaflop

Metaflop is the web editor which can generate fonts with the basis of METAFONT [5].
Metaflop provides 3 kinds of basic fonts (bespoke, adjuster, fetamont) with META-
FONT, and various fonts can be generated according to users’ requirement through the
GUI. However, Metaflop can only design the 256 extension ASCII characters such as
alphabet, number, pronunciation distinction mark, symbol, etc., and do not support
Unicode such as Korean and Chinese.

2.4 Structural Font Generating Program

The programmable characteristic of METAFONT becomes more obvious when dealing
with the Korean/Chinese font in which characters are constituted through the combina-
tion of radicals than single characters such as alphabet. Korean is constituted with the
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structure of 3 radicals, i.e. initial, medial, and final, and the font can be generated with
the method of calling the corresponding radicals after defining them to draw the skeleton
of each radical then change values of the parameters for size and location. Similarly,
Chinese character can be generated by using the METAFONT with the method of
defining the stroke, radicals, main character, etc. in advance. Based on these character-
istics of METAFONT, the structural font generating program has been implemented
with METAFONT in our preceding study [2].

The font generating program was designed by considering the structure of ‘initial-
medial-final’ and the ‘number of set’ of Korean. The font is automatically generated
with the hierarchical method of generating radicals by combining the strokes defined in
advance, and generating a character by combining the radicals. In addition, for a
completed font, the thickness, tilt, size, serif, etc. of the font can be changed simply by
modifying the values of parameters. Using this program, once we design a font set with
certain parameters, they can be reused. We don’t need to design again and again like
outline method. However, since structural font generating program is implemented with
METAFONT language, therefore, knowledge for METAFONT is required. Therefore,
if it is to be used by font designers who do not have any programming knowledge,
learning METAFONT is a prerequisite.

In this paper, we propose GUI-based font editor which provides a convenient envi-
ronment for designers to develop Korean and Chinese characters by using METAFONT
easily. This will increase usability of METAFONT program and will improve existing
font editing environment.

3 Extraction of Parameter for Font Style Change

3.1 Classification of Character Element

In the typography, character is divided into various design anatomies. These anatomies
can be used as guideline in an editing tool when editing the font.

In the case of English characters, they are constituted with the anatomies as shown
in Fig. 1 by classifying into capital letter, small letter, shape, etc. However, Korean is
constituted with the structure of ‘initial-medial-final’ therefore; the character is
completed by combining each of the radicals. Furthermore, in the case of Korean, there
is the structure of ‘initial-medial-final’ in accordance with the style and location of
medial, and existence of final. Even for the same radicals, anatomies can be different
depending upon the style of character, and different values of parameters can be applied
for the same radicals. Similarly, Chinese also has the basic units of strokes and radicals.
It has combination rules, extraction of parameters based on Chinese anatomies, their
classification and application. In this paper, we implemented 22 parameters for changing
the style of Korean fonts as shown in Table 1 by considering Korean styles and anatomies
as shown in Fig. 2.
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ascender line
stem
baseline S
descender line

tail

slant

serif
bowl

weight

loop

Fig. 1. Anatomies of alphabet

ographic

cap height
x-height

bracket

Table 1. Parameter materialized from METAFONT editor

Classification | Parameter name | Description Range of value
pen pen shape The shape of pen circle, rectangle, triangle
pen width The width of pen 0.1pt ~ 0.9pt
pen height The height of pen 0.1pt ~ 0.9pt
pen rotation The angle of pen 0~ 360
character character width | width of character Spt ~ 15pt
character height | height of character Spt ~ 15pt
initial width The width of initial initial width * 0.0 ~ 0.2
initial height The height of initial initial height * 0.0 ~ 0.2
medial width The width of medial medial width * 0.0 ~ 0.2
medial height The height of medial medial height * 0.0 ~ 0.2
final width The width of final medial width * 0.0 ~ 0.2
final height The height of final final height * 0.0 ~ 0.2
space medial space(h) | The space between the initial and | Opt ~ 2pt
medial
medial space(v) | The space between the initial and | Opt ~ 2pt
medial
final space The space between the initial/ Opt ~ 2pt
medial and final
fortis space The space between fortis Opt ~ 2pt
consonants
style serif width The width of serif serif width * 0 ~ 1.25
serif height The height of serif serif height * 0 ~ 1.25
hat1 style The style of crest style 1, style 2
hat2 style The style of tieut style 1, style 2
siot style The style of siot style 1, style 2
italic Application of tilt

yes, no
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Fig. 2. Anatomies of Korean

3.2 Implementation of Korean Font Parameter

At first, we implemented parameters such as the shape, width, height, angle, pen, etc.
METAFONT provides various shapes of pen such as circular, tetragonal, and triangular.
The skeleton of character is to be filled with a selected pen. In Fig. 3, the shape of
character is modified by changing width and height of pen. There are parameters to
affect overall width, height, etc. of each character. And also there are parameters to
modify width, height, etc. of each radical. The letters are unique in Korean and Chinese.
Serif and slant of font, styles of crest applied to ‘& and the styles of ‘&’ and ‘A’ for

variations of Korean font as shown in Fig. 4.

-

V22V 2 2 2212}
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Fig. 3. The shape of Korean for which the parameters of pen are applied

Okok Bl R

Fig. 4. The style of Korean font

3.3 Applying the Parameters of Chinese Font

Among the parameters stated in Sect. 3.2, the parameters such as the width, height, shape
of pen, overall size of character, serif, etc. can also be applied to Chinese font. In terms
of the shape of stroke, Chinese character is similar to Korean; therefore, Chinese char-
acter is easy for applying the parameters extracted from the Korean anatomies. By
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changing only the horizontal thickness of pen as shown in Fig. 5, a variety of Chinese
fonts can be derived. However, the combination rule of Chinese character is more
complicated than Korean, therefore, it is difficult to apply the parameters of Korean to
Chinese directly. Therefore, the parameters considering combination rule of Chinese
character should separately be extracted.

DI I B

Fig. 5. The shapes of Chinese character for which the parameters of pen are applied

4 Implementation Korean/Chinese Web-Based Font Editor Based
on METAFONT

The structure of Korean/Chinese web-based font editor based on METAFONT is shown
in Fig. 6 and font designers can easily generate fonts through the change of the extracted
parameters. The ‘Ming style’ is provided as the basic font in Fig. 7. Users can modify
the parameters of ‘Ming style” and can confirm change in fonts through the web interface.
The ‘global.mf” is updated by new values of parameters modified by font designers from
GUI and used for the runtime application in METAFONT program. In this file, the font
information is specified including a name of font, basic size, units, and data for changing
the outline font file.

web

parameter

> L

’ global.mf ‘

’ distribution.mf ‘

‘ pens.mf ‘

Vi

radicals.mf ‘

\—{ strokes.mf ‘

Fig. 6. Structure of font editor based on METAFONT

drawing.mf ‘
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Fig. 7. User Interfaces of Korean/Chinese font editor based on METAFONT

As mentioned in Sect. 4, in order to complete the character by applying parameters
or combining the stroke and radical, the style of character should also be considered. In
the case of Korean, for the vertical shapes of medial such as '}, F, 4, 9, H, the
parameters for the width between radicals should be applied separately. Same criteria
should be considered for horizontal shapes of medial such as ‘-, 21, T, T, This is
because a change should be provided to the horizontal axis for the vertical shape of
medial, and likewise to the vertical axis for the horizontal shape of medial.

Therefore, the parameters with appropriate values in accordance with styles are
defined in ‘distribution.mf’. This is done after extracting styles of Korean for which the
horizontal and vertical shape of medial, the shapes of combining the horizontal and
vertical style such as <1}, <1J)’, and the existence of final are considered. Parameters
have been sufficiently considered even for the styles of characters. And they are stored
in ‘strokes.mf” and ‘radicals.mf’. Then they are called and collectively applied to draw
characters. In order to apply the fonts to the web, we have to convert the METAFONT
file to outline font file such as true type, open type, etc. which are supported by browser.
The mftrace is the Python program which converts the bitmap font, i.e. the output of
METAFONT, into the outline font files such as the Type 1, true type, etc. We use mftrace
for converting METAFONT file to outline font.

The user interface is developed using HTMLS as shown in Fig. 7; therefore, the result
of style changing can be confirmed directly on the screen. On the basis of the default
‘Ming style’, completely different fonts can be generated by changing the thickness of
pen, and changing the size of serif or applying the height, slant, etc. to the character.
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5 Conclusions

In this paper, we propose an easy method to be used by font designers for METAFONT
program, who do not have any subject knowledge and programing skills. Korean and
Chinese font style can be changed using simple GUI controls, provided by Korean/
Chinese web-based font editor. Lot of repeated work was required to change the font
style with the existing outline font editor. In the case of Korean/Chinese web-based font
editor; the styles of whole characters can be changed simultaneously by extracting
parameters from anatomies of characters, and applying them. In this way, our Korean/
Chinese web-based font editor can reduce the complexity of designing font and increase
usability of METAFONT. This Korean/Chinese web-based font editor facilitates font
design using METAFONT, based on the anatomies of characters. As it is implemented
with HTMLYS, it can be used on PC as well as on hand held devices. Korean/Chinese
web-based font editor is currently using 22 parameters to change font style. However,
the study for the extraction and application of more parameters is under progress. With
this study, it is expected that more convenient and detailed font editing system will be
provided to font designers.
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Abstract. Robust and secure image encryption requires primarily a very large
key-space and immunity to differential attack. We report in this paper a new
novel encryption technique using chaotic Logistic map, a support image, and a
hyper-chaotic 4-D system. The support image, which is available both with the
transmitter and the receiver, is utilized to enhance the robustness and security
possible from the encryption algorithms based on chaotic Logistic map and
Hyper-chaotic system. The support image is used in two different ways in two
schemes that provide different levels of key-space enhancement and immunity to
differential attacks. The final stage of the technique uses either one round or two
rounds of pixel value diffusion with hyper-chaotic system. The results reported
here are encouraging to defeat attacks attempted with high computing resources.

Keywords: Chaos * Encryption * Logistic map + Hyper-chaos - Differential
attack - Key-space - Support image

1 Introduction

To encrypt a plain image for secret delivery to a secret recipient the most commonly
accepted scheme is to first apply confusion and then diffusion on the pixels of the plain
image. The main work load of real encryption is done by the diffusion stage. Some authors
apply an intermediate stage [1] for diffusion of pixels thus reducing the work load on the
final stage. The confusion-diffusion scheme [2, 3] which is also termed as permutation-
substitution is mostly reported with application of chaotic logistic map [4] and
hyper-chaotic 3-D and 4-D system [4]. Out of all adversarial attacks on such encrypted
images and communications, three very important are the differential attack, correlation
analysis attack and the brute-force attack [5]. The confusion-diffusion mechanism is so
designed that such attacks can be defeated. Chaotic systems are deterministic dynamical
systems, first observed by Poicare with complex non-periodic behavior which is very
sensitive to initial conditions such that its future time evolution is impossible for pre-
diction. The chaotic Logistic map and hyper chaotic system, generally used for such
algorithms are very sensitive to initial conditions and system parameters, show complex
non-periodic behavior in future time evolution, and topological transitivity [6]. In liter-
ature, cipher system based on Chen chaotic system, Lorentz chaotic system, Jia chaotic
system, and Rabinovich chaotic system are mostly used [5—8]. Bit level permutation in a
particular bit plane (planes) is reported in [5, 9-11]. The diffusion stage of the ciphering
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algorithm may be divided into two steps as in [1], consisting of simple substitution
algorithm for fixed size blocks of bits with same size codes as reported in [12], The authors
in reported digital image encryption technique using Logistic map, MSB substitution, and
hyper-chaos. Authors in [13] reported a novel and robust digital encryption algorithm
with Logistic map and 4-D Rabinovich Hyper-chaotic system which claim to defeat
brute-force, differential and correlation analysis attacks.

In this paper we report a novel and very robust digital image encryption technique
with very large key-space and highly resistant to differential attack, the technique uses a
support image along with a chaotic logistic map and hyper-chaotic 4-D system. The
same support image is used both by the sender and the receiver for encryption and
decryption. The logistic map and the support image are used for confusion as well as to
carry some load of diffusion as is explained below.

2 Proposed Encryption Technique

We formalize our technique mainly to defeat differential, correlation analysis, and
brute-force attacks. Our proposed scheme is shown in Figs. 1 and 2. As shown in
figures, the scheme can be implemented in two different algorithms: Scheme A and
Scheme B which are based on how the plain image is pre-ciphered. We consider a plain
text image of pixels P; ; fori=1, 2, 3, ...... ,Mand j=1, 2, 3, ....... , N, and the
Logistic map equation x,, , ; = 4r. x,,(I — x,,) as explained below. The final ciphering
stage uses 4-D Rabinovich hyper-chaotic system [5] in bidirectional operation meaning
two rounds of Hyper-chaotic system, although our results show that it is sufficient to
have only one round.

MixedImage M _J

P
Flinlmege S ® ’ | subsuplx::l:/‘:x‘;;uson I
Supportimage S I Rabinovisch Hyper-chaotic system I

e

Fig. 1. Block diagram of scheme A
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¥
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l Bidirectional Pix el value diffusion I >

As shown in Fig. 1, we bitxor the plain image with the support image and then
doubly diffuse/substitute the pixel values. The Fig. 2 shows the second algorithm of
implementation in which the plain image is totally shuffled in pixel position, doubly

Sh_Sw/Dif_M_I
Sh_t

Plain Image Sh_SwDif I PC_Hp I
Pix el position i Pixel value ¥ \
i Pixel position I i b aittion/dittasion I | Bidirectional Pixel vatue diffusion |
| iogistcMap | 1 Logistic Map | SupportImage S I Rabinovisch Hyper-chaotic system I
I ShufflingK ey I I Submluu]z:ldaﬂ'uaon I Diffamonkey

Fig. 2. Block diagram of scheme B
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diffused/substituted in pixel values and then bitxored with the support image. By
bitxoring we imply two image xored in the binary domain of the pixel values.

We use 4-D hyper-chaotic system in the final stage in one round or two rounds for
final diffusion of pixel values with four initial values and the key-space of this stage is
very strong. As we can see in Fig. 2 all the stages of Scheme B, first confusion-doubly
diffusion in the first stage with plain image, intermediate stage with the support image
bitxoring with the confused-doubly diffused plain image, and the final stage ciphering
the processed image of the output of the intermediate, are all independent the key-space
is the product of all the three stages. Similar is the observation from Fig. 1 of
Scheme A. The various steps in the whole scheme is briefly explained below.

Row Shuffling: For given specific values of rand x, (n = 0) such that 0.8925 < r
1,and 0 < xp < 1, a new x, , ; is obtained after n + I rounds of iteration of the
logistic map. Let

Ri:mod(xn+1.1014, M) (1)

where R; € [0, M — 1] which is used for row shuffling in the plain text image I, such
that each R; is different. The procedure is continued till all M rows are shuffled.

Column Shuffling: Pixels of columns of each row are shuffled in the same way as in
row shuffling. The initial x, value is obtained by solving a nonlinear equation y; =
ap + azyp + azyf) after a number of iterations with system parameters a, a;, a,, and
initial value y, in the range [0, 1] such that 0 < y; < [ and which is then put as the
initial value x,, in the Logistic map to obtain x,, , ;. Let

C, = mod(xnﬂ.lOM, N) (2)

where C; € [0, N — 1] and is used for column shuffling, each time C; is to be different.
The procedure is carried for each row of the row shuffled image, the last x,, , ; value of
a given row is used in the Logistic map equation for the next row.

Substitution/Diffusion in the pre-ciphering stage:

Scheme A: We use pixel value substitution/diffusion in pre-ciphering as well as in
final ciphering stage, using logistic map and hyper-chaotic system, respectively. As
shown in Fig. 1 this stage takes M_I image, resulting from bitxoring the plain and the
support images, as the input and carries two rounds of chaotic Logistic map based
substitution/diffusion, each round with a different initial state value x,.

The operation starts from the first pixel of the first column and proceeds from top to
bottom in the first round, and the last pixel in the last column proceeding from bottom
to top in the second round. For every pixel value substitution/diffusion, the Logistic
map is iterated in times equal to the pixel value, multiply the resultant x, , ; by 10"
and divide by 256, and the remainder is the substituted/diffused pixel value. For every
next pixel, the process takes the last x, , ; of the previous pixel as the starting x,.
Mathematically this is shown in Eq. 3.
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P = mod(x, 1.10',256) (3)

Let the output of this stage be termed as P_C_I image. The two rounds would resist
any differential attack. This is because the substitution/diffusion key in every pixel is
the previous iterated value x,, . ; of Logistic map (excepting the starting first pixel) and
hence any change in any pixel is going to affect the later pixels. Since this stage is of
two rounds all pixels before and after the modified pixel are going to be affected. This
operation may reduce the number of rounds in the final stage as we observe in our
results.

Scheme B: In this scheme as shown in Fig. 2, the plain image I is first totally shuffled
which outputs image Sh_I, and then pixel value substitution/diffusion is applied on
Sh_I in two rounds by the logistic map. The output image Sh_Sub/Dif I is bitxored
with the support image S, and the resultant mixed image Sh_Sub/Dif M_I is here the
pre-ciphered image P_C_I. It may be noted that the logistic map is used thrice for pixel
position shuffling and pixel value substitution using three different initial values. The
pixel value substitution/diffusion follows the same Eq. 3 as in scheme A.

Image Pixel Value Ciphering: This is the final stage of the encryption technique.
Rabinovich 4-D Hyper-chaotic system [5] used in this stage is shown in Eq. 4 below.

X=ry —ax+yz
y=rx — by —xz
7= —dz+xy+u?
i =xy—+cu

4)

The system exhibits chaotic behavior for a =4, b =-0.5, c=-2.2, d=1, and
r = 8.1. The initial state values xy, Yo, zo, Up are used as key. The four Lyapunov
exponents are: L; = 1.090046, L, = 0.012243, L; = -3.105106, L, = —4.697183, and
the Kaplan-Yorke dimension is Dgy = 2. 5736132. The final stage consists of 4 steps,
which outputs the final cipher text P_C_Hyp_I. We follow the same 4 steps as
explained in [5]. Steps are briefly explained as under.

Step 1: The rectangular pre-ciphered image P_C_I is mapped to a vector V = (vy,
Vo, V3, ene... , VM x n) taking columns one at a time and from top to bottom.

Step 2: The system of equations in Eq. 4 are pre-iterated for a constant 7, times,
and then solved using fourth order Runge-Kutta method for a step value 7 = 0.0005.

Step 3: A sequence of four key k), streams is obtained iterating the hyper-chaotic
system, as shown in Eq. 5, for ciphering four pixels at a time.

ko, = mod[round((abs(Qn) — floor(abs(Qn)))x10'*), 2P]
where Q € {x,y,z,u}

(5)
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Step 4: For current four pixel values vag, — 1y + m» Where m =1, 2, 3, 4 ko, is
circularly left shifted by I, bits, where [, is obtained from the previously operated four
pixels, as given by the following Eq. 6.

L= mOd(V4(n71)7 2D)7 ly = mod(v4(n,1>+1, 2D)a (6)

I, = mod(Va(u—1)+2,2"), lu = mod(vy(,—1) 4 3,2°)

The shifted key streams are used to cipher the current four pixel values using the
Eq. 7 below. The initial cipher pixel ¢, is assumed in the range [0, 255].

Cant1)+1 =k ® {[Vau_1)+ 1 + k) mod 2°] & €41

[
Cant1)+2 =k ® {[Vau_1) +2 + kyn] mod 2°] ® €451y 11 )
Cant1)+3 =ken ® {[Vaguo1) 43 + ken) m0d 2°] B ¢y 1) 2

Catn-1)+4 =kun B {Vagu-1) 14 + kun) m0d 2°] © ¢4 1) 1 3

For detail of key sequence generation and ciphering reference [5] may be seen. The
resultant image is termed P_C_Hyp1_I. The above 4 steps are again carried out column
wise from bottom to top on the cipher text P_C_Hyp!_I and the final encrypted image
is termed as P_C_Hyp_l.

3 Results and Discussion

We consider the Lena image as the plain image I to be encrypted of size 128 x 128,
shown in Fig. 3 and the Baboon image as the support image S of the same size as
shown in Fig. 4. The initial state values in the total shuffling of the Lena image I of
scheme B are assumed as xp = 0.93412045, ap= 0.23, a; = 0.54, a, = 8.5, and
vo = 0.78956, y, is changed for column pixel shuffling in each row as y, = 0. 001.M.
yi. M=1,2 3... 128, and N = 1, 2, 3..., 128. Initial state values of two rounds of
Logistic map based substitution/diffusion stage of scheme B are xy = 0.93103012 and
Xxo = 0.93152013, respectively. For scheme A, the initial state values of x, for pixel
value substitution/diffusion may be taken different from scheme B. The initial state
values of Hyper-chaotic system are assumed as xy = 5.23, yy = —5.786, z, = 6.722, and
up = 5.2654, and the system parameters are a =4, b =-0.5, c =-2.2, d=1, and
r = 8.1. We consider here 8-bit gray pixel image and hence D = 8. Figures 5, 6, 7, 8
and 9 show the result of Scheme A, and Figs. 10, 11, 12 and 13 show the result of
Scheme B.

For plaintext sensitivity analysis, where relationship between the plaintext image
and the cipher text image may be analyzed for an attack by an adversary, we carried out
all the stages of the proposed encryption technique, both for scheme A and scheme B,
on the Lena image with its 60" row and 75" column value (1(60,75)) changed by 1 and
we term it I_C. Correlation between randomly chosen 4000 adjacent pairs in the
vertical, and the horizontal directions are as shown in Table 1 for scheme A and in
Table 3 for scheme B. For differential attack analysis, we consider two well-known
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metrics: NPCR (Number of Pixel Change Rate) and UACI (Unified Average Changing
Intensity). The first metric is defined as the measure of different pixel numbers in two
random images and the second metric is defined as the measure of the average intensity
differences in two random images. The NPCR and UACI are shown in Table 2 for
scheme A and in Table 4 for scheme B, respectively.

Fig. 3. Original plain image Fig. 4. Support image Fig. 5. Mixed image

Fig. 6. Histogram of plain image Fig. 7. Histogram of mixed-substituted image

Key-Space for Scheme A: As pixel values of / and S are bitxored in binary domain for
all 128 x 128 pixels, the key-space of this step is (2%)'?® * '?®| the mixed pixels are
then substituted/diffused using chaotic Logistic map in two rounds and hence key-space
in this step is (10'°)% Finally, the cipher image is obtained as the output of the
Hyper-chaotic system which is used in two rounds each with four initial values, thus
providing a key-space of (1015)4. Hence the overall key-space is (28)128 * 128 o (1015 )2
x (10")* ~ 2131370 The key-space is really huge for brute-force attack.

Key-Space for Scheme B: As in this scheme, the plain image is first totally shuffled,
and substituted/diffused in two rounds the key-space in this step is (10'°)®, after which
the resultant image is bitxored with the support image in binary domain, thus providing
a key-space of (2%)'?® * 128 Finally, the cipher is obtained using the Hyper-chaotic
system in two rounds and key-space is (10'°)*. The overall key-space is (10'°)* x
(25128 <138 5 (10")* ~ 2'31%2%° which is again really a huge key-space to defeat any
brute-force attack.
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Fig. 8. Final cipher image

Fig. 9. Histogram of final cipher (of 1)

Table 1. Results of correlation analysis of different images (Scheme A)

Direction | Plain image I | M_I P_C_Hypl_I|P_C_Hyp_I
Vertical | 0.8892 -0.0012 | 0.0034 -0.0144
Horizontal | 0.9393 0.0046 | -0.0128 0.0153

Table 2. Results of NPCR, and UACI between different images (Scheme A)

Metric | Between P_C_I of Between P_C_Hypl_I of Between P_C_Hyp_I of
original and modified original and modified original and modified
plain images plain images plain images

NPCR |99.55% 99.63% 99.59%

UACI 33.60% 33.34% 33.22%

Fig. 10. Shuffled-substituted-mixed image

Fig. 11. Final cipher image

Table 3. Results of correlational analysis of different images (Scheme B)

Direction | Plain image | Sh_Sub/Dif 1| Sh_Sub/Dif M_I|P_C_Hypl_I|P_C_Hyp_I
Vertical 0.8892 0.0377 0.0180 -0.0381 -0.0178
Horizontal | 0.9393 0.0001 0.0208 -0.0265 0.0142
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Fig. 12. Histogram of Shufld-Substd-Mixed Fig. 13. Histogram of final cipher image

Table 4. Results of NPCR and UACI between different images (Scheme B)

Metric | Between Sh_Sub/Dif M_I | Between P_C_Hypl_I Between P_C_Hyp_I of
of original and modified of original and modified | original and modified
plain images plain images plain images

NPCR |99.55% 99.71% 99.54%

UACI 33.26% 33.56% 33.51%

4 Conclusion

We report a highly robust and secure digital image encryption technique with two
different schemes. The novelty of the schemes is that a support image is used in the
encryption technique, and the same is used for decryption also. The idea of using an
additional (support) image is to make encryption techniques, which are based on
Logistic map and Hyper-chaotic system, highly robust and secure by increasing the
key-space to very huge values. Since the support image is known to the recipient, the
decryption time is minimal. From the algorithmic analysis it is observed that both the
schemes have huge key-space to defeat any brute-force attacks. The schemes are
equally resistant to differential and correlation analysis attacks. It is further observed
from the NPCR and UACI values that it is sufficient to apply the Hyper-chaotic system
for one round only as the differential attack is defeated before application of the
hyper-chaotic system. From the key-space analysis and NPCR/UACI values, we may
consider the application of hyper-chaotic system as totally optional, as even with the
first two stages in both the schemes the brute-force and differential attacks are resisted
by the remaining part of the encryption technique. Hence the proposed digital image
encryption technique may be considered as adaptive to requirements. The observed
results are encouraging for accepting and applying the proposed technique.
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1

The human visual system is enriched by modern technology and lot of work has been
done to improve the saliency map. Improvement in saliency map can increase the object
detection and tracking. Different techniques are being used by the latest researchers such
as particle filters, log maps, background subtraction, feature extraction and feature
description. Feature extraction and description are used for image matching and recog-
nition [30-33]. Saliency is basically making the most prominent features salient so that
the machine visual system can recognize the important information in animage. Saliency
can be done through different techniques that includes difference of Gaussian, inde-
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Abstract. Human visual system always focuses on the salient region of an image.
From that region the salient features are obtained and can be collected by gener-
ating the saliency map. Natural statistics measures are used to measure the sali-
ency from data collection of natural images. ICA filters are used to generate the
saliency map that can blur the image. We have improved it by using different
techniques like edge detection and morphological operations. By applying these
algorithms we have successfully reduced the blur in images. That makes the
salient obj