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Preface

This LNEE volume contains the papers presented at the iCatse International
Conference on Information Science and Applications (ICISA 2017) which was held
in Macau, China, during March 20–23, 2017.

ICISA2017 will be an excellent international conference for sharing knowledge
and results in Information Science and Application. The aim of the conference is to
provide a platform to the researchers and practitioners from both academia and
industry to meet and share the cutting-edge developments in the field.

The primary goal of the conference is to exchange, share and distribute the latest
research and theories from our international community. The conference will be
held every year to make it an ideal platform for people to share views and expe-
riences in Information Science and Application related fields.

On behalf of the Organizing Committee, we would like to thank Springer for
publishing the proceedings of ICISA2017. We would also like to express our
gratitude to the ‘Program Committee and Reviewers’ for providing extra help in the
review process. The quality of a refereed volume depends mainly on the expertise
and dedication of the reviewers. We are indebted to the Program Committee
members for their guidance and coordination in organizing the review process, and
to the authors for contributing their research results to the conference.

Our sincere thanks to the Institute of Creative Advanced Technology,
Engineering and Science for designing the conference web page and also spending
countless days in preparing the final program during the time for printing. We
would also like to thank our organization committee for their hard work in sorting
our manuscripts from our authors.

We look forward to seeing all of you next year at ICISA.

Kuinam J. Kim
Nikolai Joukov
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Abstract. The research described in this paper shows how by combining CoMP
with adaptable semi-smart antennas it is possible to improve the throughput of an
OFDMA LTE system and at the same time reduce the power required for trans‐
mission; i.e. providing better performance at lower cost. Optimisation of antenna
patterns is performed by a Genetic Algorithm to satisfy an objective function that
considers throughput, number of UEs handled as well as power in the transmis‐
sion. It is shown that the dominant effect is using the semi-smart antennas and
that the results are not sensitive to small amounts of movement.

Keywords: OFDMA · CoMP · Adaptive antennas · Genetic Algorithm

1 Introduction

One of the well-known key principles of OFDMA is that the orthogonality within the cell
eliminates intra-cell interference so that the interference is from neighbouring cells –
inter-cell interference. A key technology to mitigate this effect is Multi-Input Multi-
Output (MIMO), which can improve users’ throughput performance significantly. It
utilises time and space diversity to increase the number of communication channels
between the base station (BS) and user equipment (UE). Multiple antennas are used at
both ends of the link to create space diverse channels. However the usage of MIMO is
limited to one base station. With synchronising between BSs, it is possible to utilise two
or more BSs to transmit signals to one UE using one frequency channel without interfer‐
ence by utilising time and space diversity. This technology is also called Coordinated
Multipoint Transmission (CoMP) [1].

In this study, a cross layer approach is proposed to mitigate the inter-cell interference
(ICI) and improve energy efficiency at the same time. We combine CoMP, adaptive
antenna and Artificial Intelligence (AI) technology to handle complex resource allocation
problems. Radio recourses are allocated to cell-edge users in an efficient and co-operative
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manner. Energy costs at RF components are reduced as an optimised radio radiation
pattern is produced and power is radiated towards UEs in an efficient way. In addition, it
can be easily integrated into current networks to provide extra system throughput and
energy efficiency. The concept was published by the authors in a Letter [2] but this paper
expands the work reported there and provides a more detailed description of the tech‐
nology.

In the real world, users are not uniformly distributed and this has an impact on
performance. For example, in a scenario where one cell is lightly loaded (with few active
UEs) and its neighbouring cells are heavy loaded (with many UEs), the free radio
resources in the lightly loaded cell cannot be utilised to serve neighbouring cells.
However, by using adaptive antennas to change the cell coverage, as described in this
paper, some of the UEs in the highly loaded BS can be handed over to neighbouring
BSs to achieve load balancing.

2 CoMP and Semi-smart Antennas

CoMP [1, 3] (also called distributed MIMO) is a technology that features joint
processing to change the interference signal into a useful signal. This technology utilises
a distributed multi-antenna channel to improve transmission diversity gain or spatial
multiplexing gain. This can effectively mitigate inter-cell interference to improve link
throughput and reliability for cell-edge users.

CoMP technology can be divided into uplink multi-point reception and downlink
multi-point transmission. In this research, we only consider downlink CoMP. Downlink
CoMP transmission has two categories and in this work we use CoMP JP/JT where two
or more BSs can create two parallel special channels in a co-ordinated way to serve a
single cell-edge. Instead of treating the other BS’s signal as interference, CoMP co-
ordinates the two UE transmissions from the two different BS to make them appear as
if they were distributed MIMO. Tight synchronisation and co-operation is required in
order to create MIMO channel coding and this remote synchronisation and co-operation
makes CoMP much more complicated than MIMO.

Fig. 1. Simple illustration of semi-smart antenna

Not all UEs in the system need to co-operate; those that are close to a BS or have
high SINR do not need to be CoMP users: only UEs that are located at the cell edge and
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suffer high interference (low SINR) require cooperation. These cell-edge users are called
CoMP users. In this study, if a UE’s SINR is lower than a certain threshold it is treated
as CoMP user.

The adaptive antenna system (also called semi-smart antenna) used in this study is
described in [4] and illustrated simply in Fig. 1.

A BS is equipped with 3 antenna sectors and each sector has 4 elements. Every
individual antenna element is controlled by a power amplifier and the power level for
each element can be individually controlled. By changing the gain and phase between
the elements the overall pattern for that sector can be modified. In this work only the
gain is changed. As there is no expensive DSP needed to track individual UEs, the cost
of the adaptive system is much lower compared with a fully adaptive antenna system.
The EU project SHUFFLE (IST-1999-11014) constructed such an antenna to demon‐
strate its feasibility.

With CoMP technology, the antenna pattern plays a key role in improving system
performance as changing the antenna pattern can effectively change the channel condi‐
tions between the BSs and the UE, thereby affecting the UE throughput. Figure 2 illus‐
trates this process: in (a) the two channels are not optimised for CoMP but changing the
antenna patterns as in (b) provides overlap allowing better CoMP performance.

Fig. 2. Changing antenna patterns to improve cell-edge CoMP

In a multiple user scenario, the calculation of the optimal antenna pattern for all UEs
is extremely difficult and almost impossible, so we use a genetic algorithm (GA) to find
the optimised coverage pattern for each BS by adjusting each antenna elements’ power
levels. GAs [5] are known to be an effective search algorithm to find near optimal solu‐
tion for many fields where little knowledge is known or there are many conflicting
constraints or objectives to affect best solutions. It is acknowledged that running a GA is
not fast and it is unlikely to be suitable for real-time deployment, but the results do serve
as a benchmark against which other, faster, algorithms may be compared.

3 Genetic Algorithm Configuration

3.1 Encoding and Decoding

A gain vector G = [g1, g2,… gN] represents the antenna gains along N directions and in
our scheme each gain value is coded as a gene. This determines one antenna beam-
forming pattern. If we have M base stations, one chromosome is represented as,[
G1, G2,…GM

]
, which has N × M genes. Each gene is a real number with value between

0 and 1 corresponding to the minimum to maximum coverage.
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We use a real-coded genetic algorithm with BLX − a crossover operator [6], distor‐
tion crossover operator, simple random mutation operator, and creep operator. The
BLX − a crossover operator is widely used in real-coded GAs and has been shown to
achieve very good performance in many applications [6]. The distortion crossover oper‐
ator means doing a crossover between two gain values at different directions in one
antenna pattern. Simple random mutation replaces randomly selected gain values with
random values from the appropriate valid range. In the creep operator, gain values which
are to be mutated are incremented or decremented by the creep fraction, which is a small
fraction of the valid range for the attribute value [7]. Additionally Elitism [7] of a few
best chromosomes, which are copied to the next population, is used to prevent losing
the best found solutions to date.

3.2 Fitness Function

One general approach for solving multi-objective optimisation problems is to combine
the individual objective functions into a single composite function such as the weighted
sum method [8]. This is simple yet probably the most widely used classical approach.

The objective function is defined as:
o = 𝛼 × TotalLoad + 𝛽 × HandledUEs + 𝛿 × TotalRFPower

TotalLoad is the sum of the traffic load in all base stations.
HandledUEs is the number of UEs receiving service.
TotalRFPower =

∑M

i=1
∑N

j=1 g2
ij
 where M is the number of base stations, N the number

of directions at each base station and g the antenna gain at BS i in direction j.
𝛼, 𝛽, 𝛿 are the weights given to each objective, and their values are set (i) to make

the order of each weighted objective the same (otherwise one would dominate) and (ii)
to set a priority for the objectives. This may be considered to be somewhat arbitrary and
a weakness of the weighted sum method, but it is easy to determine a weight to make
each objective the same order of magnitude and the modification of those values to set
the priority between objectives can be validated by simple experiments.

We assume that a network provider would first consider providing services to all the
users in the service area but also aim to achieve maximum traffic load. The least impor‐
tant objective is to minimizing the transmitting power, not that saving power is unim‐
portant, but it was given top priority there would be a tendency to reduce the power to
levels where the user requirements would not be satisfied.

3.3 Constraint Handling

This work includes the constraint that there must be no gaps (no “holes”) in coverage
from the BSs. As the weighted sum method combines multi-objectives into a single
objective, many of constraint handling methods investigated for a single objective can
be directly applied into our case. This is one reason why the weighted sum method was
chosen, despite the apparently arbitrary choice of weights.

In this paper, we use the superiority of feasible points method [9, 10] to handle
coverage constraint, as this approach has shown promise in many GA applications even
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when the feasible region is quite small compared with whole search space. The concept
is that feasible solutions have superiority over infeasible ones, and infeasible solutions
are penalised to provide a search direction towards the feasible region [9, 10].

A penalty value measures the constraints violation and is added to the objective
function value of the worst feasible solution in the last population. Thus, the fitness of
an infeasible solution not only depends on the amount of constraint violation, but also
depends on the feasible solutions in the population.

To measure the coverage constraint violation, the network makes a grid of check
points (uniformly distributed in the constraint coverage area) and examines whether all
the points are covered. The penalty is the number of uncovered points.

3.4 Simulation Parameters

A conventional multi-cell system level simulation is constructed for downlink multi-
cell OFDMA. The baseline system is the conventional non-cooperative system with
SVD (Singular Value Decomposition) precoding and MMSE (Minimum Mean Square
Error) receiving and all subcarriers are transmitted with equal power. A TDD frame
structure is used, the length of radio frame is 10 ms and the length of subframe is 1 ms.
The detailed simulation parameters are listed in Table 1.

Table 1. Simulation parameters.

Parameters Value
Layout 7 sites with 3 sectors each
Number of loops per GA loop 30 TTI
Inter cell distance 500 m
Carrier frequency 2.0 GHz
Bandwidth 10 MHz
Average number of users per sector 20
SINR threshold for determining CoMP 0.3 dB
Number of RBs per sector 10
No. of TX- and RX-antennas per RRU 2
Antenna gain 12 individual controlled gain for each BS. Each gain

is between −6 to 14 dBi
Traffic Full Buffer
Penetration loss 20 dB
Frequency reuse 1
Path loss 128.1 + 37.6lg(d), where d is in km, Minimum 70 dB
Scheduling method Proportional Fairness (PF)
Channel SCM-E

To evaluate the performance gain of the system with single user CoMP, a fixed CoMP
region with 3 sectors is used, and 2 Resource Blocks (RBs) are reserved for CoMP
transmission for cell-edge users. The cell-edge users are decided by the large-scale
fading SINR threshold. A local precoding scheme is used in each CoMP region.
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A very important decision to make in implementing a GA to solve a particular
problem is to set up the values for the various parameters such as population size, cross‐
over rate, mutation rate, creep rate and elitism rate. Discussions of parameter settings
feature widely in the evolutionary computation literature, but there are no conclusive
results on what is best: most people use what has worked well in previously reported
cases [5]. The parameter settings for the GA here broadly follow those in [11–13] and
are summarized in Table 2.

Table 2. GA parameters

Parameter Value
Total generations 100
Number of policies in each generation 50
BLX−a: a = 0.5 0.2
Distortion rate 0.3
Random mutation rate 0.012
Creep rate 0.012
Elitism rate 0.1

4 Simulation Result

Tests to check the stability of the GA were performed with up to 100 generations, each
with 50 policies. The best policy for each generation was recorded for further analysis.
Figure 3 shows the system throughput (total throughput in Mbps for seven BSs) and RF
power performance (a relative value for total base stations’ RF amplifiers) for the best
policy in each generation with CoMP. We can see that stability is reached after about
after 60 generations. Similar results were obtained for a system without CoMP.

To evaluate the performance gain or our approach we consider four scenarios and
the results are shown in Fig. 4.

i. Conventional network: no CoMP and fixed antenna patters (no GA);
ii. No CoMP with GA (as in [14])

iii. CoMP with fixed antenna patterns
iv. CoMP with GA

Scenario 1: the network has “fixed antenna patterns”, the RF power was varied from
minimum to maximum within the adjustable range (−6 to 14 dB for each sector), and
the system throughput change noted. In this conventional network, the system
throughput reaches a peak rate of 549 Mbps when maximum power is used for all BS
antennas. This is shown in Fig. 4.

Scenario 2: with the GA and adaptive antennas, the system can find a near optimal
solution for that user distribution. In Fig. 4 the optimum gives a system throughput of
566 Mbps, (3% performance gain over the system with maximum fixed antenna gain),
but the RF power needed to produce the antenna pattern is reduced by about 58%.
This is because with the GA-calculated optimal antenna pattern, the UEs can get the
best SINR performance without wasting antenna radiation in other directions.
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Scenario 3: as CoMP is mainly used for cell-edge users to improve their throughput
performance, we considered mainly the cell-edge users. Without the GA, a 31% perform‐
ance gain is achieved for cell-edge users in terms of throughput; at the same time, the
transmission power for these cell edge users is reduced by 25% in total because, in CoMP
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Fig. 3. System throughput and RF power for different GA generations for system with CoMP.
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mode, the signal from a neighbouring cell is transformed from noise to useful signal, so
the power required to achieve a certain throughput is reduced.

Scenario 4: the performance of a system combining GA with CoMP is also shown
in Fig. 4. We can see that with GA and adaptive antenna, the system benefits with higher
system throughput and much less RF antenna power required, although slightly higher
power than in Scenario (ii).

In a real, deployed conventional system, the RF power is often set to a suitable level
that just covers the whole service area (if it is too small it will not cover all the area and
if it is too high it will cause more interference to neighbouring cells). In our simulation,
with the same RF power level, the GA and adaptive antenna system offers clearly supe‐
rior performance, as shown in Fig. 4(b) where the performance is shown using the power
that is optimum for the GA with CoMP.

5 Conclusion

In this paper, we propose a GA based adaptive antenna system that works with CoMP
for OFDMA networks. The results show that CoMP delivers a significant performance
gain. However by combining CoMP with adaptive antennas whose patterns are deter‐
mined by a GA optimisation, the system achieves further performance gain in terms of
overall system throughput and energy efficiency. Further studies will be carried out to
investigate more scenarios and real system integration issues.
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Abstract. The increasing capabilities of position determination technologies
(e.g., GPS) in mobile and hand held device facilitates the widespread use of
Location Based Services (LBS). Although LBSs are providing enhanced func‐
tionalities and convenience of ubiquitous computing, they open up new
vulnerabilities that can be exploited to target violation of security and privacy
of users. For these applications to perform, location of the individual/user is
required. Consequently they may pose a major privacy threat on its users. So
for LBS applications to succeed, privacy and confidentiality are key issues.
“Privacy protection” has become the buzz word now days for the users of
location based services. This problem has gained a considerable attention
among the researcher community also. A state-of-art survey of privacy in
location based services containing details of all privacy protection schemes is
presented. Further, attack models and their handling mechanism are discussed
in comprehensive manner. Finally, some open challenges in the area of loca‐
tion privacy are also demonstrated.

Keywords: Location privacy · Attack models · Privacy protection strategies ·
K-anonymity

1 Introduction

Extensive usage of smart Phone and hand held devices brought the ubiquitous computing
on the finger tips of users. With the tremendous growth of Internet and mobile phones
the term “Location based services” has become a popular term now days. The GSM
Association, simply defines Location Based services (LBSs) as services that use the
location of the target for adding value to the service, where the target is the “entity” to
be located (not necessarily the user of the service). Applications of widely used LBSs
are enquiry and information services, traffic telematics, fleet management and logistics,
location based advertising, and many more.

On one hand where life has entered in a zone of comfort and convenience because
of LBS, on the other hand it has given rise to many issues like privacy, pricing, data
availability, and accuracy in dealing with spatial information etc. Among all the issues
addressed, privacy and security of clients using the LBS, is the most critical one. On the
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basis of the location information, user’s movement, actions, priorities, ideologies and
other information can be deduced. More precisely, therefore it can be said that location
information jeopardizes user’s identity and integrity [26].

This work presents classification of existing location privacy approaches. An over‐
view of different types of attacks according to the knowledge applied by attacker is also
presented. Previously, researchers in [2] present the privacy attacks based on categori‐
zation of anonymity and historical anonymity only and without real life examples.
Authors in [17] presented the survey of various privacy preserving approaches but not
of privacy attacks. Underlined work in [33] presented upright classification of attacks
but failed to provide the mechanism to handle them. Therefore, the main contribution
of this paper is a comprehensive presentation of attacks along with their handling mech‐
anisms and also the open challenges lying in that particular area.

The rest of the paper is structured as follows: Sect. 2 contains details of privacy in
LBS along with its need. Various privacy protection strategies are presented in Sect. 3.
Section 4 consists of various attack models while Sect. 5 contains open challenges in
the area of location privacy. Finally, the work is summarized in the conclusion section.

1.1 Location Privacy and Its Need

According to the Westin [34], Location privacy can be defined as a special type of
information privacy which concerns the claim of individuals to determine for themselves
when, how, and to what extent location information about them is communicated to
others. Precisely, key factor of location privacy is control of location information. Loca‐
tion privacy is the ability to prevent unauthorized parties from learning one’s current or
past location. All the services and the location service provider (LSP) may not be trust
worthy; therefore they could misuse the user data.

A complete LBS system comprises of various players such as content providers,
network operators, virtual operators, service administrators, financial parties and other
service providers etc. The user has to expose its location information against the services
provided by the LSPs and by this at the same time user has a risk of disclosure of its
personal information also. For obtaining a complete location based service, many parties
are involved and thus the personal information of user is potentially known by many
different services or content providers or other parties. Thus, proliferation of personal
information among the different parties is difficult to control. This requires a sophisti‐
cated access control mechanism along with an appropriate authentication system.

The consequences of a location leak vary in terms of gravity. They results uncom‐
fortable scariness of being watched or may cause unwanted revelations of a person’s
activities to actual physical harm. Moreover, it is actually awkward to be seen at certain
places like a female clinic, crack house, AIDS clinic or a place related to a particular
political ideology [20]. A user’s location privacy is affected by two factors. One, what
kind of location information service providers are storing about a user? and How long
do they hold onto it? Well, intrusions in location privacy can uniquely identify users,
more than their names or even their genetic profile and this malicious identification may
lead to unsolicited situations penetrating into one’s personal space.
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2 Privacy Protection Strategies and Mechanisms

Several approaches have been proposed for protecting location privacy of a user. The
fundamental idea behind all techniques is to prevent revelation of unnecessary infor‐
mation and to explicitly or implicitly control what information is given to whom and
when [24, 25]. There is an inherent tradeoff between the utility and quality of LBS that
users wish to receive and the location privacy they are ready to compromise. In the
following sub-sections, various strategies available for privacy protection are presented.

2.1 Regulatory Strategies

All rules regarding to fair use of personal information falls under the category of regu‐
latory approaches to privacy. In general, regulatory frameworks aim to adequately guar‐
antee privacy protection for individuals’ users. The Location Privacy Protection Act of
2011 [1] clearly states that before collecting and sharing a customer’s location one needs
to take his/her explicit consent.

2.2 Policy Based

Defining privacy policies and maintaining them comes under the umbrella of another
class of location privacy techniques- policies based techniques. Privacy policies are
trust-based mechanisms for prescribing certain uses of location information. Privacy
policies define restrictions that regulate the release of the location of a user to third
parties. User’s needs of privacy are satisfied by restricting the ability to manage locations
and disclosing information. The biggest disadvantage of policy based measures is the
lack of policy enforcement specified by service provider. So despite of regulatory and
policy based frameworks, adversaries are able to intrude in one’s location privacy.

2.3 Location Obfuscation

Location Obfuscation is the process of degrading the quality of information about a
person’s location, with the aim of protecting that person’s location privacy. It is the
process of slightly altering, substituting or generalizing the location in order to avoid
reflecting real, precise position. The most common techniques to perform obfuscation
are pseudonyms, spatial cloaking, adding random noise and dummies, Redefinition of
possible areas of location.

Pseudonyms, if used and implemented properly will prove to be an effective way to
protect identity of users. Authors in [15] have used pseudonym for authorization and
access control. It provides same level of security as that of distributed architecture and
is applicable for pull based services.

In the Spatial K-anonymity paradigm [7, 25, 27], the client sends its query to middle‐
ware. It then constructs an anonymizing spatial region (ASR)/cloaking region (CR) that
contains the querier’s location along with other K-1 client locations. This ASR along
with the query request is sent to the LBS. LBS executes the query with respect to the
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ASR, and returns a superset of the results to the anonymizer, which filters out the false
positives. Spatial cloaking has gained a considerable attention of privacy researchers.
Rectangular cloaking regions were replaced by cloaking regions based on voronoi
diagrams [18]. This provides greater flexibility, security and performance gain. Also the
concept of cloaking regions containing k users as well as same cloaking region for at
least k users is coined by [11]. Further k-anonymity based on fuzzy context parameters
was introduced in [13]. The underline concept of k-anonymity has been extended by
various approaches to increase privacy protection. The most important extensions are l-
diversity, t-closeness, p-sensitivity, and historical k-anonymity.

Another approach for location privacy under the category of obfuscation is genera‐
tion of dummies. To add dummy locations and noise to user’s position [5, 19, 37]
proposed an idea of sending additional set of dummy queries along with the actual query.
The obfuscation region consists of the distinct locations included in the query set sent
to the LBS.

2.4 Data Transformation

In this setting the data has been transformed using some encoding methodology like
Hilbert curve etc. prior to transmitting it to the LBS. An authorized client has the secret
transformation keys. This client issues an encoded query to the LBS. Both the database
and the queries are unreadable by the LBS. In this way location privacy is protected.

2.5 PIR Based Location Privacy

Private Information Retrieval (PIR) protocols facilitate a client to retrieve the ith block
from the server, without the server discovering which block was requested (i.e., index
i). These protocols safeguard against access pattern attacks [16]. They can be grouped
into: (i) information theoretic, (ii) computational [21] and (iii) secure hardware [32, 35].

There is a tradeoff between privacy and efficiency in the above mentioned techniques.
While anonymity/cloaking and transformation-based approaches provide competent
spatial query processing, they endure various privacy implications. On the other side of
the coin there are, cryptographic and PIR-based approaches that provide significantly
stronger privacy guarantees but incur more costly query processing operations.

3 Common Attacks and Challenges in Location Privacy

In order to evaluate a location privacy preserving technique/mechanism accurately, the
adversary against whom the protection is required must be modeled. Hence, the adver‐
sary model is actually a very vital element of a location-privacy framework. An adver‐
sary is characterized by his knowledge and type of attack(s) he can target. An adversary
model comprises of two main components: (a) the information which he/she wants to
target (what he wants to infer) and, (b) the background knowledge and the inference
abilities available to the adversary.
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Some of the location privacy attacks along with the way to handle them and, open
challenges in the respective area are given below:

Spatial Knowledge attack: Assume that a user issues a LBS request from a location p
and most obviously user does not want to reveal his location. Now assume that user’s
location p is obfuscated by region q using some geometry-based technique. Now if
adversary is aware that the user is in the obfuscated location q and q is entirely contained
in the spatial extent of a particular place which is publicly known, then it can be imme‐
diately inferred that user is located in that place. However, for a professional whose
work is related to that place (for him/her it’s a routine), such a privacy concern would
not arise because the location would be related to the user’s professional activity. This
privacy attack has been referred as spatial knowledge attack and has been described by
Lee [22]. The spatial knowledge attack arises because real semantics of the space are
ignored by geometry-based obfuscation techniques.

Handling spatial knowledge attack: These types of spatial knowledge attacks can be
well handle if the privacy preservation mechanism utilizes semantics of location. These
semantics may be in the form of identity of location, staying duration etc.

Location dependent attacks: Location dependent attacks may be based on continuous
queries while users are moving (continous) or snapshot (one time) queries. For these
queries location k-anonymity and cloaking granularity are the privacy metrics. When
exact snapshot locations are unveiled, two kinds of attacks are possible: location linking
attacks [11] and query sampling attacks [4]. Location linking attacks refer to the scenario
where the location information included in a user query is used as a quasi-identifier to
re-identify the user.

Handling location dependent attacks: The location k-anonymity model was
proposed to prevent this kind of attacks by Grutser [11]. The fundamental idea is to
extend an exact user location to a cloaked region that covers at least k users. Grutser
used a Quad-tree based cloaking algorithm to generate cloaked regions. Ghinita [7]
proposed a cloaking algorithm called hilbASR, in which Hilbert curve is used in order
to approximate the spatial proximity between query requests.

Further, Cheng in [3] proposed two simple solutions, namely patching and delaying.
In patching the previous cloaked area is essentially covered so that the current one is at
least as large as the previous one. But obviously, drawback is increasing size of cloaking
area with evolving time. The second solution, called delaying, delays the request by t
time until the MBR grows large enough to fully contain the current cloaked region.

Multi query attack: As the name indicates, multi-query attack is the one where an
adversary tries to identify the actual location of the query issuer with the help of a series
of two or more spatial queries. All these queries involve different cloaking regions. The
idea given by authors in [31] is to determine the exact location of the service requester
by obtaining various cloaking regions (CR) that are shrunk or extended in succeeding
queries.
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Handling multi query attacks: The above mentioned problem can be addressed by
ensuring reciprocity condition which ensures the users in the same anonymity set should
use same CR over time. This problem can be dealt by preserving the cloaking regions
for the same set of users for a specific period of time and by developing disjoint sets of
users dynamically over time in order to share the common CRs.

Maximum movement boundary attack: In a maximum movement boundary attack,
the adversary computes the whole area of movement of user/target, where the user could
have moved between two succeeding snapshot queries or position updates. Let us
assume that the initial update is sent when user was at time T1 and the other update is
sent at time T2. Using this strategy the attacker can increase the precision of the update
sent at T2. As only a small part of the area of T2 is reachable within the maximum
movement boundary. Therefore, the remaining area of the position update can be safely
excluded by the attacker.

Handling maximum movement boundary attack: Ghinita et al. [7] developed
temporal and spatial transformations to sustain this type of attack. The idea of temporal
transformations is to delay the requests while spatial transformations CRs are not directly
generated depending on the user location, but instead are built starting from the last
reported CR.

Trajectory attacks: Simply removing the identifier does not guarantee the privacy of
owners while trajectory publishing. The owner might be inferred by attackers after this
also. This type of attacks is called trajectory attacks [10]. The problem of trajectory
anonymization is twofold. On one end the need is to preserve identity of trajectory owner
and along with this the utility of published data is also to be maximized. The existing
work can be classified into two categories: trajectory anonymization in free space [8, 9,
30, 35, 36] and in constrained space [9, 23]. Existing methods for location anonymization
and cloaking are not applicable in this scenario.

Handling Trajectory attacks: Goal of trajectory privacy-preserving techniques is
to protecting whole trajectory not to be identified by the adversary, also protecting
sensitive/frequent visited locations in trajectories. This all should be done along with
preserving the utility of data. However it has been shown that releasing anonymized
trajectories may still have some privacy leaks. Therefore Nergiz [28] proposed a
randomization based reconstruction algorithm for releasing anonymized trajectory
data and also presented the adoption of this underlying techniques to other
anonymity standards.

Inversion attacks: Inversion attacks are based on the situation in which a n adversary
is aware of identity of k potential users of the request. Thus even after observing a
specific cloaked region because of k-anonymity, adversary is not able to determine the
query issuer among k users. However, if adversary knows the cloaking algorithm, he
can simulate its application to the specific location of each of the candidates, and exclude
any candidate for which the resulting cloaked region is different from the one in the
observed request. Thus he will be able to breach the privacy of client. This type of attack
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is called inversion attack. Some of the cloaking algorithms are indeed subjected to this
attack.

Handling Inversion attacks: Kalnis et al. [14] show that reciprocity is the solution for
this attack. Each generalization function if satisfies reciprocity will not be subjected to
the inversion attack.

Query tracking attacks: In case of continuous queries, the results of query would be
continuously returned for a designated time period which is called query lifetime. [4].
Query tracking attacks become possible when a user is cloaked with different users at
different time instances during the query lifetime. In this way he is easily identifiable
among a set of users.

Handling Query tracking attacks: Usage of memorization property is the key point
to protect against query tracking attacks. According to memorization property during
the whole query lifetime, the set of users being cloaked in an area should always be same
[4]. Clearly, there is a line of difference between query tracking attacks and location-
dependent attacks. Even if the users are prevented from query tracking attacks by
applying the memorization property there is no guarantee of protection from location-
dependent attacks using this.

Inference attacks: Gaining knowledge unlawfully about a subject by analyzing data is
known as an “inference attack”. Inference attacks on the observed queries are basically
classified into two categories: tracking and identification attacks. Such attacks can lead
to two types of location-privacy breaches: presence and absence disclosure. Protection
strategies always aim to reduce adversary’s information as little information about user
locations makes it harder for the adversary to reconstruct their actual trajectories and to
identify their real identities. But, unfortunately, doing so has its own cost in terms of
reduced service quality for the user. Authors in [12, 20] examined location data gathered
from volunteer subjects and apply four different algorithms to identify the subjects’
home locations and then their identities using a freely available, programmable Web
search engine.

Handling Inference attacks: Inferences attacks can be handled by different obscura‐
tion methods. Further, three different obscuration countermeasures - spatial cloaking,
introducing noise, and rounding, designed to halt the privacy attacks, are applied in the
above mentioned case. It has been shown in [20] that how much obscuration is necessary
to maintain the privacy of all the subjects.

Other attacks: Apart from the above mentioned attacks, some other remarkable studies
in the area of location privacy are: [11, 12] worked with completely anonymized GPS
data. They used a standard technique from multi-target tracking. On the parallel lines
the approach for anonymous indoor data is given by Williams et al. [35]. They placed
simple presence sensors around a house, i.e. motion detectors, pressure mats, break beam
sensors, and contact switches. These sensors helped to develop a probabilistic tracking
algorithm. Using observations of sensor triggers the algorithm is detect to identify
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occupant of the house around which these sensors were fixed. Duckham et al. [6]
presented a model of refinement operators for working around obfuscation techniques,
such as assumptions about a victim’s movement constraints and goal-directed behavior.

Using the strategy of query sampling attacks an adversary may still be able to link
a query to its user in case user locations are publicly known. This is possible even if
locations are cloaked. This kind of attacks is called query sampling attacks [4]. Idea of
k sharing regions i.e. a cloaked region should not only cover at least k users, but the
region is also shared by at least k of those users is the key to protect against query
sampling attacks.

4 Open Challenges and Future Research Directions

In order to solve the contradiction between location privacy protection and quality of
services, researchers have already come up with a number of privacy protection methods.
But there are many research issues which are still open. Following is the description of
open challenges in the domain of privacy in LBS.

• Use of semantics: In the earlier research approaches, to attain location privacy
semantics of query, data, and location itself are not considered. Very few research
article paid attention to the above mentioned semantics. Research is not mature
enough about the use of semantics which can bring the drastic transformation in the
existing data privacy techniques.

• Privacy-preserving Location Data Collection: Location data generated by cell
phones are collected by manufactures and published/leaked to third parties for anal‐
ysis. Analysis of users’ location data may cause personal privacy leakage so solutions
can be research on privacy-preserving location data collection.

• Application of PIR: The PIR-based approaches to location privacy open pathways
to a novel way of protecting user’s location privacy. However, to utilize complete
potential of these techniques cost of computationally intensive query processing is
to be beared. Therefore, the further direction of research should be reducing the costs
of PIR operations. Also “use of efficient indexing technique” for spatial queries is a
future research area.

• Formalizing of LPPM (location privacy preservation mechanism): All the works
in the literature concentrates on solution of a particular problem of location privacy
domain, e.g., protection mechanisms against a specific kind of attack, and therefore
do not provide a generic framework that takes care of all location-privacy compo‐
nents in [29]. There exists a lack of a formal framework to quantify location privacy
and to formalize attacker’s model. Shokri et al. in [30] propose a framework in which
they formalize various metrics and quantified location privacy. But from end user’s
point of view the above solution is not usable because of being cryptic so a candid
formalization is still awaited.
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5 Conclusion

The problem of privacy breach while using location based services has gain a consid‐
erable attention of the researchers community. This article demonstrate various achieve‐
ments and research works accomplished in the area of location based privacy. However,
despite of several measures to protect privacy, there are numerous attacks to intrude in
location privacy and henceforth there are many open challenges still to be resolved. In
this work, all such attacks and measures to prevent them have been integrated and also
suggested future research directions.
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Abstract. Underwater acoustic sensor network (UASN) has been con-
sidered as a promising technique for ocean engineering. However, exist-
ing problems like long propagation delay, multipath interference and
low available bandwidth are important issues in UASN. Based on the
analysis of the UASNs characteristics, we proposed a novel protocol,
named DUOR (Depth-based Underwater Opportunistic Routing proto-
col), which directs a packet to the sonobuoy on the surface in an effi-
cient and low-signaling method. The contribution of DUOR is twofold:
(1) minimizing signaling costs; (2) solving “void area” and “the extremely
long forwarding path”. Simulation results show that the proposed DUOR
outperforms the existing Depth Based Routing (DBR).

1 Introduction

Underwater acoustic sensor networks (UASNs) have been proposed as an alter-
native solution for observing and exploring underwater environments. Data for-
warding in the water is a key problem to be solved owing to the characteristics
of the underwater acoustic channel such as long propagation delay, high error
rate [1] and complex multipath effect [2]. These lead to high end-to-end delay,
high packet loss rate, which make the design of routing protocols in UASNs very
challenging [3].

Opportunistic routing (OR) [4] is preferred for data forwarding in UASNs.
Unlike traditional routing protocols, which are mainly designed based on the
method that the sensor nodes forward packets by looking up the predefined
routing table, OR chooses a forwarding candidate set from neighboring nodes
to transmit the data. All the nodes which receive the packet correctly have the
chances to forward the packet. It’s obvious that the data transmission through
multiple nodes is more reliable than through a single node. Therefore, OR can
improve the data delivery ratio and network throughput.
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Some existing opportunistic routing protocols forward data packets to a
locally optimal next-hop node closet to the sink node. This strategy will suf-
fer from a problem called void area. The “void area” is referred to the situation
that no any other relay nodes exist between the current node and the destina-
tion in packet transmission path. There are other existing OR protocols which
can solve the “void area” such as Geographic and Opportunistic Routing for
Underwater Sensor Networks (GEDAR) and OVAR (An Opportunistic Void
Avoidance Routing Protocol for Underwater Sensor Network). However, they
can’t solve “the extremely long forwarding path” and consume more signaling
exchange than our proposed DUOR. “The extremely long forwarding path” can
be encountered when transmission path is much longer than the optimum route.
GEDAR is based on the network topology control through depth adjustment
of those void nodes. Since network nodes’ localization is needed in this proto-
col, abundant signaling cost and energy consumption are introduced. In OVAR,
every node needs to set up a neighbor table to keep the depth, hop count and
ID of neighbor nodes. So our goal in this paper is to low signaling cost, solve the
“void area” and “the extremely long forwarding path”. DUOR requires less sig-
naling cost. Different from other OR protocols which are also based on depth and
hop-count for UASNs, there is no any information exchange among forwarding
candidate set except overhearing packet transmissions. It just needs depth and
hop count as forwarding candidate selection criterion. The main contribution
of this paper is the proposal of a novel opportunistic routing protocol, named
Depth-based Underwater Opportunistic Routing Protocol (DUOR), for UASNs.
The novelties of DUOR are showed as follows.

– Low signaling cost: In existing protocols aforementioned, global topology and
other signalings are required to select next hop forwarder nodes. Instead,
DUOR just needs nodes’ depthes and hop-counts as the essential condition for
the candidate set. In addition, there is no any information exchange among
forwarding candidate set except overhearing packet transmissions. The nodes
with shallower depthes and smaller hop-counts are self-included in the candi-
date set. DUOR is a receiver-based scheme where the receiver node decides
forwarding candidate set. This strategy can reduce signaling exchange.

– Avoiding the “void area” and “the extremely long forwarding path”: These two
problems would lead to high packet loss and excessive energy consumption.
We adopt hop-count to the selection condition for the forwarding candidate
set. The node’s hop-count is the number of hops to reach the sink node. Upon
receiving and forwarding query frame from the sink node, underwater sensor
nodes set up a reachable route to the sink node and acquire its own hop-
count toward the sink node. Only the nodes whose hop counts and depth
both satisfy certain conditions can be chosen as forwarding candidate set.
This strategy can solve the problem of “the extremely long forwarding path”
effectively. For example, in Fig. 1, the hop-count sensor node A is nine, while
the hop-count of the sensor node B is four. Since the hop-count limitation can
make the sensor node A who may take the extremely long forwarding path
as a nonparticipator, the problem can be addressed. In Fig. 2, the solid line



24 Z. Ma et al.

Fig. 1. The phenomenon about “the extremely long forwarding path” in underwater
communication

Fig. 2. The problem of “void area” in OR protocol

(source node-node A-node B) shows the transmission path of the traditional
OR protocol. When the packet is transmitted to the node A, the node B
whose depth is shallowest around node A will forward the packet preferentially
according to traditional OR protocol. However, there is no shallower node
around node B in one hop, the node B will retransmit the packet continually
or discard the packet. However, in DUOR, the query frame from the sink node
is transmitted along imaginary line. Because there is no shallower node around
node B within one hop range, the node B cannot receive the query frame sent
by the sink node from the top to the bottom. So the node B’s hop count is
out of work. Since the hop-count is one of conditions to determine forwarding
candidate set, so the node B won’t be involved in routing process when the
node A received a packet. Definitely, the problem of “void area” is solved.

2 The Details of DUOR

The basic procedures of our proposed protocol involves four steps. Before data
transmission, every sensor node keeps its local status of hop-count and depth
to set up next-hop route toward the sonobuoy. Sensor nodes can acquire and
update their own depth through carry-on pressure gauge. Then the source node
(sender) broadcasts the packet embedding its surrounding region data. After
that, neighboring nodes receiving the packet determine whether itself belongs
to forwarding candidate set according to the hop-count and depth, Finally the
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node with the highest priority in candidate set transmits the packet, other low
priority nodes hear it and suppress forwarding to prevent redundant packet
transmissions and collisions. Then repeat above forwarding processes until the
sink node receives the packet.

2.1 Every Node Updates Its Own Hop-Count

– The sink node broadcasts the query frame periodically: The query frame only
involves the query frame ID, hop-count variable (Nr) and depth variable
(Dr). (The initial values of Nr and Dr are both zero.) For a query frame
receiver node, Nr and Dr record the hop count and depth of the last hop.
The structure of the query frame is shown in the Table 2.

Table 1. The memory of the sensor nodes

Dn Nn Query frames’ IDs Q1 Q2

Table 2. The structure of the query frame head

The query frame ID Nr Dr

Table 3. The structure of the packet head

Source node ID Packet ID Ds Dc Ns Data

– The nodes which receive the query frame check whether to store or discard
it: Each sensor node updates its local buffer with its own depth Dn, its own
hop-count Nn and query frames’ IDs it has received. Its local buffer structure
is shown in Table 1. After receiving a query frame, a node can tell whether it
has received the message through query frame IDs stored in its local buffer.
When a sensor node receives a repetitive query frame, the query frame will
be discarded. On the contrary, if a sensor node receives a new query frame, it
will update its local information and the query frame, which we will discuss
detailly in the following paragraph.

– What to do after accepting the query frame: The receiver updates Nr and Dr

values in this query frame, stores the query frame ID and the new hop-count
in its local buffer. Finally, it broadcasts the updated query frame. The depth
(Dr) and hop-count (Nr) in query frame are updated as follow:

Nr + 1 → Nr,Dn → Dr, (1)

where Dn is the current node’s depth. The sensor node stores the new hop-
count as.

Nr → Nn, (2)

where Nn is the current node’s hop-count. So far the sensor node updates its
hop-count.

Repeat the above-mentioned process until all the sensor nodes receive the query
frame.
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2.2 The Sensor Node Sends the Packet

The structure of the packet is shown in the Table 3, where Ds is the source node’s
depth, Dc is an updating depth variable which records the last hop’s depth, Ns

is the source node’s hop-count. Those information can help the packet receivers
judge whether they belong to forwarding candidate set and calculate the waiting
time to coordinate the forwarding.

2.3 The Intermediate Nodes Forward the Packet

Except mentioned in the previous section, every sensor node maintains sequence
Q1 and Q2. Q1 saves packets and the waiting time designed for packets, while
the Q2 maintains all forwarded packets’ IDs. Now we will introduce how the
intermediate nodes forward the packet.

– candidate set selection: When the source node sends the packet, a part of
neighboring nodes can receive the packet correctly. The nodes receiving the
packet for the first time put the packet in the sequence Q1 and judge whether
they belong to forwarding candidate set. If the sensor nodes satisfy the two
following formulas, they belong to the forwarding candidate set:

Nr ≤ m · Ns,Dn < Dc, (3)

where m is forwarding candidate set coefficient, Nr is the current node’s hop
count, Ns is the source node’s hop count, Dn is the current node’s depth. Dc

is an updating depth variable which records the last hop’s depth.
From forwarding candidate selection conditions, it’s obvious that sensor nodes
with shallower depth and less hop-count would be more likely selected to
candidate set.

– waiting time calculation: If the nodes satisfy the forwarding conditions, they
will set the waiting time in Q1 and put the packet ID into sequence Q2. That
means, the candidate set will wait a certain time to forward the packet. The
node with highest priority has the shortest waiting time. Utilizing hop-count
and depth as waiting time calculation factors can make the sensor nodes with
better link states and shallower depth have higher priority to forward packets.
Firstly, to make shallower nodes with shorter waiting time, the waiting time
calculation formula can be set as follow:

tr =
k · Dr

c
+ W, (4)

where k is waiting time coefficient, tr is the time that forwarding candidate
set should wait to transmit the packet, We set c as the propagation speed
of acoustic wave. Dr is the depth of the current candidate node. W is a
constant. In Fig. 3, node A has higher priority to forward the packet from the
source node than node B. Node A is far from the source node than node B,
so node A may receive the packet later. Node B should wait more time to
eliminate the receiving time difference between node A and node B. On the
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Fig. 3. Waiting time calculation

other side, when node A forwards the packet preferentially, node B will hear
it after a propagation delay. So node B should wait more time to hear node
A’s forwarding packet and then suppress its own forwarding.

tB − tA > 2 × DB − DA

c
, (5)

tA is the node A’s waiting time, tB is the node B’s waiting time, DA is the
node A’s depth, DB is the node B’s depth. In UASNs, we consider (DB − DA)
as the distance between the node B and the node A. So in formula (4), k must
be a constant greater than two to make sure formula (5). That is,

tA =
k × DA

c
+ W, tB =

k × DB

c
+ W, tB − tA =

k × (DB − DA)
c

, (6)

k is greater than two to meet the condition formula (5). Finally, to make sure
the farthest node among candidate set has received the packet before another
candidate node forwards the packet, we modify the waiting time caculation
formula (4) as follow:

tr =
k × Dr

c
+

Rs

c
, (7)

Rs is acoustic communication range. Finally, we hope the nodes with lower
hop count have less waiting time, so we add hop count to the modified
formula (7):

tr =
k × Dr

c
+

Nr

Ns
× Rs

c
, (8)

The formula (7) is the reasonable waiting time calculation we designed.
– candidate set coordination: A candidate set node will broadcast the packet

when the waiting time which is set for the packet in Q1 is over. However, low
priority nodes should be able to suppress forwarding when overhearing the
highest priority node’s transmission.

2.4 The Sink Node Receives the Packet

Repeat the above steps until the sink node receives the packet.
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Fig. 4. The packet delivery ratio of DUOR and DBR

Fig. 5. The end-to-end delay of DUOR and DBR

Fig. 6. The whole network consumption of DUOR and DBR
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3 Simulations and Discussions

This chapter will compare DUOR with DBR using OPNET. We have used a
simple media access control protocol (MAC) based on CSMA. We considered
the sensor nodes randomly deployed in a 3D of 500 × 500× 500 m3. Every node
moves toward a certain direction with velocities varying from 0 m/s to 5 m/s.
The maximum transmission range is set as 100 m. We set the communication
rate to 10 Kbps and the data packet size to 50 Bytes. Packets are generated ran-
domly from nodes every one second. The sink node’s initial energy is 10000 J and
other sensor nodes’ initial energy are 400 J. The values of energy consumption
were Pt = 2w,Pr = 0.75w,P i = 0.08w for sensor operations of transmission,
reception and idle. The sink node broadcasts query frames every 20 s and the
sensor nodes save a query frame for 60 s. The simulation time is set as 300 s. we
compare DBR [5] and DUOR since they are both the routing protocols based on
depth. As shown in Figs. 4, 5 and 6, although the end-to-end delay of DUOR is
longer than DBR, DUOR achieves higher packet delivery ratio and lower energy
consumption than DBR. DBR maintains only the depth information at each sen-
sor node, this strategy will cause poor packet delivery ratio in sparse networks
and cannot handle “void area”. However, DUOR selects the next hop forwarder
opportunistically based on updated link transmission reachability (hop-count)
and depth.
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Abstract. In this paper, we proposed an efficient method with flexible frame‐
work for vehicle status awareness using smartphone sensors, so called Mobile
Online Vehicle Status Awareness System (MOVSAS). The system deployed
while users to put their smartphones in any position and at any direction. In our
proposed framework, principal component analysis (PCA) algorithm is used to
selected suitable features from set of combining features on time-base, power-
based and frequency-based domain, which extracted from accelerometer sensor
data. The classification model using Random Forest (RF), Naïve Bayes (NB), K-
Nearest Neighbor (KNN), and Support Vector Machine (SVM) algorithms to
deploy for awareness issues of vehicle status. The refining model is proposed
using Artificial Neural Network (ANN) algorithm aim to improved accuracy
prediction vehicle status results before. Training data sets, which are collected
and the dynamic feedback also helping improved accuracy of system. A number
of experiments are shown that the high accuracy of MOVSAS with vehicle kinds
as bicycle, motorbike and car.

Keywords: Mobile online recognition · Vehicle status · Smartphone sensors
analysis

1 Introduction

The vehicle awareness and prediction play an important role in various applications such
as energy estimation, safety, healthcare, transportation, social networking, etc. [1]. This
problem has the potential to impact our daily lives through extracting useful information
from raw sensor data. There were many methods to understand smartphone sensors data,
the most common method is using the windowing technique. For example, John J. Guiry
et al. [1] used the windowed sensor data samples from phone and chest device to recog‐
nize six activities. The time domain and frequency domain are two modes used for
sample analysis. The activity is inferred from the data window of one second and the
frequency domain is also used to analyze sensor signals every fifteen seconds with
accuracy of 98%. In the fact that, its high accuracy is resulted by the fixed position of
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the subjects’ phones that is in their trouser pocket. Consequently, the recorded sensor
signal is more stable.

With proposed recognition system at run-time, Jiahui Wen et al. [2] suggested a
method which combines a basis classifier with graphical model. They used the five-
second sliding window with 50% overlap to segment the streaming data. However, they
did not describe details of the features data instances. The assessments were employed
with several existed data sets such as smartphone dataset [3], sensor activity dataset
[3], UCI HAR dataset, Opportunity dataset. This paper also suggested an extra assess‐
ment model for run-time system.

In the paper of sensor-based classification, Sang et al. [4] proposed a method to recog‐
nize daily activity of a user. The data was collected from smartphones placed in users’
pocket. They extracted the features from the sensor signals: auto regressive coefficient,
fractal dimension, mean and standard deviation. However, they did not explain the
compatible features and their results obtained from this feature set were not compared to
the others. In another study, Zahid Halim et al. [5] have developed artificial intelligence
techniques for driving safety and vehicle crash prediction. This data analysis included the
weather conditions; the data was gathered in ten years from the vehicle sensors such as
accelerometer, camera in different driving behaviors before accidents. In their study,
intelligence techniques were commonly used for accident prediction problems. The clas‐
sification accuracy using decision tree (DT) and ANN in this study is 95% and they are
good algorithms for time series data and driving behaviors recognition.

The challenges on recognition using smartphone sensors are the noises in data,
mising data, variety of signal quality from different sensors, and the change in smart‐
phone position. Therefore, we propose a method to automatically select a set of features
from each window of acceleration data when smartphone users are moving. The possible
features are based on time domain and frequency domain. The principal component
analysis is applied to the online choice of suitable features. Then, the system uses one
of classifier algorithms such as random forest, support vector machine, k-nearest
neighbor and Naïve Bayes. In our framework, the refining model with ANN algorithm
is used to improve the accuracy of vehicle status prediction. The feedback module will
receive label then push this status information to data training set. In this paper, the
different statuses including stop, moving, acceleration, deceleration on bicycle, motor‐
bike and car are distinguished and the obtained results is outperformed.

2 The Mobile Online Vehicle Status Awareness System (MOVSAS)

The Mobile Online Vehicle Status Awareness System (MOVSAS) consists of three
modules. The data collector module is responsible for collecting labeled smartphone
sensor data of each predefined vehicle status. The signal data is then preprocessed, and
a set of representative features is extracted. The Principal component analysis (PCA) is
used to select the features for training model [6]. In the online training module, a clas‐
sifier detects the vehicle status of smartphone users and then the model is refined to
improve the accuracy from the prior detection results. It uses the recent status St corre‐
sponding to the window wt and combines with k-1 linear statuses. The set of k features
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as 
[
St−k−1,… , St−1, St

]
 aims to correctly detect the status from training data, which is a

set of instances including k statuses were collected. Based on the trained knowledge,
the real time vehicle status of users is detected by the Monitoring module. The MOVSAS
framework is shown in Fig. 1.

Fig. 1. The mobile online vehicle status awareness system framework

2.1 Data Preprocessing

The user information gained from smartphone sensors, especially accelerometer is very
useful to recognize the vehicle status. However, while moving, the users might put their
smartphones on their pocket, handbag, or in their hands, etc. As a result, the orientation
of smartphones will be frequently changed. The approach to solve this issue is to trans‐
form accelerometer data from the smartphone coordinate system to the Earth coordinate
system by relying on the additional data collected from magnetometer and gyroscope
sensors as Fig. 2 that aims to reduce noise. For the details of this transformation, we
refer readers to the work of Premerlani and Bizard [7]. Then the data is prepared for
classification by a feature set based on time- and frequency domains. The PCA will be
applied to select suitable features for classification.

Fig. 2. The smartphone coordinate (b) the Earth coordinates
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2.2 Using PCA for Feature Selection

The amount of raw data collected from smartphone sensors is various. Thus, directly
analyzing such data would require a lot of either time or memory space. A popular
approach to deal with this issue is to extract certain important features from such data
and to select suitable features that would lead to an increase in the prediction accuracy.

In time domain, we have computed the features of accelerometer such as:
The root mean square (RMS) [8] of a signal xi that represents a sequence of n discrete

values {x1, x2,…, xn}.
The sample correlation coefficient of axis x and y is computed by the equation below

𝜌(x, y) =
cov(x, y)

𝜎x𝜎y

(1)

The cross-correlation is a measure to compare similarity between two waveforms
and computed by the following equation:

CrossCorrelation(x, y) = maxn−1
d=1

(
1
n

n∑

i=1

xiyi−d

)

(2)

The SMA feature [9] is also calculated to distinguish between a resting state and
vehicle status in a classification.

The vertical and horizontal accelerometer energy features of each time window are
computed by the following equation.

Ev =
T+to

∫
t=t0

||av
||dt, and Eh =

T+to

∫
t=t0

||ah
||dt (3)

where av, ah are respectively vertical and horizontal acceleration values, and T is the

interval of integration with av(t) = az(t), ah(t) =
√

a2
x
(t) + a2

y
(t).

Thus, in time-domain, we have extracted thirteen features as CorreCoxy, CorreCoxz,
CorreCoyz, Crossxy, Crossxz, Crossyz and Xrms, SMA, Ev, Eh and Mean [10],
Variance [11], Standard deviation [12] in each data samples window.

For the frequency domain features, we compute Short Time Fourier Transform on
the nth window including N samples 

[
xn, xn+1,… , xn+N−1

]
 as following:

X(n, k) =

N−1∑

m=0

x[n + m].w[m]. exp (−j(2𝜋∕N).k.m) (4)

with k = 0, 1,…, N-1 and w[m] as window function.
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The Energy of M coefficient Fourier is computed by the below formula:

EM =

M∑

m=1

|X(m)|2 =
M∑

m=1

X(m).X∗(m) (5)

Because that, Z axis data capability different in vehicle status so that average Energy
of Z axis (EZ) also computed as:

Ē =

2
N∕ 2∑

m=2
|X(m)|2

N

(6)

Finally, the Entropy is computed with below formula:

H = −

N∑

m=1

pm log2
(
pm

)
with pm =

|X(m)|
N∑

m=1
|X(m)|

(7)

Thus, we have three features in frequency domain from Eqs. (5, 6 and 7) as EM, EZ
and H and sixteen features for our system.

An interesting approach that uses PCA for building up a set of features for activity,
behavior, vehicle status recognition problems using smartphone sensor [6] has applied
to choose suitable features for classification with higher accuracy.

2.3 Online Training Model

Classification is an important step in data mining problem, especially in recognition
problem with smartphone sensors class. The most commonly used classifiers are deci‐
sion tree, KNN, SVM and NB algorithms [13]. In practice, a classifier firstly needs to
be trained by using labeled vehicle status database (called training data). There are two
training approaches such as the online training method which is performed on smart‐
phones. On the other hand, the offline training is deployed in advance, usually on a local
machine. Most of studies use the offline training method because of the computational
cost reduction on smartphones. Nonetheless, the modern smartphones have much better
computational capacity. This advances of smartphones allows us to implement the online
training in our MOVSAS in Fig. 1.

In problems of the activity or behaviors or vehicle status recognition using smart‐
phone sensor or wearable sensor data collected from any position, the prediction accu‐
racy is usually of from 70% to 90% [7, 14]. Hence, our paper proposes a refining model
using ANN algorithm on smartphone to improve the status prediction results. The
training data for this collected by set of tubes includes k statuses. The tube is assigned
a label by user and could be updated by the monitoring module. The value k also affects
to the processing time of system. By experiment on stop, moving, acceleration, decel‐
eration statuses, we chose the value k of 4. The method and processes of the refining
model is shown in Fig. 3.
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In the traditional vehicles status recognition framework, the training data set is
usually fixed and prepared in advance. Since each user might have different, character‐
istics and habits, for example one might drive faster than others. As a consequence that,
the prediction accuracy might fall down when the system is used for another users.
Gomes et al. [15] proposed an idea to incrementally update the training data set by using
real-time feedbacks from users. We implement this approach in MOVSAS as following:
the system provides the corresponding vehicle status prediction in each data window.
Then, the user need to confirm the correctness of the result. If the prediction is correct,
the data window label based on the correct prediction results is assigned to the training
dataset. Continuously, it also assigns label to the tube including k status for data training
of refining model. The challenge here is efficient processing with additional information.

3 Experiment and Results

3.1 Experiment Environment

We deploy MOVSAS on the Android from 4.0 to 5.0 platform. The labels of vehicles
status database were collected by 30 subjects when they were driving a bicycle, motor‐
bike and by 20 subjects on car. They freely carried a Samsung galaxy S4, Quad-core
1.6 GHz Cortex-A15 processor, 2 GB of Ram, 2600 mAh battery, Android 4.2.2 Jelly
Bean. The set of vehicle status for recognition is {stop, moving, acceleration,
deceleration}.

3.2 Data Collection

In our experiment, signal data collected from three types of sensors as acceleration
sensor, gyroscope sensor and magnetic sensor. Each sensor returns three values corre‐
sponding to x, y, and z coordinates. The raw data stream is first cut out one seconds at
the beginning, and 3 s at the end as these periods time are usually redundant. Then, the
data is segmented into a number of windows of 6 s; the overlapping time is one second.
We collected 3500 samples for each status from subjects about in two months. The
training data set for refining classifier is collected by each subject and it contains char‐
acteristic vehicle status.

Fig. 3. The refining model for awareness vehicle status
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3.3 The Accuracy of Vehicle Status Awareness

The Weka tool integrated in framework for prediction. In each case, the default setting
is used. We also used 10-fold cross validation technical for classification. In the first
scenario (S1), MOVSAS predicts vehicle status with traditional method which do not
use user feedbacks, PCA and refining model. In the second scenario (S2), MOVSAS
predicts vehicle status utilize PCA, refining model and user feedbacks to enhance the
prediction accuracy. The obtained results are expressed in Table 1.

Table 1. The prediction accuracy(%) of MOVSAS with scenario S1 and S2

Random forest KNN Naïve Bayes SVM
S1 S2 S1 S2 S1 S2 S1 S2

Stop 83.00 94.10 76.00 81.00 78.00 83.00 71.25 75.65
Moving 78.65 90.85 69.19 76.00 63.15 65.15 52.00 69.52
Deceleration 74.19 86.15 63.00 74.35 60.00 71.16 57.80 61.78
Acceleration 78.66 87.75 69.16 73.86 63.00 73.45 66.25 69.75
Average 78.63 89.71 67.59 76.30 66.04 73.19 61.83 69.18

As shown in Table 1, the prediction accuarcy is clearly improved when PCA, refining
model and user feedbacks are applied in most of cases. Especially for the case of
predicting moving status by SVM, the accuracy is increased by 17.52%. These improve‐
ments highlight the effectiveness of the PCA and refining model strategy used by
MOVSAS. The RF algorithm is the most suitable for our MOVSAS framework since it
always offers higher accuracy compared with the other classifiers, i.e. KNN, Naïve
Bayes, and SVM. The accuracy of scenario S2 can be up to 94.10% when Random Forest
classifier is used. The accuracy for detecting deceleration status is lower than that of
others. The reason is due to misinterpreting some similar patterns such as slowly moving,
slowing acceleration and deceleration. We note that our MOVSAS framework allows
detecting the current vehicle status in the condition that their smartphones may put at
any position and in any direction.

3.4 The Processing Time

In scenarios, they usually require additional time for processing such information. We
counted and compared the time for prediction on S1, S2. The experiment result shows
the average time to detect each type of vehicle status by MOVSAS. The Random Forest
spends the least time for detecting vehicle status as comparing to KNN, Naïve Bayes,
and SVM. The average processing time is of 2.75 s for detecting the status using RF and
maximum of 3.75 s using SVM.

4 The Conclusion and Future Work

In this paper, we proposed a flexible framework, called MOVSAS, for detecting current
vehicle status when the smartphones are randomly placed in any position and at any
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direction. Morever, our proposed framework uses PCA to select suitable features and
refining model. Following, the real-time feedbacks from users are used to increase the
prediction accuracy. In the experiments, MOVSAS can achieve on average 89.71%
accuracy for detecting four predefined vehicles status, i.e. Stop, Moving, Acceleration,
and Deceleration on bicycle, motorbike and car. Furthermore, RF classifier is a prom‐
ising one for our framework. In the future, we are planning further improving the current
framework to either increase prediction accuracy or reduce the processing time.
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Abstract. Model based testing can enable automated test case generation for
many kind of application. Even test code can be generated from the model by
specialized tools. IoT protocols for network layer have many constraints for
exhaustive or manual testing because of battery problem and large number of
sensor nodes. To solve these testing constraints, this paper proposes an efficient
State Machine based test case generation for IoT network layer by using OPNET
simulation model and test case generation tool. The size of test suite is compared
according to the size of State Machine model from OPNET.

Keywords: State machine · IoT · Network layer test · Test generation · OPNET

1 Introduction

IoT (Internet of Things) normally has hundreds or thousands of sensor nodes and battery
constraints in case of outdoor field test. Therefore, it is necessary to efficient testing
method for the IoT.

In addition, it is necessary to consider an application layer interaction which is useful
for dynamics caused by mobility, failures, and dynamic power modes of IoTs. The
traditional layered structure passes a limited set of information over defined interfaces
between separate layers of the protocol. It is good for abstraction and development, but
bad for efficiency in case that high level information is useful in over layers or vice versa.
The examples are power control, overlay service, error control, aggregation, fusion,
localization, service discovery, semantic addressing, etc.

In this study, we are going to use State Machine-based testing for the cost saving in
test case design, systematic testing and controlling of the model coverage and the number
of tests [1, 2]. It can help the early detection of flaws and ambiguities in the specification,
and the conformance of implementation to the corresponding State Machine model.

For the State Machine based testing of IoT protocol, application layer and network
layer should be reflected on the protocol State Machine to cover the standard

© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9_5



specification. It is very critical to limit the number of test case in IoT because of battery
power constraints, so it is necessary to draw efficient test cases [3].

2 OPNET Modelling for Test Case Generation

2.1 IoT Network Layer and OPNET Simulation

ZigBee sensor network standard, which is a representative low-power standard for IoT
applications, was modelled by OPNET [4].

Fig. 1. The OPNET model of zigbee protocol stack

A simulation model based on OPNET was developed for the simulation of sensor
networks. Through the OPNET based simulation, various parameters related to the
sensor network can be set in advance to find suitable ones for the application system.
The candidate technology or structure to be applied to the developed system can be
evaluated in advance to receive feedback. Using the existing OPNET library, the inter‐
operability between different protocols and systems can be verified in advance [5]
(Fig. 1).

1. Physical layer: This layer is the lowest layer. It consists of two layers, operating in
two separate frequency ranges [4].

2. Medium Access Control layer: The responsibility of the MAC layer is to control
access to the radio channel using CSMA/CA. The MAC layer provides support for
transmitting beacon frames, network synchronization and reliable transmission [4].

3. Network layer: This layer sends and receives data to and from the application layer.
It performs the task of associating to and disassociating from a network. This layer
network protocol allows us to extend the battery life of the nodes, allowing it to do
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only the minimum work when it needs to transmit data [4]. The emphasis is on very
low cost communication of neighboring devices with no other wired/wireless
network infrastructure. The low cost communication results in lower power
consumption, which is even more important.

The following shows the result of simulating a Beacon-enabled ZigBee Network
using the ZigBee library.

• OPNET Simulation: End-to-end delay and Receiver-on time of ZigBee network
– Mode 1: Random Beacon Slot (Beacon Enabled Mode)
– Mode 2: Proposed Beacon Scheduling (Beacon Disabled Mode)

Figure 2 shows that the delay increases exponentially with Beacon-Disabled mode
as sensor node increases. Figure 3 shows that the beacon-enabled mode has much less
awake time than the beacon-enabled mode, which is much better in terms of battery
consumption.

In a ZigBee application that generates traffic with a frequency lower than a certain
level, such as remote meter reading and environmental monitoring, the battery usage time
can be greatly improved when the beacon-enabled mode is applied. However, it can be
adversely affected in a heavy traffic environment. Through the event/traffic simulation
results, the correct operation of OPNET model including network layer has been verified.

Fig. 2. End-to-End Delay simulation result by OPNET model
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Fig. 3. Receiver-on time (Battery Life Time) simulation result by OPNET model

2.2 Network Layer State Machine for Test Case Generation

OPNET uses a state machine based modeling technique to simulate each layer.
Figure 4 shows the network protocol layer state machine of the implemented model. We
propose a method to efficiently generate a test case by using the state machine. The
circles below represent each state, and the terms on the arrows represent interrupts.

Fig. 4. The State Machine of OPNET model network layer
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In this way, the finite state machine that defines the operation of the network layer can
check whether the network layer of the actually implemented sensor node is operating
properly. An automated tool such as ModelJunit [6] can be used to obtain a test case that
can test the operation of the network using the network state transition diagram. Model‐
Junit is an available and prevalent State Machine based test case generation tool. It is
very easy to learn and convenient because it is based on Java language.

3 Experiment Result and Analysis

The State Machine of OPNET network layer is slightly modified and simplified for
excluding the meaningless interrupt in point of test case generation, such as “default”.
The final state machine is as follow. The possible test cases for network layer can be
generated from this state machine diagram by using appropriate test case generation
tool.

The experiments for test case generation were executed by ModelJUnit, and each
experiment result has averaged among 10 times executions of test.

The comparison experiment has been performed by using Random Walk & Greedy
Random Walk test case generation algorithm [6]. Random Walk algorithm simply tests
a system by making random walks through a State Machine model, and Greedy Random
walk gives priority to transition never taken before. In addition to generation algorithm,
test case coverage is also important factor and the ModelJUnit supports three kinds of
coverage metrics such as state metric, event metric, and transition metric [7]. The state
metric shows how many states are traveled at least once. The event metric shows how
many events are triggered at least once. Transition metric represents how many transi‐
tions are exercised at least one was chosen in this study because it is important to cover
every state transition to ensure correct operation of the network layer [7]. The details of
experiments for comparison are as follows.

• Experiment 1: The number of state is same as original OPNET network model

When the state machine model had 16 states and the number of interrupt (event) was
25 (Fig. 5), test length (the number of test suite) for 100% transition coverage metric
was as follows.

• State Machine Model: 16 states, 25 event
• Random Walk: 210
• Greedy Random Walk: 160

When the relatively small number of State Machine states were randomly added for
test, the number of test length (Random Walk) was exponentially increased.

• Experiment 2: The number of state is reduced by simplifying original OPNET
network model

The similar group of states are merged as follows for the simplification of state
machine mode as follows.

• (ACK SEND, ACK CONF) => ACK SEND
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• (PEND SEND, PEND CONF) => PEND SEND
• (RXDN, ACK RCV) => RXDN
• (BRxRXON, BRxRX) => BRxRXON
• (BTxTXON, BTxTX, BTxCONF) => BTxTXON

When the Network had 10 states and the number of interrupt (event) was 19 (Fig. 6),
test length was as follows.

• State Machine Model: 10 states, 19 event
• Random Walk: 170
• Greedy Random Walk: 50

Fig. 5. The State Machine of network layer for ModelJUnit

The test length for the network testing can be very critical in such resource
constrained IoT environment. The experiment 2 shows that simplified by state merging
can dramatically reduce the number of test case especially in case of greedy random
walk. It should be considered that how we can reduce the number of states by simplifying
the state machine from OPNET model. The simplified version of state machine model
can be also verified by putting & executing it in OPNET modeler. The effect of merged
states can be monitored by the simulation result of OPNET. This can be a reciprocal
way for an efficient test case generation and network simulation.
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Fig. 6. The Simplified State Machine of network layer for ModelJUnit

4 Conclusions

The IoT normally has hundreds or thousands of sensor nodes and battery constraints in
case of outdoor field test. Therefore, it is necessary to efficient testing method for the
IoT. In addition, it is necessary to consider a network layer operation which is useful
for dynamics caused by mobility, failures, and overlay modes of IoTs.

For the State Machine based testing of IoT protocol, ModelJUnit tool and OPNET
ZigBee model are used. The tool generated the test cases by using OPNET network layer
state machine model. By the result of these experiments, we realized that the test cases
can be generated by using the state machine model of OPNET. Because the number of
test length could be rapidly increased in proportion to the number of state machine, a
simplification of FSM is necessary. The effect of merged states can be checked & moni‐
tored by simulating the simplified model in OPNET.

The more various test case generation experiment is also necessary for verification
of the network layer design. The ModelJUnit has many benefits as a tool of State
Machine based test case generation. We have used transition-tour test generation algo‐
rithm by the tool, but it doesn’t support other test sequence generation methods [8, 9].
The study about overcoming above weaknesses also should be done in the future.
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Abstract. This paper proposed a novel secure localization algorithm based on
confidence constraint for Underwater Wireless Sensor Networks (UWSNs). In
recent years, UWSNs have attracted a rapidly growing interest from ocean battle‐
field surveillance. As essential technology, secure localization is crucial to the
location-based applications. However, the localization process has been restricted
by the adverse battlefield environments, e.g. the confidence problem of reference
nodes and information due to disturbances or attacks, which lead to obvious
degradation of localization security and accuracy. To solve this issue, we trans‐
formed the secure localization into a confidence constraint satisfaction problem.
Zero-sum game method has been utilized to deal with the confidence problem of
reference information. Simulation results show that our algorithm is an effective
and efficient approach to localization for UWSNs.

Keywords: UWSNs · Localization · Security · Confidence constraint

1 Introduction

During the last few years, there has been a rapidly growing interest in Underwater
Wireless Sensor Networks (UWSNs), which brought us a new way to sense and monitor
the adverse battlefield environments [1]. As an essential technology, the localization
performance significantly affects the location-based applications. In complex ocean
battlefield, several kinds of adverse factors would lead to obvious degradation of local‐
ization security and accuracy [2], e.g. the potential malicious attacks, the unreliable
reference nodes and reference information, etc. Extensive research has been conducted
in this interesting area [3–5]. Therein, Alfao et al. considered the security of localization
under limited trust anchor nodes [4]. It introduced three algorithms to enable the sensor
nodes to determine their positions. But it would fail when the malicious anchor nodes
are in colluding condition. Chen et al. proposed to make each locator build a conflicting-
set and then the sensor can use all conflicting sets of its neighboring locators to exclude
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incorrect distance measurements of its neighboring locators [5]. However, the limitation
of the scheme is that it only works properly when the system has no packet loss.

Actually, the substantial reason of the above problem is that the localization has been
restricted by confidence constraint of reference information. Therefore, a novel secure
localization algorithm based on confidence constraint has been proposed. We trans‐
formed the secure localization problem into a confidence constraint satisfaction problem
(CSP) [6]. A confidence CSP, i.e. the determination problem of secure localization, has
been defined by a constraint contractor C, with an interval domain [x]. Then, the local‐
ization issues will be tackled in a constraint CSP framework.

2 Confidence Constraint Based Secure Localization Algorithm

2.1 Confidence Constraint of Reference Nodes

In this phase, our primary objective is to find out which anchor nodes should be employed
as reference nodes so that the utilization in localization is secure. To deal with the
problem, zero-sum game method will be employed [7].

Formulate game domain. Firstly, the ordinary node Ni initiates an inviting request to its
neighbor or multi-hop anchor nodes, namely set X. If the anchors in X are overcom‐
mitted, they respond the abandoning ACK to Ni. Otherwise, the nodes respond the
joining ACK. Then the local game domain of node Ni is created, and the anchors with
joining ACK will become the game players. As a game player, there are two
actions <keep, reject> to enforce for Ni. Assume that the UWSN is composed by n nodes
and m game domains acting on it. Note that the m game domains could co-exist over the
network so that the game-plays could be calculated in the concurrent way.

Calculate cost functions. The node Ni announces the localization information to all the
players. Then, each player in the local game domain receiving the announcement calcu‐
lates its cost function [8]. The cost function of game domain k is given by

Jk
(
t, x, uk

)
=
∫

tf

t

Lk
(
t, x, uk

)
dt + 𝛹 k

(
xk

tf

)
, 1 ≤ k ≤ m (1)

with the running cost function

Lk
(
t, x, uk

)
=
∑

i∈Vk

ci

(
ui

)
−
∑

i∈Vk

∑

j∈Vk′ ,k′≠k

[
ai,je

−𝜃k

i,j

(
xi,rtk

−xj,rtk

)

−ai,je
−𝜔k

i,j (xi,rn
−xj,rn)

]
(2)

where xi describes the running states of Ni, uk describe the control vectors of group k, Vk

is the node set and 𝛹 k is the terminal cost function. ci is control cost function of node

Ni. ai,je
−𝜃k

i,j are attack payoffs running functions and ai,je
−𝜔k

i,j are information loss running
functions of node Ni to Nj.
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Play game and make decision. At the first time of the play, all players make their action
based on their payoffs, i.e. if the payoff is positive, broadcasting a ‘keep’ message to all
players, or else broadcasting ‘reject’. All localization groups wish to maximize their
payoffs, i.e. minimize the respective cost functions. Let group k’s admissible control set
be uk. As the game repeats, the admissible control combination, i.e. the actions of game-
play, can be denoted as a Nash equilibrium solution if it satisfies:

Jk
(
0, x, uk

)
≤ Jk(0, x, ⟨û|k ⟩), 1 ≤ k ≤ m (3)

On this basis, the ordinary node can adopt the players with ‘keep’ as the reference
anchors, and then broadcasts a message to all players to dismiss the game domain.

2.2 Confidence Constraint Satisfaction Problem

Solving the confidence CSP in an interval analysis approach consists of finding the
intersection that contains all possible solutions. The set of the intervals regarding to
ordinary node Ni actually is the set of the constraints f1, f2,⋯ , fk. The location of node

Ni can be described by Xi = [xi, yi, zi]T. The distance from Xu to Xi can be denoted by
𝜁 I

ui
=
[
𝜁 I−

ui
, 𝜁 I+

ui

]
. Consider the intersection of two intervals 𝜁 I

u1 and 𝜁 I
u2, it can be computed

by 𝜁 I
u1 ∩ 𝜁 I

u2 =
[
max

{
𝜁 I−

u1 , 𝜁 I−
u2

}
, min

{
𝜁 I+

u1 , 𝜁 I+

u2

}]
. The admissible solutions of node Xu can

be rewritten as Fu =

k⋂

i=1

{
𝜁 ∈ 𝜁 I :𝜁 I

ui
=
[
𝜁 I−

ui
, 𝜁 I+

ui

]}
. Regarding the coordinates of all sub-

boxes’ centers as samples of Xu, we can get a sample set Fu =
{
Θ1,Θ2,⋯ ,Θn

}
, and the

centre of Θn can be found by 𝜁∗

n
= (𝜁−

n
+ 𝜁+

n
)∕2. Then the optimum point estimate, i.e.

the desired coordinates of ordinary node Xu can be obtained by

Ŵu = arg min
Wu

k∑

i=1

(‖‖𝜁
∗

n
− Wi

‖‖2 − dui

)2.

3 Performance Evaluation

In our simulation experiments, 400 nodes with adjustable transmission range R are
randomly distributed in a 3000 × 3000 × 200 region. For comparison with classical
approaches relying on secure hypotheses, different effective reference anchor percen‐
tages are considered in our simulation by varying the malicious nodes percent. More‐
over, the DV-distance localization scheme has been simulated for comparison.

Figure 1 shows the accuracy comparisons with different anchors. When we varied
the effective anchor percentage from 4% to 12%, i.e. the number of effective anchor
nodes varying from 16 to 48, the localization error decreased by 50%. However, the DV-
distance scheme only decreased by 25%, when the network connectivity is 9 and the
malicious nodes percent is 5%. This suggests that our scheme can achieve higher local‐
ization accuracy and security in same malicious nodes percentage.

48 X. Xu et al.



Fig. 1. Average localization error vs. anchor number

Conclusion. Proposed is a novel confidence constraint based secure localization algo‐
rithm. The advantage of our framework is that both the malicious nodes and the reference
information can be treated as information uncertainty and casted into game process.
Simulation results show that it is an effective and efficient approach.
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China (grant no. 61501488).
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Abstract. Numerous network inference models have been developed for under‐
standing genetic regulatory mechanisms such as gene transcription and protein
synthesis. Dynamic Bayesian network effectively represent the causal relation‐
ship between genes and gene and protein. Modern approaches employ single
multivariate gene expression data set to estimate time varying dynamic Bayesian
network. However, evaluating inferred time varying network is infeasible due to
the absence of known gold standards. In this paper, the simulation model for time
series gene expression level under certain network structure is proposed. The
network can be used for assessing inferred data which is estimated based on
simulated gene expression data.

Keywords: Time series data · Dynamic Bayesian network · Simulation study

1 Introduction

For the past decades, numerous network inference methods have been developed to
model underlying genetic regulatory mechanisms such as gene transcription and protein
synthesis. The main focus of network inference is on investigating the interactions
between genes, and attempt to build descriptive models for understanding complex
system. For representing causal relationship dynamic Bayesian network (DBN) is one
of well-known probabilistic graphical models. While in static Bayesian network the
topology of network is fixed [1–3], dynamic Bayesian network is particularly well suited
to tackle the stochastic nature of gene regulation and gene expression measurement [4],
thus has been widely used for its ability to recover the underlying genetic regulatory
network [5]. With development of time series gene experimental expression data esti‐
mating time-varying DBN has became feasible. In [4], DBN is inferred based on a
penalized likelihood maximization implemented through an extended version of EM
algorithm. Also, [6] proposed temporally rewiring networks for capturing the dynamic
causal influences between covariates. For estimation, kernel reweighted L1-regularized
auto-regressive procedure is applied.

However, there has been a challenging problem due to the infeasibility to evaluate
inferred time-varying Bayesian network. Tranditionally, network inference model has
been assessed by comparing predicted genetic regulatory interactions with those known
from the biological literature [7]. This approach is controversial due to the absence of
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known gold standards, which renders the estimation of the sensitivity and specificity,
that is, the true and false detection rate, unreliable and difficult.

Rare attempts to generate simulated gene expression data have been developed. In
[8], author proposes simulation model for biological system to try on inferred DBN
resulted from the simulated gene expression data. [7] develops simulated gene expres‐
sion data from a realistic biological network involving DNAs, mRNAs, inactive protein
monomers and active protein dimers.

Modern approaches such as [6, 9, 10] make an assumption to fully utilize time series
dataset: underlying network structure are sparse, vary smoothly across time, and models
first-order Markovian. From the assumption, it is derived that temporally adjancent
networks are likely to share common edges than temporally distal networks. This
assumption makes it possible to reconstruct time varying network with single multi‐
variate time series data. Inituitively, inferred network resulted from time series gene
expression data which is generated from underlying network based on the assumption
should be maximally equivalent to the underlying network. In other words, time-varying
network made up based on the assumption gives upperbound of performance of network
inference model in which gene expression data is generated from the underlying
network. Therefore, in this paper totally different approach is used for assessing time
varying dynamic Bayesian network. First, time varying network is built, and time series
dataset is generated from the network. Then the simulated dataset can be used for meas‐
uring the performance of methodologies of which their assumption is based on first-
order Markovian model.

2 Method

2.1 Preliminaries

Models describing a stochastic temporal processes can be naturally represented as
dynamic Bayesian networks [11]. As defined in [6], taking the transcriptional regulation

of gene expression as an example, let 𝐗t :=
(

Xt
1,… , Xt

p

)T

∈ ℝ
p be a vector representing

the expression levels of p genes at time t, a stochastic dynamic process can be modeled
by a “first-order Markovian transition model” p(𝐗t|Xt−1

), which defines the probabilistic
distribution of gene expression at time t given those at time t − 1. Under this assumption,
likelihood of the observed expression levels of these genes over a time series of T steps
can be expressed as:

p
(
𝐗

1,… ,𝐗T) = p
(
𝐗

1)
T∏

t=2

p
(
X

t|Xt−1)
= p

(
X

1)
T∏

t=2

p∏

i=1

p(Xt

i
|Xt−1

𝜋i

), (1)

where πi is the set of genes specifying the gene i, and the transition model p(𝐗t|𝐗t−1)

factors over individual genes. Each p(Xt
i|X

t
πi
) can be viewed as a regulatory gate function

that takes multiple covariates and produce a single response. A simple form of the tran‐
sition model p(𝐗𝐭|𝐗t−1) in a DBN is a linear dynamic model:
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𝐗
𝐭 = 𝐀 ⋅ X

t−1
+ 𝝐, 𝝐 ∼ 

(
0,𝝈2

I
)
, (2)

where 𝐀 is a matrix of coefficients relating the expressions at time t − 1 to those of the
next time point, and 𝛜 is a vector of isotropic zero mean Gaussian noise with variance
𝜎2.

Our simulator generates time-series gene expression dataset under assumption (2):

xt
i = 𝛼0xt−1

i
+ 𝛼1

∑

j∈𝜋i

𝛽jx
t−1
j

+ 𝜖, 𝜖 ∼ 
(
0, 𝜎2), (3)

where xt
i is i-th gene expression level at time point t, and 𝛼0 is the parameter to regulate

the influence of the target gene expression level at previous time point on one at time
point t. 𝛽j is the degree of association that affects gene expression level at target time
point. Finally, expression level of each gene at a time point is generated with a noise
with 0 mean, and 𝜎2 variance.

At network building stage, a set of genes is grouped to generate gene expression data
based on the group in which a gene is belongs to only one group. Group is made to make
it possible to activate associations in the group at the same time. To represent temporal
interaction between genes, degree of activation of group is varying over time, and
multiple groups are activated at different time point for different time periods. The
example of interaction variation is illustrated in Fig. 1.

Fig. 1. The examples for variation of interactions possibly appeared in underlying network. 𝜷
ab

is the interaction between gene a and b. It is smoothly increased and decreased in activation over
time periods. 𝜷

ad
 repeats to be activated spontaneously.

2.2 Algorithm

The algorithm takes parameters the number of genes n, the number of time points m,
target influence parameter 𝛼0. And it produces time varying network and time series gene
expression data over m time points, and group information of each gene.
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At the first stage, time varying Bayesian network is built from line 2 to 5. Then gene
expression level is generated based on underlying network structure. At line 2, each
node belongs to a group, and their interactions within the group are randomly set at line
3. Finally, activation period of each group is set randomly.

At second stage, time series gene expression data is generated. The expression levels
of genes at initial time point are randomly set ranging from 0.3 to 1. Xi

[
j
]
 means gene

expression level of j-th gene at time point t, and G[i, j] is group number of interaction
between i-th gene and j-th gene. Activation period and degree of activation are contained
in the matrix gInfo whose row represents group, and first column for the starting point
of activation, and second column for ending point of activation, and third column for
degree of activation.

3 Result

This section shows the procedure of parameter optimization to generate gene expression
level smoothly varying over time. The parameter 𝛼0 is optimized to generate smooth
gene expression levels.

First, we attempted to generate small number of genes’ simulated data. As shown in
Fig. 2, gene expression level grows up to infinity as time increased because the number
of genes having influence on target gene is large. As parameter n is increased, the
expression level of target gene is not smoothly varying over time because the target gene
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affected by its associated gene is changed drastically. It leads us to attempting second
experiment with regulation of parameter 𝛼0. The configuration of setting target influence
parameter to .9 generates gene expression level as shown in Fig. 3.

Fig. 2. This is expression level of a gene from 20 genes nodes. The initial expression level is set
ranging from 0 to 1

Fig. 3. Two examples among 20 genes. The expression level at initial time point is set ranging
from 0 to 1. And target influence parameter 𝛼0 is set to 0.9

In third experiment, network is built based on group. The associations between genes
only appeared in group. Figure 4 illustrates simulation data generated from the group
setting. Without setting target influence parameter 𝛼0, gene expression level does not
look smooth across time.
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Fig. 4. Gene expression data generated from group setting. The gene expression level at initial
time point is set randomly ranging from 0 to 1.

Finally, we investigate how to set 𝛼0 to generate smooth time series gene expression
data set as the number of nodes increases. The Figs. 5, 6, and 7 illustrates smooth gene
expression levels.

Fig. 5. Gene expression level resulted from setting 𝛼0 to 0.8 and 0.9 for left and right figure
respectively. The number of genes is 32.

Fig. 6. Gene expression level resulted from setting 𝛼0 to 0.9 and 0.95 for left and right figure
respectively. The number of genes is 64.
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Fig. 7. Gene expression level resulted from setting 𝛼0 to 0.9 and 0.95 for left and right figure
respectively. The number of genes is 128.

4 Conclusion

Traditionally, network inference model has been assessed by comparing inferred
network with associations between genes known from the biological literature. This
approach is infeasible to measure false detection rate. In this paper, we propose a simu‐
lation model for the use of assessing network inference algorithm. The proposed simu‐
lator generates time varying Bayesian network, time series gene expression data resulted
from the network, and group information of genes. For generating gene expression level
smoothly varying across time, target influence parameter has been optimized. The simu‐
lated dataset can be used to evaluate network inference algorithms in which smoothness
of temporal process is assumed. As future work, simulation model for imitating genetic
regulatory system can be developed. Currently, gene expression level is affected only
by expression level at previous time point. However, in genetic regulatory system, gene
expression level can also be affected by protein. Simulation model that attempts to reflect
real regulatory system can be widely used to evaluate network inference model under
various network structure.
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Abstract. One of the main components of the smart grid is advanced metering
infrastructure, which is responsible for delivering, concentrating and analyzing
energy usage data. For an advanced metering infrastructure should cover extensive
area like a city or a province, if organizing systems and lines were inadvertently
chosen or their structure were not properly configured, they would generate huge
waste of various resource or cause great damage to system itself. That’s why the
simulation tool for large scale advanced metering infrastructure network is needed.
In this paper, we defined requirements of advanced metering infrastructure network
simulator useful for choosing proper system spec in given advanced metering infra‐
structure network topology, and proposed simulator designed to follow these require‐
ments. The core engine of simulator is NS-2 but original NS-2 was modified to
match our goal of simulation. Several tests were performed to evaluate if the
performance of a node properly have an effect on simulation result, and to evaluate
accuracy of capability usage degree calculation performed by simulator. These tests
show that proposed simulator is available for practical use.

Keywords: Smart grid · AMI · Simulator · NS-2

1 Introduction

One of the main components of the smart grid is Advanced Metering Infrastructure
(AMI), which is responsible for delivering, concentrating and analyzing energy usage
data. Because an AMI should cover extensive area like a city or a province, if organizing
systems and lines were inadvertently chosen or their structure were not properly config‐
ured, they would generate huge waste of various resource or cause great damage to
system itself. That’s why the simulation tool for large scale AMI network is needed.

In this paper, we describe the design of AMI Simulator (AMI-SIM), which is useful
for finding out proper system specifications, numbers, and configuration in given AMI
network topology. The core of AMI-SIM is NS-2, but we modified it to follow the
requirements we have preliminarily drawn up.

This paper is organized as follows. The Sect. 2 introduces general AMI network
configuration and operations. The Sect. 3 presents the architecture of proposed AMI
network simulator. In this section, we introduce the design of core engine and
analyzer module of the simulator. In the Sect. 4, we execute AMI-SIM under several
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conditions, and evaluate if AMI-SIM is valid for practical use. Finally, we conclude
this paper in the Sect. 5.

2 AMI Network Architecture

General AMI network configuration is as shown in Fig. 1. It has a hierarchical structure
like tree, in which the MDMS is root node, and Smart Meters are leaf nodes.

Fig. 1. AMI Network Configuration

AMI network operations are classified into 5 task groups: periodic task group, non-
periodic task group, SM configuration task group, DCU/TR configuration and get-status
task group, background task group. Periodic task group is for collecting metering data
or Load Profile (LP) data from smart meters. The other task groups are activated only
at the needed moment, for specified nodes. Therefore, periodic task group generates so
much far heavier, more consistent data traffic than the other task groups. Periodic tasks
take following steps.

1. An ADCS sets up task start time of periodic tasks, and notify the task start time to
each DCUs in its control domain.

2. A DCU starts collecting metering data at the time notified by ADCS. These tasks
are performed by DLMS/COSEM protocol.

3. The DCU makes connection to one of smart meters and requests it to send metering
data.

4. Then the smart meter would send requested data.
5. The DCU continues 2 and 3 for the other smart meters until it receives all metering

data from all smart meters in its control domain.
6. The DCU sends collected metering data to ADCS by SCMP protocol at the prede‐

fined time.

3 The Design of AMI Network Simulator

This section presents the architecture of proposed AMI network simulator, and then, the
design of core engine and analyzer module of the simulator.
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3.1 The Architecture of AMI Network Simulator

Overall architecture of AMI-SIM is as shown in Fig. 2. Users can access the simulator
via web browser anywhere.

Fig. 2. AMI-SIM Architecture

Web UI provides interface for real simulator. A user can configure nodes and topol‐
ogies of AMI network in detail, execute simulation, view simulation results with Web
UI. Configuration manger provides store, modification, deletion of configuration infor‐
mation. Tool Command Language (TCL) generation module makes a TCL file for NS-2
simulation with given configuration information. Analyzer generates result using trace
data after simulation, and reports it to user. Simulator core engine takes a TCL file for
input, executes simulation, and generates several trace files for output. The simulator
core engine is modified NS-2 simulator.

This paper focuses on the design of simulator core, its trace data and how to
analyze it.

3.2 The Design of Simulator Core Engine

The NS-2 simulator includes many features for network protocol simulation, but it
focuses on protocol and links, so it does not provide mechanism to make delay generated
by producing data reflect system performances. Therefore it is inevitable to modify
design of NS-2 node.

Typical design of NS-2 node is as shown in (a), Fig. 3. NS-2 does not provide mech‐
anism to make delay generated by producing data reflect system performances. Also, it
does not generate trace data necessary for our requirements. Finally, there’s no object,
in which AMI specified protocols are implemented in NS-2.

Modified NS-2 node design is as shown in (b), Fig. 3. New objects added to NS-2
node are as follows.

• AMI_Traffic Object: AMI_Traffic object generates trace data for total traffic, peak
traffic, peak buffer, average buffer.

• Object for NIC: To apply performance and capacity of network interface on each
AMI system to simulation, NIC_Queue and AMI_NIC objects are added to NS-2
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node. NIC_Queue is designed to act as real NIC buffer. AMI_NIC adds simulation
time according to NIC’s performance.

• Objects for network protocol: AMI system uses typical protocol for transport layer
or lower layer. TCP, UDP can be used for MDMS-ADCS and ADCS-DCU commu‐
nication. Zigbee, PLC can be used for DCU-Smart meter communication. AMI-SIM
offers all of them as an AMI_Trans object.

• Objects for application layer protocol: In AMI system, several task applications
and protocols for several sections are used. AMI-SIM offers these as an AMI_app
object.

• Objects for system processor and memory: In a real world, each specific job for a
task in a node waits ‘during some time interval’ in a buffer for its turn, and when its
turn comes, the job is processed by a processor ‘during some time interval’. In AMI-
SIM nodes, AMI_Processor object calculates delay of a job in a processor, and
Processor_Queue calculates wait time of a job in a memory. They periodically report
the calculated data to AMI_Report object.

3.3 The Design of Analyzer

The analyzer calculates CUD(Capability Usage Degree) of each node given simulation
scenario, using trace data. In this paper, the term CUD defined as following meaning.
If a system’s CUD value is too high, the system performance or capacity is too low to
process all AMI traffic. On the contrary, if a system’s CUD value is too low, the system
performance or capacity is too high.

There are two kind of CUD for MDMS, ADCS, FEP. One is CUDP (Processing
CUD), and the other is CUDM (Memory CUD). CUDP gives us the information about
permanent availability of the node. If we represent amount of traffic processed per second
as Rperf and amount of incoming traffic as Rtraf, CUDP is calculated as following equation.

Fig. 3. Original NS-2 Node Configuration and Modified NS-2 Node Configuration
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CUDP = 100 ⋅

(
Rtraf∕Rperf

)
(1)

If CUDP is lower than 80, the node is decided to be stable traffic processing perform‐
ance. If the value is higher than 100, it is assumed that data loss will occur when the
memory is full.

CUDM gives us the information about temporary availability in the case of traffic
congestion. If we represent maximum usage of buffer as Bmax and memory size as M,
CUDM is calculated as following equation.

CUDP = 100 ⋅ (Bmax + Rtraf )∕M (2)

CUD for DCU, CUDDCU tells us if a DCU collected metering data from all smart
meter of its control domain during predefined time interval. If we represent finish time
of task as Ttf, start time of task as Tts, number of smart meter as Nmeter and average
collecting time for a meter as Tta, CUDDCU is calculated as following equation.

Tempt = Ttf − Tts (3)

Tempdt = Tta ⋅ Nmeter (4)

CDUDCU = 100 ⋅ Tempdt∕Tempt (5)

4 Performance Evaluation

In this section, we execute AMI-SIM under several conditions, and evaluate if AMI-
SIM is valid for practical use. Tests are classified in 2 categories - selective handicapped
node test and CUD calculation test.

4.1 Selective Handicapped Node Test

In this test, we choose a node as ‘handicap’ in AMI network topology, and configure
that node to have very low performance. The primary goal of this test is to evaluate if
the performance of a node properly have an effect on simulation result. AMI network

Fig. 4. AMI network topology for T-H test
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topology for the simulation is as shown in Fig. 4. For each test, we choose a handicapped
node and set up system performance as shown in Table 1.

Table 1. Common trace factors for each node

Test ID Handicapped system CPU performance (tpmC) Memory size NIC bandwidth
T-H1 MDMS 10000 128 MB 1024 Mbps
T-H2 ADCS 10000 128 MB 1024 Mbps
T-H3 FEP 65543 1 MB 1024 Mbps

Figure 5 is simulation result views of test T-H1, T-H2 and T-H3, respectively. Each
test shows expected result and demonstrates that system performance properly affect to
simulation result.

Fig. 5. Simulation result analysis view for TH-1, TH-2 and TH-3

4.2 CUD Calculation Test

The goal of this test is to evaluate accuracy of CUD calculation performed by AMI-SIM.
In this test, firstly set up general AMI network topology, and then perform several

Fig. 6. AMI network topology for T-PS test
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consecutive simulations steadily increasing the number of smart meters. AMI network
topology for simulation is as shown in Fig. 6.

In each test, we set up the same topology and the same system performance as
Table 2, and change number of smart meters and DCUs only as shown in Table 3.
Figure 7 is simulation result views of test T-PS1, T-PS2, T-PS3, and T-PS4 respectively.
These results show CUD calculation is quite reasonable.

Table 2. System performance setting for T-PS Test

Test ID System CPU performance (tpmC) Memory size NIC bandwidth
All MDMS 360014 512 MB 1024 Mbps

ADCS 108435 512 MB 1024 Mbps
FEP 108435 64 MB 1024 Mbps
DCU 108435 64 MB 24 Mbps
Meter – – 24 Mbps

Table 3. Number of DCUs and smart meter T-PS Test

Test ID Number of DCUs Number of smart meters
T-PS1 240 8400
T-PS2 480 16800
T-PS3 720 25200
T-PS4 960 33600

Fig. 7. Simulation result analysis view for T-PS1, T-PS2, T-PS3 and T-PS4
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5 Conclusion

In this paper, we defined requirements of AMI network simulator useful for choosing
proper system spec in given AMI network topology, and proposed AMI-SIM designed
to follow these requirements. The core engine of AMI-SIM is NS-2 but original NS-2
was modified to match our goal of simulation. AMI-SIM needs several trace data, for
example, peak traffic rate, but original NS-2 does not provide such trace. Additionally,
original NS-2 focuses on protocol and links, so it does not provide mechanism to make
delay generated by producing data reflect system performances.

Several tests were performed to evaluate if the performance of a node properly have
an effect on simulation result, and to evaluate accuracy of CUD calculation performed
by AMI-SIM. These tests show that AMI-SIM is available for practical use. However
more tests for evaluating various aspects such as availability, accuracy and practicality
are necessary in the future.
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Abstract. The Compute Aggregate model used to model Map Reduce does not
allow for dynamic node reordering once a job has started, assumes homogenous
nodes and a balanced tree layout. We introduce heterogeneous nodes into the tree
structure, thereby causing unbalanced trees. Finally, we present a new program‐
ming abstraction to allow for dynamic tree balancing.
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1 Introduction

Map Reduce [1] has been the dominant programming paradigm for building big data
systems with Open Source projects like Hadoop [2] and Spark [3] built on its founda‐
tions. Map and Reduce can be abstracted as a Compute and Aggregate Model and
subsequently, this allows optimizing performance by optimizing the underlying node
structure to perform the aggregation [4]. These assume homogenous nodes and other
assumptions (Sect. 2).

A big data system that requires scaling cannot have access to an unlimited number
homogenous nodes. At some point, machines of different configurations and processing
power will have to come into play.

The contributions of this paper are

• We extend the compute-aggregate model to take in account heterogeneous nodes and
demonstrate its effects to the prevailing time complexity model (Sect. 3.2)

• We will demonstrate that heterogeneous nodes in the compute-aggregate model
results in an unbalanced tree and articulate the conditions when this occurs (Sect. 3.3)

• We propose a new abstraction called Lambda-AVL-Tree Node (LATNODE) to
represent a big data computation. This abstraction is used to overlay the compute-
aggregate model (Sect. 4)

• We also demonstrate how a compute aggregate job can be expressed in LATNODE
(Sect. 4).
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2 Background and Related Works

Several works relating to trees with processor nodes discuss load balancing [5] and
parallelization [6] but these are for more general workloads. In addition, a later work on
merge trees present a new data structure to take advantage of multi-core machines [7]
but also not specific to Map Reduce.

With the advent of cloud computing services like Amazon Web Services and Google
Cloud Platform, data processing does not have to be tied to a particular machine. In
addition to a physical machine (single-core and multi-core), a unit of compute can also
be located in (1) a virtual machine, (2) a container, or (3) a serverless cloud function.

Representing a Big Data Job as a tree is a useful abstraction method to model a
cluster’s time complexity regardless of the implementation of (1) the big data cluster,
(2) each individual node’s geolocation or (3) unit of compute (Fig. 1).

R7

R5 R6

R1 R2 R3 R4

M1 M2 M3 M4 M5 M6 M7 M8

Fig. 1. The current Compute Aggregate Model showing a Map Reduce job with a fan-in of 2
represented as a tree. M nodes denote mappers and R nodes denote reducers.

A study showed that the optimum-fan in for a compute aggregate job is 2 [4]. This
study also showed some techniques for performance optimization by optimizing the
underlying node structure to perform the aggregation. It assumes a number of conditions,
the most important of which are:

1. Homogenous nodes
2. Homogenous fan in at all nodes
3. Ignores complexity associated with communications

We will extend these works by introducing the idea of heterogeneous nodes running
some of the aggregate functions.
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3 Extending the Model

3.1 Existing Model (Base Case)

Consider a large dataset of tab separated values in this example showing the name and
car make for every person in London and we assume each line is a unit of data (Fig. 2).

001 John Smith London Toyota
002 Jenny Ross London Jaguar
..
..

Fig. 2. Sample Data in a text file formatted in tab separated values.

We denote the path taken by data flowing through the system during a compute
aggregate job, using the sequence notation {M1, R1, R5, R7} Referring to Fig. 1, data
entering Node M1, data flows from M1>R1>R5>R7, data entering Node M2 flows from
M2>R1>R5>R7 and so on.

We formalize these with some definition that will be used throughout this work
(Table 1).

Table 1. Notation used

Token Meaning Unit
MX An Element from a set consisting of [M1, M2, M3, M4, M5, M6,

M7, M8, R1, R2, R3, R4, R5, R6, R7] representing each node
tx Processing time taken at each node Seconds
taggregatePath Processing time taken for each path Seconds
T Total time for the entire job to complete Seconds
Balance Factor Height of right branch – Height of left branch Integer

Table 2. Timing Values with homogenous and heterogeneous nodes

Path taggregatePath for 1 s per node (Homogenous Node)

{M1, R1, R5, R7} 4
{M2, R1, R5, R7} 4
{M3, R2, R5, R7} 4
{M4, R2, R5, R7} 4
{M5, R3, R6, R7} 4
{M6, R3, R6, R7} 4
{M7, R4, R6, R7} 4
{M8, R4, R6, R7} 4
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All possible paths are shown in the table below:
Assuming 1 unit of data inserted into each M Node, T is the sum of all taggregate‐

Path = 32 s.

3.2 Adding Heterogeneous Nodes

In the existing base case, all nodes are homogenous, we introduce heterogeneity by
swapping out any random node (we pick Node R6 for illustration). Adding several
assumptions for R6: (1) R6 takes 3tx to completely process 1 unit of data. Thus for each
path that passes through Node R6, takes a longer time than for those paths that do not
pass R6. Referring to Fig. 1, this changes the height of the right branch making the
balance factor of +2. Therefore causing the tree to be unbalanced.

All possible paths are shown in the table below (Table 3):

Table 3. Timing Values with homogenous and heterogeneous nodes

Path taggregatePath for 1 s per
node (Homogenous
Node)

taggregatePath if only node R6
takes 3 s (One
heterogeneous Node)

Balance factor

{M1, R1, R5, R7} 4 4 0
{M2, R1, R5, R7} 4 4 0
{M3, R2, R5, R7} 4 4 0
{M4, R2, R5, R7} 4 4 0
{M5, R3, R6, R7} 4 6 +2
{M6, R3, R6, R7} 4 6 +2
{M7, R4, R6, R7} 4 6 +2
{M8, R4, R6, R7} 4 6 +2

3.3 Results in an Unbalanced Tree

In this work, we define balance in a tree using time units as the tree height instead of
physical node count. We believe this to be valid due to the rise of cloud computing where
the physical topology is separate from its logical layout.

We see in Table 2 that just a single heterogeneous node in R6 results in the right
branch having a balance factor of +2. This tree then becomes unbalanced under the
constraints of an AVL tree and results in suboptimal job performance.

Naturally multiple permutations are possible if we use one or more heterogeneous
nodes.

To illustrate the effects of an unbalanced tree, we designed a simulator program
written in Python. Our choice of programming language is motivated by the need for
code simplicity over raw performance speed.

The simulator has several components

• A controller running a single event loop that controls data flow from one level of the
tree to the next
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• A starting ingestion queue for data that is read in from any data source such as Hadoop
Distributed File System

• A final collector node to collect all processed results.
• A drop queue, where all data units that exceeds the ingestion rate of the system is

place. Further compute & aggregation of this drop queue data is scheduled when
ingestion capacity is freed up. However, in this initial simulation, we will not discuss
in detail the impact of the drop queue.

3.4 Simulator Results

Referring to Fig. 1, we assume that the following data paths denoted by (Table 4)

Table 4. Tree Branches and corresponding data paths

Left branch Right branch
{M1, R1, R5, R7} {M5, R3, R6, R7}
{M2, R1, R5, R7} {M6, R3, R6, R7}
{M3, R2, R5, R7} {M7, R4, R6, R7}
{M4, R2, R5, R7} {M8, R4, R6, R7}

And that the ingestion queue sends in a burst of 1000 data units each into the left
branch and right branches.

Assuming the ingestion rate matches the capacity of the tree, both branches will
result in a total of 2000 data units in the starting queue and 2000 data units in the final
collector respectively.

However, when the tree is unbalanced by adding a slow node in the right branch,
and the slowness factor is defined as x times of the left branch, we have the following
chart (Fig. 3).

Fig. 3. Drop Ratio shows data that cannot be processed and sent to the drop queue.
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The chart showed that if slowness factor is 10 times, the amount of data units that is
sent to the drop queue is almost 45% of the data. This data has to be re-aggregated causing
a significant performance bottleneck.

4 Balancing the Tree

To balance a tree as we have defined, it is necessary to relook at the basic unit of
computation in a big data job. A Map Reduce job consists of mappers and reducers, both
are however merely functions with the following steps (1) taking an input,
(2) performing a computation, (3) presenting the output and (4) sending the output to
the next destination.

But this programming paradigm is one drawback, the output destination cannot be
changed once the job has started. In this case then, balancing the resulting tree structure
dynamically during runtime is not possible.

To achieve our aim of dynamic reallocation, we put forth a new abstraction called
Lambda-AVL-Tree Node (LATNODE) where each node is viewed as a single inde‐
pendent function. We do not care about what the function is but merely model them as
having three other pieces of metadata, (1) running time for the function, (2) the substi‐
tuted function and (3) the next destination.

We use Lambda Calculus to define each node as λx.x + y and each path as (λx.x + y)
(λx.x + y) (λx.x + y) (λx.x + y), In Lambda calculus, the x is substituted with another
expression or function, name or variable. We also represent the next destination with y
(Fig. 4).

var heightOfLeftBranch = x
var heightOfRightBranch = y

run event loop
if heightOfRightBranch – heightOfLeftBranch <=1

transfer data to RightBranch AND Left Branch
if heightOfRightBranch – heightOfLeftBranch <=2

transfer data from RIGHTBranchNode to LEFTBranchNode
iterate run event loop 

Fig. 4. Simple pseudocode to balance the tree (for y < x)

5 Conclusion

This idea expressed in Lambda Calculus allows us to chain a series of functions into a
topology for a tree of nodes and allows dynamic reordering of the topology when each
individual data unit is passed through. The nodes also do not need to have the same
compute unit, allowing an extremely flexible big data topology.
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Abstract. Determination of the absolute geographical position has
become every day routine, using the Global Positioning System (GPS),
despite the prior existence of maps. However no equally universal solu-
tion has been developed for determining one’s location inside a building,
which is an equally relevant problem statement, for which GPS cannot
be used. Existing solutions usually involve additional infrastructure on
the end of the location provider, such as beacon installations or particu-
lar configurations of wireless access points. These solutions are generally
facilitated by additional native mobile applications on the client device,
which connect to this infrastructure. We are aware of such solutions, but
believe these to be lacking in simplicity. Our approach for indoor posi-
tioning alleviates the necessity for additional hardware by the provider,
and software installation by the user. We propose to determine the user’s
position inside a building using only a photo of the corridor visible to
the user, uploading it to a local positioning server, accessible using a
browser, which performs a classification of the photo based on a Neural
Network approach. Our results prove the feasibility of our approach. One
floor of the university’s building with partially very similar corridors has
been learned by a deep convolutional neural network. A person lost in
the building simply accesses the positioning server’s website and uploads
a photo of his current line of sight. The server responds by generating
and displaying a map of the building with the user’s current position and
current direction.

Keywords: Machine-learning · Scene analysis · Neural network · Indoor
positioning

1 Introduction

Global Positioning System (GPS) technology has reformed human life irre-
versably. In the past, a hypothetical argument could be made, that the potential
utility provided by GPS would be redundant and mundane, due to the existence
of countless landmarks and directional indicators, both natural and man-made,
especially in an outdoor environment. Moreover, the spatial and map-reading abil-
ities of human cognition would be a factor in such a criticism of GPS. However,
such a theory would seem quaint and receive no support today, simply due to the
c© Springer Nature Singapore Pte Ltd. 2017
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popularity of GPS. This is highlighted by the blatant loss of directional sense,
a utility possessed by our ancestors, and also the comprehensive navigation fea-
tures inherent to every smartphone entering the marketplace today. Outdoors,
GPS can conveniently be used to locate the user’s position and show this posi-
tion on a map, along with the direction the user is heading, when using a state of
the art smartphone. One GPS application is sufficient for use in the whole world,
given that the right maps are available either online or offline by downloading the
maps for the location beforehand. Consider then, the problem of indoor naviga-
tion, where landmarks are few, corridors appear similar, wireless signal strengths
are variable, no natural heuristics of direction are prevalent and locational prox-
imity is no guarantee of reachability. As a result, one often finds oneself in the
position that one gets lost in a large unknown building, e.g. on a conference that
takes place in an unknown foreign university. Even having been handed a map
of the location, the map is not useful once the position on the map is lost and
unknown. Since the nomenclature of rooms is already logical and intuitive, and
the fact that easily accessible maps remain confusing to visitors, there exists a
demand for indoor localization support for very large buildings. Moreover, it may
be helpful to know the approximate duration of navigating inside the building,
as is attempted with information labels and signs by certain airports. In contrast
to the situation outdoors, there is no universal and easily usable indoor solution
available. Of course there exist numerous special solutions, relying on additional
hardware on the provider’s side and additional software and/or hardware on the
user’s side, which will be presented in the next section.

Our approach presents a simpler solution to the indoor positioning problem,
which needs no additional measures from the user side and minimal effort by
the location provider. It is noteworthy that no extra building-wide hardware is
required, in contrast to many other solutions (such as the use of ultra wide band
transmitters, for example). Our idea uses a human centered approach, based
on asking how a person to whom the building was familiar, an expert, would
navigate through the building. Such a person, positioned in an arbitrary place
in the building, would attempt to look to the left and right down a corridor and
then recognize some landmarks, to infer the position inside the building. In our
approach, the visual knowledge of a person’s sight is learned by a convolutional
neural network and stored on a web server. A user with an internet connection
can then use his smartphone to take a photo of his current sight, upload it to the
webserver with no additional software, just knowing the server’s address which
could be textual or accessible via QR Code at the entrance of the buildings. As
a result of the upload, the response of the server, after analyzing the image by
the neural network, consists of a map with the user’s location and the direction
the user is heading in. In case the image cannot be identified exactly, the server
requests a new image, which corresponds to a real expert looking in another
direction, when first facing an unknown corridor or just a corridor that looks
very similar to another place and cannot be identified exactly. Analogously, the
user of our system can ‘look’ into another direction and take a photo there, or
walk down to end of the corridor and look around for some more unique looking
places, corridors or landmarks.
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In this paper we will present the state of the art of indoor positioning systems
and then present the techniques we use for building our working prototype, which
show the feasibility and usability of our approach.

2 State of the Art

In the following section we review existing approaches for indoor positioning:

– Active Badge Active Badge is one of the first localization systems, developed
by AT&T Cambridge1. This system is more a person tracking system rather
than an information system for the user. The system is based on locating
persons wearing an infrared badge which send signals in intervals, that are
detected by infrared sensors on the walls of the building [1,2].

– Active Bats Similarly Active Bats is a system locating ultra sonic impulses of
persons wearing a ultra sonic badge. Ultrasonic localization can be very exact,
when a signal can be detected from several sensors, in the range of centimeters
[1,3].

– Smart Floor Smart Floor has been developed from Georgia Tech2 and recog-
nizes the stepping pattern of different persons to identify the persons and
their position. However this approach needs a lot of effort and costs on the
provider’s side [1,4].

– Easy Living Easy Living is a positioning system developed by Microsoft
Research.3 The system is based on a scene analysis of the rooms by stereo
cameras. Based on empty rooms, the system can later detect the persons in
the room and their exact location. The system is more suitable for surveillance
purposes, and is expensive due to additional hardware installation everywhere
[1,5].

– RADAR RADAR is another system developed by Microsoft Research that
uses WLAN signals. Two versions exist that use lateration of WLAN signals
and scene analysis

– Cricket Cricket relies on ultrasonic similar to Active Bats. In contrast, the
senders are mounted on the wall and the receivers are mobile. Cricket has
been developed by MIT4 and is a device that can be used as a sensor or
transmitter [1,3].

– Image Localization in Buildings The University of Berkeley has developed5

an image based localization system in buildings first completely scanning the
building using a data acquisition backpack consisting of a notebook, several
cameras and laser sensors. The data acquisition backpack scans the building
and constructs a complete 3D model by ray-tracing. Using a kd-tree for each

1 AT&T Cambridge (http://www.cl.cam.ac.uk/research/dtg/attarchive/).
2 (http://www.gatech.edu/).
3 (http://research.microsoft.com/en-us/).
4 Massachusetts Institute of Technology (http://web.mit.edu/).
5 (http://www.eecs.berkeley.edu/).

http://www.cl.cam.ac.uk/research/dtg/attarchive/
http://www.gatech.edu/
http://research.microsoft.com/en-us/
http://web.mit.edu/
http://www.eecs.berkeley.edu/
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picture features are stored. The features are detected by the SIFT6 method.
SIFT is also used when an image is to be evaluated for localization. In the
kd-tree the node is searched which shows the most matching SIFT features.
In the second step the sensors of the smartphone are used to find the right ori-
entation of the input image, so that the output corresponds to the orientation
of the user.

3 Our Approach to Indoor Positioning

Fig. 1. Simple App for
easy use of the frame-
work. In the upper part
the users view is seen
as the photo just taken,
below the map is shown
with users position.

One essential part of our approach is the learning of the
user’s view and relating the view to a position inside
the building. Several open source frameworks are avail-
able for this purpose and we decided to use the Com-
putational Network Toolkit (CNTK) from Microsoft
Research [6]. We use the framework together with a
high performance CUDA GPU, in our case an Nvidia
960 GTX [7]. In the following we describe the setup
of the convolutional neural network [8] used in our
approach. We describe the parameters concerning the
structure of the convolutional neural network, the prop-
erties of the trainings and test set, the structure of
the input and output of the neural network. The con-
volutional neural network has three convolutional lay-
ers and three pooling layers. After each convolutional
layer a pooling layer follows. In our feasibility study
we use four classes to be classified, thus the output
is calculated by a fully meshed layer with dimensions
1× 1× 4. The learning algorithm is stochastic gradient
descent, the pooling layers use the Max-pooling algo-
rithms. The activation function is based on the Recti-
fier Linear Unit. The neural network has been trained with picture data in form
of JPEG’s7 The section of the building, for which the network was trained, con-
sists of four similar corridors which form a square. The training set photos were
views into the corridor, with variation in focus and direction of each view. The
views of the users are taken from the corners of the square. As can be noticed,
the corridors are very similar, which can be seen in the figures of two different
classes, for example Figs. 2 and 3. The training sets include nine pictures for
each of the four positions and views.

The network expects a JPG file from the users smartphone. The size of the
picture varies due to different smartphones of the users, that might have primitive

6 Scale-invariant-feature-Transform. US 6711293B1, Method and apparatus for iden-
tifying scale invariant features in an image and use of same for locating an object in
an image.

7 Norm ISO/IEC 10918-1, describing methods for picture compression. The Joint Pho-
tographic Experts Group developed the algorithm, thus the name JPEG.
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Fig. 2. Training set class one, between corridor B and A

Fig. 3. Training set class two, between corridor A and C

cameras or very good cameras in high end smartphone. However, the absolute
size of the picture does not matter, since each picture serving as input will be
scaled down to a small size that is needed for efficient deployment of the neural
network algorithm. During the training phase, each picture is labeled with the
class of the position. The output of the neural network is the number of the class,
the input picture has been assigned to. In our feasibility study, each position is
assigned to one of four classes. After the upload of the requested image on the
server, the input is classified and the result, the class, is written into a file. The
file is used afterwards in order to generate a map with the position of the users,
plus the direction, in which the user is heading.

4 Application

One main feature of our approach is the simplicity, by which we mean the min-
imal requirements on the user’s side, which is simply the URL of the position-
ing server in our case. For convenience, we also developed an application for
smartphones (App), which also is kept simple. The first view consists of three
buttons, “choose picture file”, “upload”, and “delete”, see Fig. 1. “choose pic-
ture file” opens a menu where the user can choose to upload an existing image
or upload a freshly taken photo. (Fig. 4). As soon as an image is chosen or the
photo is taken, the button “upload” initiates the process of the image recogni-
tion. The image is uploaded and classified, and as a result the webserver delivers
a map of the building in which the current position and orientation of the user
is included, corresponding to the results of the classification, see Fig. 1. “delete”
deletes the currently uploaded image, in case the classification delivers no sig-
nificant results. This case corresponds to the user looking in one direction, not
being able to identify the location, and thus looking into another direction. The
App is kept simple, the computation takes place on the server. This client just
uploads an image and receives a webpage with an image comprising of the map
and the position of the user. For the realisation of the server the Django frame-
work has been used. The web page is displayed as HTML, the functions have
been realized in Python.
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Django includes a Webserver, that has been implemented in Python, however
that webserver should only be used during the development phase. The server
is started simply on the commandline.

Note that Django is controlled by the file given in manage.py. The output
of the console is achieved by python manage.py runserver 0.0.0.0:80 The
page can be addressed after the start of the server as IP address of the webserver

The input of a request of a user is either the upload of a picture out of the
DCIM directory or a picture that is just taken by the integrated camera. Using
the button “upload” the picture is saved as Django-Modell Additionally the
Session-ID is saved for multiple users support.

5 Experiments

Fig. 4. Upload file or
take a photo

In order to efficiently gather the training material we
developed a workflow that makes it possible to walk
around all corridors of a building while recording a video
with a camera. Afterwards a script is used to select single
frames and group the extracted pictures. Here, some man-
ual work is need in order to have a grouping that reflects
the different positions and the respective image training
set. The images should be collected at different daytimes,
so that day and night lighting is trained, as well as empty
corridors and corridors with persons. However, it turns
out that persons on pictures of the training set do not
improve the recognition results. It is better to learn the
features of a position without the distraction of persons.
When people block some features in the recognition phase,
the net can still identify the remaining visible features for
the classification. People in the training set would bear
the danger that the net may try to learn features of the

persons, which would slow down the learning phase.

6 Results

We test our approach in a four level university building. we obtained 90 different
classes, corresponding to different positions in the building. We recorded 1500
images per class and used 1440 for the training and 60 for evaluation. Epoch
size was 512 minibatches and the size of each minibatch was 128. The training of
one epoch took nearly 7 min. We conducted several experiments in order to gain
insights on the influence of the crucial parameters of the algorithm. First, we
studied the necessary size of the training set on the recognition success. Figure 5
shows the influence of the cardinality of the training set on the classification
success. The blue graph shows that the training set can be learned very well,
starting from 45 images per class (recognition rate 82.5%) to nearly 100% success
from 180 images per class on. The recognition rate of untrained images shows
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Fig. 5. Classification success versus
number of images per class, blue: train-
ing set, red: evaluation set

Fig. 6. Classification success versus
number of training epochs, blue: train-
ing set, red: evaluation set

the same characteristics however on a lower level: starting from a recognition
rate around 75% up to nearly 85%.

In a second experiment we evaluated how many training epochs are needed
for an acceptable recognition success rate. As shown in Fig. 6 32 to 64 training
epochs are enough to have a nearly perfect recognition of the trained images
(blue graph) and to reach the maximal possible recognition success on untrained
images, reaching nearly 90% (red graph).

Fig. 7. Classification success using different
cameras. First row shows the cameras used
for training, second and third the recogni-
tion success using a certain camera in the
test

When the system is used by real
users, probably many different cam-
eras will be used, with different res-
olutions and color characteristics of
the images. In order to evaluate this
influence on the efficiency of the app-
roach, we conducted several exper-
iments, with different cameras, and
also with different users of different
height and with different habits (e.g.
holding the phone, pointing the cam-
era to the view, etc.) As can be
observed in Fig. 7, the camera used
during the training performs best
(green column). The yellow columns
show the results for different cameras
in the test phase, which were done in the setting as the training phase, concern-
ing lighting/time of day etc. A recognition success rate between 70 and 90% is
absolutely sufficient for our purposes, since the users can easily take a picture
from a more characteristic part of the building, in case the current image has
not been recognized correctly.

The red column shows the results for a camera that has not been used for
training and additionally, the tests were conducted in a different setting than
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the training. As one would expect, the success rate drops between 40 and 60%.
This rate is still somewhat decent, however the user experience is not up to par
any longer.

7 Conclusion

We presented an approach for an indoor positioning system relying on convolu-
tional neural networks. In contrast to other approaches, we rely on a user-centric,
simple and cost effective approach, with no need for additional hard- or software
on provider’s and user’s side and only little effort on provider’s side. The minimal
requirement is a smartphone that can take a photo of the user’s view and send
it to a webserver, that will return a web page showing an image with the plan
of the building including the user’s position and direction of view. Note that
our approach does not necessitate the installation of an ‘App’ (software) on the
user’s phone. Every other approach requires a special software on the device. Our
feasibility study was very promising, an extensive study of the successful appli-
cation has been done covering an entire building with four comprehensive levels.
In our future work, we will evaluate how to improve the recognition success rates
of different cameras. Furthermore, a navigation app currently is developed that
will guide the users to a destination.
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Abstract. Cloud computing users can use at the same time the same cloud
service. So, there is a need for having an access control mechanism to ensure that
each user cannot access any sensitive data of other users. Several access control
models have been proposed for cloud computing. However, these models need
to be efficient and scalable due to increased workload (e.g., users, policies, etc.)
in the cloud. This paper presents a role based access control model (RBAC) for
cloud computing based on naming convention (NC) concept. The WSLA speci‐
fication language is used for SLAs specification. A naming convention role based
access control (NC-RBAC) is presented by modifying the standard RBAC to
support the NC. Then, the proposed framework is designed based on the
NC-RBAC to offer a simplified designed for the system administration of security
in a large institution where there are many users is challenging to control access
to resources. The proposed framework is implemented and its efficiency and
scalability are measured using an experiment study. The result shows that the
proposed framework provides an efficient and scalable access control for cloud
computing while provides an administrator with an efficient and simple search
method for classifying the cloud users.

1 Introduction

Most of the technology industries are rapidly deploying their applications to the cloud.
This deployment provides a low-cost and efficient IT operations for the organization
and even for the individual users. Cloud computing offer more usable access to the data
that should securely stored on the cloud provider servers. There are some concern about
being in the cloud which mean - in some sense - being more visible. Therefore, users
must guarantee that cloud vendors are taking the appropriate security requirements and
goals to protect their information. To achieve such a trust relationship, cloud providers
should insure that costumers’ critical information are accessible only to the authorized
users.

It is important to understand the concept of cloud computing before we look at role
base access control using naming convention. We can state that cloud computing where
clients get networked storage area and other computing assets. These services are
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rendered by the organization with the capability to store the large facts and figures in
their computing apparatus [1, 2].

The cloud deployments are not only including private or public model, there are also
can include community and hybrid models. The cloud services offer a usable and remote
access over the internet when users or an organization outsourced their storage space by
cloud providers [3].

The increased risks of cloud facilities compared to data centers call for more security
since private data is at risk. Since the clients of the cloud services may be competitors,
the risk of having one client accesses information of another client may result into huge
losses. It is the role of the cloud providers to ensure that this possibility of system break‐
down and access to other user’s data platform is minimized.

Therefore, in all three access control models which include Role Based Access
Control (RBAC), Mandatory Access Control and Discretionary Access Control, users
and/or resources should be recognized by the end users as unique identifiers. The
dynamic deployment of those identifiers give the security administrators the ability to
manage privileges and authorizations easily [3].

The use of user control where users are assigned to resources and objects in the cloud
is not suitable. This is because cloud platform has millions of users who would like to
get access to resources. It will be almost impossible to manage each of the users. Hence,
the role base access control is the suitable method for cloud computing. This is because
a group of members who would like to access resources are specified based on their
roles in the system. Clustering the roles based on duties within an organization is the
best approach to manage the millions of users and resources [4].

The identifiers can be indicated using naming convention rule which is a pre-organ‐
ized sequence of characters. This kind of sequences are frequently used in programming
to categorize variables, arguments fields in order to understand source code easily. So
the programmer assign an plausible naming convention rule for each data.

This paper will look at the security of cloud data by proposing a role based access
model based on the naming convention (NC) concept. The NC concept is used for
simplifying the access control processing and administration. Instead of processing the
entire user SLA, only NC is implemented to classify the users or even to evaluate their
request. Commons Lang tools are required for the implementation to process the string,
which represents the NC values. Moreover, the Document Object Model (DOM) is
considered for processing the XML-based documents such as WSLA, roles and polices.
The proposed work is implemented and an experiment study is used to evaluate its
efficiency and scalability.

This paper is structured as follow: The second section discusses the related works.
Section 3 by introduces the proposed framework. Section 4 discusses and evaluates the
proposed framework. The last section concludes the presented paper and recommends
some future works.
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2 Related Work

The cloud computing access control technical and organizational challenges were inves‐
tigated by Darren Platt [5]. In [6], a policy language for semantic access control is
proposed. Urquhart [7] proposed the first attempt to control access on cloud computing.
This study presented what was called “The Cloud Computing Bill of Rights” which
includes some cloud computing authorization requirements. In [8], a trust management
model is presented where Kerberos authentication mechanism is used to authenticate
users in cloud environments. The trust management is applied for establishing a trusted
administration. As a weakness, the authentication process becomes a bottleneck when
dealing with a large number of users since the authentication scheme is based on the
Kerberos protocol where passwords migration is not automated process.

In [9], an access control framework is proposed in order to secure the distribution of
the multimedia contents in the cloud platforms. In this framework, only multimedia
content is considered. The new provided cloud services (SaaS, PaaS and Iaas) are not
investigated. This framework is centralized which means it cannot scale well in cloud
computing.

In [10], a fine-grained cloud computing access control that seems to be secure and
scalable is introduced. The content is encrypted to ensure the data security but the
encryption used here is not applicable for cloud computing services because it can only
guarantee the data confidentiality. The scalability here is also based on the key distri‐
bution scheme used which is not sufficient for cloud computing scalability need.

In [11], an attribute-based and fine-grained access control model for cloud computing
is proposed. The same approach is used in [12]. A cloud based RBAC model has also
been used in [13].

The latest method in the literature used is a reference ontology which is an improve‐
ment on the current models where users are replaced by specific policies with the role.
Role is defined as a named job function in the organization which describes the author‐
izations and responsibilities given on the member of that role. The term permission
simply means granting access, authorization or privilege to the user [14]. Constrains is
conditions which return a value either positive or negative. This means the value is
acceptable or not. Session is also a term on the model and it is used to describe the
establishment of the sessions that by the users. Tenants can be assigned authority without
changing the access policies. There are two modules for the ontology role based access
control model. The first one if the real service module which offers tenants with different
kinds of services likes the e-commerce. The second module is the security check which
ensures that security if provided before the services are given to the tenants [15].

However, while our work is introducing NC concept for RBAC, it facilitate the
authentication management process among many tenants because it offer more mean‐
ingful ontology reference for each user.
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3 The Proposed Framework

The proposed framework has two main modules as illustrated in (Fig. 1). These modules
are User Subscription Module (USM) and Cloud Controller Module (CCM). At the
beginning, the user submits his subscription request to the USM which then responses
with an appropriate Web Service Level Agreement (WSLA). The WSLA is used by this
research as it is the more widely used SLA specification language. After that and when‐
ever required, the user can access his services through the CCM which controls the user
usage based on RBAC model. However, this research proposes a modified RBAC model
by integrating the naming convention (NC) with it and as will be presented later.

Fig. 1. The general architecture of the proposed framework.

The following sub-sections present the above modules in more detail along with their
implementation and also starting with our presented and modified RBAC.

3.1 Naming Convention Using RBAC

This paper integrates the naming convention concept (NC) with the RBAC to propose
a naming convention based access control framework for cloud computing. The standard
RBAC [16], is chosen which has four main elements and four relation-sets (which are
Permission-assignment, User-assignment, Role-sessions and User-session). For naming
convention, each user NC combines some information such as user ID, country, city,
and roles. Although NC-RBAC has the same elements as the standard RBAC, the new
relation-set NC has been adjusted for the representing the user’s ontology reference. For
specifying the role and permission, the XML-based cloud policy language proposed in
[17] is used since this language also applied the RBAC to cloud computing. Thus, the
NC concept should be applied according to the cloud provider policies when assigning
roles to the users.

3.2 The User Subscription Module (USM)

The proposed framework is applied for cloud user subscription where the user related
roles are mapped to a WSLA template list to be retrieved with user WSLA. The user
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WSLA is then saved into a WSLA DB. The next step is to generate an NC for user from
his WSLA. The user NC is saved into the NC list.

The WSLA mapping just maps the user selected roles to a specific WSLA template.
Selecting the user roles as well as choosing the suitable WSLA template is outside this
research.

3.3 The Cloud Controller Module (CCM)

The second module in our proposed framework has four main components namely NC
evaluator, role evaluator, policy control and NC reporting. The NC evaluator receives
the user request (for example ID and password) and retrieves the required NC from the
NC list to find his ID, country, city and roles. The role evaluator searches for the access
control permissions related to the user’s roles listed in his NC. Finally, the policy control
finds the details of each user permission such as objects and operations.

Now, the administrator can use the NC reporting component to search for users. One
can search for the users inside the NC list, instead of searching inside the WSLA DB
which seems to need more time due to its size. The NC list component provides a list
of candidate naming convention from the existing ones to the user. The NC list includes
user name or ID, country, city, and roles. The proposed method utilizes “NC list” module
to compare the similarity of user’s NC with existing SLA database. The whole SLA data
that match user’s NC are collected in the NC list. Thus, user can refer to the list of their
related SLA database. On the other hand, if the user is totally new, then the user must
signup first to the cloud service.

Once NC sheet is generated then the roles data in NC Sheet is compared with Role
list of the cloud. It is performed to discover whether those roles are available on the
cloud provider or not. The proposed method needs only processing the NC list which is
actually is a sheet that supported by the cloud service and discard NC with unsupported
roles.

3.4 The Proposed Scenario

To implement a new security model for RBAC in the cloud, the cloud providers can
offer the ontology reference module that introduced on [13] instead of building the model
from the scratch. The cloud provider can employ NC-RBAC to deliver more efficient
and scalable roles assignments when the tenants searching for the suitable ontology
database. For example, when international information Technology Company decide to
employ the RBAC among all users in one consolidate database, the role naming should
follow the appropriate NC policy in order to manage the authorization and permission
attributes in orderly manner. However, we assumed that IT Company is required to
develop NC-RBAC for six child single roles that have been created from four parent
roles.

Each child role derived from a parent role to facilitate the system scalability. The
first parent role created for security administration. Then, the two child security admin‐
istration roles can be derived from the parent role using NC-RBAC, one for Riyadh and
the other for Beijing. In these security admin child roles, the authorization attribute and
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the user assigning can be maintain to the right location easily based on the appropriate
NC pattern. So each user can be build for its location by assigning them to its specific
tenant group.

While the NC helps to provide a consistent naming prototype, those prototypes could
be used to control the user’s access and authorization to maintain roles. In our frame‐
work, we assume two naming convictions; one can be apply for the parents’ roles while
the other one for the child roles using the following patterns:

1-Parent roles naming convention: ZP-XX* where XX = Tenant Group.
2-Child roles naming convention:
Z-YYY-XX*
YYY = Department location -using IATA standard cities code.
(e.g.: Riyadh = RUH, Beijing = PEK, Wuhan = WUH)

However we can assume many factors that provide the required ontology reference
for the role attribute such as position code, department code and even role activation
date. So after setting the NC policy, the role naming can be adjusted based on its attribute
as can be seen in Table 1. For example, while the NC for HR and Purchasing Officers
in Riyadh is Z-RUH-41*, the role name should be Z-RUH-41PUROFF in order to apply
the NC-RBAC structure. However, each role are inherited from its parent role such as
ZP-41PUROFF which should be associated to role example above.

Table 1. NC-RBAC patterns description.

Role description NC Role name
Security admin in Riyadh Z-RUH-41* Z-RUH-41SECADMN
HR and purchasing officers in Riyadh Z-RUH-41* Z-RUH-41PUROFF
Junior purchasing officer in Riyadh Z-RUH-41* Z-RUH-41JPUROFF
Security admin in Beijing Z-PEK-41* Z-PEK-41SECADMN
HR and purchasing officers in Beijing Z-PEK-41* Z-PEK-41PUROFF
Senior purchasing officer in Beijing Z-PEK-41* Z-PEK-41SPUROFF

3.5 Implementation

The model is implemented to insure that our designing model is applicable, so the
designed model is refined based on its implementation, and measure its performance,
which can be used as one of the indicators in measuring the system efficiency and scal‐
ability. The Java programming language (JDK 1.7.0) is used for implementing the
proposed work. In addition, the following tools (package) are also used: Document
Object Model (DOM) for processing the XML-based documents such as WSLA, roles
and polices; and Commons Lang tools for processing the string which represents the
naming convention values.
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4 Framework Evaluation and Results

This section presents and discusses the proposed framework by sitting up a case that
measure the respond time. So the mapping, naming, NC evaluating, role evaluating,
policy controlling, NC searching and SLA searching efficiency is measured as the
response time with different number of users. Each user request is processed and eval‐
uated before jumping to the processing of the next user request. To evaluate the scala‐
bility of the mapping, naming, NC evaluating, role evaluating and policy controlling,
the response time is measured with different number of user. The users here are concur‐
rent users. For example, when the number of users is 100 then all the requests of these
users are processed at the same time. We used Java threading for establishing the multi‐
tasking manner in which each user’s request is processed with a single Java thread. The
scalability of the NC and SLA searching is not measured at all as the cloud administrator
is not going to run a number of search hits at the same time. To deal with the Java garbage
problem as well as making the finding softer, each result is ruined three times and, at
the end, the average is taken as seen below.

4.1 Measuring Efficiency

Figure 2a, shows the efficiency result of the mapping, naming, Role evaluator and policy
control components. The cost of mapping the request of 50 users is about 449.333 ms.
This means that – at the beginning - the cost of processing the request of each user is
about 9 ms. At the end and when the number of users is 1000. The total needed time is
4862 ms. Means at the end it cost only 4.869 ms for each user. The processing time for
each user is reduced from 9 to 4.869 ms because of that Java requires more time at the
beginning for parsing the Java packages and so on. For the naming component, the cost
of processing a single request is 0.88 ms while at the end the cost is 1.896 ms. It is clear
that naming process or generating a NC for each user and from his SLA is very low in
term of time. The role evaluator takes 1.24 and 1.1 ms when the number of users is 50
and 1000, respectively. For the policy control the average time for evaluating the policies
of each single user request is about 1.04 ms while at the end the cost is little bit reduced
to 0. 9583 ms. The cost of the NC evaluator is shown in Fig. 2b, evaluating each NC
needs about 85 ms after evaluating 50 NCs. However, after processing 999 NCs or at
the 1000 users, the cost for evaluating a single NC is 86.81 ms. However, the efficiency
of this component is less than the efficiency of other components.

4.2 Measuring Search Improvement

The NC searching (or required time for searching about a specific consumer in the NC
DB) is shown in (Fig. 2c). Compared to the SLA searching shown in (Fig. 2d), the NC
searching is largely more efficient. For example, searching for a consumer when the
number of consumers is 1000 takes about 1.344 ms using SLA searching and only
0.0023 ms. This means that the NC searching is 584 faster than the SLA searching. This
is because that with the NC searching, we search only inside a specific string (NC) while
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with the SLA searching we need first parse the SLA (which is an XM—based file) and
then searching inside it.

4.3 Measuring Scalability

The scalability result of the mapping, naming, NC evaluator, Role evaluator and policy
control components is shown in (Fig. 2e). It is clear that mapping process still scales
well even when the number of the concurrent consumers is increased from 50 to 1000.
For example, the required time for each consumer is 6.8 ms when the number of concur‐
rent consumer is 50 and also 5.985 ms. The different in time values is due to the time
spent by Java Virtual Machine (JVM) at the beginning of the running process. However,
it is evidence that the mapping process is scaling very well.

For the naming scalability, generating a NC for each consumer takes 92.64 ms when
the number of the concurrent consumers is 50. The same process takes 119.19 ms when
the number of concurrent consumers is 1000. So, the naming process scalability gets
worse and worse when the number of concurrent consumers is increased. However, the
system still can work with more requests. The time cost for evaluating the role of a single
consumer is 0.866 and 1.558 ms when the number of concurrent cloud consumers is 50
and 1000, respectively. As a result, the required time for evaluating the roles of each
consumer is increased during increasing the number of concurrent consumers. But, the
role evaluator process still scalable since it is able to serve the increased number of
concurrent consumers. For evaluating the polices of a single consumer is 0.92 and

Fig. 2. Efficiency and scalability evaluation.
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1.693 ms when the number of concurrent consumers is 50 and 1000. The required time
is increased, or in other word the scalability is getting worse, while increasing the number
of the concurrent consumers is increased.

Figure 2f, shows the scalability of the naming process. The required time for gener‐
ating a NC for each consumer is 3.426 ms and 4.183 ms when the number of concurrent
consumers is 50 and 1000, respectively. However, the system scalability is getting worse
while increasing the number of the concurrent consumers but the process still scales
with the increased number of the concurrent consumers.

Our proposed framework decreases administration density and resource consump‐
tion. A flexible and scalable solution for access control management in cloud environ‐
ment had been deployed using appropriate methods of naming convention harmonizes
that provide a guidance about SLA management between cloud providers and users it
also Ensure that the designed model is workable and sophisticated based on its Imple‐
mentation and measure its performance by measuring the system efficiency and
scalability.

5 Conclusion and Future Works

This paper proposed a role based access control model for cloud computing based on
the naming convention concept. The model is implemented and its efficiency and scal‐
ability are evaluated using an experiment study. The result shows that the proposed
model provides an efficiency and scalable solution for cloud computing access control.
Also, using the naming convention for searching and classifying user provides an effi‐
cient solution compared to WSAL.

We proposed as a future work to generalize our model to support access to multiple
facilities concurrently using a central replicated database. Another direction is to utilize
new cloud that supports new advanced Naming Convention techniques.
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Abstract. Font designers need to spend the same amount of time and efforts
when designing a different style of an already designed outline font like italic,
bold, and so forth. On the other hand, METAFONT expresses fonts by tracing
the skeleton of characters with a pen. It can easily change the style of characters
only by altering the shape of a pen. However, since the METAFONT is a
programming language, it is difficult to be used by font designers who are not
familiar with programming languages. In this paper, we propose a web-based font
editor based on METAFONT, which can be used to easily edit Korean/Chinese
fonts. It extracts parameters of characters based on their anatomy and applies them
to modify fonts using GUI.

1 Introduction

As digital media are now commonplace and pervasive, the attention of users for typog‐
raphy and calligraphy design is also increased. Some companies give impressions of
products to the users by developing and distributing their own specific fonts. In this way,
the influence of fonts is increased to the fields of design and industry beyond the simple
usage in printing.

When designing Chinese fonts, around 8,000 characters which are widely used
among the total 50,000 characters should be designed. And in the case of Korean fonts,
all of 11,172 characters should be designed. When generating the font, characters are
generally described as ‘outline’, and then outlines are filled in. It takes averagely more
than 1 year to design one set of Korean or Chinese font with an outline font editor
program. In addition, there is a drawback that it takes lot of time to change the style of
an already generated font using general outline font editor. In order to complement these
problems, many studies of programmable fonts have been carried out since 1980s.

METAFONT, which is a font design system for improving the quality of TeX type‐
setting in TeX document, is the representative programmable font [1]. METAFONT can
reduce the cost of generating fonts by deriving various fonts with changing size or shape
of pen. However, it is very difficult for font designers to design fonts by directly using
the METAFONT which is provided as a programming language.

In this paper, we propose web-based font editor, especially for Korean and Chinese
font, which can easily edit fonts in web browser. It can not only be used by font designers
but also by general users who do not have the programming skills. Our system is built
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on preceding work, i.e. structural font generating program based on METAFONT [2].
In this paper, we will discuss previous work related to this subject and structural font
generating program, which was outcome of the preceding study. We will explain imple‐
mentation of a web-based font editor and will show a few samples of generated char‐
acters. At the end we will make conclusion and the directions for future work.

2 Related Works

2.1 METAFONT

METAFONT is a programming language to define fonts. It uses “handwriting” method
to draw skeleton of character, and fills the track of the skeleton with a pen to express
fonts. In fact, METAFONT provides all the processes which we use to write a character
on a simple white paper with our hand, like selecting a pen, grabbing the pen, and
drawing character with desired directions in a human friendly way through the program‐
ming language. In addition, METAFONT can define the pen, curve, etc. to be used. It
can increase the productivity of font design by code reusability.

However, there is no proper font editor for Korean and Chinese with GUI, using the
METAFONT. In this paper, we address this limitation of METAFONT by providing
the GUI for user interaction.

2.2 MMF

MMF developed by Adobe is an extended font format of the Type1 [3]. MMF has two
or more fonts information called ‘master’ and derives various fonts by changing values
such as a thickness and width within the range of ‘master’. The principle of MMF which
raises the productivity of fonts by using two fonts was widely used for the study of
generating the font. For example, Adobe announced the font generating application
project faces [4] which is based on MMF, in the Adobe MAX 2015.

2.3 Metaflop

Metaflop is the web editor which can generate fonts with the basis of METAFONT [5].
Metaflop provides 3 kinds of basic fonts (bespoke, adjuster, fetamont) with META‐
FONT, and various fonts can be generated according to users’ requirement through the
GUI. However, Metaflop can only design the 256 extension ASCII characters such as
alphabet, number, pronunciation distinction mark, symbol, etc., and do not support
Unicode such as Korean and Chinese.

2.4 Structural Font Generating Program

The programmable characteristic of METAFONT becomes more obvious when dealing
with the Korean/Chinese font in which characters are constituted through the combina‐
tion of radicals than single characters such as alphabet. Korean is constituted with the
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structure of 3 radicals, i.e. initial, medial, and final, and the font can be generated with
the method of calling the corresponding radicals after defining them to draw the skeleton
of each radical then change values of the parameters for size and location. Similarly,
Chinese character can be generated by using the METAFONT with the method of
defining the stroke, radicals, main character, etc. in advance. Based on these character‐
istics of METAFONT, the structural font generating program has been implemented
with METAFONT in our preceding study [2].

The font generating program was designed by considering the structure of ‘initial-
medial-final’ and the ‘number of set’ of Korean. The font is automatically generated
with the hierarchical method of generating radicals by combining the strokes defined in
advance, and generating a character by combining the radicals. In addition, for a
completed font, the thickness, tilt, size, serif, etc. of the font can be changed simply by
modifying the values of parameters. Using this program, once we design a font set with
certain parameters, they can be reused. We don’t need to design again and again like
outline method. However, since structural font generating program is implemented with
METAFONT language, therefore, knowledge for METAFONT is required. Therefore,
if it is to be used by font designers who do not have any programming knowledge,
learning METAFONT is a prerequisite.

In this paper, we propose GUI-based font editor which provides a convenient envi‐
ronment for designers to develop Korean and Chinese characters by using METAFONT
easily. This will increase usability of METAFONT program and will improve existing
font editing environment.

3 Extraction of Parameter for Font Style Change

3.1 Classification of Character Element

In the typography, character is divided into various design anatomies. These anatomies
can be used as guideline in an editing tool when editing the font.

In the case of English characters, they are constituted with the anatomies as shown
in Fig. 1 by classifying into capital letter, small letter, shape, etc. However, Korean is
constituted with the structure of ‘initial-medial-final’ therefore; the character is
completed by combining each of the radicals. Furthermore, in the case of Korean, there
is the structure of ‘initial-medial-final’ in accordance with the style and location of
medial, and existence of final. Even for the same radicals, anatomies can be different
depending upon the style of character, and different values of parameters can be applied
for the same radicals. Similarly, Chinese also has the basic units of strokes and radicals.
It has combination rules, extraction of parameters based on Chinese anatomies, their
classification and application. In this paper, we implemented 22 parameters for changing
the style of Korean fonts as shown in Table 1 by considering Korean styles and anatomies
as shown in Fig. 2.
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Fig. 1. Anatomies of alphabet

Table 1. Parameter materialized from METAFONT editor

Classification Parameter name Description Range of value
pen pen shape The shape of pen circle, rectangle, triangle

pen width The width of pen 0.1pt ~ 0.9pt
pen height The height of pen 0.1pt ~ 0.9pt
pen rotation The angle of pen 0 ~ 360

character character width width of character 5pt ~ 15pt
character height height of character 5pt ~ 15pt
initial width The width of initial initial width * 0.0 ~ 0.2
initial height The height of initial initial height * 0.0 ~ 0.2
medial width The width of medial medial width * 0.0 ~ 0.2
medial height The height of medial medial height * 0.0 ~ 0.2
final width The width of final medial width * 0.0 ~ 0.2
final height The height of final final height * 0.0 ~ 0.2

space medial space(h) The space between the initial and
medial

0pt ~ 2pt

medial space(v) The space between the initial and
medial

0pt ~ 2pt

final space The space between the initial/
medial and final

0pt ~ 2pt

fortis space The space between fortis
consonants

0pt ~ 2pt

style serif width The width of serif serif width * 0 ~ 1.25
serif height The height of serif serif height * 0 ~ 1.25
hat1 style The style of crest style 1, style 2
hat2 style The style of tieut style 1, style 2
siot style The style of siot style 1, style 2
italic Application of tilt yes, no
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Fig. 2. Anatomies of Korean

3.2 Implementation of Korean Font Parameter

At first, we implemented parameters such as the shape, width, height, angle, pen, etc.
METAFONT provides various shapes of pen such as circular, tetragonal, and triangular.
The skeleton of character is to be filled with a selected pen. In Fig. 3, the shape of
character is modified by changing width and height of pen. There are parameters to
affect overall width, height, etc. of each character. And also there are parameters to
modify width, height, etc. of each radical. The letters are unique in Korean and Chinese.
Serif and slant of font, styles of crest applied to ‘  ’ and the styles of ‘�’ and ‘�’ for
variations of Korean font as shown in Fig. 4.

Fig. 3. The shape of Korean for which the parameters of pen are applied

Fig. 4. The style of Korean font

3.3 Applying the Parameters of Chinese Font

Among the parameters stated in Sect. 3.2, the parameters such as the width, height, shape
of pen, overall size of character, serif, etc. can also be applied to Chinese font. In terms
of the shape of stroke, Chinese character is similar to Korean; therefore, Chinese char‐
acter is easy for applying the parameters extracted from the Korean anatomies. By
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changing only the horizontal thickness of pen as shown in Fig. 5, a variety of Chinese
fonts can be derived. However, the combination rule of Chinese character is more
complicated than Korean, therefore, it is difficult to apply the parameters of Korean to
Chinese directly. Therefore, the parameters considering combination rule of Chinese
character should separately be extracted.

Fig. 5. The shapes of Chinese character for which the parameters of pen are applied

4 Implementation Korean/Chinese Web-Based Font Editor Based
on METAFONT

The structure of Korean/Chinese web-based font editor based on METAFONT is shown
in Fig. 6 and font designers can easily generate fonts through the change of the extracted
parameters. The ‘Ming style’ is provided as the basic font in Fig. 7. Users can modify
the parameters of ‘Ming style’ and can confirm change in fonts through the web interface.
The ‘global.mf’ is updated by new values of parameters modified by font designers from
GUI and used for the runtime application in METAFONT program. In this file, the font
information is specified including a name of font, basic size, units, and data for changing
the outline font file.

Fig. 6. Structure of font editor based on METAFONT
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Fig. 7. User Interfaces of Korean/Chinese font editor based on METAFONT

As mentioned in Sect. 4, in order to complete the character by applying parameters
or combining the stroke and radical, the style of character should also be considered. In
the case of Korean, for the vertical shapes of medial such as ‘�, �, �, �, �,’ the
parameters for the width between radicals should be applied separately. Same criteria
should be considered for horizontal shapes of medial such as ‘�, 	, 
, �’. This is
because a change should be provided to the horizontal axis for the vertical shape of
medial, and likewise to the vertical axis for the horizontal shape of medial.

Therefore, the parameters with appropriate values in accordance with styles are
defined in ‘distribution.mf’. This is done after extracting styles of Korean for which the
horizontal and vertical shape of medial, the shapes of combining the horizontal and
vertical style such as ‘�’, ‘’, and the existence of final are considered. Parameters
have been sufficiently considered even for the styles of characters. And they are stored
in ‘strokes.mf’ and ‘radicals.mf’. Then they are called and collectively applied to draw
characters. In order to apply the fonts to the web, we have to convert the METAFONT
file to outline font file such as true type, open type, etc. which are supported by browser.
The mftrace is the Python program which converts the bitmap font, i.e. the output of
METAFONT, into the outline font files such as the Type 1, true type, etc. We use mftrace
for converting METAFONT file to outline font.

The user interface is developed using HTML5 as shown in Fig. 7; therefore, the result
of style changing can be confirmed directly on the screen. On the basis of the default
‘Ming style’, completely different fonts can be generated by changing the thickness of
pen, and changing the size of serif or applying the height, slant, etc. to the character.
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5 Conclusions

In this paper, we propose an easy method to be used by font designers for METAFONT
program, who do not have any subject knowledge and programing skills. Korean and
Chinese font style can be changed using simple GUI controls, provided by Korean/
Chinese web-based font editor. Lot of repeated work was required to change the font
style with the existing outline font editor. In the case of Korean/Chinese web-based font
editor; the styles of whole characters can be changed simultaneously by extracting
parameters from anatomies of characters, and applying them. In this way, our Korean/
Chinese web-based font editor can reduce the complexity of designing font and increase
usability of METAFONT. This Korean/Chinese web-based font editor facilitates font
design using METAFONT, based on the anatomies of characters. As it is implemented
with HTML5, it can be used on PC as well as on hand held devices. Korean/Chinese
web-based font editor is currently using 22 parameters to change font style. However,
the study for the extraction and application of more parameters is under progress. With
this study, it is expected that more convenient and detailed font editing system will be
provided to font designers.
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Abstract. Robust and secure image encryption requires primarily a very large
key-space and immunity to differential attack. We report in this paper a new
novel encryption technique using chaotic Logistic map, a support image, and a
hyper-chaotic 4-D system. The support image, which is available both with the
transmitter and the receiver, is utilized to enhance the robustness and security
possible from the encryption algorithms based on chaotic Logistic map and
Hyper-chaotic system. The support image is used in two different ways in two
schemes that provide different levels of key-space enhancement and immunity to
differential attacks. The final stage of the technique uses either one round or two
rounds of pixel value diffusion with hyper-chaotic system. The results reported
here are encouraging to defeat attacks attempted with high computing resources.

Keywords: Chaos � Encryption � Logistic map � Hyper-chaos � Differential
attack � Key-space � Support image

1 Introduction

To encrypt a plain image for secret delivery to a secret recipient the most commonly
accepted scheme is to first apply confusion and then diffusion on the pixels of the plain
image. Themainwork load of real encryption is done by the diffusion stage. Some authors
apply an intermediate stage [1] for diffusion of pixels thus reducing the work load on the
final stage. The confusion-diffusion scheme [2, 3] which is also termed as permutation-
substitution is mostly reported with application of chaotic logistic map [4] and
hyper-chaotic 3-D and 4-D system [4]. Out of all adversarial attacks on such encrypted
images and communications, three very important are the differential attack, correlation
analysis attack and the brute-force attack [5]. The confusion-diffusion mechanism is so
designed that such attacks can be defeated. Chaotic systems are deterministic dynamical
systems, first observed by Poicare with complex non-periodic behavior which is very
sensitive to initial conditions such that its future time evolution is impossible for pre-
diction. The chaotic Logistic map and hyper chaotic system, generally used for such
algorithms are very sensitive to initial conditions and system parameters, show complex
non-periodic behavior in future time evolution, and topological transitivity [6]. In liter-
ature, cipher system based on Chen chaotic system, Lorentz chaotic system, Jia chaotic
system, and Rabinovich chaotic system are mostly used [5–8]. Bit level permutation in a
particular bit plane (planes) is reported in [5, 9–11]. The diffusion stage of the ciphering
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algorithm may be divided into two steps as in [1], consisting of simple substitution
algorithm forfixed size blocks of bitswith same size codes as reported in [12], The authors
in reported digital image encryption technique using Logisticmap,MSB substitution, and
hyper-chaos. Authors in [13] reported a novel and robust digital encryption algorithm
with Logistic map and 4-D Rabinovich Hyper-chaotic system which claim to defeat
brute-force, differential and correlation analysis attacks.

In this paper we report a novel and very robust digital image encryption technique
with very large key-space and highly resistant to differential attack, the technique uses a
support image along with a chaotic logistic map and hyper-chaotic 4-D system. The
same support image is used both by the sender and the receiver for encryption and
decryption. The logistic map and the support image are used for confusion as well as to
carry some load of diffusion as is explained below.

2 Proposed Encryption Technique

We formalize our technique mainly to defeat differential, correlation analysis, and
brute-force attacks. Our proposed scheme is shown in Figs. 1 and 2. As shown in
figures, the scheme can be implemented in two different algorithms: Scheme A and
Scheme B which are based on how the plain image is pre-ciphered. We consider a plain
text image of pixels Pi, j for i = 1, 2, 3, ……, M and j = 1, 2, 3, ……., N, and the
Logistic map equation xn + 1 = 4r. xn.(1 – xn) as explained below. The final ciphering
stage uses 4-D Rabinovich hyper-chaotic system [5] in bidirectional operation meaning
two rounds of Hyper-chaotic system, although our results show that it is sufficient to
have only one round.

As shown in Fig. 1, we bitxor the plain image with the support image and then
doubly diffuse/substitute the pixel values. The Fig. 2 shows the second algorithm of
implementation in which the plain image is totally shuffled in pixel position, doubly

Fig. 1. Block diagram of scheme A

Fig. 2. Block diagram of scheme B
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diffused/substituted in pixel values and then bitxored with the support image. By
bitxoring we imply two image xored in the binary domain of the pixel values.

We use 4-D hyper-chaotic system in the final stage in one round or two rounds for
final diffusion of pixel values with four initial values and the key-space of this stage is
very strong. As we can see in Fig. 2 all the stages of Scheme B, first confusion-doubly
diffusion in the first stage with plain image, intermediate stage with the support image
bitxoring with the confused-doubly diffused plain image, and the final stage ciphering
the processed image of the output of the intermediate, are all independent the key-space
is the product of all the three stages. Similar is the observation from Fig. 1 of
Scheme A. The various steps in the whole scheme is briefly explained below.

Row Shuffling: For given specific values of rand x0 (n = 0) such that 0.8925 � r
1, and 0 � x0 � 1, a new xn + 1 is obtained after n + 1 rounds of iteration of the
logistic map. Let

Ri ¼ mod xnþ 1:1014; M
� � ð1Þ

where Ri ∊ [0, M – 1] which is used for row shuffling in the plain text image I, such
that each Ri is different. The procedure is continued till all M rows are shuffled.

Column Shuffling: Pixels of columns of each row are shuffled in the same way as in
row shuffling. The initial x0 value is obtained by solving a nonlinear equation y1 =
a0 + a1y0 + a2y0

2 after a number of iterations with system parameters a0, a1, a2, and
initial value y0 in the range [0, 1] such that 0 � y1 � 1 and which is then put as the
initial value xn in the Logistic map to obtain xn + 1. Let

Ci ¼ mod xnþ 1:1014; N
� � ð2Þ

where Ci ∊ [0, N – 1] and is used for column shuffling, each time Ci is to be different.
The procedure is carried for each row of the row shuffled image, the last xn + 1 value of
a given row is used in the Logistic map equation for the next row.

Substitution/Diffusion in the pre-ciphering stage:

Scheme A: We use pixel value substitution/diffusion in pre-ciphering as well as in
final ciphering stage, using logistic map and hyper-chaotic system, respectively. As
shown in Fig. 1 this stage takes M_I image, resulting from bitxoring the plain and the
support images, as the input and carries two rounds of chaotic Logistic map based
substitution/diffusion, each round with a different initial state value x0.

The operation starts from the first pixel of the first column and proceeds from top to
bottom in the first round, and the last pixel in the last column proceeding from bottom
to top in the second round. For every pixel value substitution/diffusion, the Logistic
map is iterated in times equal to the pixel value, multiply the resultant xn + 1 by 1014

and divide by 256, and the remainder is the substituted/diffused pixel value. For every
next pixel, the process takes the last xn + 1 of the previous pixel as the starting x0.
Mathematically this is shown in Eq. 3.
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Psubs
i;j ¼ modðxnþ 1:1014; 256Þ ð3Þ

Let the output of this stage be termed as P_C_I image. The two rounds would resist
any differential attack. This is because the substitution/diffusion key in every pixel is
the previous iterated value xn + 1 of Logistic map (excepting the starting first pixel) and
hence any change in any pixel is going to affect the later pixels. Since this stage is of
two rounds all pixels before and after the modified pixel are going to be affected. This
operation may reduce the number of rounds in the final stage as we observe in our
results.

Scheme B: In this scheme as shown in Fig. 2, the plain image I is first totally shuffled
which outputs image Sh_I, and then pixel value substitution/diffusion is applied on
Sh_I in two rounds by the logistic map. The output image Sh_Sub/Dif_I is bitxored
with the support image S, and the resultant mixed image Sh_Sub/Dif_M_I is here the
pre-ciphered image P_C_I. It may be noted that the logistic map is used thrice for pixel
position shuffling and pixel value substitution using three different initial values. The
pixel value substitution/diffusion follows the same Eq. 3 as in scheme A.

Image Pixel Value Ciphering: This is the final stage of the encryption technique.
Rabinovich 4-D Hyper-chaotic system [5] used in this stage is shown in Eq. 4 below.

_x ¼ry� axþ yz

_y ¼rx� by� xz

_z ¼� dzþ xyþ u2

_u ¼xyþ cu

ð4Þ

The system exhibits chaotic behavior for a = 4, b = –0.5, c = –2.2, d = 1, and
r = 8.1. The initial state values x0, y0, z0, u0 are used as key. The four Lyapunov
exponents are: L1 = 1.090046, L2 = 0.012243, L3 = –3.105106, L4 = –4.697183, and
the Kaplan-Yorke dimension is DKY = 2. 5736132. The final stage consists of 4 steps,
which outputs the final cipher text P_C_Hyp_I. We follow the same 4 steps as
explained in [5]. Steps are briefly explained as under.

Step 1: The rectangular pre-ciphered image P_C_I is mapped to a vector V = (v1,
v2, v3, ……, vM � N) taking columns one at a time and from top to bottom.

Step 2: The system of equations in Eq. 4 are pre-iterated for a constant T0 times,
and then solved using fourth order Runge-Kutta method for a step value h = 0.0005.

Step 3: A sequence of four key kQn streams is obtained iterating the hyper-chaotic
system, as shown in Eq. 5, for ciphering four pixels at a time.

kQn ¼ mod½roundððabsðQnÞ � floorðabsðQnÞÞÞx1014Þ; 2D�
where Q 2 fx; y; z; ug ð5Þ
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Step 4: For current four pixel values v4(n – 1) + m, where m = 1, 2, 3, 4 kQn is
circularly left shifted by lQ bits, where lQ is obtained from the previously operated four
pixels, as given by the following Eq. 6.

lx ¼ modðv4ðn�1Þ; 2DÞ; ly ¼ modðv4ðn�1Þþ 1; 2
DÞ;

lz ¼ modðv4ðn�1Þþ 2; 2
DÞ; lu ¼ modðv4ðn�1Þþ 3; 2

DÞ ð6Þ

The shifted key streams are used to cipher the current four pixel values using the
Eq. 7 below. The initial cipher pixel c0 is assumed in the range [0, 255].

c4ðn�1Þþ 1 ¼kxn � f½v4ðn�1Þþ 1 þ kxn�mod 2D� � c4ðn�1Þ
c4ðn�1Þþ 2 ¼kyn � f½v4ðn�1Þþ 2 þ kyn�mod 2D� � c4ðn�1Þþ 1

c4ðn�1Þþ 3 ¼kzn � f½v4ðn�1Þþ 3 þ kzn�mod 2D� � c4ðn�1Þþ 2

c4ðn�1Þþ 4 ¼kun � f½v4ðn�1Þþ 4 þ kun�mod 2D� � c4ðn�1Þþ 3

ð7Þ

For detail of key sequence generation and ciphering reference [5] may be seen. The
resultant image is termed P_C_Hyp1_I. The above 4 steps are again carried out column
wise from bottom to top on the cipher text P_C_Hyp1_I and the final encrypted image
is termed as P_C_Hyp_I.

3 Results and Discussion

We consider the Lena image as the plain image I to be encrypted of size 128 � 128,
shown in Fig. 3 and the Baboon image as the support image S of the same size as
shown in Fig. 4. The initial state values in the total shuffling of the Lena image I of
scheme B are assumed as x0 = 0.93412045, a0 = 0.23, a1 = 0.54, a2 = 8.5, and
y0 = 0.78956, y0 is changed for column pixel shuffling in each row as y0 = 0. 001.M.
y1, M = 1, 2, 3…., 128., and N = 1, 2, 3…, 128. Initial state values of two rounds of
Logistic map based substitution/diffusion stage of scheme B are x0 = 0.93103012 and
x0 = 0.93152013, respectively. For scheme A, the initial state values of x0 for pixel
value substitution/diffusion may be taken different from scheme B. The initial state
values of Hyper-chaotic system are assumed as x0 = 5.23, y0 = –5.786, z0 = 6.722, and
u0 = 5.2654, and the system parameters are a = 4, b = –0.5, c = –2.2, d = 1, and
r = 8.1. We consider here 8-bit gray pixel image and hence D = 8. Figures 5, 6, 7, 8
and 9 show the result of Scheme A, and Figs. 10, 11, 12 and 13 show the result of
Scheme B.

For plaintext sensitivity analysis, where relationship between the plaintext image
and the cipher text image may be analyzed for an attack by an adversary, we carried out
all the stages of the proposed encryption technique, both for scheme A and scheme B,
on the Lena image with its 60th row and 75th column value (I(60,75)) changed by 1 and
we term it I_C. Correlation between randomly chosen 4000 adjacent pairs in the
vertical, and the horizontal directions are as shown in Table 1 for scheme A and in
Table 3 for scheme B. For differential attack analysis, we consider two well-known

A Highly Robust and Secure Digital Image Encryption Technique 109



metrics: NPCR (Number of Pixel Change Rate) and UACI (Unified Average Changing
Intensity). The first metric is defined as the measure of different pixel numbers in two
random images and the second metric is defined as the measure of the average intensity
differences in two random images. The NPCR and UACI are shown in Table 2 for
scheme A and in Table 4 for scheme B, respectively.

Key-Space for Scheme A: As pixel values of I and S are bitxored in binary domain for
all 128 � 128 pixels, the key-space of this step is (28)128 � 128, the mixed pixels are
then substituted/diffused using chaotic Logistic map in two rounds and hence key-space
in this step is (1015)2. Finally, the cipher image is obtained as the output of the
Hyper-chaotic system which is used in two rounds each with four initial values, thus
providing a key-space of (1015)4. Hence the overall key-space is (28)128 � 128 � (1015)2

� (1015)4 * 2131370. The key-space is really huge for brute-force attack.

Key-Space for Scheme B: As in this scheme, the plain image is first totally shuffled,
and substituted/diffused in two rounds the key-space in this step is (1015)3, after which
the resultant image is bitxored with the support image in binary domain, thus providing
a key-space of (28)128 � 128. Finally, the cipher is obtained using the Hyper-chaotic
system in two rounds and key-space is (1015)4. The overall key-space is (1015)3 �
(28)128 � 128 � (1015)4 * 2131420, which is again really a huge key-space to defeat any
brute-force attack.

Fig. 3. Original plain image Fig. 4. Support image Fig. 5. Mixed image

Fig. 6. Histogram of plain image Fig. 7. Histogram of mixed-substituted image
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Fig. 8. Final cipher image Fig. 9. Histogram of final cipher (of I)

Fig. 10. Shuffled-substituted-mixed image Fig. 11. Final cipher image

Table 1. Results of correlation analysis of different images (Scheme A)

Direction Plain image I M_I P_C_Hyp1_I P_C_Hyp_I

Vertical 0.8892 –0.0012 0.0034 –0.0144
Horizontal 0.9393 0.0046 –0.0128 0.0153

Table 2. Results of NPCR, and UACI between different images (Scheme A)

Metric Between P_C_I of
original and modified
plain images

Between P_C_Hyp1_I of
original and modified
plain images

Between P_C_Hyp_I of
original and modified
plain images

NPCR 99.55% 99.63% 99.59%
UACI 33.60% 33.34% 33.22%

Table 3. Results of correlational analysis of different images (Scheme B)

Direction Plain image Sh_Sub/Dif_I Sh_Sub/Dif_M_I P_C_Hyp1_I P_C_Hyp_I

Vertical 0.8892 0.0377 0.0180 –0.0381 –0.0178
Horizontal 0.9393 0.0001 0.0208 –0.0265 0.0142
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4 Conclusion

We report a highly robust and secure digital image encryption technique with two
different schemes. The novelty of the schemes is that a support image is used in the
encryption technique, and the same is used for decryption also. The idea of using an
additional (support) image is to make encryption techniques, which are based on
Logistic map and Hyper-chaotic system, highly robust and secure by increasing the
key-space to very huge values. Since the support image is known to the recipient, the
decryption time is minimal. From the algorithmic analysis it is observed that both the
schemes have huge key-space to defeat any brute-force attacks. The schemes are
equally resistant to differential and correlation analysis attacks. It is further observed
from the NPCR and UACI values that it is sufficient to apply the Hyper-chaotic system
for one round only as the differential attack is defeated before application of the
hyper-chaotic system. From the key-space analysis and NPCR/UACI values, we may
consider the application of hyper-chaotic system as totally optional, as even with the
first two stages in both the schemes the brute-force and differential attacks are resisted
by the remaining part of the encryption technique. Hence the proposed digital image
encryption technique may be considered as adaptive to requirements. The observed
results are encouraging for accepting and applying the proposed technique.

Fig. 12. Histogram of Shufld-Substd-Mixed Fig. 13. Histogram of final cipher image

Table 4. Results of NPCR and UACI between different images (Scheme B)

Metric Between Sh_Sub/Dif_M_I
of original and modified
plain images

Between P_C_Hyp1_I
of original and modified
plain images

Between P_C_Hyp_I of
original and modified
plain images

NPCR 99.55% 99.71% 99.54%
UACI 33.26% 33.56% 33.51%
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Abstract. Human visual system always focuses on the salient region of an image.
From that region the salient features are obtained and can be collected by gener‐
ating the saliency map. Natural statistics measures are used to measure the sali‐
ency from data collection of natural images. ICA filters are used to generate the
saliency map that can blur the image. We have improved it by using different
techniques like edge detection and morphological operations. By applying these
algorithms we have successfully reduced the blur in images. That makes the
salient objects more prominent by sharpening the edges. Proposed method is also
compared with the state-of-the-art method like Achanta model.

Keywords: Saliency · Edge detection · Morphological image processing · AUC
score

1 Introduction

The human visual system is enriched by modern technology and lot of work has been
done to improve the saliency map. Improvement in saliency map can increase the object
detection and tracking. Different techniques are being used by the latest researchers such
as particle filters, log maps, background subtraction, feature extraction and feature
description. Feature extraction and description are used for image matching and recog‐
nition [30–33]. Saliency is basically making the most prominent features salient so that
the machine visual system can recognize the important information in an image. Saliency
can be done through different techniques that includes difference of Gaussian, inde‐
pendent component analysis filters [2], spectral residual and spatial-temporal [26].
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Recently many models have tried to explain the above mentioned problem for
instance Hou and Zhang proposed a method which deals with spectral residual method
by using the Fourier transform [26]. Then Achanta et al. proposed a method based on
colour and luminance of the image and obtained the well-defined regions of the image
[25]. Natural statistics also plays an important role to obtain the saliency map. The
independent component analysis filter is used to obtain linear features, used in the sali‐
ency algorithm, obtained by applying on the natural images. By using the edge detection
and morphological operations we have improved the performance of the system. The
rest of the paper is organised as: Sect. 2 briefly explains the ICA. In Sect. 3 we explained
our proposed methodology. Sections 4 and 5 are about edge detection and the morpho‐
logical operations. In Sect. 6, we have discussed the results and compared with baseline
method.

2 Independent Component Analysis

Independent component analysis [2] is used to recover independent signals from the
measured signals. The measured signals are a linear combination of independent signals.
Therefore an equal number of independent and measured signals are obtained.

Independent component analysis is defined as

Xi = a1s1 + a2s2 +…+ ansn (1)

Or in matrix form

X = AS (2)

Where Xi belongs to every measured signal, S is independent signals and A is n x n
matrix called the mixing matrix. An alternative form of (2) can be obtained if and only
if matrix A is invertible that is

W = A−1 (3)

So,

S = WX (4)

This means that each independent signal Si can be expressed as a linear combination
of measured signals. So, by estimating the W, independent signal S can be obtained. We
assume that each signal is a random variable. The Central Limit Theorem states that if
the sum of several independent random variables, such as those in S, tends towards a
Gaussian distribution [3]. So xi = a1s1 + a2s2 is more Gaussian than either s1 or s2. The
Central Limit Theorem also implies that if the combinations of the measured signals in
X with minimal Gaussian properties are obtained, then that signal will be one of the
independent signals. To achieve this we have to measure the nongaussianity of WX [3,
22–24]. To measure the nongaussianity the Negentropy approximation is used.
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We have applied the FASTICA [2] algorithm as used by Lingyun Zhang and Tim K.
Marks [1] and enhanced the images by using different operations; hence improved the
salient features in saliency map to a noticeable result.

The following are results and 3D plots of ICA filters applied on three different
images.

3 Proposed Methodology

Saliency map is generated by ICA has some drawbacks like edges are blur so salient
features are not easy to obtain. We have improved the saliency map generated by ICA.
Sobel operator is applied on the saliency map that was generated by ICA. Morphological
operator (dilation) is then used to improve the edges by which salient features can be
obtained efficiently. The visual results clearly show that proposed methodology
improves the performance of the system.

Flow chart of proposed method is as follows (Fig. 2).

4 Edge Detection

Edge detection technique enhances the edges of an image by sharpening the image edges,
Sobel operator is found to be good edge detector [10]. The Sobel operator is a discrete
function computing the gradient of the intensity in an image. The operator uses two 3 × 3
kernels which are convolved with the original image to calculate approximations of the
derivatives-one for horizontal changes, and one for vertical [10]. Image is represented
as B, and Hx and Hy are two filters to compute the horizontal and vertical derivative
approximations, the computations are as follows:

𝐇
𝐱
=

⎡
⎢
⎢
⎣

1 0 −1
2 0 −2
1 0 −1

⎤
⎥
⎥
⎦
∗ 𝐁 𝐇

𝐘
=

⎡
⎢
⎢
⎣

1 2 1
0 0 0
−1 −2 −1

⎤
⎥
⎥
⎦
∗ 𝐁

Where * is the 2-dimensional convolution operation.
Since the Sobel kernels can be decomposed as the products of an averaging and a

differentiation kernel, they compute the gradient with smoothing. For example, Hx can
be written as

⎡
⎢
⎢
⎣

1 0 −1
2 0 −2
1 0 −1

⎤
⎥
⎥
⎦
=

⎡
⎢
⎢
⎣

1
2
1

⎤
⎥
⎥
⎦

[
1 0 −1

]

The x-coordinate is defined here as increasing in the “right”-direction, and the y-coor‐
dinate is defined as increasing in the “down”-direction. At each point in the image, the
resulting gradient approximations can be combined to give the gradient magnitude, using
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𝐇 =
√

𝐇𝟐

𝐱
+𝐇

𝟐

𝐲

Gradient direction can be calculated as:

𝛂 = 𝐚𝐭𝐚𝐧𝟐 (𝐇
𝐲
, 𝐇

𝐱
)

Where, for example, α is 0 for a vertical edge that is darker on the right side.

5 Morphological Operation

Morphological operations are used for extracting meaningful components from the images.
There are different operations like dilation, erosion, opening, closing etc.

Dilation operator is used in our experiments [11]. Dilation [11] is used to thicken or grow
objects in an image. The dilation process takes two pieces of data as inputs. The first is the
original image and the second one is structuring element (also known as kernel). Struc‐
turing element is the one through which thickening process is controlled in dilation opera‐
tion. The line structuring element is applied on the image pixels from the start till end. The
SE is applied in the form of the line in the image every time and a change in the pixel values
according to the SE i.e. the change appears in places where the line affects the pixel and
finally thicken the points we wanted and making the edges thicker and clear.

Dilation function is defined in term of set operation. The dilation of C and D is defined as

C ⊕ D =
{

z|(D’)z ∩ C ≠ 𝜙
}

Where 𝜙 is the empty set, D is structuring element and C is the binary image. In other
words, dilation of C and D is the set consisting of all elements of D’ such that its origin
remain in C.

Morphological operation (Dilation) is applied to edge detection images to enlarge
the boundaries of the regions of the salient features.

6 Results

To verify the proposed algorithm and with base line algorithm the image dataset is used
as in [21]. For experiments 1000 images randomly selected from 10000 images and
computed the results. Some images are shown in Fig. 3 after applying our proposed
method.
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6.1 Results by Applying Algorithm on the Dataset

7 Comparison Between ICA, Edge Detection Technique
and Morphological Operation

Saliency map of original image is generated by applying ICA filter image. These saliency
maps are shown in Fig. 1, with their 3D plots that clearly show the most prominent and
salient features in the images. From figure it can be shown that the edges are not clear
so sobel and dilation operators are used to improve the image quality. The results clearly
show that the edges are sharper in whole image. This gets us to the point nearer to the
object detection rather just projector out the prominent features. The histogram of the
sobel operator shows us the peaks referring to the edges of the object and filter out purely
the object. Results of the sobel operator is improved by applying another operation i.e.
dilation; that provide the perfect results for object detection as shown in Fig. 3. The
uncompleted edges have been thickened and completed by dilation. The histogram of
dilation images gives the clear peaks and also those peaks that are blurred before. So, it
is concluded after comparison between three of the techniques that when applied in
hybrid these three techniques gives us the clear detected object (Fig. 4).

Original Image ICA Results 3D Plots

Fig. 1. Saliency map using ICA filters.
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Fig. 2. Flow Diagram

Original image Saliency map Edge Detection
(Sobel)

Dilation Result

Fig. 3.
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The results can be visualized as under:

A B C D E

(a) Original Images (b) Saliency maps (c) Edge detection (d) Morphological operation (e) Histogram 

Fig. 4.

8 Comparison of Two Computational Models and the AUC Score

The comparison between two models, which are the Achanta et al model and the ICA
based saliency model, are based on the testing of area under the ROC curve score.

The area under the ROC curve needs a dataset that has been tested on human visual
system. The dataset are used for calculating an AUC consists of random number of
observers in a free viewing scenario on 135 different images [28]. The scenario is kept
as to obtain the best possible results. The data for these random numbers of observations
are viewed on is viewing 135 different images and their point of focus is computed.
These values are used to compute the eye fixation map. Then the Achanta [28] model
is used to compute the saliency maps of the same 135 images. These saliency maps are
then compared with the eye fixation results and a score for each image is computed.
Similarly the ICA based saliency maps are also compared to the eye fixation results and
score is computed again. The score limits from 0 to 1. If the comparison results in score
near to 1 the similarity is maximum thus the result is good and if it’s near 0 then the
similarity is minimum. We have only computed the comparison for first 8 images

120 R.M. Yousaf et al.



The results of comparison between the AUC score is as under (Fig. 5):
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Fig. 5.

9 Conclusions

To generate the saliency map, ICA filter is used that gives the linear features used in
saliency algorithm. To enhance the salient region edge detection technique with sobel
operator is used which shows the accurate region of the saliency map and distinguishes
from background. Using the same edge detection results, morphological operation (dila‐
tion) is applied that has brighten the edges, improves the lines and curves of edge detec‐
tion result. Dilation is basically used to complete the incomplete boundaries of the region
and thickens it contains. After applying all these operations the results clearly shows the
effects, improving the saliency map and the edge detection has enhanced the results of
saliency map. The morphological technique highlights the final result of the feature
detection. The AUC ROC score also proves the models results better than many models
as baseline model.
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Abstract. Padding the boundary is the first step in image filtering. If not appro‐
priately handled, it often cause serious artifacts and losing information. In this
paper an optimized boundary padding method is proposed to solve this problem.
We analyze the pixel values near the boundary, calculate the gradient of the pixels,
and pad the input image with a center symmetric padding method. Consequently,
the details of the boundary will be preserved, and the number of unexpected noise
will be suppressed as much as possible. We demonstrate that the center symmetric
padding method is more effective than the traditional border handling methods in
some computer vision applications.

1 Introduction

In computer vision, most of applications have to do some preprocessing to reduce noise
or get useful information. Image filtering is a general and effective method in image
processing such as non-linear filter in [1] and most of linear filter. Image filtering is
generally modeled as a convolution of a pixel’s neighborhood. The convolution operator
makes use of not only the image in the Field of View (FOV) of the given observation,
but also part of the scenery in the area bordering it. The missing pixel information outside
the observed image can be synthesized by extrapolating the available image data.

In this paper, we propose a boundary padding application when dealing with the
flaw detection of the backlight plate in cell phone. The picture of the backlight plate is
taken from the line-scan CCD camera, whose resolution is 8192*14000, see in Fig. 3.
In this case, padding the boundary which is the first step in image filtering plays an
important role in such an extremely high resolution. Border handling provides approx‐
imate output pixels close to the boundary of the image where insufficient data is available
to fully compute the local operator. There are many available methods to padding the
boundary. The “tile” method in [2] proposed an algorithm that pads the image by repli‐
cating small tiles of pixels adjacent to the border to reduce boundary artifacts in image
deconvolution. Halide*’s [3, 4] library also includes “tile”. Tile padding is particularly
useful for Bayer coded color images because it preserves the Bayer color pattern. Most
of functions in commercial software or open source library are copying a given image
onto another slightly larger image and then automatically padding the boundary, such
as Reflect, Reflect101 [5], Replicate [6], Wrap, Constant. But these boundary methods
not always work well, especially when the blur filter window size is relatively larger
with a high resolution of the backlight plate.

© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9_15



In this paper, we proposed a simple but effective method called center symmetric
padding method. First of all, we analyze the padded region by calculating the gradient
of the pixel values in 2 dimension. If the gradient is too sharp for traditional border
handling method, we pad the boundary with our optimized center symmetric padding
method. In case of causing unexpected noise, we blur the padded region. Hence, the
information of the boundary will be kept, and the number of unexpected noise will be
decreased as much as possible.

2 The Proposed Method

We define the center symmetric method as below: First of all, pad the boundary of the
objective picture using the default padding method which is border reflect101 in
OpenCV to make border in a given filter window. Then extract the pixel values and
coordinate of each row or column near the boundary into a 2 dimensional plane, calculate
the mean gradient of these discrete points. If the gradient of the line near the boundary
is over than the threshold, using the symmetry method to process the padded boundary.
Finally, we apply a local linear model to blur the padded boundary in case of sharp
change pixels. So, it is necessary to collect some pixels next to the boundary to predict
the gradient of the pixel values in a row, using a minimum mean-square error (MMSE)
method.

Assume Ŷi is a vector of n predictions of the padded boundary, and Yi is the vector
of observed values corresponding to the inputs to the function which generated the
predictions, then the MSE of the predictor can be estimated by (1)

MSE =
1
n

n∑

i=1

(Ŷi − Yi)
2 (1)

In this paper, the pixel values near the boundary in a row or column can be considered
as a line in 2 dimension. Generally speaking, we can predict the pixel values outside the
input image and padding the boundary, using the linear regression. For example, we
choose to pick some pixels near the boundary in a row. We suppose the gradient of the
fitted line which can be calculated as K in (2), and suppose the function of the fitted line
is f (x) = Kx + b.

K =

N∑

n=1
(Xi −

∑
Xi

n
)(Yi −

∑
Yi

n
)

N∑

n=1
(Xi −

∑
Xi

n
)2

(2)

After getting the parameter of the fitted line in linear regression, we can padding the
boundary using the fitted line. Suppose we choose the 101*101 operator to filter the
input image, the 50 pixels outside the boundary should be padded according to the rule
of the center symmetric method: First, we can handle the boundary by reflect101, which
can be used in OpenCV or MATLAB; then, reflect the padded boundary by a horizontal
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line f (x) = b. Finally, we apply a local linear model to blur the padded boundary. We
assume that f (x, y) is the pixel values of the input boundary, h(x, y) is the local operator
which can be called kernel of the blurring, and g(x, y) is the result pixel values in (3):

g(x, y) =
∑

k,l

f (i + k, j + l)h(k, l) (3)

In this paper, we take the horizontal padding as an example and illustrate it in detail.
Figure 1 shows an example of a row pixel values in horizontal dimension. The region
where the pixel values larger than 80 is the foreground, which is our object region. We
can see that the pixel values decrease slowly around the boundary.

Fig. 1. Illustration of the pixel values distribution in horizontal dimension. The pixel values of
the foreground has a sharp change adjacent to the boundary.

Our task is to detect flaws on the digital image of an illuminated screen, which is
taken from a CCD camera. First of all, we need to find out the size and location of object
region in the input image and crop it from the source image. After getting the object
region, we start to do some image processing to locate the flaws of the backlight.
According to the statistical results of the backlight, there are many kinds of flaws such
as black or white dot, scratch, foreign objects, small or big shadow. In all of these flaws,
big shadow is the most difficult problem on account of its ambiguous edges. In order to
find out the big shadow flaw whose area is generally more than 20*20 pixels, the window
of image filter operator must be set larger enough. Before the filtering operate, the
appropriate padding method for image boundary handling is needed. In Table 1, it shows
some typical methods for image padding on the boundary. As it mentioned in

Table 1. Image padding methods

Border Types

Constant i i i i i i | a b c d e f g h | i i i i i i 

Replicate a a a a a a | a b c d e f g h | h h h h h h

Reflect f e d c b a | a b c d e f g h | h g f e d c

Wrap c d e f g h | a b c d e f g h | a b c d e f

Reflect101 g f e d c b | a b c d e f g h | g f e d c b
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introduction, different kinds of padding methods show different characters and lead to
different results.

In order to visualize the differences of these kinds of padding and find out an appro‐
priate padding method, we pad the source image and plot the pixel values of it on
MATLAB. So the padded image results are in Fig. 2.

(a) (b)                      (c)

(d)                    (e)                      (f)

Fig. 2. Padded images in MATLAB with different border methods: (a) image deal with the
proposed center symmetric method; (b) constant padded image; (c) reflect101 padded image; (d)
reflect padded image; (e) replicate padded image; (f) wrap padded image

a) b) c) d) e) f)

Fig. 3. (a) center symmetric padded image; (b) constant padded image; (c) reflect101 padded
image; (d) reflect padded image; (e) replicate padded image; (f) wrap padded image

As the Fig. 2(a) and (e) shows, replicate border handling copies the boundary pixel
values of an image or specified value and extends the values to the padded regions. From
Table 1 and Fig. 2(b), (c), and (d), there are abrupt gradient changes around the boundary.
Because of the abrupt gradient changes, the pixel values of the boundary after filtering
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is much larger than the source pixel values. In this case, the boundary after padding
becomes an inflection point in two dimension. Therefore, the boundary of the image are
predicted as flaw by mistake, and the information of the flaw near the boundary are
missing as well. When handling boundary artifacts, there are many algorithms are avail‐
able such as fast image restoration without boundary artifacts [7, 8] and reducing boun‐
dary artifacts method [2]. But a significant majority of them are aimed at reducing the
boundary artifacts when image filtering rather than the image padding.

As it shows above, we can draw a conclusion that most of the boundary padding
methods can’t solve the boundary problem efficiently. In addition, we find out a solution
that can padding the boundary smoothly and preserve the boundary information, at the
same time, without sacrificing the flaw information near the boundary.

3 Simulation

According to the algorithm presented in previous section, experiments are applied to
verify the proposed padding method. Experiment platform is based on MATLAB and
Visual Studio. In order to visualize the differences of these padding methods, we padded
the border of the backlight plate which is cropped from the row image and applied canny
edge detection. The subjective evaluation of the proposed method shows that it’s effec‐
tive comparing to traditional methods. In addition, objective evaluation of the effect of
center symmetric padding method proves the algorithm validation.

As a concrete example of this center symmetric method, we try to solve the problem
about a backlight plate flaw detection. Many approaches of padding has been taken to
operate the source image about backlight plate, while the output boundary present
different results respectively. After padding the boundary, it’s time to extract the feature
of the object, the flaws of the backlight plate. Edge correspond to abrupt changes or
discontinuities in certain image properties between neighboring areas [9]. Canny edge
detection in image processing is very sensitive to noise as well as the flaws in backlight
plate. In this case, canny edge detection is an appropriate way to observe the differences
of padding methods in the backlight plate flaw detection. We use canny edge detection
on the padded image.

As the pictures show above, we can draw a conclusion that when the filter window
size is too large for the traditional border methods to handle, and the gradient of the
pixel values decreases around the boundary, our proposed optimized padding
methods can fix the problem to some extent. In order to compare these method more
intuitively, we apply a canny edge detection to evaluate these methods. After getting
the canny results of these methods, we calculate the number of nonzero pixels as the
statistical result. As shown in Table 2, our optimized padding method cause less
artifacts comparing to others.

Table 2. Comparison on the number of Nonzero pixels in different canny images after padding.

Center symmetric Replicate Reflect Reflect101 Wrap Constant
Nonzero 2190 9690 5076 5010 4066 3795
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In order to compare the results of these padding images respectively, we choose the
part which has distinct difference from the backlight plate image. In Fig. 4, there are the
bottom left side of the backlight plate image after canny edge detection. In Fig. 4(b) and
(f), the image applied constant and wrap border method remains an obvious line between
the border and the boundary of the backlight plate owing to the sharp gradient. In
Fig. 4(e), the replicate method makes the pixel values difference of each row or column
more significant. From Fig. 4(a), (c) and (d), the boundary of center symmetric padding
method is not so obviously than the reflect and reflect101, owing to the more gentle
gradient on the boundary.

a) b) c) d) e) f)

Fig. 4. The bottom left part of padded image after canny edge detection with different border
methods: (a) center symmetric image; (b) constant padded image; (c) reflect101 padded image;
(d) reflect padded image; (e) replicate padded image; (f) wrap padded image

Furthermore, in order to evaluate the effect of the proposed center symmetric, the
PSNR (Peak Signal Noise Ratio) and MSE (Mean Square Error) are used to be objective
evaluation parameters. PSNR is most commonly used to measure the quality of image
reconstruction. A higher PSNR and lower MSE generally indicates that the reconstruc‐
tion is of higher quality. Table 3 present the comparison on PSNR and MSE of center
symmetric padded image and traditional padding methods respectively.

Table 3. Comparison on PSNR and MES among mentioned padded image

Center symmetric Replicate Reflect Reflect101 Wrap Constant
PSNR 43.3643 43.0085 42.5242 42.5056 40.6914 33.6513
MSE 2.9968 3.2526 3.6363 3.6519 5.5455 28.0509

As the result shows above, the optimized center symmetric padding method has the
biggest PSNR value, and the smallest MSE value in all the mentioned traditional
methods. Therefore, we suspect our optimized algorithm, center symmetric padding
method, is very effective. At the same time, it can preserve the edge detail information
while not cause boundary artifacts.
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4 Conclusion

In this paper, we present an optimized padding method which can be widely applied in
image processing of computer vision. Different from the traditional border padding
methods, we find out a center symmetric method which has a more gentle gradient on
the boundary of the picture. And it can handle the abrupt changes near the boundary
more smoothly. Since the center symmetric method take the pixels around the padded
border into account and analyze the gradient of the border, the padded image might
preserve more information of the image boundary.

The proposed center symmetric method shares a common limitation of the other
border handling methods which is not directly applicable for all the raw images.
However, we believe that the simplicity and effect of the border padding method still
make it beneficial in many situations.
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Abstract. Recently 3D scenes are used in medical fields. We developed a
medical 3D microscope with a HMD. We mounted two cameras on the 3D micro‐
scope. Incoming images through an object lens of an optical microscope are
projected on sensors of mounted cameras by using reflector mirrors. These are
processed in a computer and sent to HMD by wireless communications. However,
there is the problem about 3D imaging display. Two camera images are easily
distorted due to the defect in the 3D microscope and the color of the images are
also a little changed because of the color characteristics of the cameras. In this
paper, we suggested the method to correct the geometric and color distortion of
the stereo camera image and real time implementation of these methods using
GPU. We used a wireless HMD for ease of use by doctors. This system would be
helpful for doctors to operate more comfortably.

1 Introduction

Recently 3D scenes are used in various industrial fields. 3D optical microscope [1] is
being developed to see much precise detail in 3D. The 3D microscopy is widely used
in industrial, medical and biological studies. In the industrial field, this system is used
to identify errors of the electronic circuits or detects very small mechanical components.
In the medical areas, it is used for actual medical procedures such as polyp removal. It
can be used in hair transplant, ophthalmology and biology identifying such cells, chro‐
mosomes in research. A microscope with augmented reality technology is being
researched to provide a guide to the surgical region and to show the necessary infor‐
mation [2] (Fig. 1).
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Fig. 1. Various use cases of imaging devices in medical procedures

1.1 3D Microscope with HMD

Generally, doctors operated using a 3D microscope to see magnified images. In this case,
a doctor’s eyes should continuously contact with a microscope lens during operation. This
is very unnatural and caused neck pain to doctors and other doctors could not see the
surgery site. To solve this problem, camera and monitor system was added to a micro‐
scope. But operating with monitor is very difficult for doctors to concentrate on the oper‐
ation. For these reasons, we developed an HMD 3D microscope system in which an HMD
was used instead of a monitor. By using HMD, doctors could get their comfortable neck
moving and focus on surgery for a long time with less fatigue. Our system consists of three
parts, microscope with stereo cameras, image processing computer and HMD. In the
microscope, two cameras are installed and the images are reflected at reflector and
projected to the camera. The camera images sent to an image processing computer are
reconstructed to side-by-side 3D image. Finally, this 3D image is sent to HMD.

1.2 Issues

When developing our system, we were faced with three problems. These are stereo
image alignment error problem, color distortion problem and video output performance
issue. Stereo image alignment error problem of our optical microscope is that the gener‐
ated stereo images are not aligned and geometrically transformed. This problem
occurred in the cause of the inaccurate reflection mirror alignment, which makes the
microscope image could not be projected on the center of the camera’s sensor. And, it
makes users can have dizziness and nausea. Color distortion problem is that the color
of the output image is not same with the original color of the object. This problem
occurred in that the cameras could not generate exact color of the original scene. If
display devices of microscope show incorrect colors, then users would feel very uncom‐
fortable and sometimes cannot recognize medical treatment position. Video output
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performance issue is that the display delay is not short enough that users cannot recog‐
nize it and the display frame rate is not fast enough that user cannot feel uncomfortable
to work with the display device.

1.3 Our Solutions

In this paper, to solve above issues, we proposed the methods to correct the geometric
and color distortion of the stereo camera image and real-time implementation of these
methods using GPU. We used a wireless HMD for doctors use convenience.

2 Stereo Image Processing for 3D Microscope

In order to use 3D images for medical procedures, the following three problems must
be solved. These are the stereo image alignment error, color distortion and high perform‐
ance video output. We solved these problems by stereo image correction, colorimetric
matching and real-time implementation with GPU.

2.1 Stereo Image Correction

To correct the geometric error of the image through the optical microscope, we used
SURF(Speeded Up Robust Features) algorithm [3, 4]. SURF is a robust local feature
detector that can be used in computer vision tasks like object recognition or 3D recon‐
struction. SURF is a detector and a high-performance descriptor for points of interest in
an image where the image is transformed into coordinates, using a technique called
multi-resolution. We used the SURF algorithm to extract key points and descriptors on
left and right image. We could detect the almost same key points and descriptors on the
left and right image even if the images were transformed. Then we got a homography
[5] by key points and descriptors and used the homography to correct stereo image error.
To correct stereo images for 3D optical microscope, the images are processed in the
following order. First, shot the checker image by left and right camera. Second, extract
key points and descriptors on left and right image using SURF algorithm. Third, trans‐
form left and right image to align center and perpendicular using key points. Fourth, clip
missed image area by transforming the images. Finally, fit stereo images on a screen.
Image correction is executed only once using first left and right image frame. Because
the deformation mechanism of the camera connector and mirror part on the optical
microscope does not change frequently. This method made a good stereo images.
However, this method had two drawbacks. First, it occurs the loss of images on the
clipping step. The loss of image due to clipping depends on a transformation of image
using homography. But this is a very small area and we could get a sufficient image
region. Second, the matrix operation to transform left and right images should be carried
out at every frame. This caused an increase of computation and affected video output
performance. We solved this issue using GPU processing. Figure 2 shows, correcting
stereo images using checker.
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Fig. 2. Correcting stereo images using checker

2.2 Color Correction

Colorimetric matching for cameras is the relationship modeling of digital RGB values
from cameras and XYZ values from color meter device, which is device independent
color space. It is a characterization method for cameras [6, 7]. There is used the Color‐
Checker for the characterization of cameras. The ColorChecker is a color calibration
target consisting of a cardboard-framed arrangement of many squares of painted
samples. Camera characterization uses XYZ values of the ColorChecker from a color
meter and RGB values from cameras. It makes the estimated coefficient through poly‐
nomial regression [8] using relationship modeling of RGB and XYZ values. We used
the ColorChecker with 140 colors for Colorimetric matching. Additionally, we used

Fig. 3. Coefficient estimation method using ColorChecker and surgical area color values
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color samples that we got it on the raw meat. Because doctors require an accurate repre‐
sentation of the red sequence of the surgical scene. After we got the coefficient of the
camera characteristic, we made a lookup table for all RGB colors (256 × 256 × 256)
and used this table for color correction every frame. Because the calculation of color
correction for every pixel at every image frame significantly affects the video output
performance. Figure 3 is the coefficient estimation method using ColorChecker and
surgical area color values.

2.3 Real-Time Implementation with GPU

To display side-by-side 3D images at high frame rate, we used a high-performance
graphics card with OpenGL. OpenGL is the most widely adopted 2D and 3D graphics
API in the industry, bringing thousands of applications to a wide variety of computer
platforms. Using the shader language of OpenGL, we could display high resolution
stereo image with stereo image correction and color correction at high frame rate. Stereo
image was displayed by two textures which were got by two cameras. To correct stereo
image error, we transformed the texture location of the stereo image. This operation
should be carried out at every frame, but GPU operations do not affect video output
performance. To accelerate the colorimetric matching on GPU, we made the color
lookup table on 2.2 sections to 3D texture. This 3D texture is used for color reference
on shader language.

3 3D Surgical Microscope with Wireless HMD

We used a wireless HMD for doctors use convenience. If the HMD is wired to the system,
this cable may interfere with doctor’s operation. Therefore, it is necessary to transmit
images through wireless communication. We used a sony HMZ-T3W for testing. This
model uses WirelessHD 1.1 [9] specification. WirelessHD is a wireless high definition
digital interface technology operating in the unlicensed and globally available 60 GHz
frequency band and represents the first consumer application of 60 GHz technology. It
supports data transmission rates at 10–28 Gbps, more than 20× faster than the highest
802.11n data rates. In the case of WirelessHD standard, high resolution image could be
transmitted at a high speed and at a delay rate of less than 5 ms using a broadband of
60 GHz. However, when the wireless communication is interfered, the image is delayed
or stopped. This can be a fatal problem for doctors’ surgery. We tested the image trans‐
mission delay rate. As the result of the experiment, the transmission delay is about 2 ms,
which does not affect the operation in real time. In order to use WirelessHD in medical
treatment, it is necessary to ensure that no image delay or stop occurs. So it needs addi‐
tional specification for safety critical. In the future, if a new WirelessHD standard for
safety critical is established, it will be possible to commercialize HMD for medical
fields.
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4 Implementation and Result

4.1 System Configuration and Operation Explanation

The system consisted with a 3D optical microscope, two cameras, a wireless HMD, a
monitor and a PC with a high performance graphic card. 3D optical microscope has a
turret-type main tube and features of continuous zooming and auto focus. The camera
is a CoaXPress type vision camera and operates at 60 Hz with 720p resolution. For the
HMD, we tested two type. One is a wired version and the other is a wireless version.
With the wired HMD, we used 2560 × 720 3D image (2 × 1280 × 720) and with the
wireless HMD, we used 1280 × 720 3D image (2 × 640 × 720). Because the wireless
HMD did not support 2560 × 720 resolution. The monitor is a normal 2D monitor for
other doctors and nurses in the operating room.

The operation is as follows. At first, left and right images from two cameras are
converted to side-by-side 3D image and it is sent to monitor and HMD. At the HMD a
full image is displayed in 3D, and on the monitor side-by-side image is displayed in 2D
with some GUI (Fig. 4). If a user clicks “Image Correction” button on the menu, with
the images at that instance the homography calculation is executed and after that,
geometrically corrected images are displayed at every frame. And if a user presses

Fig. 4. 3D surgical microscope system with wireless HMD

136 C. Kim et al.



“Color Correction” button, after that time, the color of all pixels are converted using the
color lookup table at every frame. Besides them, there are some functions of pause/play,
still image saving, movie recording and so on.

4.2 Performance Testing and Result

We tested the performance of the geometric error correction, color distortion correction
and the overall frame rate to display stereo image. To measure the performance of the
geometric error correction, we measured three items, vertical error, rotational error,
zoom size error. Table 1 is the result of geometric error correction performance.

Table 1. Geometric error correction performance

Vertical error Rotational error Zoom size error
0% 1.1° 2.0%

To measure the performance of the color correction, we measured CIELAB color
distance. At CIELAB color space, the Euclidian color distance is proportional to the
color difference human feels. The average CIELAB color difference between measured
color and corrected color for 140 patches was 4.35.

To measure the frame rate of the system, we added frame count code at the display
code. And the measurement result was 60fps, which is same with the camera frame rate.
It means that by GPU implementation, we finished all image processing tasks within
16 ms and there is no delay from image processing task. Table 2 is the result of perform‐
ance test.

Table 2. Result of performance test

Category CPU GPU
Stereo image display 32 fps 60 fps
Stereo image correction 24 fps 60 fps
Color correction 30 fps 60 fps

Figure 4 shows the 3D surgical microscope system with wireless HMD.

5 Conclusion

In the past, doctors used optical microscopes that show just a single image. Recently 3D
scenes are used in medical field. In order to increase the precision of the surgery, doctors
are trying to use 3D images for surgery. We developed 3D surgical microscope system
with wireless HMD. In development, there were three problems, stereo image geometric
error, color distortion and video output performance issue. We solved these problems
by geometric correction by SURF algorithm and homography, and colorimetric
matching and GPU implementation. Therefore, we developed wireless HMD 3D micro‐
scope system which is accurately aligned stereo image with realistic color and very fast
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video output performance. We could watch 3D microscope scenes with 60fps on the
wireless environment. However, wireless communication is necessary to ensure that no
image delay or stop occurs in medical fields. So it needs additional specification for
safety critical. In the future, if a new WirelessHD standard for safety critical is estab‐
lished, it will be possible to commercialize HMD for medical fields and many doctors
will be able to make convenient surgery.
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Abstract. OpenGL SC 2.0 is a newly specified 3D graphics standard, derived
from the OpenGL ES 2.0, as its safety-critical profile. In this paper, we represent
the high-level design scheme of the OpenGL SC 2.0 context and rendering system.
We also show the detailed implementation strategy, for its step-by-step imple‐
mentation works. These implementation schemes are the fundamental and theo‐
retical frameworks for the OpenGL SC 2.0 system implementation. In near future,
we will implement all the OpenGL SC 2.0 API functions and its theoretical back‐
ground, from the OpenGL SC 2.0 system implementations.

Keywords: OpenGL SC · Safety Critical Profile · Rendering pipeline · Design

1 Introduction

In the year of 2015, the Khronos Group, the fundamental standard management body
of the famous OpenGL family, established a safety-critical working group. This “Safety
Critical working group” is developing open graphics and compute acceleration standards
for markets, including avionics and automotive displays.

As a result, the OpenGL SC 2.0 specification [1] defines a safety critical subset of
OpenGL ES 2.0 [2]. Now the safety critical working group is working to adapt more
recent Khronos standards including the new generation Vulkan API [3] for high-effi‐
ciency graphics and compute. The Safety Critical working group is also developing
cross-API guidelines to aid in the development of open technology standards for safety
critical systems.

The OpenGL SC 2.0, or equivalently, the Safety Critical Profile for OpenGL ES 2.0
is designed to be deterministic and testable to minimize implementation and safety
certification costs, as shown in Fig. 1, while bringing GLSL shader programmability to
safety critical graphics for enhanced graphics functionality with increased performance
and reduced power.
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Fig. 1. Standard specification of OpenGL SC 2.0 derived from the OpenGL ES 2.0.

The OpenGL SC 2.0 API addresses the unique and stringent requirements of high
reliability display system markets, including FAA DO-178C and EASA ED-12C Level
A for avionics, and ISO 26262 safety standards for automotive systems.

Building on the large number of worldwide customer deployments and successful
avionics certifications using OpenGL SC 1.0, OpenGL SC 2.0 enables high reliability
system manufacturers to take advantage of modern graphics programmable shader
engines while still achieving the highest levels of safety certification.

Although the OpenGL SC 2.0 was stared from the subset of OpenGL ES 2.0, the
details of the OpenGL SC 2.0 are a little bit different from its origin of OpenGL ES 2.0.
Our final goal is to implement the whole system of OpenGL SC 2.0. As the first step,
we show the high-level design scheme of the OpenGL SC 2.0 context and rendering
system. We also show the detailed implementation strategy, for its step-by-step imple‐
mentation works. These implementation schemes are the fundamental and theoretical
frameworks for the OpenGL SC 2.0 system implementation. All the details are followed
in the following systems.

2 Design of the Rendering System

Our ultimate goal is to provide all features and API functions in OpenGL SC 2.0. As
the first step toward it, we here represent the overall design of our system in the following
subsections.

2.1 Overall Design

The topmost design layer of our overall design consists of OpenGL SC 2.0 Context Part
and OpenGL SC 2.0 Renderer Part, as shown in Fig. 2. Our focus is how to isolate the
device-dependent features into the OpenGL SC 2.0 Renderer Part, as follows:

• OpenGL SC 2.0 Context Part: contains all OpenGL SC 2.0 state variables. These
state variables are actually the core of OpenGL SC state machine. Upper level user
interface of OpenGL SC 2.0 API function calls are also provided in this part.
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• OpenGL SC 2.0 Renderer Part: contains hardware-specific features, depending on
the underlying graphics devices. Our final goal is providing a set of Renderer Parts
with a single Context Parts, for easy porting and immigration.

server-side state variables

client-side state variables

shared objects/textures

non-shared objects/textures

hardware-specific renderer framebuffer

display screen

application program

OpenGL SC 2.0 API

OpenGL SC 2.0 Renderer

OpenGL SC 2.0 Context

Fig. 2. Overall design of our OpenGL SC 2.0 system.

2.2 Context Part

Our OpenGL SC 2.0 Context Part naturally consists of several modules as follows:

• OpenGL SC 2.0 API module: provides the full API function bindings in C program‐
ming language, according to the OpenGL SC 2.0 standard specification. Higher-level
user application programs will use these API function bindings to access any OpenGL
SC 2.0 features.

• client-side state variables: contains the client-specific state variables for OpenGL
SC 2.0 processing. It includes some vertex, color, normal vector, and texture coor‐
dinate arrays for user data.

• server-side state variables: contains the OpenGL SC 2.0 server specific state vari‐
ables. It is the core of any OpenGL SC 2.0 implementation, as the OpenGL state
machine.

• non-shared objects/textures: Any OpenGL SC implementation has a set of OpenGL
objects and texture objects, as user provided graphics data. Most of them are non-
shared, and available only for a specific OpenGL application program.
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• shared objects/textures: In contrast, some OpenGL objects and texture objects can
be shared across the applications, and can be shared by a set of OpenGL applications.

2.3 Renderer Part

Our OpenGL SC 2.0 Renderer Part consists of the following two modules:

• hardware-specific renderer: According to the underlying graphics hardware, we
should implement its specific graphics primitive operations. This module is actually
the hardware-dependent part of the whole OpenGL SC 2.0 implementation. Ideally,
all the hardware-dependent parts should be isolated into this module, and we can
easily immigrate to other hardware devices, through re-implementing this module.

• framebuffer: The final output of the OpenGL SC 2.0 implementation is a big two-
dimensional array of pixel values, so called framebuffer. It will be directly connected
to the graphics display devices, for screen output.

3 Implementation Strategy

Based on the high-level design of OpenGL SC 2.0 shown in the previous section, we
have several implementation strategy, as shown in the following sections.

3.1 Implementing the Context Part

As the very first step to the OpenGL SC 2.0 implementation, we need to implement the
OpenGL SC 2.0 Context Part. Since it provides all the OpenGL SC 2.0 API functions,
any OpenGL application can call the OpenGL SC 2.0 functions and expect to execute
their features. However, since this is actually the front-end of the whole OpenGL SC
2.0 system, we cannot get any graphics output from this Context Part. Conceptually, we
can test its correctness through the query functions to the state variables.

3.2 Renderer Part: Emulator-like Implementation

The simplest implementation of the OpenGL SC 2.0 Renderer Part may be the OpenGL
SC 2.0 Emulator over the existing OpenGL 2.x implementations. Especially, on the
desktop PC’s, we already have the similar implementation of OpenGL 2.x specification
[4]. We can provide the whole OpenGL SC 2.0 features through emulating it with
desktop OpenGL 2.x functions.

Since OpenGL SC 2.0 features are based on the subset of OpenGL 2.x features, we
can implement this emulator in a straight-forward manner. A few distinct functions need
some extra software implementations and it is the major characteristics for the emulator
implementation. Anyway, this emulator implementation will show the graphics output
on the screen, based on the OpenGL SC 2.0 function calls.
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3.3 Renderer Part: GPU Command-Based Implementation

The full-fledged implementation of OpenGL SC 2.0 needs to use any specific GPU
(graphics processing unit) as the underlying graphics hardware. We can select any one
from commercial OpenGL-ready GPU’s. Actually, Intel GPU’s are more convenient for
the developers, since they provide more sufficient documents on the GPU-based low-
level development.

For a specific GPU, we can generate some GPU assembly instructions to control the
find details of the GPU behaviors. In our GPU command-based Renderer implementa‐
tion, we will generate the proper GPU assembly instructions into the command stream,
and the whole command stream will be sent to the GPU. Some GPU buffers and objects
will be controlled by extra control commands to the GPU.

We can actually check the feasibility of the OpenGL SC 2.0 Context Part and this
GPU command-based OpenGL SC 2.0 Renderer Part implementations, through sending
OpenGL API function calls, and testing the output on the GPU framebuffers. This
scheme may be used to check the original OpenGL SC Conformance Test Suits, if
provided in near future.

3.4 Renderer Part: Vulkan-Based Implementation

Vulkan [3] is a recently-specified graphics and compute API that provides high-effi‐
ciency, cross-platform access to modern GPU’s used in a wide variety of devices from
PCs and consoles to mobile phones and embedded platforms. Since Vulkan aims to
provide cross-platform access to commercial GPU’s, we can use it as a low-level inter‐
face to the GPU’s.

Our OpenGL SC 2.0 Renderer Part will generate Vulkan codes to control GPU’s,
and we get the final output from the GPU’s. Vulkan can be a good way of achieving
cross-platform features for the OpenGL SC 2.0 implementation. In contrast, for a
specific GPU, the native GPU assembly instructions may show better performance than
the Vulkan-based implementations.

3.5 Renderer Part: Massively-Parallel Implementation

OpenCL (Open Computing Language) [5] is the open, royalty-free standard for cross-
platform, parallel programming of diverse processors found in personal computers,
servers, mobile devices and embedded platforms. In these days, most commercial GPU’s
can also support this massively-parallel processing standard. Thus, OpenCL can also be
used to provide cross-platform low-level massively-parallel framework for final
rendering stage.

In this case, the renderer part can be executed in a massively-parallel manner. We
think that this implementation can unify the graphics pipeline and the computing pipe‐
line, to achieve a single stream. It can show a new unified paradigm for the GPU usage.
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3.6 VLSI Chip-Based Implementation

Theoretically, OpenCL implementations can be converted into FPGA chips, through the
OpenCL-to-VLSI logic compilers. Thus, if we got the OpenCL-based renderer imple‐
mentation, we can convert it into physical VLSI chips. It is the fundamental low-level
implementation for the OpenGL SC 2.0 Renderer Part.

4 Conclusions and Future Works

OpenGL SC 2.0 is a recently-released 3D graphics standard specification, with safety
critical features. Although it is a member of OpenGL family, OpenGL SC 2.0 has some
new and characteristic features. To implement this new 3D graphics standard, we present
high level design of the overall OpenGL SC 2.0 system.

We also provide details of several implementation strategy. All these guidelines can
be used to implement OpenGL SC 2.0-related systems. Our next steps are naturally the
implementations with those guidelines. We plan to do them in a step-by-step manner.
It will be a full-scale implementation of the OpenGL SC 2.0 system.
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Abstract. In this paper, we come up with a bottom-up saliency algorithm that
both consider the background and foreground cues. First, we compute the coarse
saliency map by manifold ranking on a graph using partly image boundaries which
consider as background prior. In this step, we just select left and top sides as
background seeds. Second, bi-segment the preliminary saliency map to extract
foreground information. Third, we utilize Markov absorption probabilities to
highlight objects against the background. Results on public datasets show that
our proposed method achieve fabulous performance.

Keywords: Image saliency · Saliency detection · Foreground cues · Markov
absorption probabilities

1 Introduction

Visual saliency detection attempt to extract the region which can attract human being the
visual and cognitive system. Besides, visual attention mechanism plays a crucial role in the
human visual system. It helps us deal with massive visual tasks and assign the perception
for most valuable information (or saliency region). Therefore, there are many scholars in
the nervous system and computer vision, and other fields do many types of research on the
visual saliency. The research of computer vision can be described as given an image, to
figure out the region which is significant for human, and quantified with gray. This process
is saliency detection, and the gray scale map called saliency map. Visual saliency has been
board applied to numerous computer vision tasks, such as image classification [1], object
detecting [2], image resizing [3], image retrieval [4] and so on.

According to the perspective of saliency detection mechanisms, saliency algorithm
can be summarized as bottom-up [5–9, 16–18, 20, 21, 23–28, 31, 32] (stimuli-driven)
and top-down [13, 14, 19] (goal-oriented). A specific task drives top-down model, and
its saliency map shows the location of the target. However, bottom-up models are data-
driven, without specific task or prior knowledge and utilizing the low-level cues such
as intensity, texture and so on to get the final saliency map. Considering top-down model
associates with a specific task which is not universal. Therefore, mostly saliency detec‐
tion algorithms employ the bottom-up model to acquire saliency map.
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There are many saliency detection algorithms proposed by scholars. Koch et al. [15]
proposed the first visual saliency detection model and given the definition of saliency
map. Itti et al. [21] present a center-surround model, in which saliency map is acquiring
by using Gaussian pyramid to integrating color, intensity and center-surround contrast
at different scales. Also, some previous bottom-up model based on frequency domain
analysis [22], transforming the image into the frequency domain and figure out the
imparity between the original image with Gaussian smooth version. Moreover, some
methods consider the hypergraph model for saliency detection, which obtains a great
result in practice. Although most of the bottom-up models have mentioned achieved
fabulous results. There are still existing some problem that marginal objects cannot be
recognized well.

In this paper, we propose an effective algorithm to solve above problem. Firstly, we
acquire a background-based saliency map using a part of boundary labels to decrease
the influence of the situation which the object located in the image boundary. Secondly,
bi-segment the coarse saliency map to get a series of foreground seeds. Moreover, then,
we reconsider the Markov absorption probabilities and the relationship with saliency
detection. Figure 1 shows some saliency map generated by our algorithm.

 a  b c d 

Fig. 1. From left to right: (a) Input image, (b) Ground Truth, (c) coarse saliency map, (d) final
saliency map

2 Related Work

Recent years plentiful background-based model that based the background have come
forth. Enormous saliency algorithm exploits boundary regions and other areas cues to
detect saliency regions. In [5], Yang et al. considered the relationship of periphery region
and the rest part of the image via manifold ranking. In [6], Gopalakrishnan et al. intro‐
duce hitting time into a fully connected graph and sparsely graph to seek the most salient
seed. Besides, there is a difference of the hitting times applies to two kinds of seeds for
calculating the saliency of each node. Although, the hitting time method can stress the
rare global regions, does not restrain the background noise well. In [8], a more stable
and robust method proposed, which exploit the probability of connection between each
region and boundary region.

There are also effective approaches using object prior to finding salient region. In
[10], Tong et al. employ a center bias model to acquire the week saliency map.
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As we know, the model whether is based foreground or background has its limitation
that cannot consider global information properly. Therefore, we propose a model to
combine the foreground and background to avoid the problem that mentioned above
(Fig. 2).
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Fig. 2. The step of our algorithm

3 Algorithm

In this part, we proposal an effective and efficient saliency detection model which
combine foreground and background cues to detect the salient area in an image. Firstly,
we construct a graph for each input image, and an optimal manifold ranking is used
based on the image’s two side background seeds. Then, the coarse saliency map is
detected by manifold ranking. Finally, a more precious result is generated by random
walk model.

3.1 Graph Construction

In this work, we should construct a graph G = (V, E) where V is a series of nodes and
E is a set of undirected edges. If using each pixel as the node is meaningless and will
have an expensive calculation, so we adopted superpixels to instead. There are lots of
superpixels segment algorithms, but we select SLIC algorithm [11]. It is widely used in
the image segmentation, pose estimation, target tracking, target recognition and other
computer vision tasks. After over-segmenting input image by SLIC, we get an image
with n parts. So, we treat the superpixels as the vertices V rather than a pixel. And E is
a series of undirected edges are between two connected superpixels. We construct a new
graph model different from [12], which called sparse adjacency graph in this work, and
it can better to present the local adjacent superpixels. First, each node concatenates to
those nodes which nearby it. Besides, it also connected to the nodes that sharing the
same boundaries with its neighboring nodes. Second, as we know there are lots of images
present a certain symmetry. So we treat all boundary nodes connect, for reducing the
geodesic distance between similar nodes.

We construct an affinity matrix W to represent the correlation between connected
edges. If the edge between two nodes with a high weight which means they are tightly
connected, vice versa. Then, the weight wij of two neighbor nodes present as
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wij = −e

‖‖‖ci − cj

‖‖‖
2

2𝜎2 .

where ci and cj denote the feature of CIELab color space (because CIELab color space
is better to conform to human visual system, so we translate the input image into CIELab
space to instead of the origin RGB color space.) corresponding to two nodes i and j, and
σ is a constant which controls the strength of the weight.

3.2 Coarse Saliency Detection Using Background Seeds

Manifold ranking applies in pattern classification. It aims to assign ranks to the elements
in a dataset indicate their relationship in a certain group. After constructing a graph
model for the input image, we also get its affinity matrix W (consist of the weight of
edges). Besides, we can get a degree matrix, where di = ∑ j wij. A serious of background
seeds are selected from two sides as indicate vector y = [y1, y2, …, yn], where yi = 1, if
the background seeds is selected, otherwise yi = 0. Let f be a ranking function to allo‐

cating rank values f =
[
f1,… , fn

]T to each superpixels, which can acquired by solving
the below minimization problem.
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f

. (1)

Then, a optimized solution is given as Eq. (2), where ɑ = 1/(1 + μ).(μ is a controlling
parameter.)

f = (D − 𝜕W)−1 × y. (2)

Finally, we exploit the Eq. (2) to detect the saliency of each superpixel. If those labels
are background labels, the saliency region is presented by 1−f, vice versa.

As we know the most area of images are the background for mostly images, so detect
saliency region via boundary prior is quite an effective method [7, 8, 10]. Inspired by
this theory, we choose a set of background seeds from both two sides.

3.3 Salient Detection via Foreground Seeds

Although using manifold ranking can estimate the foreground, and can detach it from
the background. There still exists some situation that can’t tell the foreground from
complex background, and couldn’t suppress background noise deeply. In this part, our
main purpose is to select foreground cues for further saliency detection. After getting
the coarse saliency map, we binary it using an adaptive threshold T to obtain foreground
seeds. Then we introduce, the Markov chains [29] to purifier saliency map.
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Here is some basic introduction of Markov chains. For any Markov absorbing chain
corresponds to a transition probability matrix P. Given a set of S =

{
s1, s2,… , sl

}
 is an

arbitrary Markov absorbing chains and if rearrange all the states, so transient states will
be listed before absorbing states. Consequently, we get a normalized form of transfer
matrix P:

P =

[
Q R
0 I

]
. (3)

where I is the k*k identity matrix, Q is the probability transition matrix of transition
states which belong to [0,1]m*m. 0 is a k*m zero matrix. The elements which belong to
R(R∈[0,1]m*k) mean the probabilities between transition and absorbing states.

After got the absorption probability with Markov chain transfer standard form of a
matrix P, we can get the basic Matrix N, the elements of the matrix have a special
significance. And then we can get another matrix:

N = (I − Q)
−1

= I + Q + Q2 +⋯ . (4)

Which called the basic form of matrix P. Each element nij of matrix N is described
as the element starts in transient state si spend the expected number of times that the
process has changed the transient state sj. The absorption probability matrix:

B = N × R. (5)

demonstrate the probability which the process will be absorbed by given absorbing state.
Where N is the fundamental matrix, R has been introduced in (3), the item of B shows

the probability that an absorbing chain will be absorbed by the absorbing state sj.
Firstly, we use an adaptive threshold to segment the saliency map that acquired in

section B, which easier to get the foreground. (i.e. the threshold is chosen as the average
saliency across whole saliency map.) Then the nodes which separated by adaptive
threshold are regarded as the absorbing nodes labeled as nf 1, nf 2,… , nfl, and the rest of
them are treated as transient nodes.

Similar to R and combined the Eq. (3), we can get an another matrix:

R
′

=

⎡
⎢
⎢
⎣

r
′

11 … r
′

1l
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r
′

ml
… r

′

ml

⎤
⎥
⎥
⎦
. (6)

Besides, we also treat all the boundary nodes as absorbing nodes. According to (5),
a new matrix can be Q’ constructed (matrix Q’ contains the probability of transient nodes
after normalized image). Using the formula (4), we can get
N

′

= I
′

+ Q
′

+
(
Q

′
)2

+
(
Q

′
)3

+⋯.
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It is obvious that the matrix N’ and R’ quite similar to matrix N and R, consider that

we multiply N ′ and R′ defined as C′. Suppose that we have a matrix N ′

=
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The first two rows of matrix N ′ stand for foreground nodes and the rest rows represent
the background nodes and matrix R’ has the same structure as N ′.

For example, we just consider the background nodes5. Multiplying the fifth row of
matrix N’ and the second column of matrix R’, and according to the (7), we get

c51 = n
′

51 × r
′

12 + n
′

52 × r
′

22 +⋯ + n
′

55 × r
′

52. (7)
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 is the i, jth element of 
(
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)k. So we got
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′

52 + q
′

52 +
(
q

′
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)2
+⋯. Because q′

52 is normalized weight between foreground and
background, so it is close to 0. Besides, we construct a graph model which is a sparse
model. So the node 5 and node 2 may not connected, in this situation q′

52 = 0. Consider
that the value of r′ tending to zero, which means c51 tend to 0, as well. If chosen fore‐
ground node1, c11 = n

′

11 × r
′

11 + n
′

12 × r
′

21 +⋯ + n
′

15 × r
′

51.
Obviously, r′

11 and r′

12 present the similarity of foreground nodes, their value will
larger than (7) and tend to 1. Those observations can be an important approach to refine
the coarse saliency maps. The elements of matrix C are considered as the similarity of
the foreground. And then rearranging each row of matrix C (descending order), as
follow, c′

i,1 ≥ c
′

i,2 ≥ ⋯ ≥ c
′

i,l,
(

c
′

i,j ∈
⋃l

j=1 cij

)
.

Selecting the first k 1 ≤ d ≤ 0.5l elements of each row in matrix C(in this paper
d = 0.4*l) and sum them up. The saliency of each node i is denoted as follow:
Sf (i) =

∑d

j=1 c
′

ij
.

4 Experimental Results

In this part, we evaluate the proposed algorithm on five public available datasets: ASD
[17], DUT-OMRON [5], THUS [25]. The first dataset provided by Achanta et al. which
contained 1000 images selected from MSRA-5000 dataset, is broadly used in the almost
algorithm. The second DUT-OMRON dataset is most challenging dataset, which
contained 5168 images. And THUS include 10000 images which consist of multiple
targets of different size.

We demonstrate the effectiveness of our algorithm to compare with the most classic
or the state-of-art saliency detection models which contained IT98 [21], FT09 [17],
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CA10 [16], SVO11 [32], RC11 [20], SF12 [31], GS12 [18], PCA13 [25], LMLC13 [9],
HS13 [24], GC13 [27], GMR13 [5], DSR13 [28], MS14 [26], WCO14 [8], LPS15 [7].

4.1 Qualitative Results

We list some results of saliency maps generated by our saliency model and the other
recent state-of-art models in Fig. 3. We obtain the saliency maps with highly correct
results, and suppress background noises effectively, even though the images have clutter
scenes or with multi-object. In a word, the proposed method reaches a quiet well result
than previous algorithms.

Input CA GC PCA MR HS LMLC MS LPS Ours GT

Fig. 3. Example results comparison of our method with nine recent state-of-the-art methods

4.2 Quantitative Results

We adopt the precision-recall curve, mean absolute error (MAE), and F-measure as
quantitation rules to evaluate the precision of our method and the other state-of-art
algorithm. P-R curve is using a threshold value to segment, which ranging the saliency
map from 0 to 255. We compute the precision and recall and draw the P-R curve through
comparing the pixel-level ground truth mask. The Mean Absolute Error shows the mean
different between saliency and ground truth mask:

MAE =
1
H

H∑

h=1

|S(h) − GT(h)|. (8)

Besides, the F-Measure is the comprehensive evaluation metrics to evaluate the
quality of saliency map. As the values of Precious and Recall is computed, the value of

F-Measure is describing as F =
(1 + 𝜂2) × Pr ecision × Recall

𝜂2 × Pr ecision + Recall
 where 𝜂2 is set to 0.3 to

weigh precision more than recall as suggested in [17].
Figure 4 shows the result (P-R curve and MAE) and Table 1 present the F-Measure

and MAE data on the three datasets. In general, the method that we proposed performs
well compare with the previous method.
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(a) ASD (b) ASD (c) OMRON

(d) OMRON (e) THUS (f) THUS

Fig. 4. The result are obtained on different datasets, including ASD, OMRON and THUS. The
curves (e.g., (a)) refer to the P-R curves for different methods. The bar graphs (e.g., (b)) shows
the precision, recall, F-measure and mean absolute error (MAE) for different methods.

Table 1. The numerical results: F-measure (F) and mean absolution error (MAE)

Metric Dataset Method
CA FT GC GMR HS IT LPS PCA RC SF SVO OURS

F ASD 0.558 0.640 0.820 0.898 0.865 0.412 0.891 0.796 0.719 0.834 0.579 0.909
OMRON 0.355 0.313 0.464 0.533 0.525 0.313 0.172 0. 461 0.499 0.456 0.392 0.556
THUS 0.581 0.593 0.762 0.835 0.810 0.426 0.813 0.745 0.817 0.743 0.552 0.836

MAE ASD 0.232 0.205 0.101 0.074 0.114 0.194 0.070 0.155 0.237 0.130 0.336 0.065
OMRON 0.253 0.249 0.197 0.188 0.227 0.197 0.172 0.205 0.188 0.183 0.408 0.185
THUS 0.237 0.234 0.139 0.126 0.148 0.213 0.124 0.185 0.137 0.175 0.331 0.120

5 Conclusion

In this paper, we propose a novel salient detection model via manifold ranking and
Markov absorption probabilities, and take both background and foreground cues into
consideration. Bi-segment the coarse saliency map from manifold ranking can get more
accurate absorption nodes for purifying the final saliency map. Thus, we can handle the
difficult image that the large targets connected with border or surrounded with complex
scene. A large number of experimental results show that the proposed method performs
favorably against almost recent state-of-the-art algorithm on benchmark datasets.
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Abstract. Terahertz (THz) detection technology is a new security technology,
it is play a significant role for social public security in the current situation. In
this paper, we propose a new fast recognition algorithm for detection of sus-
picious objects according to the characteristics of human THz images. The
algorithm consists of the following steps: (1), Smoothing and using gray stretch
algorithm to enhance the terahertz images, (2), Distinguish the suspicious object
connected and not connected to the background images. Here, THz images are
classified by using our morphological classification algorithm, (3), Extracting a
full human body contour by using our Bilateral Contour Tracking Comparison
algorithm(BCTC). Finally, the computer can automatically identify and mark
the hidden suspicious objects in Terahertz Image. Through a large number of
experiments show that the new detection algorithm accuracy is reaching 92%.
Our test results show that the new algorithm is quite effective for segmentation
and extraction with human body contour and less time-cost.

Keywords: Recognition algorithm � Morphological classification � Contour
tracking � BCTC algorithm � Suspicious object

1 Introduction

In recent years, criminals have hidden the knives, explosives through various means,
undoubtedly they have brought a great of threat to the personal security in public
places. Fast and accurate security technology is essential to protect the people’s life and
property security. Traditional security equipment, such as X-ray detector is playing a
huge role in the security work, but X-ray technology has a strong ionization property
will cause damage to the material.

As shown in Fig. 1, the frequency of THz wave is in the range of 0.1 THz to
10 THz. The penetration ability of THz is similar to X-ray, and its photon energy is
small, which will not cause harm to human biological tissue [1, 2]. The principle is: The
object to be detected by terahertz wave irradiation by using terahertz wave emitter,
measurement the THz radiation signal of the objects, collecting relevant physical
information carried by the signal (amplitude and phase information), then the
two-dimensional distribution of the object is obtained. In 1995, Hu and Nuss established
a terahertz imaging devices for the first time [3]. In 1996, real time imaging of terahertz

© Springer Nature Singapore Pte Ltd. 2017
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is realized by Zhang Xicheng et al. [4]. Then in 2003, Zhang Xicheng built a compact,
portable continuous wave imaging system [5]. Currently the THz imaging system
developed by the research institution is mainly divided into two system: Passive system
and Active system. According to whether there is a THz emission source or not. As
shown in Fig. 2, a active THz imaging system developed by our research group [6–9].

However, most of the terahertz imaging system is still on the stage of research and
development. Mainly due to following reasons: (1), Measurement speed needs to be
improved. (2), The power of the pulse type THz radiation source used by the existing
device is generally low. (3) In some THz images, the suspicious object is connected to
the background, which brings a great difficulty to the automatic recognition of the
computer.

The algorithm mainly adopts the following steps: (1), Firstly, we use Wiener filter
to smooth the terahertz image [10], then through gray stretch algorithm and genetic
algorithm to enhance and segment images [11, 12]. (2), Secondly, using the mor-
phological classification algorithm proposed in this paper to classify the human THz
images. (3), At last, using our BCTC algorithm to extract a full human body contour.

THz
microwaves     visible X-ray

100 103      106 109 1012 1015 1018 1021

Frequency(Hz)

kilo mega giga tera peta exa zetta 

Fig. 1. The range of terahertz wave.

(a) (b) (c)

Fig. 2. (a): The histogram of THz image, (b): THz image, (c): Schematic diagram of gray
stretch.
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2 Materials and Methods

2.1 Terahertz Imaging Acquisition

Terahertz imaging principle: firstly, we using terahertz emitter emits terahertz wave as
an imaging ray. Through measuring objects or THz radiation signals reflected from the
surface to obtain imaging information. Mainly including dimensional information of
amplitude and phase. After further analysis and processing to obtain a two-dimensional
map of object. The principle of our THz imaging system: Focusing element focus the
THz wave to a point on the sample. After that focusing element collector collects THz
wave that is through the sample or reflected from the sample. THz wave detector
collects the THz wave that is reflected from the sample or through the sample. THz
wave signal container collects the position information then convert it into a corre-
sponding electrical signal by detection element. At last, the signal is converted to an
image information by image processing unit.

Finally, we chose 50 Thz images as our test data.

2.2 Image Preprocessing

Usually, the SNR of the images produced by our THz imaging system is rather low
(less than 30 db). Because the object has hindered the human THz emission, so the
gray value of object region is different from other areas. According to this, after the
image denoising, we enhance image by using gray stretch algorithm.

In (1), q is the gray value of gray image before stretching, and I is the gray value of
gray image after stretching, q1, q2 is the peak of background radiation and human
radiation respectively.

I ¼

p1
q1
q q\q1

p2�p1
q2�q1

ðq� q1Þ q1 � q� q2
255�p2
255�q2

ðq� q2Þ q[ q2

8
>><

>>:

ð1Þ

Genetic algorithm is an adaptive global optimization algorithm which simulates the
genetic and evolutionary process of biological in the natural environment. Here, the
length of the chromosome is 8. Population size is set as 10. The crossover probability
and mutation probability are 0.7 and 0.4 respectively (Fig. 3).

(a)  (b)      (c) 

Fig. 3. (a) a gray stretch of THz image, (b) suspicious object is connected to the background
after GA segment, (c) suspicious object and backgrounds do not connect after GA segment.
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2.3 Classification of THz Image

Our THz image is roughly divided into three categories: (1): suspicious object is con-
nected to the background, (2): suspicious object is not connected to the background, (3):
THz images with no suspicious object. As shown in Fig. 4(A1, B1, C1). Therefore, we
propose a classification algorithm based on the principle of morphological algorithm.

Typically, a simple algorithm for region filling is presented as:

Xk ¼ ðXk�1 � BÞ \Ac; k ¼ 1; 2; 3. . . ð2Þ
B is a structural element, assuming that all the background pixels are marked as 0,

if Xk = Xk − 1, then the iteration stop, and end the fill step.
Through the comparison of the A3, A4, B3, C3, B4 and C4, when suspicious object

is connected to the background or THz images with no suspicious object, such as Fig. 4
(A1, C1), the result of morphological region filling is the same as the result of extracting
closed region of images by using morphological algorithm. Nevertheless, in the image
suspicious object is connected to the background, the result of morphological region
filling is different from the result of extracting closed region of images by using
morphological algorithm.

Fig. 4. Morphological classification results of three kinds of THz images. A1, B1, C1: Original
THz images. A2, B2, C2: Images of after GA segment. A3, B3, C3: Images of after morphological
region filling. A4, B4, C4: Extract closed region of images by using morphological algorithm.
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2.4 Extract the Body Contour

In this paper, a Bilateral Contour Tracking Comparison algorithm (BCTC) is proposed
by us. The algorithm is based on the eight neighbor contour tracking algorithm, through
accumulate the length of the contour for bilateral, that is left direction and right
direction. Then compare the contour length of two directions to synthesize a complete
human body contour (Fig. 5).

In order to extract a full contour of the human body, our new algorithm consists of
the following steps:

(1): Using contour tracking algorithm for the THz image, search direction start from
the left and right halves of the image, respectively. Then defined obtained con-
tours as follows: left and right contour: L1, L2;

(2): Calculate the number of pixels of L1 and L2, at the same time set a threshold value
S, the difference between the two contour pixel exceeds the threshold value S;

L1 � L2j j[ s ð3Þ

Then we abnegate the longer contour.
(3): Then create a mirror image of short contour, in order to get a full contour of the

human body (Fig. 6);

Fig. 5. A: Definition of chain code. B: Contour tracing. C: The contour of the human body.

Fig. 6. The results of our contour extract algorithm. A: Left profile of human body. B: Right
profile of human body. C: Full contour of human body.
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According to our algorithm, we can distinguish the image without suspicious
objects by calculating L1 and L2 and compare them. If the Eq. (3) is a true statement,
we can determine the suspicious object is connected to the background in the THz
image. On the contrary, the THz image doesn’t has suspicious object. Here, we pro-
posed a judgment algorithm according to neural networks [13, 14]. Firstly, we get a set
of values of left and right contour profile according to THz images. As shown in Fig. 7,
A represents the pixels difference between left and right profile when suspicious object
is not connected to the background. B represents the pixels difference between left and
right profile when suspicious object is connected to the background. In images of
suspicious object is connected to the background, because there is the suspicious
contour to the human body contour, a clear differences between left and right profile.
The training vector is as follows:

P = [869 858 851 867 787 823 937 854 861 827; 937 1022 1105 1066 834 1000
1075 903 866 892];

Target vector is as follows,
T = [−10 10 10 10 −10 10 10 −10 −10 −10];
P is a matrix with 2 rows and 10 columns, the pixels of left and right contour are

stored in each column. We assign 10 when suspicious object is connected to the
background. On the contrary, we set −10.

Therefore, our algorithm is as follows:

(1): Input a THz image, then use image denoising for the input image;
(2): The gray stretch algorithm and GA algorithm is for image segmentation;
(3): Then use our morphological classification algorithm for classification, so as to

distinguish the suspicious object whether is connected to the background;
(4): Using our proposed BCTC algorithm to extract a complete closed human body

contour;
(5): Annotating the suspicious objects.

Flowchart of our identification and annotation algorithm is as shown in Fig. 8.

Fig. 7. The pixels difference between left and right profiles to two types of THz images.
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3 Results

Algorithm is based on the Windows7 platform with the MatlabR2014a environment,
we test 50 images (220*320), there are 46 images are accurately identified, the accu-
racy rate reached 92%. At the same time, the average time of identification is short,

Y 

N 

N

Y 

Image Preprocessing 

Profile Close? 

Input Volume

Compare Contour   L 1

and L2, |L1-L2|>s?

Extract Contour

Identify and Label Suspicious 

Object

Output Volume

Fig. 8. Flowchart of our algorithm.

Identification and Annotation of Hidden Object 161



about 3.7 s, and recognition results are in Fig. 9. The background radiation and the
peak value of the human body radiation are not accurate because of the image pre-
processing, it affects the image quality after image segmentation, which affects the
subsequent recognition process (Table 1).

The active millimeter wave scanning security system developed by the L3 com-
munications company in the United States is composed of the operator control panel
and the analysis work station [15]. However, the new generation of security systems
such as L3 systems and our research group developed active THz imaging system can
completely overcome these shortcomings, the imaging system of the time and the
computer to identify suspicious objects is very short, usually take about 3.7 s. Also the
ray detection is harmless to the human body.

4 Conclusion

In this paper, we proposed a new algorithm for fast detection of THz images. The
algorithm is as follows: (1), Firstly, the terahertz image is preprocessing to smooth the
image, and the human body is enhanced by gray stretch. (2), Secondly, by using a
morphological classification algorithm proposed in this paper to distinguish the dis-
continuous contour of the human body and the continuous contour of the human body,
(3), By using BCTC algorithm proposed in this paper to extract a complete closed

(a)        (b) 

Fig. 9. (a): The original image, (b) Annotation of hidden object.

Table 1. Comparison of several security apparatus.

Detecting instrument SONO-8065 X-ray L3 system(USA) Our instrument

Detecting time >5 s 3 s 3.7 s
Frequency – 35 GHz 94 GHz
Recognition method Human recognition Computer recognition Computer recognition

162 G. Yue et al.



human body contour, (4), At last, mainly focus on annotation of suspicious objects.
A large number of tests show that our new method has a high accuracy rate, about 92%.
The average total time of terahertz image recognition is less than 4 s.
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Abstract. As part of the development of ICT convergence technologies for
special education, we implemented a mobile-based disability test application. In
this paper, we studied an information visualization method that uses a graph to
optimize the display on the screen of mobile devices. The implemented applica‐
tion properly divides the screen of the mobile device, and the test scores obtained
from the results of the disability test are displayed in a graph that can be moved
left and right using the GraphView library. Test comments are also displayed in
a table format that can be simultaneously moved up and down. This provides
efficiency to users due to the large amount of data that can be represented.

Keywords: Disability test · Information visualization · Mobile-based system

1 Introduction

The current digital age exposes individuals to a large quantity of information, and it is
thus necessary to classify information so that necessary information can be obtained.
However, even when classifying a large quantity of information, it is impossible to check
all information even if it is restricted to a single category. Therefore, it is necessary to
efficiently process information.

Information visualization refers to presenting information in a visual manner to
communicate it more efficiently. In other words, information expressed in tables, figures,
graphs, etc. will improve readers’ understanding [1].

The following guidelines are applicable to information visualization [2]. First, try to
utilize graphic expressions, such as icons and images, to display intricate information.
Second, consider the impact of the position when arranging information. Third, express
relationship and differences between variables clearly. Finally, avoid listing a large
volume of information on one page.

This paper contributes to research on information visualization for mobile based
disability test applications, and we studied the information visualization method that can
optimize the test results on a mobile screen. We eliminate the inconvenience of providing
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disability test results through text and tables by using a graph and table together to
efficiently provide optimized results on a mobile devices screen.

This paper is organized as follows. Section 2 introduces a case study on information
visualization for mobile applications, Sect. 3 briefly introduces a mobile-based disability
test system developed in this paper as part of the research on information visualization,
and Sect. 4 presents a method to apply information visualization to a mobile disability
test application as well as its result. Finally, Sect. 5 presents the conclusion and future
work.

2 Related Research

Information visualization is intended to more efficiently convey information to users by
using graphic elements to shape data so that meaning is generated as information and
to organize and express information in forms and structures that are easy for viewers to
understand. When discussing information visualization, we need to focus on how infor‐
mation is understood by users. It is thus necessary to understand human perception and
cognitive processes [3].

A study analyzing the GUI design of applications used in smartphones [4] showed
that the usage rate of a web browser on mobile device has been rapidly increasing.
Nevertheless, websites that are optimized for a desktop environment can have reduced
accessibility and usability when viewed on mobile devices. With this in mind, web
design targeting mobile devices can improve user satisfaction.

Another study analyzing the GUI design of the smartphone applications [5] showed
that the visual satisfaction of smartphone users can be further improved by recognizing
the importance of GUI design as a key part of application design. Going forward, an
application should be developed to help users accurately grasp useful information while
maintaining professional use, functionality, and practicality of the application in
response to diverse user needs.

An study on user interface design for information visualization in mobile augmented
reality [6] summarized and analyzed the trends of mobile augmented reality applications.
Considering the necessity and importance of information visualization in a mobile envi‐
ronment, user UI elements and functions and design changes are analyzed in terms of
information visualization through interface design examples. An analysis was also
conducted of the correlation between visualization elements of this information and the
user interface when applying it to application development.

In addition to theoretical research on information visualization in mobile applica‐
tions, a search on Google Play reveals many mobile applications in which information
visualization is applied [7]. These applications are shown in Fig. 1, instead of showing
text-based data, these display information visually by using suitable shapes, icons, and
graphs.
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Fig. 1. Examples of information visualization in mobile applications

The mobile applications related to special education covered in this paper are limited
to several parts, mainly including AAC (Augmentative and Alternative Communication)
technology and development of special educational contents. Therefore, we could not
find examples of application development applying information visualization tech‐
nology for disability tests [7].

3 A Study of Mobile Applications for Disability Tests

Research on mobile-based disability test application development is currently underway
as part of special education and ICT convergence technology research in order to resolve
the inefficiency and inaccuracy of the disability test methods using a test sheet or a
checklist. A simple test to score the level of disability with an autism behavior test and
learning disorder test can be easily developed for a mobile basis. As shown in Fig. 2, it
can be utilized at any time and place in special education.

Fig. 2. Operating environment of mobile based disability test system
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The disability test result is stored and managed in the server database, and it is thus
possible to search anytime and anywhere and guarantee the accuracy of the test results.

In this paper, a mobile-based disability test applications is developed for the Android
operation system targeting autism behavior and learning disorder tests. These were
developed using the Java and PHP programming languages in the Android Studio inte‐
grated development environment, and the Apache web server and MySQL database
management system are also used.

Figure 3 shows an example of the implementation of a mobile-based disability test
application.

Fig. 3. Implementation of an example of a mobile-based disability test application

The disability test mobile application developed in this paper not only offers a
member registration function for the inspector (e.g., special school teacher), but the
registered inspector can also register and manage disabled students as the test subjects.
And application includes the function to directly test the disability behavior and to refer
and manage the test results. The disability test is based on questions developed by the
National Institute of Special Education. When a student observes the behavior described
in a given question, the response is marked with a checkmark.

The disability test mobile application developed in this paper allows the parents of
a disabled student to view the results for their child, and it provides functions to directly
test disability-related behavior. These functions allow for parents and teachers to share
test information for disabled students to effectively support and manage disabled
students at school and at home.

4 Information Visualization for Mobile-Based Disability Test
Applications

Figure 4 shows the result of applying the information visualization technique to the
disability test mobile application developed in this paper.
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Fig. 4. Disability test application with information visualization

The implemented application divides the screen of the mobile device into two areas.
In the upper part, the test score obtained from the test result is shown as a graph, and in
the lower part, the test comment of the inspector is shown in tabular form.

By allowing the upper graph to move to the left and right, the lower table to move
up and down, we implemented a function that can express a large amount of data opti‐
mized for the small screen of a mobile device.

In this paper, we used the GraphView library to visualize information for the mobile
application [8], and the core code for the information visualization is as follows.

DataPoint[] dataPoints;
LineGraphSeries<DataPoint> series;

dataPoints = new DataPoint[array.length + 1]; 
dataPoints[0] = new DataPoint(0, 0);

for (int i = 0; i < array.length; i++) {
dataPoints[i + 1] =
new DataPoint(i + 1, array[i]); 

}
series = new LineGraphSeries<DataPoint>(dataPoints);
graphView.getViewport().setScrollable(true);
graphView.getViewport().setMinY(0.0);
graphView.getViewport().setMinX(0.0);
graphView.getViewport().setMaxY(100.0);
graphView.getViewport().setMaxX(8);
series.setDrawDataPoints(true);
series.setDataPointsRadius(10);
series.setThickness(8);
graphView.addSeries(series);
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This source code stores the disability scores in an Array, converting it into a Data‐
Point format and adding it to GraphView. The minimum value and maximum value of
the graph is set and then a line graph is added.

The GraphView library can be used to visualize the test results in various forms.
Figure 5 shows the results of the disability test implemented in this paper, shown with
a number of graphs.

Fig. 5. Application examples of information visualization

5 Conclusion

This paper implemented a disability test mobile application, and we investigated how
the information visualization method can optimize the test results on the screen of the
mobile device by using suitable graphs and tables.

The implemented disability test application divides the screen of the mobile device
into two areas. In the upper part, the test scores obtained from the disability test are
displayed in the graph and can be moved using the GraphView library. In the lower part,
the test comments are presented in a table that can be moved up and down, so the a large
amount of data can be efficiently presented.

In the future, we will attempt to access various graph types for disability test mobile
applications, and we will also try to investigate visualizations for integrated information
by improving the GUI function of the table.
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Abstract. Pedestrian detection is a special topic in computer vision and plays a
key role in intelligent vehicles and unmanned drive. Although recent pedestrian
detect methods such as RPN_BF [1] have shown good performance from visible
spectrum images at daytime, they have limited study for near-infrared image at
nighttime. Unfortunately, when the traffic accident happened at night, the pedes‐
trian is one of the most serious victims. Recently deep convolutional neural
networks such as R-CNN/Faster R-CNN [2, 3] have shown excellent performance
for object detection. In this paper, we investigate issues involving Faster R-CNN
for construction of end-to-end all-day pedestrian detection system. We propose
an effective baseline for pedestrian detection both on visible spectrum images and
infrared images, using a same pre-train Faster R-CNN model. We comprehen‐
sively evaluate this method, the experiment results presenting competitive accu‐
racy and acceptable running time.

1 Introduction

Automobiles bring people great convenience and changed societies in many aspects.
However, such a technology has also carried a dark side: traffic accidents. Every year
almost 1.2 million people are killed in traffic crashes while the number of injured rises
to 50 million. Meanwhile, fatality rates of traffic accidents occur at night are more than
double compared to daytime [4].

In order to improve safety, Pedestrian Protection Systems (PPSs) have attracted an
extensive amount of interest from the computer vision community over the past few
years [5, 6]. A PPS is defined as a system that detects both static and moving people in
the surroundings of the vehicle (typically in the front area) in order to provide informa‐
tion to the driver and perform evasive or braking actions on the host vehicle if needed.
So more traffic accidents are expected to be avoided in future.

However, pedestrian detection also is an extremely challenging task due to the large
intra-class variability caused by different articulated poses and clothing, cluttered back‐
grounds, abundant partial occlusions and frequent changes in illumination.

Almost all current leading pedestrian detectors have being evaluated by visible
spectrum images at daytime. The detection performance of the images at nighttime is
still unexplored. They seem to overlook the fact: the pedestrian is one of the most serious
victims in traffic accident occur at night.
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As mentioned at [7], normal cameras based on visible spectrum images (hereafter
called VS images) are not very satisfactory in the absence of plenty of illumination. In
the day time, this illumination can come from the sun, but at night, artificial illumination
is required. Important areas of interest could be lit with bright lights but undesirable
activities are more likely to occur in darker areas. Infrared (IR) cameras are ideally suited
to imaging under these conditions, as they sense emitted radiation from the objects of
interest, such as pedestrians. However, IR cameras are still expensive to deploy on a
large scale. Therefore, we expect to detect pedestrian at night using near-infrared (NIR)
cameras which are cheaper.

Recently deep convolutional neural networks such as R-CNN/Faster R-CNN [2, 3]
have shown excellent performance for object detection, but they have limited study for
pedestrian detection at nighttime. In this paper, we propose an effective baseline for
pedestrian detection not only on VS images but also on NIR images, using a same pre-
train Faster R-CNN model.

The rest of the paper is organized as follows: Sect. 2 introduce the related works.
Section 3 presents the pipeline that we use for detecting pedestrians. Section 4 is devoted
to experimental evaluation, whereas conclusions are drawn in Sect. 5.

2 Related Work

Most pedestrian detection algorithms share similar computation pipelines. Such pipeline
comprises two main stages: (i) region proposal, (ii) region classification.

Region Proposals. As regards the first stage, the entire frame is analyzed so as to extract
a set of candidate regions.

The simplest technique to obtain the candidate regions is the sliding window
approach, where detector windows at multiple scales and locations are shifted over the
image. But the computational costs are often too high to allow for real-time processing
[4]. More complex approaches analyze the visual content to filter out regions that are
believed not to contain objects or salient content. Selective Search [8] is instance of such
class of algorithm.

Region Classification. Current methods for pedestrian detection can be generally
grouped into two categories, the models based on hand-crafted features [9–12] and deep
convolutional features [13–17]. As the first category, HOG [18] and Deformable Part
Models (DPM) [9] are very popular methods. Although they are sufficient to certain
pose changes, the pedestrian detection accuracy bottlenecks are already appearing.

Recently the prevalent success of deep learning approach in computer vision, such
as R-CNN [2], RPN_BF [1] have shown good performance for pedestrian detection.

The R-CNN method [2] trains CNNs end-to-end to classify the proposal regions into
object categories or background.

Fast R-CNN [19] enables end-to-end detector training on shared convolutional
features and shows compelling accuracy and speed. In [1], an RPN_BF approach have
been proposed. An RPN that generates candidate boxes as well as convolutional feature
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maps, and a Boosted Forest that classifies these proposals using these convolutional
features.

3 All-Day Pedestrian Detection Based on Faster-RCNN

In this section, we describe our all-day pedestrian detection pipeline by Faster
R-CNN [3].

Faster R-CNN consists of two components, as show in Fig. 1: an RPN that generates
candidate boxes as well as convolutional feature maps, and a Fast R-CNN used for object
detection. In here, we using two datasets (VS images and NIR images) to training the
RPN and Fast R-CNN network, and created a single detectors. As such, we expect to
use it to detect the all-day pedestrian.

Day

Night

RPN
Coordinates

Scores

Features

Fast R-CNN

Fig. 1. Our all-day pedestrian detection pipeline. RPN is used to compute candidate bounding
boxes, scores, and convolutional feature maps. The candidate boxes are fed into Fast R-CNN for
further classification, using the features pooled from the convolutional feature maps computed by
RPN. Finally, NMS is used to merge the similar results and get the output.

3.1 RPN Network

The RPN network shares full-image convolutional features with the detection network,
thus enabling nearly cost-free region proposals. An RPN is a fully convolutional network
that simultaneously predicts object bounds and objectness scores at each position. The
RPN is trained end-to-end to generate high-quality region proposals, which are used by
Fast R-CNN for detection.

We fixed the aspect ratio of anchors (Region Proposal Boxes) [3] as 0.45 (width/
height). This is the average aspect ratio of pedestrians as indicated in [6]. This is unlike
the original RPN [3] for detect general object that has anchors of multiple aspect ratios.
In order to detect multi-scale pedestrians, we use anchors of 9 different scales, starting
from 30 pixels height with a scaling stride of 1.2.

Following [3], we adopt the VGG-16 net [20] pre-trained on the ImageNet dataset
[21] as the initial network. The RPN is built on top of the Conv5_3 layer, which is
followed by an intermediate 3 × 3 convolutional layer and two sibling 1 × 1 convolu‐
tional layers for classification and bounding box regression (more details in [3]).

The output layer of the RPN net provides confidence scores and regression coordi‐
nate of the predicted boxes, which can be used as the input for Fast R-CNN network.
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3.2 Fast R-CNN Network

For the detection process, we adopt Fast R-CNN network as mentioned at [3].
To speed up the process, [3] developed a technique that allows for sharing convo‐

lutional layers between the two networks, rather than learning two separate networks.
For the convenience of the reader, we briefly recap such approach.

A 4-step training algorithm have been adopted to learn shared features via alternating
optimization. In the 1st step, the RPN network has been train. And this network is
initialized with an ImageNet pre-trained model and fine-tuned end-to-end for the region
proposal task. In the 2nd step, they train a separate detection network by Fast R-CNN
using the proposals generated by the 1st step. In the 3rd step, they use the detector
network to initialize RPN training, but fix the shared convolutional layers and only fine-
tune the layers unique to RPN. Finally, keeping the shared convolutional layers fixed,
and fine-tune the unique layers of Fast R-CNN. As such, both networks share the same
convolutional layers and form the Faster R-CNN network.

In this solution, the RPN and Fast R-CNN networks are merged into one network
during training. Two examples of convolutional feature map are shown in Fig. 2.

(a) Convolution layer of VS image (b) Convolution layer of NIR image 

Fig. 2. Two examples of feature maps for VS and NIR image obtained at each layer of a
convolutional neural network, respectively. Former layers identify simple structures such as
edges, corner and details, whereas deeper layers identify more complex abstract concepts.

3.3 Implementation Details

We adopt a single scale training and testing as in [1]. We do not using feature pyramids,
because multi-scale feature extraction may improve accuracy but does not suit the task
for real-time.

For RPN and Fast R-CNN training, an anchor is considered as a positive example if
it has an Intersection-over-Union (IoU) ratio greater than 0.7 with one ground truth box,
and otherwise consider as negative. For Fast R-CNN training, we construct the training
set by selecting the top-ranked 100 proposals of each image by RPN network. At test
process, we only use the top 100 proposals in an image, which are classified by the Fast
R-CNN. We adopt non-maximum suppression (NMS) to output the detect results.
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4 Experiment Result

In this section, we describe our experimental setup details and the results.

4.1 Datasets

We used two datasets to training the Faster R-CNN model, and created a single detectors.
One for the NIR images and the other for VS images, as shown in Fig. 3.

(a) NIR images dataset (b) VS images dataset

Fig. 3. Example images of NIR images dataset and VS images dataset used in this experiment.

NIR Image Data: For NIR images, we collected a set of video sequences containing
pedestrians from multiple view points and of multiple sizes, using a monochrome board
camera KPC-EX500BA and a NIR lamp RM-240 (spectral wavelength in 0.7–2.5
microns). Images were captured at night and the height of the persons in the images
ranged from 50 to 300 pixels.

The annotations include temporal correspondence of the same pedestrian across
different frames. Nearly half of the frames do not contain any pedestrian, whereas 30%
of the frames contain two or more.

On average, a pedestrian is visible for about 4 s. Some of the training and testing
images are shown in Fig. 3(a).

VS Image Data: For VS images, we used the Caltech which is a publicly available
dataset [6]. The dataset is collected by an on-board camera within a vehicle that includes
pedestrians from different viewpoints under good weather conditions (Fig. 3(b)). The
resolution and the sampling rate of the video content are 640 × 480 and 30fps,
respectively.

We selected 5000 frames NIR images and 20000 frames VS images as the training
samples respectively. The test samples also included 500 frames NIR images and 500
frames VS images selected from the rest of the dataset.

4.2 Evaluation Metrics

We introduce the evaluation metrics defined by the Caltech Pedestrian Detection [6],
which also is the most common evaluation protocol.

In particular, the performance of an algorithm is evaluated in terms of the tradeoff
between the miss rate (MR) and the number of false positives per image (FPPI). First,
a detected bounding box and a ground truth bounding box (GT) are considered a true
positive (TP) if the area covered by their intersection ≥ 70%. A GT that does not have
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a match is considered a False Negative (FN), or a Miss. A detected bounding box that
does not have a matching GT is considered as a False Positive (FP). Then, it is straight‐
forward to define the average number of false positives per image (FPPI), that is, the
average number of regions of each image that are erroneously detected as a pedestrian.
The Miss Rate is computed by the following equation:

MissRate = FN∕CGT (1)

where CGT is the number of GT in images. In here, we count the miss rate at FPPI = 0.1,
that has been identified as a reasonable working condition for a real-world system.

4.3 Comparison with the State-of-the-Art

In this section, our final detectors were evaluated with other state-of-the-art methods
using our NIR dataset and Calecth.

We performed the standard per-image evaluation used in pedestrian detection [6].
Results are shown in Table 1. We found that every detector has higher accuracy for VS
images than NIR images. This is probably due to the VS images have plenty of details.
These details might be important for pedestrian detection. But in NIR images, the details
of the textures are lost as the human body temperature is relatively constant over the
entire body.

(a) Our approach for VS image (b) RPN_BF for VS image

(c) Our approach for NIR image (d) RPN_BF for NIR image

Fig. 4. Examples of some results using different detector. Our detector show better performance
for the both of two datasets.
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Table 1. Comparisons the MissRate of different classifiers on the VS dataset and NIR dataset.

Our (using Faster R-CNN) RPN_BF [1] HOG [18]
VS NIR VS NIR VS NIR

MissRate(FPPI = 0.1) 0.19 0.24 0.26 0.56 0.45 0.62

For VS images dataset, our detector has an MR of 19%, which is better than the
RPN_BF’s 26% and HOG’s 45%. For NIR images dataset, our detector also obtain the
best accuracy. Furthermore, the accuracy have a significant decline when using
RPN_BF.

Figure 4 show the results of the NIR images and VS images. From the results of the
images it can be seen that for the both of two datasets, our detector is competitive in
terms of the detection quality with respect to RPN_BF and provides significant improve‐
ment over HOG + SVM.

4.4 Analysis of Computational Time

We profiled the execution of our system on a desktop architecture which features a
2.4 GHz Intel i7 CPU, a NVIDIA GTX750 GPU and 32 GB of RAM. The systems
requires, on average, 103 ms to process a frame at a resolution of 640 × 480 pixels. It
can be consider as an acceptable running time.

5 Conclusions

In this paper, we investigate issues involving Faster R-CNN for construction of end-to-
end all-day pedestrian detection system. We proposed an effective baseline for pedes‐
trian detection both on visible spectrum images and infrared images, using a same pre-
train Faster R-CNN model. We comprehensively evaluate this method, the experiment
results presenting competitive accuracy and acceptable speed. In future work, more
theoretical and experimental studies will be conducted to analyze the performance.
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Abstract. Learning programming concepts through traditional learning method
is challenging for novice programming students due to it lacks the characteristics
to motivate students to further study on the particular content. This paper analyses
the results of survey given to students enrolled in computing programmes at
Sunway University in 2016. The survey focused on student involvement in
learning using student engagement matrix. The overall findings states that
students are only moderately engaged, hence we aim to enhance the interactivity
and motivation of learning through the use of Augmented Reality (AR) tech‐
nology in designing the learning system for programming concepts. Two basic
of programming structures are implemented and evaluated by 20 novice program‐
ming students. 80% of students agreed that AR learning method is an effective
method as it provides more fun, interest, provide basic understanding and good
effect for students to learn programming.

1 Introduction

The current learning approach which was adopted by universities are still the traditional
learning method including lectures, tutorials, practical and examinations [1]. These
traditional learning such as power point slides and images are one-way interaction.
Hence, it lacks the characteristics to motivate students to further study on the particular
subject or content. Motivation plays a crucial role in the teaching style because student
may feel isolated and they will stop learning [2]. In order to enhance a student’s learning
behaviour, a better content presentation method is required. Currently, there are various
solutions have been proposed to overcome this issue like Second Life (A virtual reality
classroom) [3], Gamification approach [4], Short Video Lecture [5], Twitter (social
media) learning [6], Augmented Reality (AR) with interactive content [7] and many
more. Among these solutions, AR is one of latest advancement which is predicted to
become a technical trend in higher education in two to three years’ time [8]. It has been
implemented in several education scope to enhance student’s interactivity such as
Mathematics, Nursing, Science and robotics programming logic and morphology.

AR is a technology that provides composite view by combining virtual objects with
real world environment [9]. It is an interactive technology that contains real time
processing and it is designed in a three dimensional structure. Unlike Virtual Reality
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(VR), AR contains less virtual content but more of realness to the user as it uses the real
environment as a background to augmented the targeted image. Through the imple‐
mentation of AR into current learning system, various studies states that it can signifi‐
cantly contribute to student’s perception, interaction and motivation. In addition, the
motivation level increases as the learning environment becomes more collaborative and
interactive. The proposed learning system aims to aid students with the basic concepts
of programming. These concepts will be taught through an AR environment within a
certain scene which is generated by the system using marker based technique. Hence in
this project, AR approach is proposed to enhance the interactivity of students in class.
This project proposes a new AR system that uses interactive marker to learn basic
programming concepts. The evaluation result shows that 80% of students agreed that
AR learning method is an effective method as it provides more fun, interest, provide
basic understanding and good effect for students to learn programming.

2 Literature Review

2.1 Current State of AR in Education Field

Even though AR has only been implement in educational fields in recent years, a consid‐
erable amount of researches has been conducted within the educational context in order
to achieve a wide variety of learning domains. However, the current state of AR for
education is still just a start [10]. Researchers started implementing AR in many different
ways in different educational subjects such as mathematics, science, arts, business and
many more. In the field for instance, different implementation methods are being used
for different educational context. For example, researchers can use either different
devices, different mode of interaction, different method for sensory feedback, fixed/
portable experience and many more [11]. In addition, researchers might also use different
technique to implement AR in education, for example, using marker to create movement
of an object to learn its function, integrating virtual class materials with real environ‐
ment, AR with mobile GPS and many more. AR implementation in education can also
be implemented in different environment, such as AR in classroom, AR laboratory and
more.

2.2 AR Development Tools – Unity 3D

Unity 3D is a software package that can be fully integrated into development engines
such as Vuforia and Visual Studio which provides stunning and efficient functionality
for the creation of effective and interactive 3D content. The perceived ease of usefulness
using this software package in the development tool makes it easier for user to venture
into AR projects since it is a platform with pre-filled AR programs, databases, animation
are well as an interactive design platform. By implementing Unity software, publication
of the developed application can be done on vast platform such as on Windows PC, Mac
PC, IOS, Android, Xbox, Web, Linux and many more [12]. On the side note, the platform
also provides intuitive workspace which allows the user to control the marker size,
augmented animation as well as other programming related acts on the application.
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A real-time testing can be done as long as the program is being compiled properly by
clicking the play button on the workspace. Thence, this makes the editing and function‐
ality testing of the AR application to be faster and more efficient. The Vuforia AR
extension allow an additional detection of vision and tracking functionality which can
be alter at ease within Unity, thus allowing developers to create AR application in a fast
manner as long as internet is available [12].

3 Design and Implementation

3.1 Pre-evaluation Survey

The sample method used in this research is random sampling. The target sample popu‐
lation is 82 computing students taking programming principles under Department of
Computing and Information Systems. The survey questionnaire is developed based on
the Student Engagement Matrix’s dimension 3 – involvement in learning as shown in
Fig. 1 [13]. The survey’s quantitative data on the effectiveness and student respond
towards the current learning system (traditional learning method) has been recorded to
understand their perception towards the current learning approach. The attention and
memory, class participation, participation in learning and literacy/numeracy levels is
used to understand the current learning method, whereas dealing with feedback and
resilience provides contributes to the design of this AR system.

Fig. 1. Involvement in learning in Student Engagement Matrix.

From the findings obtained from pre evaluation, students are being categorized into
different level of engagement within the matrix. The findings show that majority of students
falls in moderately engaged for attention and memory, participation in learning, resilience,
and class participation. This instated that the students, with accordance to the student
engaged matrix, usually remembers instructions and concepts, completes work in most field
but may need extra time, can use literacy to achieve most age-appropriate task, can manage
challenges with support, answers may pose some relevant questions, gains some satisfac‐
tion from own work and shows some capacity for accepting feedback. This overall states
that students are only moderately engaged, hence this system aims to enhance interactivity
and motivation of students in learning basic programming concepts.
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3.2 Marker Development

The marker of this project is developed by referring to the design of black and white
fiducial marker. As opposed to the traditional marker, this new marker is done with the
purpose of allowing year one computing students to learn about the basic programming
concepts. The creation of marker is based on three basic concepts of programming,
which is the IF condition, WHILE loop and COUNTER loop. Each loop provides two
case scenario using Boolean format, if the pattern matches the trained marker, the
augmented animation will perform a set of actions which is pre-set in the program. In
addition, the markers are designed on transparent paper where each marker is repre‐
sented as a specific programming instruction that allow student to stack few markers to
form a complete marker of respective desired solution. Figure 2 shown the various type
of marker with each instruction, by stacking these markers could enhance the interac‐
tivity of students, allowing the students to play around with different loop. The interac‐
tive markers are being printed in a separated form of arrow, loop, number, and action.
The transparent type of markers allowed students to overlay each layer on top of one
another to form a loop pattern that is being set. The marker based is white and black,
due to the printing on a transparent paper, a white paper as background is attached.

Fig. 2. Transparent markers with four different simple instruction

3.3 Identify and Altering Animation

A suitable animation, which is the Red Samurai shown in Fig. 3 is being used in this
project as the animation itself covers a few actions such as attack, jump, walk, run and
idle. In addition to that, the samurai animation freely available on the unity3d online
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animation store which is ready to be altered whenever necessary to suit the purpose of
the project. The action done by the chosen augmented object can be looped forever, ping
pong, susceptible to physics concepts as well as played only once, these feature can be
implemented in teaching programming since it will provide the loop understanding to
the users using the system. For instance, while the loop is 2 shown in Fig. 4, the samurai
will jump twice. Upon identifying the correct animation and feature it contains, anima‐
tion is being applied onto the marker with the desired size as well as suitable projection
to prevent it from oversizing when augmentation is done.

Fig. 3. Red Samurai animation Fig. 4. While loop with value of 2

3.4 Marker Training

The marker is first being created using the Microsoft Power Point as the program
provides feature to alter the slides size to a desired, squared marker size for the ease of
creating a square marker. The marker size is set to 10 × 10 centimetre. We use black
casing as the base to design each programming instruction. Figure 5 below shows an
example of full marker for the project with description and its measurement in
centimetre.

Fig. 5. Counter loop design example with scales and description
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The full marker is exported as JPG from Power Point upon completion. The JPG
files of the marker is imported into the Vuforia cloud server, which is an online cloud
database which allows developers to create database to store AR target or base image
to be used in the program that will developed. An automatic feature extraction is done
by the Vuforia cloud on the marker by choosing the desired feature it requires to use.
These markers be downloaded and used in the Unity3D format for the system develop‐
ment stage. The database itself will be saved in Vuforia pre-prepared format to suit the
development tools. A total of 6 markers is being imported, including two If conditions,
two while loop and two counter loop into the Unity3d which is stored in the Vuforia
developer cloud server as per this project. A width with scale of 0.5 for both the
augmented animation as well as the marker is set since the projection should fit the screen
size of any android phone as the system testing will be done in application base. The
full functional and trained system is being built on an android system which suits the
current Android SDK of majority android OS phones. The outcome of the android
application of programming concept is shown in Fig. 6.

Fig. 6. AR based application for programming concept

3.5 Post-evaluation Survey

An evaluation is being done on a group of 20 Sunway University year 1 computing
students to test and answer a post evaluation survey on the system. Upon using the
designed system, 45% of the 20 student respondent in Fig. 7 states that the learning
method will be able to improve understanding on programming concepts. 35% of
students in Fig. 8 also agree that this method can help students in managing any
programming related challenges. Out of the total of 20 responses shown in Fig. 9, 80%
of students actually states that AR learning method is an effective method as it provides
more fun, interest, provide basic understanding and good effect for students to learn
programming. As opposed to the 80%, the remaining states that this method is ineffective
for learning programming since it only provides understanding on the theory and the
detection of the marker is not easy due to human error.
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Fig. 7. This learning method would be able to improve my understanding on the programming
concept

Fig. 8. I think I will be able to manage any programming concept related challenges if this method
of learning is used

Fig. 9. Do you think Augmented Reality learning method is an effective and interactive method
to learn basic programming concept?

4 AR Learning System Performance Evaluation

This method requires enhancement in many different aspects since problems such as
reflection, blurriness of ink printing on the marker, feature detection and limited anima‐
tion of the augmented object occurs. As the marker is being printed on a smooth plastic
surface A4 paper, the ink of the printing fades as the paper is incompatible with the
printing machine. Due to limited resources, the printing of the paper can only be done
using the University facility, which is a normal photocopy machine, which result in ink
blurriness. In addition, the paper is susceptible to reflection which causes light reflection
when light shown on it. This problem distorts the ability of the system to identify the
marker which eventually leads to either the system couldn’t recognize the marker pattern
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or the system recognize the wrong marker. Other than that, due to the limited feature
detection, it makes the marker detection harder since the feature detection is set default
by Vuforia server itself.

The limited feature detection is also caused by the marker developed since unlike
traditional marker, this marker aims to teach basic programming languages, where
instead of QR code being printed, shapes are being printer on the marker, hence, only
limited feature can be detected by the system. Lastly, the limited access on the action
performed by the augmented animation creates problem for the system to show and
effective portrayal of loop. Advanced programming is required to recode the animation
if needed which falls out of the scope of this project. Thence, the limited animation
causes the system to only be able to perform four types of action on the augmented
object.

5 Discussion and Conclusion

In a nutshell, it is likely to find that this method according to the result of post-evaluation
of survey will be able to help students to learn programming as it provides a better
interaction for students to learn. This can be seen as 80% of control group students
suggest that this is a good method to learn programming. This instate that the method
effective in providing a better interactive for students to learn about basic programming
concepts before venturing into harder ranges of programming.
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Abstract. Hadoop has been widely utilized in processing a large-scale of data.
Even though Hadoop-YARN has highly advanced processing performance, it still
has performance limitations on heterogeneous environment. Its processing
performance can be degraded when it is utilized in servers with different capa‐
bilities as well as the processes are scheduled for multiple users. To address this
performance degradation problem caused by imbalanced load on heterogeneous
environment, we propose an efficient vCore based container deployment algo‐
rithm that allocates the processing load for each container equally in order to
minimize the deviation among processing task loads by controlling the number
of vCores. The experiments show that our proposed method improved the
performance on completion time by 18% on average.

Keywords: Container · Hadoop · Heterogeneous · vCore · YARN

1 Introduction

The MapReduce framework [1] has been widely accepted as the de-facto standard of
the distributed parallel data processing paradigm for large-scale data. Hadoop, the most
popular MapReduce framework, achieves a high-speed processing by dividing one large
job into multiple small tasks and processing each task in an environment where the
cluster is established with multiple nodes. With the new resource management platform
YARN (Yet Another Resource Negotiator), Hadoop achieves a separation between the
programming model and resource management by resource and node managers and
application master. With this approach, various functions of the job tracker including
resource management, monitoring and scheduling can be separated since the job tracker
is the main origin of single-point failure and bottleneck for the previous Hadoop, and it
can handle fault handling and resource management more effectively. In addition,
Hadoop-YARN can dynamically allocate Map and Reduce processes by using the
container whereas the previous Hadoop allocates Map/Reduce slots statically, which
occurs a dissipation of resources. In Hadoop-YARN, the container is allocated and
deployed by the number of vCores and the size of the memory per user’s request. Thus,
YARN can utilize resources in a more flexible and efficient manner than previous
Hadoop by scheduling vCores and the memory [2].
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The degradation of the performance in a heterogeneous environment is an inevitable
problem even for Hadoop-YARN because Hadoop assumes its runtime environment as
homogeneous. How to overcome the degradation due to this heterogeneity has become
a critical challenge to the Hadoop runtime management [3]. Since the MapReduce
follows Bulk Synchronous Parallel (BSP) paradigm, the overall performance of its
cluster can be determined by the slowest process (called straggler). Thus, the difference
of the performance among the physical nodes may cause poor load balancing, perform‐
ance and utilization of runtime platform. In addition, the deviation of the performance
worsens to guarantee the fairness among tenants in a multi-tenant environment either.

There have been various research approaches to resolve this task/cluster scheduling
and tuning problem. However, these approaches require to calculate a complex formulas
to get the difference of the capabilities of nodes when allocating tasks to each node to
guarantee load balancing, the best-fitted node selection and the fairness among tenants.
The implication of the problem becomes more serious as the number of nodes and the
degree of the heterogeneity increases.

In this paper, we propose a novel approach to unify the performance of each
containers, the unit for task processing in Hadoop-YARN, by determining the number
of vCores. We aim to equalize the performance among containers in order to simplify
the calculation that is required to guarantee the fairness and allocate tasks to its nodes
in heterogeneous environment. It improves the performance of the task processing by
enhancing the utilization of resources and minimizing the occurrence of the stragglers
during processing. Usually, the accurate measurement on the performance is required
to accomplish the equalization of the performance. However, the quantitative measure‐
ment on the performance of Hadoop is a challenging task because of various factors
(e.g., various types of workload, processing phases of Hadoop and the implication of
the setting parameters for Hadoop processing). The previous researches have determined
the performance of Hadoop by measuring actual processing time when processing its
tasks (i.e., performance profiling) [4, 8]. However, they require excessive resources to
actually process the tasks and measure the performance, and it is limited to estimate the
expected performance when adjusting the unit of task processing. Thus, we consider
that it is not adequate to apply their approaches on our research. On the other hand, the
approaches used for benchmarking virtualized resource generally determine the
performance based on the architectural metrics, and it can simplify the estimation of the
completion time when the unit changes. Therefore, we aim to get a simple but effective
indicator by adopting the approaches to benchmark virtualized resource. In this paper,
we determine the number of vCores for each node based on the indicator.

This paper is organized as follows; related works are presented as well as describing
the container and vCore in YARN in Sect. 2. We present our proposed method to allocate
containers to guarantee the fairness as well as to enhance the utilization in the hetero‐
geneous environment in Sect. 3. In Sect. 4, we present our evaluation results, and we
conclude this paper with future works in the Sect. 5.
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2 Background

There have been various researches to utilize Hadoop in the heterogeneous environment
because it is originally assumed that Hadoop works in the homogeneous. In this section,
we introduce related works regarding previous researches on Hadoop and its benchmark
methods. We also cover the allocating method of the containers and the working mech‐
anism of the vCore in YARN.

2.1 Handling Heterogeneity Through Scheduling

Task Scheduling. In Hadoop, task scheduling with speculative execution is essential
to minimize processing time. The speculative execution aims to migrate the task from
the slower node to the faster node. The LATE [3] introduced a method to determine a
straggler by estimating the completion time because the previous Hadoop determines a
straggler based on the progress score which is an inadequate indicator in the heteroge‐
neous environment. There are researches on marking the straggler or determining the
node to process the task with more subdivided criteria [4], and applying data placement
for processing [5].

Cluster Scheduling with Heterogeneous Aware. The consideration on the difference
of the capability of each node is important to enhance the performance. In Tarazu [6],
the degradation of the performance due to the heavy shuffle is addressed. However, it
does not take a multi-tenant environment into account for its solution. Other researches
such as the method that improves the performance by determining adequate nodes and
scheduling to allocate tasks based on the characteristics of the task (i.e., CPU or I/O
intensive tasks) [7] have been introduced, and the method to establish a model that
acquires the level of capability for each node and then groups nodes into sub-clusters
for scheduling [8]. However, they still require computation to determine optimum
method to allocate tasks.

Tuning Approach. Tuning is a method that adjusts Hadoop parameters to achieve the
best performance with optimized ones. The ANT [9] introduced a method using a self-
adaptive tuning. However, this approach still determines optimized setting parameters
by actual job profiling. Since there are some setting parameters that require re-run of
Hadoop, this approach is limited in dynamic configuration setting.

2.2 Benchmark on Virtualized Resource

The performance measure of virtualized resources are frequently used as the metric for
VM consolidation. The vConsolidate [10] is a popular benchmark tool that measures
the performance of CPU by using IPS (Instruction per Second) and MPI (Misses per
Instruction). IPS and MPI measures are very effective to measure the performance of
multi-core and multiple nodes [11]. In this regard, the disk I/O performance can be
effectively measured from the IOPS benchmark [13].
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2.3 Container and vCore in YARN

In Hadoop-YARN, the size of the container is determined by the number of vCores and
required memory size. For container allocation, YARN tries to avoid the case where the
size of the container is exceeding the size of available resource. It is generally recom‐
mended that the size of the vCore should be determined according to the number of
physical cores or disks. Even though the task may be slowed down or become faster if
an arbitrary number is applied, the task is never be failed (i.e., no failure). However, if
the number of vCore is not set adequately, it can cause negative impacts on the CPU
utilization. For instance, if less vCores than available physical cores is set by the user,
there could remain idle physical cores that are not occupied by any vCore.

3 vCore Based YARN Container Deployment for Heterogeneous
Environment

Our proposed method determines the adequate number of vCores on each node in order
to equalize the processing unit on each node. It can enhance the utilization and the
fairness among tenants. In this section, we present the performance factors that impact
on the performance of the container and the equalizing unit, and we cover the method
for equalization of the containers. We also present how our proposed method can satisfy
the fairness.

3.1 Modeling the Performance Impact Factors

To equalize the performance of each container based on the vCore, we first need to
calculate the performance difference between nodes. We measure the IPS of a single
core to measure the performance of the CPU, and then we multiply the number of
physical cores and our measured IPS to get the capacity. The MPI which is another
critical metric for the measurement includes the weight on the cache hit rate. We
exclude the cache hit rate from our measurement because the cache hit rate is no
importance that the MapReduce clears the memory before processing another task
even for repetitive tasks. The previous researches on the performance of virtual
machines (VM) [12, 14] include the virtualization overhead, core contention and
cache contention as main metrics for their measurement whereas every established
container in YARN has identical overhead. In addition, we found that the deviation
of the completion time on the change of the container remains less than 1% when the
same amount of task is processed during our experiment which is presented in
Appendix A. According to these observation, we assume that the contention among
the Map/Reduce tasks are not significantly large.

Several researches to enhance the performance of the MapReduce framework have
presented that the completion time for the entire job depends on not only the performance
of the CPU but also that of I/O. They indicated that the performance of I/O results in
the difference of the performance in the heterogeneous environment [9]. Therefore, it is
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required to consider the performance of both CPU and I/O at the same time to realize
the performance equalization of the containers. We use the IOPS, the metric that has
been widely utilized to analyze the I/O performance on the virtualized environment as
well as on the desktop platform. The capacity of one node can be represented as the
Eq. (1) below:

(
IPSk × No. of coresk

)
× WCPU + IOPSk × WI∕O = capacityk (1)

It is much more challenging to represent the implication of the performance of CPU
and I/O on Hadoop in one equation, and we calculate its overall performance with WCPU

and WI∕O. We observed that most of the jobs on Hadoop require disk I/O processing in
general. Therefore, we present the performance by adding the value for I/O with the
value for the CPU performance. We conducted an experiment to acquire the distribution
of processing time on the variation of the weight value, and we observed that the weight
value on the Eq. (2) results in the minimum deviation of the performance in our exper‐
imental environment. We then measure the performance of each node with this equation.
Appendix B contains detailed information on this calculation.

(
IPSk × No. of coresk

)
× 0.8 + IOPSk × (0.2 × 1 Billion) = capacityk (2)

3.2 Container Equalization

The experiments that we conducted indicate that the sum of the tasks on a node is not
changed significantly if we allocate more vCores than the number of physical cores.
Also, the overall performance of all containers can be equalized if the number of vCores
is adjusted to produce equal or similar performance. The Appendix B contains the detail
information on this experiment and our assertion.

We present our proposed algorithm that determines the number of vCores for the
container in the heterogeneous environment. First, it selects the node with the maximum
capacity. It then selects the criteria of the capacity for each vCore. Finally, it searches
the number of vCores that meets the following criteria from all nodes; (1) the number
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of vCores should be larger than the number of physical cores, and (2) the difference of
the performance among vCores should not exceed the threshold.

We apply criteria (1) in order to avoid the degradation of the utilization when
there are less vCores than the number of physical cores whereas the completion time
of the task does not change significantly when there are more vCores than the number
of physical cores. We then apply the threshold on criteria (2) because the bottleneck
effect on the I/O occurs and the requirement of the memory becomes larger as there
are more vCores even it is ideal that every vCore has exactly same capacity. To miti‐
gate these problems, we attempt to find the minimum value with the threshold by
partly accepting the deviation of the performance as we consider the difference
within 10% as identical.

3.3 Fairness Guarantee

The fair-scheduler on Hadoop satisfies the fairness by allocating the same number of
containers for each job (i.e., to allocate the same duration of CPU usage for multiple
users). However, this approach does not guarantee the fairness in the heterogeneous
environment because it is based on the assumption that the performance of each
container is identical. Our proposed method can partly guarantee the fairness by simply
using the number of allocated containers as the metric (i.e., it equalizes the performance
of each container) even though a complete fairness cannot be achieved.

The DominentResourceCalculator of the capacity-scheduler uses the number of
vCores as an essential metric to measure the fairness. Since the performance of the vCore
in the heterogeneous environment, it also cannot guarantee the fairness. However, our
proposed method can partly achieve the fairness because it equalizes the performance
of each container. The DefaultResourceCalculator allocates the resource based on the
size of RAM itself, we do not address this factor in this paper because we focus on
equalizing computing resource including CPU and I/O.

As we mentioned above, there can be an occasion that the performance of each vCore
is not completely identical. In this case, we estimate that the gap in the fairness among
tenants can be significantly reduced even though the fairness cannot be completely
guaranteed. However, we did not address this topic in this paper as well in order to focus
on our approach.

4 Evaluation

In this section, we present our evaluation on the degree of the equalization and the
measurement of the performance. Table 1 shows the experimental environment for our
evaluation.

196 S. Lee et al.



Table 1. Experimental environment

Node CPU model Frequency (GHz) No. of physical cores IPS
(billion)

IOPS Capacity
(billion)

Node A Intel Core
i7-5930

3.50 6 625 65 4,301

Node B Intel Xeon
E3-1231

3.40 4 647 64 3,353

Node C Intel Xeon
E3-1231

3.40 4 639 57 3,184

Node D Intel Core
i5-3450

3.10 4 500 67 2,942

Node E Intel Xeon
E3-1220

3.10 4 394 56 2,380

Node F Intel Xeon
X3430

2.40 4 348 58 2,274

4.1 The Degree of Equalization

We conducted our experiment both on Hadoop with default recommended setting and
the one by our proposed method under our experimental environment. The results of the
experiment is presented on Table 2.

Table 2. Evaluation on equalization

Job name Default Our proposed method
Aver. map time (sec) Stdev (

√
𝜎2) Aver. map time (sec) Stdev (

√
𝜎2)

PI/TG 174.7/281.8 56.2/111.6 259.5/328.5 33.7/75.2
TS/WC 11.5/10.6 9.4/10.8 14.9/13.7 3.8/5.9

We observed that the processing speed of each container becomes similar even the
task processing speed for each Map becomes slower since the amount of the task for the
container is determined by that of the slowest node. However, the effectiveness of our
proposed method is not significant when the given job is excessively CPU or I/O inten‐
sive such as PI or TG (Teragen). We estimate that it results in our proposed method
considers that both CPU and I/O are equally important through the weight values on
CPU and I/O for the measurement of the performance. On the contrast, the results of TS
(Terasort) and WC (Wordcount) show that our method is effective to minimize the
deviation of performance among containers.

4.2 Utilization and Fairness

We measured the utilization of the CPU and the fairness by measuring the result based
on the fair scheduler when five tenants submit jobs at the same time. We classified the
result that the job from one or two tenants occupies entire cluster as outliers and excluded
them from our measurement because the cluster becomes idle as there are no more jobs
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for the cluster. The result on the utilization is calculated based on the peak time.
Table 3 shows the results of the experiment.

Table 3. Utilization and fairness evaluation

Job name Default Our proposed method
Avg.
CMPL.
time (sec)

Stdev (
√
𝜎2) Avg. CPU

Util.
Avg.
CMPL time
(sec)

Stdev (
√
𝜎2) Avg. CPU

Util.

PI/TG 962/752 146/291 72/55 741/548 64/142 88/68
TS/WC 831/778 238/201 44/45 726/643 130/97 66/57

We observed that the overall CPU utilization and the return time have improved by
28% and 21% on average, respectively. It shows that our proposed method reduces the
occurrence of the straggler and improves the utilization since the powerful node can
have more tasks to be processed simultaneously while the occurrence of the straggler
strongly impacts on the entire job when processing multi-jobs. In addition, Hadoop with
default recommended setting shows a high deviation on the completion time while our
proposed method reduced such deviation significantly. Table 4 shows the completion
time of the entire job when we assigned each job ten times. We evaluate that our proposed
method improved the performance on the completion time by 18% on average.

Table 4. Average completion time for the entire job

Job name Default (sec) Our proposed method (sec) Improvement (%)
PI/TG 3,142/2,457 2,424/1,878 22.8/23.5
TS/WC 569/2,499 499/2,201 12.3/11.9

5 Conclusion

The homogeneous environment that Hadoop assumes can occasionally be broken down,
which can results in the degradation of its performance. In this paper, we aim to guarantee
the fairness and improve the utilization by equalizing each container by determining the
number of vCores. Our proposed method shows that it reduces the deviation of the
fairness significantly even though it does not guarantee the complete fairness. In addi‐
tion, it improves the performance on the completion time when processing multiple jobs
by 18% on average. In addition, we represent the correlation between CPU and I/O with
weight values since it is limited to establish a comprehensive model to represent the
implication of the CPU and I/O performance on Hadoop. We estimate that the allocation
of the container can be more sophisticated if we can establish a more detailed mathe‐
matical model for this correlation. In addition, we note that the effectiveness on the
improvement of the utilization could be reduced if there are more resources available
for the processing. However, it still can contribute to not only the guarantee of the fair‐
ness and but also the simplification of task processing and cluster scheduling.

We will follow up on our research in this paper to improve data locality with variation
of the number of containers. We will focus on improving data locality since we estimate
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that the powerful nodes can have more containers in general, and the HDFS still manage
the blocks in a balanced manner across the cluster. The distribution and storage of the
blocks according to the number of containers can improve the performance with
enhanced data locality.
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Appendix A: The Variation on the No. of vCores and Job Completion
Time

We conducted the experiment to evaluate the implication on the performance on Hadoop
when we set the vCore as both default recommended setting and abnormal setting. We
changed the number of containers by changing the number of vCores on the node A on
Table 1 in Sect. 4. Table 5 shows the jobs utilized for the experiment, and we processed
each job 30 times in our experimental environment. The Map wave indicates that how
many reallocation of the container is required to complete the assigned job. We observed
that the CPU utilization was degraded when the number of containers went below the
number of physical cores. In addition, the job completion time was delayed when there
are more Map waves, which occurs because the time to reallocate the Map task to the
container after a single map task is completed becomes an overhead for the job
processing. However, it indicates that there was no significant change on the overall job
completion time. We estimated that it occurs because the MapReduce does not require
any synchronization or communication among tasks and there is little possibility to occur
any bottleneck effect except the I/O. In addition, the vCore scheduling follows the policy
of the JVM, and its policy is optimized with threading even it is subdivided more than
physical core level with its multi-core and multi-threading technologies. Therefore, the
throughput for one node does not change significantly, and it implies that the perform‐
ance among containers can be equalized by adjusting the number of vCores so that all
the containers have identical or similar level of performance.

Table 5. Job configuration and result

Job name Map tasks No. of
containers

Map wave Avg. map
time (sec)

Avg.
CMPL.
time (sec)

Avg. CPU
Util. (%)

PI 24/12 24/24 24/12 1/2 610/313 649/640 93/97
PI 6/3 24/24 6/3 4/8 159/160 666/1,298 84/67
TS_24/12 744/744 24/12 31/62 111/52 3,457/3,255 71/62
TS 6 744 6 124 27 3,410 65
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Appendix B: The Result of the Variation on the Weight

We also conducted the experiment with weight variation in order to evaluate how the
weights on the CPU and I/O impact on the allocation of the container. The experimental
environment is identical to that in the Table 1 in Sect. 4, and Table 6 shows the results
of the experiment. The weight value with no experimental result implies that there was
no change on the allocation of the containers. The results of the experiment are presented
in Fig. 1. We identified that the weight labels #1–3 on Table 6 minimize the distribution.
We conducted the experiment with the weight label #2 since it shows the least standard
deviation among the weight values.

Table 6. The changes on the number of vCores on the adjustment of the weight

Weight
label

CPU
weight

I/O
weight

The number of vCores
Node A Node B Node C Node D Node E Node F

1 90 10 8 6 6 6 4 4
2 80 20 8 6 6 5 4 4
3 70 30 7 6 5 5 4 4
4 60 40 6 5 5 5 4 4
5 40 60 6 5 5 5 4 5
6 30 70 6 6 5 6 5 5
Default - - 6 4 4 4 4 4

Fig. 1. The distribution of the weight values and completion time
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Abstract. The paper presents a real-time operating system (RTOS) that supports
distributed shared memory (DSM) for distributed embedded control systems. The
RTOS provides a location-transparent environment, in which distributed software
modules can exchange input and output values through the DSM. The RTOS is
an extension to OSEK OS and it utilizes a real-time network called FlexRay. The
consistency of the DSM is maintained according to the order of data transfer
through FlexRay, not using inter-node synchronization. The worst case response
time of the DSM is predictable if the FlexRay communication is well configured.

Keywords: Operating systems · Real-time systems · Embedded systems ·
Distributed shared memory · Distributed control systems

1 Introduction

An application program of an embedded control system such as an automotive control
system is designed as a set of software modules, which are executed by tasks on a real-
time operating system (RTOS) such as OSEK OS [1]. Model-based design is also widely
adopted in embedded control software design. A controller model is designed and veri‐
fied using a model-based design tool such as MATLAB/Simulink [2] in model-based
design. The source code of software modules can be generated from the controller model
by a code generator such as Real-Time Workshop/Embedded Coder [2]. The generated
software modules exchange their input and output values through global variables.
However, if we build a distributed control system with the software modules on a
message-based communication environment such as OSEK COM [3], we have to rewrite
the source code to exchange input and output values by messages, not global variables.

Distributed shared memory (DSM) provides location-transparent shared variables,
through which distributed software modules can exchange their input and output values.
Existing DSM systems are, however, not suitable for embedded control systems. Most
DSM systems are based on page-based DSM [4, 5], the response time of which is difficult
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to predict. It is also difficult to implement a page-based based DSM mechanism in a
small RTOS with no virtual memory on a microcontroller without MMU (Memory
Management Unit), which is widely used in embedded control systems.

The goal of the research is to develop a RTOS with DSM for embedded distributed
control systems. We have already presented the previous version of the RTOS with DSM
as an extension to OSEK OS, which supports a consistency model called partially-
sequential consistency [6]. This paper presents a stronger consistency model called
equivalently-sequential consistency, which is equivalent to sequential consistency in
cyclically executed distributed control software.

The rest of the paper is organized as follows. Section 2 describes a DSM model and
Sect. 3 describes the specification and the implementation of the DSM. Section 4
describes experimental evaluation and Sect. 5 concludes the paper.

2 Distributed Shared Memory Model

2.1 Design Policies

A controller model is usually built as a set of subsystem blocks using MATLAB/Simu‐
link in model-based design. Figure 1 illustrates a Simulink model, which consists of
SubsystemX, SubsystemY, SubsystemZ and SubsystemW.

SubsystemX

SubsystemW

SubsystemZ

x z

x w

x

SubsystemY

y y

y

z

Fig. 1. Example Simulink model

SubsystemX SubsystemWSubsystemZ
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write

Application Application

RTOS RTOS

read

x

read

RTOS

Application

read

SubsystemY

Node2

write

Application

RTOS

y

read read
Shared Variables

Consistency Maintenance

Task11 Task21 Task31 Task41

z x y zx y
read

write
read

Fig. 2. Example distributed control software

Figure 2 illustrates the structure of example distributed control software with DSM.
Software modules generated from the Simulink model are distributed to four nodes.
SubsystemX, SubsystemY, SubsystemZ and SubsystemW are respectively executed by
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Task11 on Node1, Task21 on Node2, Task31 on Node3 and Task41 on Node4. The copies
of shared variables are located on each node. For example, the copies of x are located
on Node1, Node3 and Node4.

The DSM mechanism is based on a shared-variable DSM architecture [5], not a page-
based DSM architecture, because only certain variables are shared in distributed control
software developed with MATLAB/Simulink.

The design policies of the DSM are shown below [6].

• A MMU should not be used because most microcontrollers used in embedded control
systems have no MMU.

• Inter-node synchronization should not be used because it may cause a performance
problem (Intra-node synchronization (inter-task synchronization) is acceptable).

• No new API of RTOS for DSM is required because new API may violate the compat‐
ibility (an extension of the semantics of an API is acceptable).

• Consistency sufficient for the control software generated from Simulink models
should be provided.

The RTOS utilizes a TDMA-based real-time network called FlexRay [7] to predict
the worst case response time. The maximum communication delay time is predictable
if FlexRay communication is well configured.

2.2 Consistency Model

Some consistency models for DSM have been presented [4, 5, 8]. Sequential consistency
[9] is desirable because the same write operation sequence is observed by every node.
However, strict sequential consistency is not needed for cyclically executed software
generated from Simulink models, because input and output values of software modules
are not events but states. A written value may be overwritten before being read. The
semantics of the DSM consistency is similar to the semantics of the state message [10],
which is called unqueued message in OSEK COM [3].

We present two consistency models of the DSM: partially-sequential consistency
and equivalently-sequential consistency. The former maintains the write operation
sequence for each shared variable and the latter maintains the write operation sequence
for all shared variables. Partially-sequential consistency and equivalently-sequential
consistency are selectable.

The consistency is maintained according to the sequence of data transfer through
FlexRay. A read operation is inhibited for a certain interval after the write operation as
shown later. The inhibition is needed just for tasks that perform both read and write
operations, not for tasks that perform just write operations or read operations.

Figure 3 illustrates an example DSM access sequence in the case of Fig. 2. The
operations performed by a task on each node are shown horizontally, with time
increasing to the right. The notation r(x,a) means that a task reads the value a from the
variable x. The notation w(x,b) means that a task writes the value b into the variable x.
The value of a shared variable written by a task is transferred to other nodes through
FlexRay. FlexRay communication is periodically performed with a communication
cycle. The notation t(x,b) means that the value b of the variable x is transferred.
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Transferred values are received at the beginning of the communication cycle. For
example, the value b of the variable x is transferred during the nth cycle and is received
by Node3 and Node4 at the beginning of the n + 1th cycle.

r(x,a)

r(x,b)

r(y,p)

r(x,b)

FlexRay

Communication Cycle
n th cycle n+1 th cycle

receive

n+2 th cycle

t(x,b) t(z,t)
receive

r(y,p)

t(y,q)

r(x,b)

Task31
Node3

Task41
Node4

Time

r(z,s)

r(z,s)

r(y,p) r(z,s)

r(y,q) r(z,t)

r(x,b)r(y,q) r(z,t)

(r(z,t))

w(y,q)

Task11
Node1

Task21
Node2

w(x,b)

send

send

equivalently-sequential consistency

send

r(x,a)r(y,p)

access inhibit interval for shared variable Z

partially-sequential consistency

w(z,t)

receive

r(x,a) w(x,c)

send

r(x,b)

t(x,c)

Fig. 3. Example DSM access sequence

Partially-sequential consistency is realized by inhibiting a read operation until the
data transfer completes. After writing t into z, Task31 cannot read z until the data transfer
is completed in this case. The same write operation sequence for the variable z is
observed by every node. However, the different write operation sequences for all shared
variables may be observed by nodes.

Equivalently-sequential consistency is realized by inhibiting a read operation until
the next communication cycle. After writing t into z, Task31 cannot read z until the data
is received by other nodes in this case. The same write operation sequence is observed
by every node as follows: w(x,b), w(y,q), w(z,t), w(x,c).

We assume the FlexRay communication cycle period is sufficiently shorter than the
periods of application tasks. The typical FlexRay communication cycle is 1 ms and the
typical period of automotive application tasks is 10 ms or longer. So the access inhibit
intervals are also sufficiently shorter than the interval time from the write operation to
the next cycle’s read operation performed by periodic tasks. The inhibition does not
influence the behavior of the application in most cases.

3 Specification and Implementation

3.1 API and OIL for Distributed Shared Memory

OSEK OS provides resource access system calls for mutual exclusion: GetResource()
and ReleaseResource(). We extend the semantics of the system calls for DSM. A shared
variable or a set of shared variables is dealt with as a distributed shared resource. A task
calls GetResource() and ReleaseResource() to access a distributed shared variable.
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Figure 4 shows a fragment of example source code of application program. The name
of the shared variable is sharedData0 and the identifier of the resource for sharedData0
is ResourceSharedData0.

0"0"0"0"0"0"0"0"
1,"igv"vjg"tguqwteg"hqt"vjg"ujctgf"xctkcdng",1
IgvTguqwteg*TguqwtegaujctgfFcvc2+=
1,"wrfcvg"vjg"ujctgf"xctkcdng",1
ujctgfFcvc2"?"c","ujctgfFcvc2"-"d=
1,"tgngcug"vjg"tguqwteg"hqt"vjg"ujctgf"xctkcdng",1
TgngcugTguqwteg*TguqwtegaujctgfFcvc2+=
0"0"0"0"0"0"0"0

Fig. 4. Example source code

The configuration of an OSEK application is described in OIL (OSEK Implemen‐
tation Language) [11]. We extend OIL to declare distributed shared variables. Figure 5
shows an example OIL description, in which the shared variable sharedData0 is
declared. Its data type is long in C language, its initial value is zero, and equivalently-
sequential consistency is selected. The task Task11 on CPU1 shares the shared variable
sharedData0. We also extend the system generator (SG) to generate DSM configuration
data.

QKNaXGTUKQP"?"$407$=
KORNGOGPVCVKQP"Uvcpfctf"}

0"0"0"0"0"0"0"0"
Ä

FUO"ujctgfFcvc2"}
EFCVCV[RG"?"$nqpi$=
KPKVXCNWG"?"2z22222222=
EQPUKUVGPE["?"GSWKXCNGPV=

Ä
0"0"0"0"0"0"0"0""

ERW"ERW3"}
0"0"0"0"0"0"0"0"
VCUM"Vcum33"}

0"0"0"0"0"0"0"0"
UJCTGFTGUQWTEG"?"ujctgfFcvc2="}

CEEGUU"?"TGCFYTKVG=
Ä
0"0"0"0"0"0"0"0"

Ä
0"0"0"0"0"0"0"0""

Ä=

ERW"ERW4"}
0"0"0"0"0"0"0"0""

Ä
0"0"0"0"0"0"0"0""

Fig. 5. Example OIL description

3.2 Distributed Shared Memory Mechanism

We developed a distributed RTOS with location-transparent system calls [12] as an
extension to TOPPERS/ATK1 [13], an OSEK-compliant operating system. We extend
the RTOS to support DSM by adding a distributed shared memory module, which
manages the copies of shared variables and maintains the consistency. The copies of
shared variables are allocated in the data section of application program on each node.
The RTOS has shared data buffers and received data buffers. The messages for DSM
are transmitted in the dynamic segment of FlexRay communication.

Figure 6 shows a time chart of the DSM processing on the writer node. When an
application task calls GetResource(), the RTOS executes the processing of the original
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GetResource() of OSEK, and then executes the DSM access preprocessing, which copies
the value of the shared data buffer to the shared variable.

Time

GetResource()

RTOS

Application 
Task

FlexRay
Communication

send

Shared
Variable

Shared Data
Buffer

0

10

10 20

write ReleaseResource()

copy

20
copy

interrupt

20

read

DSM access 
preprocessing

DSM access
postprocessing

DSM buffer
update

n+1 th cyclen th cycle

Fig. 6. Time chart of writer node

When the application task calls ReleaseResource(), the RTOS executes the DSM
access postprocessing, which compares the value of the shared variable and the value
of the shared data buffer, and calls the FlexRay driver to send the former value if the
values are different. Then the RTOS executes the processing of the original ReleaseR‐
esource() of OSEK OS. An interrupt is activated when the data transfer is completed.
The interrupt executes DSM buffer update, which copies the value of the shared variable
to the shared data buffer.

Figure 7 shows a time chart with an access inhibit interval for equivalently-sequential
consistency. When the application task calls GetResource() before completing the
communication cycle during which the data transfer is performed, the RTOS changes
the state of the task to waiting. The cycle start processing of the next communication
cycle changes the state of the task to ready. In case of partially-sequential consistency,
the task state change is performed by the data transfer completion interrupt, not by the
cycle start processing.

Time
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Application 
Task

FlexRay
Communication

send
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Shared Data
Buffer

20
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20
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DSM access
postprocessing

DSM access
preprocessing
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Fig. 7. Time chart with access inhibit interval

Figure 8 shows a time chart of the DSM processing on the reader node. The cycle
start processing executes received data update, which interprets the received data and
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writes the received value into both the received data buffer and the shared data buffer if
no task holds the DSM resource as shown in Fig. 8. If the resource is held by a task, the
RTOS writes the value into just the received data buffer.
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DSM access
postprocessing

DSM access
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Fig. 8. Time chart of reader node

If FlexRay communication is well configured, the maximum communication delay
time is predictable. The maximum total time of the DSM access postprocessing execu‐
tion time and the FlexRay communication delay time is twice the communication cycle
period in the worst case, in which data transfer is postponed to the next communication
cycle. So the worst case response time is about twice the communication cycle period
because the cycle start processing execution time and the received data update execution
time are sufficiently less than the communication cycle period.

4 Experimental Evaluation

We have developed the RTOS with DSM on an evaluation board called GT200N10, the
CPU of which is V850E/PH03 with an on-chip E-Ray FlexRay controller. The clock
rate of the CPU is 128 MHz. The data transfer rate of FlexRay is 10 MHz and the
communication cycle period is 1 ms.

We have measured the CPU execution times of DSM functions: DSM access prepro‐
cessing, DSM access postprocessing, cycle start processing, received data update, and
DSM buffer update. Table 1 shows their average values.

We think each execution time is practically small for automotive control systems.
The typical period of the automotive control application periodic tasks is 10 ms or more.
The dominant factor of the response time of the DSM is the FlexRay communication
delay time, so the worst case response time is about twice the communication cycle. We
think the response time is practically small.
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Table 1. Execution time of DSM mechanism

Processing Execution time [μsec]
1Byte 2Byte 4Byte 8Byte 16Byte

DSM Access preprocessing 1.2 1.2 1.4 1.7 2.3
DSM access
postprocessing

With data transfer 10.7 10.8 11.0 11.3 11.9
Without data transfer 1.3 1.4 1.6 2.1 2.9

Cycle start processing 31.9 32.0 32.2 32.5 33.1
Received data update 1.5 1.5 1.7 2.0 2.6
DSM buffer update 1.6 1.7 1.8 2.2 2.8

5 Conclusion

We have presented a RTOS that supports DSM for distributed embedded control
systems. The consistency of the DSM is maintained according to the order of data
transfer through FlexRay, not using inter-node synchronization. The worst case response
time is predictable if the FlexRay communication is well configured. We have also
evaluated the performance of the DSM. According to the evaluation results, we think
the performance is practically sufficient for automotive control applications.
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Abstract. Virtual environment is frequently used for malware analysis.
To hide their behavior, malware began to adopt virtual environment
detection techniques. One of trickiest things when analyzing malware
on real systems is that the operating system became unbootable due to
the crash of partition and boot loader stored in the first sector of hard
disk called the master boot record (MBR). It is quite time consuming to
extract its MBR image from the crashed hard disk, so running malware
on real system is usually considered as the last resort. In this research, we
proposed a malware analysis system utilizing Emulab to extract crashed
MBR images very easily.

Keywords: Emulab · Virtualization · Malware · Analysis automation

1 Introduction

While the number of malware keeps increasing very quickly, their behaviors are
also evolving. According to [1], the number of unique malware is more than 430
million. Since nobody knows how many malware is undetected, it is not easy to
estimate the total number of malware.

To cope with this situation, the automatic malware analysis becomes neces-
sary. Generally, malware analysis is categorized into static or dynamic analysis.
In static analysis, a malware under test is not run, but its binary code is analyzed
by malware analysts. In dynamic analysis, in contrast, analysts make malwares
run in a test environment and collect behavior information for further analysis.
Owing to advances in hardware virtualization techniques, it becomes easier to
utilize virtual machines for automatic malware analysis.

However, to evade this analysis trend, hackers started to use virtual envi-
ronment detection techniques. It was reported that 28% of malwares found in
2014 are reported to have the virtual environment detection function [2]. When
a malware detects any virtual environment, it quits or disguises as normal appli-
cations by performing näıve operations. Many researchers are trying to solve this
problem in many ways, but there is not a practical solution yet.

In our previous study, we used a completely different approach; real machines
are used, not virtual machines. We are not the first to use this approach.
Some authors already proposed to use real machines which are called bare
c© Springer Nature Singapore Pte Ltd. 2017
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metal systems in [3,4]. Different from previous research, we utilized the existing
research facility, Emulab, developed by Utah University [5]. Its main benefit is
to dynamically assign real machines running on various OSes with any network
topologies. Many researchers found Emulab very useful for network and secu-
rity research [6]. Our previous study showed that Emulab is almost like bare
metal systems by showing that many virtual environment detection functions
available to us could not detect Emulab as virtual environments [7]. In addition,
we showed how to extract the MicroSoft Windows MBR image from a hanged
Emulab system.

Although our idea could save researchers’ time and efforts, there are two
main disadvantages. First, our idea is not scalable because every command is
executed one by one. So, it is not adequate for automatic analysis. Second, users
need to check the system’s status often and they had to extract the system’s
MBR image for testing whether the malware destroyed or modified that part.

This research focused on automating the above operations. When a large
number of nodes are used, the automatic analysis will be very essential. In addi-
tion, we tried to provide useful information about the automatically extracted
MBR images that will help analysts by saving time for basic test. We use email
to send the information to users so that they do not have to access Emulab for
getting the information, which will be very convenient to them.

2 Related Work

2.1 Malware Testing Environment Validation for Emulab

The most important prerequisite to use Emulab for malware analysis is that vir-
tual environment detection techniques should not differentiate Emulab from real
machines. We use Paranoid fish (Pafish) [8]. It implemented 46 detection tech-
niques commonly adopted by many malwares. The tests are categorized into ten
groups as shown in Table 1. The first four categories are general tests checking
normal differences between virtual environments and real systems. For example,
the CPU performance is to measure the number clocks between two consecutive
instructions. Compared to real systems, the number in virtual environment is
much bigger or shows a bigger variance in multiple tests. The remaining six cat-
egories detect specific virtual systems. Each virtual environment used to have its
special values in some files or registry information. For example, in VMware [9],
there are special processes named as vmusrvc.exe and vmachhlp.exe. The value of
HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\Disk\Enum
registry information is DiskVMware.

Table 1 shows the Pafish results of Emulab and VMware. VMware was
detected by Pafish in three categories: CPU performance, generic sandbox, and
VMware. In total, 15 tests successfully detected VMware. In contrast, Emulab is
detected by none of these tests, thus meaning that Emulab is good for malware
analysis like bare metal systems [7].
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Table 1. Pafish analysis for Emulab

Test category No of tests Vmware detections Emulab detections

Debugger 1 0 0

CPU performance 4 3 0

Generic sandbox 10 5 0

Hook 1 0 0

Sandboxie 1 0 0

Wine 2 0 0

VirtualBox 17 0 0

Vmware 7 7 0

QEMU 2 0 0

Cuckoo 1 0 0

2.2 MBR Recovery from Crashed Operating System in Emulab

We found Emulab very useful when malwares under test destroyed operating sys-
tems. Especially, if a malware makes a real system’s operating system unbootable
by destroying MBR, it would take lots of time and effort to investigate the situ-
ation because it is necessary to use other bootable device to access the crashed
hard drive. In [7], we provided a processing flow to extract a damaged disk image
from a remote system as follows. First, when an Emulab node is not accessible
after running malware, it accesses a server called as OPS server that is a file
server for managing Emulab nodes. The second step is to initiate the adminis-
tration mode for the damaged system. Under the mode, a very light FreeBSD
operating system is booted and various maintenance operations can be done.
After the mode begins, an access to the damaged system is possible. The third
step is to extract an MBR image. We found that, even after a new operating
system is booted, the device file, /dev/mfid0, is still connected to the hard disk
and it contains previously destroyed operating system. We used dd command to
make a disk image by extracting information from the disk [10].

3 System Architecture

Our first design goal is to automate the above operations and generate useful
information for analysts. The second design goal is that our system can be easily
used by as many Emulab users as possible. For this, we implemented our system
with a normal user privilege, not with root privilege on Emulab. Therefore, we
avoided any ideas that need to change Emulab configuration including package
installation so that our system architecture can be used easily by other Emulab
users. Due to this, our architecture may look a little redundant, but we believe
this trade-off will be paid off.
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Figure 1 shows the overall architecture of the proposed system. Node 1 and
OPS server belong to Emulab and the external server is located outside of Emu-
lab. We first explain why we chose this design and then how we automated all
the numbered processes. Once a malware test starts on Node 1, we keep sending
Ping packets to decide when Node 1 hangs (step 1). At the event of no reply
(step 2), we determine that the system is no longer alive, so rebooting is nec-
essary. From the OPS server, we activate the admin mode of the Node 1 to
reboot with FreeBSD (step 3). While waiting for rebooting, we resume to send
Ping packets to know when the system’s rebooting is completed. When a reply
packet returns again (step 4), it is good to access the node for the next step. In
order to automate accessing the node and running some commands, we needed
sshpass for non-interactive ssh password authentication [11]. Unfortunately, we
only had a normal user privilege, so we cannot install the package. Therefore,
we prepared an external Linux server where we can install any packages as the
root administrator.

To use the external server, the OPS server sends a disk dump request via the
HTTP protocol (step 5). When the web server on the external server receives
the request message, it accesses Node 1 and executes some commands to dump a
disk image (step 6). Please remember that it is not necessary to send the image
to the OPS server. Emulab uses the network file system (NFS), so the extracted
image is stored in the NFS so that it is possible for the OPS server to access the
image directly.

When the disk dump is done, the external server sends a complete message
to the OPS server by using a HTTP response packet with the successful code,
200 (step 7). Once the OPS server receives the response, it means that a new
MBR image is created. Instead of stopping here, we go one step further by
performing several simple analysis on the image because we would like to save
analysts’ time and also give some hints. We compare the newly created disk image
with the previously created one to see if there is something different. If so, it is
highly probable that the system shutdown was caused by MBR modification. In
addition, we translate the image into three formats: hexadecimal, ASCII, and
assembly. The ASCII format may reveal any readable strings that the malware

Fig. 1. System architecture
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left on MBR. Analysts may be able to identify how instructions are changed.
These operations are aggregated into the step 8 in Fig. 1.

Figure 2 shows the flow how all the above operations occur among three sys-
tems. Automation.py on the OPS server is the main program that communicates
with the testing node and the external server. After completing reboot of the
node, Automation.py generates a HTTP POST request and sends it to the exter-
nal server. Emulab.php is the main web server script that receives the requests
from Automation.py and accesses nodes by using sshpass package.

Again since we decided not to have the administrator privilege, we installed
the Netwide Assembler that contains a disassembler, ndisasm, at the external
server [12]. In order to use the disassembler, we send the extracted images to the
external server, which is depicted as the HTTP POST requests to the external
server’s Disassembly.php in Fig. 2. The first one is for the original MBR backup
image, and the second is for the newly extracted one. Disassembly.php receives
these images, runs ndisasm, and sends results back to Automation.py. Then,
Automation.py generates hexadecimal and readable strings from the two images.
Now it is ready to send an email to the user. The biggest benefit of using email for
an alerting method is that it is not necessary to install any database or additional
servers. We can simply construct an email with an analysis report and send it.
That’s all. Another benefit is that users do not have to check the Emulab to see
if all the analysis is done. They can just wait for emails. In addition, since the
email contains meaningful hints for deciding what to do next, the users even do
not have to access Emulab when there is not anything wrong. For this purpose,
we programmed MailingService.py.

Fig. 2. Automation.py Flow

The last program we made is DiskImageBackup.py. This script should be run
once before running malwares on the node. Figure 3 depicts its flow.
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Fig. 3. DiskImageBackup.py flow

4 Experiment

We implemented our system and tested on KREONet Emulab [13]. We picked a
malware known as DarkSeoul that staged a serious cyber attack on South Korea
in March 2013 [14]. According to a report from McAfee [15], it wiped out the
MBR image. After running the malware, then Emulab node status changed to
“possible down (BOOTING)” shown in Fig. 4, but the node was not rebooting
actually. Rather it simply hanged, not accessible from the outside. When we
ran Automation.py on the OPS server, it detected this situation and performed
automatic analysis on pc41.

Fig. 4. Emulab node status

All figures from Figs. 5 to 8 are included in one email sent after the analy-
sis of pc41. The first line of the email body is “Result: Different”, meaning
that there were some changes on the MBR. Figures 5 and 6 show its binary
dump in the hexadecimal and ASCII formats. The reason why strings in ASCII
format are broken is that the binary part is x86 instructions as shown in
Fig. 7. Figure 8 shows ASCII values of the changed MBR. Interestingly, McAfee
reported that DarkSeoul wipes MBR with “principes” and “hastati”, but in our
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Fig. 5. Hexadecimal of original disk image

Fig. 6. ASCII value of original disk image

Fig. 7. Assembly of original disk image

Fig. 8. ASCII value of crashed disk image

result “princpes” (without i) is written repeatedly. We thought that the sample
used in our test might be a different version.
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5 Conclusion

This research utilized Emulab for running malwares and automated all the
processes to extract MBR and generate useful information for analysts. This
automation will help many Emulab users do their research on malware analysis
by saving time and effort.

For future research, we are currently investigating how to use Emulab as
on-demand malware analysis web resources so that normal users who is not
familiar with Emulab can utilize it easily. Another topic is the malware traffic
containment for KREONet Emulab. Current KREONet Emulab allows all traffic
generated by test nodes to access the Internet without any restriction.
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Abstract. Lately, costly and threatening DNS tunnels on the mobile networks
bypassing the mobile operator’s Policy and Charging Enforcement Function
(PCEF), has shown the vulnerability of the mobile networks caused by the
Domain Name System (DNS) which calls for protection solutions. Unfortunately
there is currently no really adequate solution. This paper proposes to use machine
learning techniques in the detection and mitigation of a DNS tunneling in mobile
networks. Two machine learning techniques, namely One Class Support Vector
Machine (OCSVM) and K-Means are experimented and the results prove that
machine learning techniques could yield quite efficient detection solutions. The
paper starts with a comprehensive introduction to DNS tunneling in mobile
networks. Next the challenges in DNS tunneling detections are reviewed. The
main part of the paper is the description of proposed DNS tunneling detection
using machine learning.

Keywords: Mobile network security · Mobile fraud · Mobile privacy · Cyber
security · Cyber attacks · Mobile vulnerability · Machine learning

1 Introduction

The emergence of fancy, powerful but user-friendly mobile devices such as smart‐
phones, tablets, etc. combined with the deployment of mobile wireless broadband access
like 3G/4G have made mobile wireless Internet access the most popular Internet usage
form surpassing by far the fixed Internet access. However, although affordable for the
majority, the mobile wireless access to the Internet is not free of charge and the user is
charged based on the used data volume. Indeed, mobile operators usually offer flat fees
for different data volumes per month. Further, mobile data usage while roaming on
foreign mobile network is very expensive and unaffordable for most of regular non-
business users. This explains some individual’s motivations and efforts to bypass the
mobile operator’s charging function and to get free Internet access. But, most difficult
to accept is the behavior of a few dishonest mobile operators who equip their customer’s
smartphones with apps that enable the evasion of the visited operator’s charging function

© Springer Nature Singapore Pte Ltd. 2017
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when roaming. These apps use quite often DNS (Domain Name System) [1, 2] tunneling,
a method which is motivated by the need of Internet access at Wifi hotspots while
evading the fees. DNS tunneling causes obviously revenue losses to mobile operators.
But, most importantly, it could be used by any attack that requires firewall evasion i.e.
an attacker can send and receive commands and data bypassing the firewall. The simplest
but not less serious attack is the theft of confidential information such as personal data,
health care data, credit card numbers, payroll, etc. that has financial value. For mobile
operators DNS tunneling is not only causing loss of revenues but also deteriorating the
quality of service of the overall wireless access and damaging their reputation. A solution
preventing DNS is urgently needed.

One obvious solution to prevent DNS tunneling abuses is to block all malicious DNS
queries and responses. Unfortunately, this is not a trivial task because differentiating
malicious traffic from legitimate one is very challenging if not impossible while blocking
the entire DNS traffic is not an inadmissible option. Actually, there is currently no really
efficient prevention solution that is mobile operators can use.

In this paper we propose to use machine learning techniques to detect and mitigate
DNS tunneling. The paper starts with a state-of-the-art detection and prevention of DNS
tunneling, which is followed by a comprehensive introduction to DNS tunneling in the
mobile network. Next the challenges of DNS tunneling detection are analyzed. A brief
introduction of machine learning and clarifications on how it can be useful in the DNS
tunneling detection are then given. The main part of the paper is the description of the
proposed DNS tunneling detection using machine learning. The paper concludes with
some suggestion for further works.

2 State-of-the-Art Detection and Prevention of DNS Tunneling

Actually DNS tunneling is a known vulnerability that has been known for many years
now [3, 4] and there were a lot of works on detection and prevention of DNS tunneling
both in academia and in industry. The prevention tools can be classified as following:

Firewalls. All firewalls allows the definition of rules to prevent IP spoofing and to deny
DNS queries from IP addresses outside the defined numbers space to prevent the name
resolver from being exploited as an open reflector in DDoS attacks. They also enable
inspection of DNS traffic for suspicious byte patterns or anomalous DNS traffic to block
DNS tunneling. Popular firewalls such as Palo Alto Networks, Cisco Systems, Watch‐
Guard, etc. can detect and block certain DNS tunneling traffic. Unfortunately, they are
only efficient against known DNS tunneling methods but are not usable when it comes
to the unknown ones.

Intrusion Detection Systems. Intrusion detection systems (IDS) like Snort, Suricata
or OSSEC allow the composition of rules to report DNS request from unauthorized
clients, to count DNS queries and responses, DNS queries made using TCP, DNS queries
to nonstandard ports, suspiciously large DNS queries, any value in any field of the DNS
query, etc. However, theses IDS can only detect the known attacks.
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Traffic Analyzers. Passive traffic analyzers i.e. analyzers that monitor traffic without
injecting traffic into the network or modify the traffic that is already on the network, can
be used in the identification of DNS tunneling. Unfortunately, these analyzers rely on
the knowledge of the traffic amount and patterns.

Passive DNS Replication. Replication of every DNS queries and responses enables
analysis that could identify malware using domain name generated by Domain Gener‐
ation Algorithm (DGA). Passive DNS replication can be used together with IDS to block
known malicious domains but again are not usable for the unknown ones.

The DNS tunneling in the mobile network poses additional challenges in terms of
processing capability and real time response because of the much larger number of users
and considerable number of unknown visiting users but so far according to our knowl‐
edge there is not yet any detection work dedicated especially for mobile DNS tunneling.

3 Brief Introduction to DNS Tunneling in the Mobile Network

To introduce DNS tunneling in the mobile network, it is necessary to explain the Internet
access from the mobile network. The mobile network is actually a complex network
consisting of several mobile networks e.g. 2G, 3G and 4G with a multitude of network
elements having different functions. However, since our focus is on the access to the
Internet, it is sufficient to consider a simplified representation of the mobile network as
shown in Fig. 1.

Fig. 1. Mobile wireless access to the Internet

As the user attempts to browse and visit a certain web site http://www.website.com
a Packet Data service is started. A Packet Data Protocol (PDP) Context Activation is
initiated. It establishes a bearer between the mobile phone through the SGSN (Serving
GPRS Support Node) and the GGSN (Gateway GPRS Support Node) to the Internet. A
Packet Data Protocol (PDP) context is established with the GGSN. The PDP context is
a data structure that contains the subscriber’s session information, such as IP address,
International Mobile Subscriber Identity (IMSI), and Mobile Station International
Subscriber Directory Number (MSISDN). A tunnel is established between the SGSN
and the GGSN. User traffic is encapsulated using GTP-U protocol. At the GGSN it is
decapsulated and sent to the PDN through the Gi interface (or the Gp in case of roaming).
PDP establishment and termination occurs through the GPRS Tunneling Protocol GTP-
C protocol.
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On 4G/LTE networks the functionality of the GGSN has been replaced by the
Serving Gateway (SGW) and the PDN Gateway (PGW).

Before reaching the Internet the data traffic passes through the Policy and Charging
Enforcement Function (PCEF), which is quite often integrated within the GGSN or the
PGW. It can block the traffic when the user has exceeded the data quota and may also
be equipped with Deep Packet Inspection (DPI) functionality.

The Domain Name System (DNS) is a hierarchical decentralized naming system for
computers, services, or any resource connected to the Internet or a private network,
which allows the translation of human recognizable domain names into numeric IP
addresses and enables servers and computers to look up and communicate with each
other. The DNS is defined by the IETF (Internet Engineering Task Force) RFC (Request
for Comments) 1034 [1] and RFC 1035 [2].

DNS tunneling in the mobile network in the same way generic DNS tunneling in IP
network exploits the fact that most operators allows all DNS traffic out and also through
port 53 without charging to set up a tunnel for IP traffic bypassing firewall and charging
functions.

In fact, it is quite simple to bypass the PCEF by establishing a modified name server
on the internet and by creating a special client that is capable of encoding information
in the DNS packets. As shown in Fig. 2 the client might send a chunk of data as an “A”
or “AAAA” record which may look something like this “nslookup
VGhlIHgbWFrZSB1cCB0aGUgNjQgY2hhcmFjdGVycyByZXF1aXJlZCBmb3IgYm
FzZ.myDNSTunnel.com” which may encapsulate personal information about John Doe
as shown in Fig. 2.

Fig. 2. A simplified DNS tunneling in mobile network

Once this query arrives at the modified DNS server, the server can send any data that is
waiting for the client by responding to the A query with a CNAME record -
“CNAME:JlIHRyYWRpdGlvbmFsbHkgbm9NsZWFuLiBGb3IgZ.myDNSTunnel.com”.

Another way to do this involves using DNS TXT or EDNS type records, which allow
large unstructured strings to be sent. Reverse lookups can also be used to fetch the data
responses.
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There are currently a variety of DNS tunneling tools for both PC and Android phones
using different forms for data encoding such as OzymanDNS [5], Dns2tcp [6], Iodine
[7], Heyoka [8], DNSCat [9], MagicTunnel [10], Element53 [11], VPN-over-DNS
[12], etc.

4 Challenges in Detection of DNS Tunneling

In this section, the different DNS tunneling detection techniques are reviewed and their
limitations are identified and analyzed. As stated in [13, 14] the detection techniques
can be classified into two categories:

Payload analysis: This analysis category can again be divided into sub-categories
as follows:

• Size of request and response: This technique focuses on the size of the request and
response, e.g. length of DNS queries and responses [16], ratio of the source and
destination bytes [15], size of host name request, etc. The difficulty of this technique
type is to find size thresholds that are optimal against all the tunneling methods.

• Hostnames entropy: This technique is based on the assumption that encoded name
have higher entropy than legitimate DNS names. Unfortunately, some tunneling
methods do not create high entropy hostnames and some content delivery networks
do use hostnames with high entropy to represent some type of information.

• Statistical analysis: Tunneling can be detected by looking at specific character
makeup of DNS names, e.g. percentage of numerical characters in domain names,
number of unique characters, percentage of the length of the Longest Meaningful
Substring (LMS), number of repeated consonants, etc. The challenge is to determine
the threshold value for these specific character makeups. Further, an intelligent DNS
tunneling tool will be able to abandon these makeups when their traffic is blocked.

• Uncommon record types: Not commonly used record types e.g. “TXT” could be
used in the detection. Unfortunately, this technique is not decisive.

• Specific signatures: Each DNS tunneling tool does have specific way of using the
attributes in a DNS header, which can be used as signature in the detection. This
technique can only be used for known DNS tunneling.

Traffic analysis: This type of analysis considers multiple queries and response pairs
over time to detect tunneling:

• Volume of DNS traffic per IP address: The amount of DNS traffic generated by a
specific client IP address [16] can be used in the detection because tunneled data is
typically limited to 512 bytes per request and a large number of requests are need for
communication. Unfortunately, advanced DNS tunneling tools can spoof the source
IP address and spread the requests within a larger range of IP addresses to avoid
detection.

• Volume of DNS traffic per domain: Large amounts of traffic to a specific domain
can be used to detect tunneling because DNS tunnel utilities are quite often set up to
tunnel the data using a specific domain name. Unfortunately, sophisticated tunneling
tools can make use of multiple domain names and hence avoid detection.
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• Number of hostnames per domain: The number of hostnames for a given domain
can be an indicator for tunneling. However, it is not trivial to determine the optimal
threshold because different tunneling methods have different numbers of hostnames.

• Geographic location of DNS server: Large amounts of DNS traffic to different parts
f\of the world may be an indicator for tunneling. Unfortunately, in the mobile network
there will be users coming from all over the word that may have request to NDS
resolvers from their country of origin.

• Domain history: Domain history can also be an indicator for detection of DNS
tunneling. By checking when an A record or NS record is added because a domain
could be acquired only recently for DNS tunneling. However, not all newly acquired
domains are used in tunneling and one cannot trust every old domain.

• Orphan DNS requests: Orphan DNS requests can be also used to detect DNS
tunneling because they are the ones that do not have a corresponding request by
another application such as http. However, orphan DNS requests may be legitimately
used by security devices and program for IP address lookups.

In brief, there is so far no DNS tunneling detection that is really satisfactory for
mobile network [17].

5 How Can Machine Learning Help

As in [18] which proposes the usage of machine learning in the protection of mobile
networks, Tom Mitchell’ s definition of machine learning [19] is adopted in this paper
as follows:

“The field of machine learning is concerned with the question of how to construct computer
programs that automatically improve with experience”

He provides also a short formalism as follows:

“A computer program is said to learn from experience E with respect to some class of tasks T
and performance measure P, if its performance at tasks in T, as measured by P, improves with
experience E.”

The machine’s ability to learn and improve its solutions to problems is hence central
in machine learning.

As shown in Sect. 4, the reviewed DNS tunneling methods do not provide firm
criteria but rather non-conclusive indicators. In order to build an efficient DNS tunneling
detection it is necessary to use a combination of a large number of both payload and
traffic analysis method. Such an approach is not suitable for mobile network because
with the huge number of users coming from all over the world it is time consuming and
requires huge processing capability.

In this challenging situation, Machine Learning can come to rescue by providing a
sound way to define normal behavior of the mobile network when there is no tunneling.
Upon the emergence of a DNS tunnel, machine learning techniques will detect anomalies
which indicate the presence of the DNS tunnel. At the beginning there will be false
positives, i.e. anomalies that are not due the presence of a DNS tunnel but the machine
will receive the feedback, learn it and get better for the next time.
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For the detection of DNS tunneling, we experiment 2 machine learning methods,
namely One Class Support Vector Machine (OCSVM) and K-Means as follows:

One Class Support Vector Machine (OCSVM). OCSVM [20] belongs to a super‐
vised learning class called Support Vector Machine (SVM) that divides the input spaces
into two regions, separated by a linear boundary and classifies input either inlier, i.e.
falling into one category such as normal or outlier, i.e. falling outside such as abnormal.
Although the training of SVM is performed on both positive and negative data the
OCSVM extension makes it possible to use only positive data in the training process.

K-Means. k-means clustering, an unsupervised method [21] aims at partitioning n
observations into k clusters in which each observation belongs to the cluster with the
nearest mean.

6 DNS Tunneling Detection Using Machine Learning

In order to test and verify the proposed DNS tunneling detection using machine learning
we need DNS traffic data which are both benign and malicious. A testbed is created with
four clients: one malicious DNS tunneling client on mobile phone and 3 regular
browsers.

• The mobile phone client is realized by an Android 4.4 running on a Virtual Machine
(VM) and hosting Slow DNS, a DNS tunneling app.

• The other three clients are realized by a Ubuntu 14.04 running on virtual machines
and hosting regular browser.

The 3 browser are regularly accessing the World Wide Web and generating both
DNS traffic and http traffic. Before initiating browsing from the mobile phone client a
Slow DNS tunnel is established.

All the DNS traffic are then gathered and captured by Wireshark. The DNS packets
were filtered out in Wireshark and saved as a comma-separated values (csv) file. Each
line in the csv file contained meta data for one packet, with the features No., Time,
Source, Destination, Protocol, Length, Info. The raw data had to be reformatted to be
used for the machine learning models. To do this a python script is developed and used,
which went through the csv file to find the response to each request and creating a new
csv file.

The features in the new file were Time, Source, Destination, Protocol, LengthUp,
LengthDown, Info, Label.

The Time feature now was the time between the request and response, not the time
since the capture started. Table 1 shows how two lines of the new csv file looks like,
one line with regular DNS traffic and one with malicious traffic.

Detection of DNS Tunneling in Mobile Networks 227



Table 1. A line with regular DNS traffic and one with malicious traffic

To test and verify the two proposed machine learning methods for DNS detection,
SciKit-Learn, a library for Python which contains functions to create machine learning
classifiers and support for training and testing is used. The metrics class in SciKit-Learn
contains many functions to evaluate classifiers. For an outlier and categorization clas‐
sification the normal way to determine the success is by measuring precision, recall and
F-score. The precision of a classifier determines the percentage of the elements selected
that are true positives. The recall determines the percentage of the relevant elements was
selected. The F-score measurement is derived from both precision and recall and gives
a result which better represents the overall character of the classifier. The closer to 1 the
higher are both the precision and the recall; and classifier is working well.

DNS Tunneling Detection Using OCSVM. Since the SciKit-Learn OCSVM has four
kernels linear, polynomial, Radial Basis Function (RBF) and sigmoid, experiments are
carried out with each kernel.

As shown in Table 2, the poly kernel has best result. However, after some adjustment
of the nu and gamma parameters, the RBF kernel obtains an f1of 96% which is higher
than the poly kernel.

Table 2. Classification report for OCSVM with different kernels

DNS Tunneling Detection Using K-Means. The K-means classifier is tested with
three different initiation methods, namely k-means++, random and ndarray. The results
of the experiment are shown in Table 3. All the initiation methods have a quite even
total f1-score, but a closer look of each line may identify a weakness. With init set to
random the model is almost not able to predict any outlier, with recall at 1% and both
precision and f1-score at 0%.
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Table 3. Classification report for K-means models with different initiation

Evaluation. The experiments show that the DNS detection using OCSVM is superior
to the one using K-means. This is not surprising since K-means is a cluster classifier and
work best when the clusters are even, which is not the case of DNS tunneling where
only a minor part of the traffic data is malicious. Further, the experimented data set is
too small for K-means.

OCSVM gave great results with the poly kernel with default parameters, and with
the RBF kernel when the gamma and nu parameters are tuned. As the poly kernel only
seemed to work with the default parameters and with two features from the dataset, it
seems to be quite unstable and might not be the best to use in a real implementation.
The RBF kernel had a recall of close to 100% on the outliers in most of the tests, which
means it was able to categorize all the outliers correctly. This is important for a DNS
tunneling detection. The weakness of the method is the precision of outliers and recall
of inliers, which means it produces some false positives. By working with the initiation
parameter of the model it is possible to reduce the number of false positives down. The
OCSVM with RBF kernel is a good method to implement DNS tunneling detection.

7 Conclusion

In this paper, we propose to use machine learning techniques in the detection of DNS
tunneling, which so far does not have any really efficient solutions. Two machine learning
methods, namely OCSVM and K-means have been selected for the experiments. A testbed
able to generate and collect both regular and malicious DNS traffic is established. Experi‐
ments have been carried out and the results prove that machine learning is a feasible tech‐
nique that could be used in the detection of DNS tunneling. However, the efficiency depends
heavily on the machine learning method in use and on some degree the fine-tuning of their
respective parameters. The experiments have many limitations. First, the dataset used in the
experiment is too small and is not representative for the huge DNS traffic in the mobile
network. Next, the dataset is generated only by 4 clients, one malicious and three benign and
hence does not contain sufficient variations in terms of IP addresses, domains, DNS
tunneling methods, etc. Third, the performance and the scalability of the detection have not
been evaluated due to the small size of the dataset. As further work, it is quite interesting to
carry out the experiments using real DNS traffic data both benign and malicious collected
from the Telenor mobile networks. It might be also quite relevant to make use of a machine
learning technique called the Deep Learning Auto-Encoder (DL-AE) [23].
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Abstract. A key derivation function is a function that generate one or
more cryptographic keys from a private string together with some public
information. The generated cryptographic key(s) must be indistinguish-
able from random binary strings of the same length. To date, there
are designed of key derivation function proposals using cryptographic
primitives such as hash functions, block ciphers and stream ciphers. The
security of key derivation functions are based on the assumption that
the underlying cryptographic primitives are secure from attacks. Unfor-
tunately, the current works do not investigate the consequences for key
derivation functions if the cryptographic primitives that are used to build
the key derivation functions are broken. In this paper, we are confirmed
by results of having the cryptographic primitives that are used to build
the key derivation functions are broken, it allows the adversaries to dis-
tinguish the cryptographic key from the random binary string of the
same length.

Keywords: Key derivation function · Cryptographic key · Hash func-
tion · Block cipher · Stream cipher

1 Introduction

Many cryptographic systems such as Host Identity Protocol (HIPv2) [8], PKINIT
algorithm agility [17] are require cryptographic algorithm and pseudorandom
cryptographic keys to protect electronic data transmit at insecure channel. Key
derivation functions (KDFs) are used to generate these pseudorandom crypto-
graphic keys. KDFs transforms private string together with public strings into
one or more pseudorandom cryptographic keys. It is critical to ensure that the
KDFs are secure to be used in these cryptographic systems.

To date, many of the existing KDF proposals have been designed using three
major cryptographic primitives. There are hash functions [3,11], block ciphers
[3] and stream ciphers [5]. In this paper, we investigate the impacts of weak
cryptographic primitives are used to construct these KDFs.

c© Springer Nature Singapore Pte Ltd. 2017
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2 Key Derivation Function

KDFs take two inputs, namely private string and public string to generate n-
bit cryptographic key. The private string p contains certain entropy. The public
strings are salt s and context information c. The derived cryptographic key is
said to be computationally indistinguishable from a binary random string, if
no polynomial time algorithm can distinguish between the cryptographic key
and a binary random string of the same length. The length, n, of the derived
cryptographic key is an application specific security parameter.

Definition 1 [5] (Key derivation function). A key derivation function is defined
as: K ← KDF (p, s, c, n), where

– p is a private string, which is chosen from the space of all possible private
strings PSPACE. We denote the length of p as pl and the probability distrib-
ution of p as P.

– s is a salt, a public random string chosen from the salt space SSPACE. We
denote the length of s as sl and the probability distribution of s as S.

– c is a public context string chosen from a context space CSPACE. We denote
the length of c as cl and the probability distribution of c as C.

– n is a positive integer that indicates the number of bits to be produced by the
KDF;

– K is the derived n-bit cryptographic key.

The basic operation of a KDF is to transform the secret p and the public inputs
(s and/or c) into an n bit string which can be used as a cryptographic key.

2.1 Collision Analysis

Assume a message m has length of ml and a random function H maps m to an
output with length of n. Collision will happen when ml > n. For the function H
on a random message m, we have message collision when H(m1) = H(m2), where
m1 �= m2. When the length of the output is n-bit then by birthday paradox [13]
after calculating H for 2

n
2 distinct messages, there is a 50% chance of message

collision. It may be possible to construct message collisions for algorithms like
MD5 and SHA1 in substantially less than 2

n
2 . For MD5 [16] and SHA1 [15], Wang

et. al found a message collision in less than 264 calculations and 269 calculations
respectively which are relatively faster than the birthday paradox.

2.2 Provable Security - Random Oracle Model (ROM)

In 1993, Bellare and Rogaway made proving cryptographic protocols easier and
more efficient by introducing the idea of ROM that allows all parties to access
the public random oracle [1]. In the ROM, in order to obtain the value H(x),
the adversary needs to query the random oracle with input x, where H can be
a hash function, block cipher or stream cipher. The random oracle queries are
simulated by the challenger as follows. On input a string x, if x has not been
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queried before, then output H(x) ∈R {0, 1}n, where n is the output length of
the H function. If x has been queried before, output the same value H(x) as
before.

2.3 Formal Security Analysis on KDF Proposals

KDFs are multipurpose functions that used to generate cryptographic keys. It is
widely use in many application, thus there are some little formal work to proof
the security of KDFs. The first work to analyze the KDF is done by studying the
suitability of common pseudorandomness modes associated with cryptographic
hash functions and block ciphers (CBC-MAC, Cascade and HMAC) [6]. This
paper examined the formal foundations for the HMAC based KDF where the
HMAC is using either SHA1 or MD5. This scheme then being used in IKE pro-
tocols [7]. However, the paper did not provide the formal security model for
the KDF, this, motivated Krawczyk to propose cryptographic extraction and
key derivation, the HKDF scheme [10]. The proposed HKDF scheme consists
of extractor and expander. The extractor and expander are built using HMAC-
SHA256 or HMAC-SHA512 or combination of both. This scheme is then being
used in HIPv2 [8]. Krawczyk proposed security model restricts the capability of
the strong active adversary. The adversary is only able to change the context
information. Multiple derived cryptographic keys were generated by the KDF
by using a fixed private string, a single salt and different context information.
The salt was chosen by the challenger and known by the adversary, the context
information was chosen by the adversary. Hence, a robust security model called
CPM-secure is proposed [4] that captures the strong active adversary extend-
ing Krawczyk result. Multiple derived cryptographic keys were generated by the
KDF by using a fixed private string, multiple salts and different context infor-
mation. Both salt and context information was chosen by the adversary. Both
security proof [4,10] are based on the ROM.

2.4 The Security of KDF - Adaptive Chosen Public Inputs Model
With Multiple Salts (CPM)

A robust security model called CPM-secure is proposed by Chuah et. al [4]. For
a KDF to be CPM-secure as shown in Table 1, an adversary A is assumed to be
allowed to choose both public inputs, salt and context information. For instance,
the adversary may choose a null or non-random salt value. The adversary’s
chosen salt value and different chosen context information is used to generate the
cryptographic keys. The adversaries are also able to choose whether to respond to
the challenger immediately or to progress to the adaptive stage. The adversaries
are allowed to make no more than q queries.

Due to birthday paradox, a restriction to the adversary to make queries q not
greater than σ where collision is found for the PRK , such that σ < |SSPACE |.
However, if σ > 2m, where m is the min-entropy of the private string, then the
adversary is allow to make queries q not greater than 2m. If q < σ or q < 2m,
all two-phase KDF proposals are secure in CPM model [4].
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Table 1. CPM-secure.

Learning
stage

1. C chooses p ← PSPACE

2. For i = 1, . . . , q′ ≤ q, (2.1) A chooses si ← SSPACE

(2.2) A chooses ci ← CSPACE

(2.3) C computes Ki = F (p,
si, ci, n)

(2.4) A is provided Ki

Challenge
stage

1. A chooses si ← SSPACE and c ← CSPACE (subject to restriction s
/∈ si, . . . , s′

q and c /∈ ci, . . . , c′
q)

2. C chooses b
R←{0, 1} (2.1) If b = 0, C outputs K′ =

F (p, s, c, n),

(2.2) else C outputs

K′ R← {0, 1}n

5. C sends K′ to A

Adaptive
stage

1. Step 4 in Learning stage is repeated for up to q − q′ queries
(subject to restriction si �= s and ci �= c)

2. A outputs b′ = 0, if A believes that K′ is cryptographic key, else
outputs b′ = 1

A wins the game if b′ = b

Definition 2 {CPM-secure [4]}. CPM-secure. The KDF is (t, q, ε) CPM-
secure if for all probabilistic polynomial-time t adversaries A can make at most
q < |SSPACE | × |CSPACE | queries to the KDF who can win the following
indistinguishability game with probability not larger than (1

2 + ε).

2.5 Two-Phase Key Derivation Function

The first phase is an extractor process, denoted as Ext , which takes a private
string p and a salt s as the inputs, and generates an output, which denoted as
PRK . The PRK is an intermediate value derived from the secret p, so PRK is
also secret. The second phase is an expander process, denoted as Exp, that takes
the secret intermediate value PRK and public string namely context information
c as the inputs and produces an n-bit cryptographic key. This basic operation is
KDF (p, s, c, n) = Exp ({Ext (p, s)}, c, n).

a. First Phase: Extractor
Extractor is a function that takes the private string p which contains randomly
generated secret information and the salt s which is random string which is
not kept secret. The aim of the extractor is to extract all the entropy from p
and to transform the entropy to the value of PRK which is computationally
indistinguishable from a random binary string of the same length.
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Definition 3 (Computational Extractor Multiple Salts). Let PSPACE and
SSPACE be set spaces of {0, 1}pl and {0, 1}sl respectively. A function Ext :
{0, 1}pl × {0, 1}sl → {0, 1}kl is called a (tX , qX , εX)-computational extractor if
an adversary A running in a polynomial number of time steps tX and making
at most qX queries to the extractor, A can distinguish between PRK (derived
from p) or a random string of the same length, with probability not larger than
( 1
2 + εX) where p is chosen from {0, 1}pl and s chosen from {0, 1}sl. If Ext is a

(tX , qX , εX)-computational extractor with min-entropy m then we call it a (m,
tX , qX , εX)-computational extractor, where εX is negligible.

b. Second Phase: Expander. Expansion is a function that takes as input the
PRK and the context information c, then transforms these inputs into one
or more arbitrary length cryptographic key(s). The aim of the expander is to
form a cryptographic key(s) which is computationally indistinguishable from
a random binary string of the same length.

Definition 4 (Expander) [10]. An expander is a (tY , qY , εY )-secure variable-
length-output pseudorandom function family if an adversary A running in a poly-
nomial number of time steps tY and making at most qY queries to the expander,
A can distinguish the cryptographic key generated by the expander from a ran-
dom string of the same length with probability not larger than (1

2 + εY ), where
εY is negligible.

3 KDF Security Analysis

HIPv2 is based on DH shared secret key exchange protocol which provides
secure communications and maintains shared IP-layer state between two sep-
arate parties. HIPv2 provides protection against attacks on the confidentiality
and integrity of the communication between these two parties. These protections
require cryptographic keys. KDFs are used to generate these cryptographic keys,
the inputs are DH shared secret key (private string) together with some public
informations stated in [8]. The length of the DH shared secret key indicating
that the security strength provided by the crytptographic keys. For example,
if the DH share secret key is 1536-bits, the estimated security provided from
this DH share secret key protocol is approximately 90-bits. However, if a KDF
based on HMAC-MD5 is CPM-secure (Definition 2) which is used to transform
the 1536-bits DH share secret key together with some public strings into cryp-
tographic key, the practical security provided by this KDF is only 64-bits. This
scenario is happened due to the birthday paradox paradigm.

In this section we present the security analysis of KDF based on eight cryp-
tographic primitives which are shown in Table 2. The KDFs are two-phase KDFs
which consist of extractor and expander. Both extractor and expander are build
using the same cryptographic primitive. The cryptographic primitives are either
theoretically broken or practically broken. The assumptions that we made in the
proof are the adversary can play the challenge game with the KDFs and at the
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Table 2. Existing attacks on cryptographic primitives.

Cryptographic primitive Birthday

paradox

Attack Complexity Data

require

Reference

HMAC HMAC-MD5 264 Collision Attack 241 - [16]

HMAC-SHA0 280 Collision Attack 239 - [14]

HMAC-SHA1 280 Collision Attack 269 - [15]

Block cipher DES 264 Birthday Attack 248 216 [2]

Stream cipher Sosemanuk 264 Differential Fault

Analysis

223.46 235.16 [12]

LILI-128 264 Fault Attack 225 1M [9]

SOBER-t32 2128 Fault Attack 230 100K [9]

RC4 21024 Fault Attack 226 226 [9]

same time the adversary can exploit the existing attacks towards the crypto-
graphic primitives that are used to build the KDFs. An interesting point is, if
the adversary aim to generate these cryptographic keys, they could just find the
intermediate value PRK (derived from the private string and salt), where PRK
is the input to the expander phase. With the PRK together multiple known
context information, the adversary could generate all the cryptographic keys.
The detail attack is shown in Theorems 1, 2 and 3.

Theorem 1. When H is HMAC-MD5 or HMAC-SHA0 or HMAC-SHA1, the
KDFs are not CPM secure.

Proof: Here we give that the KDFs are not CPM-secure. Recall from the
Definition 2, a KDF is CPM-secure, if A is unable to determine whether the
challenge output K ′ is the cryptographic key K generated from the KDF or a
random binary string of the same length after making q queries in the learning
stage and adaptive stage, where q < |SSPACE | × |CSPACE | and the probabil-
ity that A can distinguish K ′ is not greater than 1

2 + ε. Assume the KDFs are
hash based KDFs which follows the two-phase model and which are based on
the hash function HMAC-MD5, HMAC-SHA0 and HMAC-SHA1. The security
for this KDF is based on the underlying security of these ciphers (HMAC-MD5,
HMAC-SHA0 and HMAC-SHA1) which are used to construct the KDF. This
means, if the security of underlying ciphers are compromised, it will affect the
security strength of KDFs itself. For example, MD5, SHA0 and SHA1 are broken;
we can find the collision using about 241 MD5 operations [16], 239 SHA0 oper-
ations [14] and 269 SHA1 operations [15] respectively. We denote the collision
operations as φ. As discussed in Sect. 2.4, the KDF is not considered CPM-secure
if q ≥ σ, where sl > σ. For MD5, if using collisions based on birthday paradox,
the adversary can make queries at least σ queries, where σ for MD5 is 264. For
SHA0 and SHA1, if using birthday paradox the adversary can make σ ≈ 280

queries.
Firstly, we show the HMAC-MD5 based KDFs are not CPM secure. The

adversary A in CPM is an active adversary who can make queries at most q <
σ. For each query, the A queries different si and with a single c, such that
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KDF (p, s, c, n) = (H{p, si}, c), where i = 1, 2, . . . , σ and H is the KDF function
which is HMAC-MD5. As MD5 is broken, with around q ≈ φ queries to HMAC-
MD5 based KDF, A will be able to find collision to the intermediate value PRK .
For example, H(H{p, si}, c) = H(H{p, sφ}, c), where i = τ and, τ < φ. The A
still can make more queries (σ −φ). Next, A queries pair (sτ , c′). The challenger
computes Kφ+1 = H(H{p, sτ}, c′) and sends Kφ+1 to A. During the challenge
stage, A queries (sφ, c′) and A received the challenge output K ′. The A wins the
game as A will be able to distinguish the challenge output by simply verifying
K ′ ?= Kφ+1. Hence, HMAC-MD5 based KDFs are not CPM secure.

By the same token, we may show that HMAC-SHA0 and HMAC-SHA1 are
used to build the KDFs also are not CPM secure. The A may find the collision
of the intermediate value PRK with approximately q ≈ φ which is less than σ.

Theorem 2. When H is DES, the KDFs are not CPM secure.

Proof: Firstly, we show that these KDFs are not CPM-secure. Recall from
Definition 2, a KDF is CPM-secure if A cannot distinguish whether the challenge
output is the derived cryptographic key from the KDF or just a truly random
string with the same length after making q < |SSPACE | × |CSPACE | queries in
the learning stage and in the adaptive stage. As discussed in Sect. 2.4, the KDF
is not considered CPM-secure if q ≥ σ, where sl > σ. For DES, if using collisions
based on birthday paradox, the adversary can make queries at least σ queries,
where σ for DES is 264.

The A in CPM is an active A who can make queries at most q < σ.
For each query, the A queries different si and with a single c, such that
KDF (p, s, c, n) = (H{p, si}, c), where i = 1, 2, . . . , σ, H is the KDF function
which is DES and the A may request the length of cryptographic keys, n is 216.
As DES is broken, with around q ≈ 248 queries to DES based KDF and n is 216

[2], A will be able to find collision to the intermediate value PRK . For example,
H(H{p, si}, c) = H(H{p, s48}, c), where i = τ and, τ < 248. The adversary still
can make more queries (264 − 248). Next, A queries pair (sτ , c′). The challenger
computes K248+1 = H(H{p, sτ}, c′) and sends K248+1 to A. During the chal-
lenge stage, A queries (s48, c

′) and A received the challenge output K ′. The A
wins the game as A will be able to distinguish the challenge output by simply
verifying K ′ ?= K248+1. Hence, DES based KDFs are not CPM secure.

Theorem 3. When H is LILI-128 or SOBER-t32 or RC4, the KDFs are not
CPM secure.

Proof: Here we give that the KDFs are not CPM-secure. Recall from
Definition 2, a KDF is CPM-secure if after making q < |SSPACE | × |CSPACE |
queries at the learning stage and at the adaptive stage, the probability for A to
distinguish whether the challenge output is the derived cryptographic key or a
random string is not greater than 1

2 + ε.
Assume the KDFs are stream cipher based KDFs which follows the two-

phase model and which are based on the stream cipher LILI-128, SOBER-t32
and RC4. The security for this KDF is based on the underlying security of these
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ciphers namely LILI-128, SOBER-t32 and RC4 which are used to construct the
KDF. For instance, LILI-128, SOBER-t32 and RC4 are broken; we can find the
collision using about 225 LILI-128 operations [9] with 1M of data, 230 SOBER-
t32 operations [9] with 100K of data and 226 RC4 operations [9] with 226 of data
respectively. We denote the collision operations as φ. As discussed in Sect. 2.4,
the KDF is not considered CPM-secure if q ≥ σ, where sl > σ. For LILI-128, if
using collisions based on birthday paradox, the adversary can make queries at
least σ queries, where σ for LILI-128 is 264. For SOBER-t32, if using birthday
paradox the adversary can make σ ≈ 2128 queries. Whereas RC4 the adversary
can make σ ≈ 21024 queries due to birthday paradox attack.

Firstly, we show the RC4 based KDFs are not CPM secure. The A in CPM is
an active adversary who can make queries at most q < σ. For each query, the A
queries different si and with a single c, such that KDF (p, s, c, n) = (H{p, si}, c),
where i = 1, 2, . . . , σ and H is the KDF function which is RC4. A also can request
n is 226. As RC4 is broken, with around q ≈ φ queries to RC4 based KDF, A
will be able to find collision to the intermediate value PRK subjected with n
is 226. For example, H(H{p, si}, c) = H(H{p, sφ}, c), where i = τ and, τ < φ.
The A still can make more queries (σ − φ). Next, A queries pair (sτ , c′). The
challenger computes Kφ+1 = H(H{p, sτ}, c′) and sends Kφ+1 to A. During the
challenge stage, A queries (sφ, c′) and A received the challenge output K ′. The
A wins the game as A will be able to distinguish the challenge output by simply
verifying K ′ ?= Kφ+1. Hence, RC4 based KDFs are not CPM secure.

By the same token, we may show that LILI-128 and SOBER-t32 are used to
build the KDFs also are not CPM secure. However, the data requires that is the
length of derived cryptographic keys are different for the experiment. For LILI-
128, n is 1M [9]. For SOBER-t32, n is 100K [9]. The A may find the collision
of the intermediate value PRK with approximately q ≈ φ which is less than σ.

4 Conclusion

We have described a cryptographic primitive that are used to build the KDFs
is broken, it allows the adversarys to distinguish the cryptographic key from the
random binary string of the same length. We are confirmed it by results. The
consequences of the derived cryptographic keys are distinguishable, the confi-
dentiality of electronic data during transmission over insecure channel will be
compromised. Thus, more attention should be paid when choosing or designing
cryptographic primitives for building the KDF.

In this research, we analysed the KDF security with a general assumption for
private string. For example, one of the KDF application in the standard HIPv2
takes the private input DH-shared secret. DH-shared string is non-uniform dis-
tribution. Another interesting area to be investigated is to analyses this KDF
with a practical type of private string. An assume distribution is made for the
private string (uniformly random or non-uniformly random). We may include
the entropy measurement in the security analysis. Shannon entropy and min-
entropy are two basic notions of entropy. The values for Shannon entropy and
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min-entropy output are the same if the probability of a random variable is uni-
formly distributed. However, if a random variable has a non-uniform distribution
then the min-entropy value is a more conservative estimate of the entropy of the
random variable than Shannon entropy. The conservative estimation is of partic-
ular importance in KDFs that are safety critical. Min-entropy will be considered
for the research rather than the Shannon entropy, as many of the KDF pri-
vate strings are randomly generated and have a non-uniform distribution. As a
result, we may observe another trend of security for a KDF with different types
of private strings by considering the entropy of KDFs’ private strings.
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Abstract. Recently, Chiou et al. proposed a secure authentication
scheme which not only ensures message confidentiality and patient
anonymity but also provides real telemedicine system implementation.
However, in this paper, we found that Chiou et al.’s telemedicine scheme
has some security weaknesses such as (1) it fails to protect the confiden-
tiality of patient’s inspection report and doctor’s treatment record, (2) it
fails to provide the property of unlinkability. The above-mentioned design
flaws in Chiou et al.’s scheme may lead to privacy exposure and mali-
cious outsider can link and discover the sensitive relationship between
the patient and the doctor.

Keywords: Authentication · Cryptanalysis · Cloud · Medical system ·
Patient privacy · Telemedicine service

1 Introduction

Due to aging society and development of telemedicine, telecare medicine informa-
tion systems (TMIS) have been proposed for solving distance problem between
patient and hospitals [5,10–12]. In order to diagnose patients’ health conditions in
telemedicine model, a new kind of cloud-based medical treatment system is intro-
duced to patients via Internet. However, there have some security threats and pri-
vacy issues when patients and doctors exchange health data via public channel.
Therefore, in various kinds of telecare medicine information systems, ensure secu-
rity to a health connected care system is the most important feature [6–8].

In the year of 2012, Padhy et al. [13] design a cloud-based rural healthcare
information system for facilitating the quality of patient care. In the year of
2013, Banerjee et al. [1] proposed a centralized cloud-based emergency healthcare
system and the patient’s historical medical records can be retrieved from the
cloud database before starting any crucial operation. In the year of 2014, Chen
et al. [2] introduced a secure cloud-based medical data exchange system with
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 28
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mutual authentication and patient privacy. However, their proposed scheme fails
to achieve non-repudiation evidence in doctor diagnosis and is unable to provide
telemedicine service [9]. In the same year, Chen et al. [3] further proposed a cloud-
based privacy authentication scheme for patients and doctors to access medical
resources and find medical advice in more convenient way. However, in the year
of 2016, Chiou et al. [4] pointed out that Chen et al.’s privacy authentication
scheme fails to provide patient anonymity and message authentication and is
unable to provide real telemedicine. In order to repair the design flaws of the
scheme [3], Chiou et al. further suggest a complete telemedicine system with user
authentication, patient unlinkability, and message confidentiality. Unfortunately,
in this paper, we found that Chiou et al.’s improved scheme is still vulnerable
to inspection report disclosure and treatment record disclosure attacks and fails
to achieve the property of unlinkability between the patient and the doctor.

The rest of this paper is organized as follows. In Sect. 2, we first describe
the system architecture of cloud-based telemedicine service, which will be help-
ful for better understanding. In Sect. 3, we provide overview of Chiou et al.’s
telemedicine scheme in brief. In Sect. 4, we show three design flaws of Chiou
et al.’s telemedicine scheme. Finally, we conclude this paper in Sect. 5.

2 The System Architecture of Cloud-Based Telemedicine
Service

In cloud-based telemedicine service system, four participants involved in this
system: the patient (P ), the healthcare center (H) the doctor (D), and the med-
ical cloud (C). Before accessing the system, every participant must register with
the key generation center (KGC) and KGC will issue one pair of public key
and private key for every participant. The patient P can authorize and upload
his/her personal health records to the cloud C. In addition, P can collect health
personal items from body sensors and upload them to the cloud C. On the other
hand, the doctor D can download P ’s personal health inspection reports and
collected personal health items of the sensors from cloud C via P ’s authoriza-
tion. After diagnosing P ’s symptom, D can upload P ’s treatment records to the
cloud C. Finally, in order to realize real telemedicine service, P can download
D’s diagnostic records from C without visiting H in person. Figure 1 shows the
system architecture of cloud-based telemedicine service.

Step 1. The patient P goes to the healthcare center H and makes a health
inspection in person.

Step 2. When P ’s inspection report is released, the healthcare center H uploads
P ’s personal health inspection report to the cloud C via public channels.

Step 3. The body sensors collect P ’s personal health items and send them to
P ’s personal mobile device via secure channels.

Step 4. The patient P uses his/her personal mobile device to upload P ’s per-
sonal health items to the cloud C via public channels.
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Step 5. In the treatment time, the doctor D can download P ’s health inspec-
tion reports and health information from the cloud C via P ’s authorization.
Afterward, D can diagnose P ’s symptoms and upload P ’s treatment record
to the cloud C.

Step 6. In order to achieve real telemedicine service, the patient P can use
his/her personal mobile device to download D’s diagnose report from the
cloud C.

Fig. 1. The system architecture of cloud-based telemedicine service

3 Review of Chiou et al.’s Telemedicine Scheme

In this section, we review Chiou et al.’s scheme [4] based on cloud for telemedi-
cine services. There are four phases involve in their improved scheme: healthcare
center uploading phase, patient uploading phase, treatment phase and check-
ing report phase. The notations used throughout this paper are summarized as
follows:

– IDx: The identity of participant x.
– NIDx: The pseudo-random identity of participant x.
– Datax: The health data generated by participant x.
– mx: The health report generated by participant x.
– PKx/SKx: The public and private key pair of participant x.
– keyxy: The session key shared between participant x and participant y.
– keyP : The pre-generated key of patient P .
– Gkey: The group key.
– e(): The pairing function.
– Requesti: The ith requested message.
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– T i
x: The ith timestamp generated by participant x.

– ΔT : The valid transmission time interval.
– h(·): The one-way hash function.
– Ek(M)/Dk(M): Use the key k to encrypt/decrypt the message M .
– Sk(M)/Vk(M): Use the key k to sign/verify the message M .

3.1 Healthcare Center Uploading Phase

As shown in steps 1 and 2 of Fig. 1, the patient P goes to the healthcare cen-
ter H to take a health inspection and P uses his/her mobile device to receive
a pseudo-random identity NIDP which is allocated by H. When P ’s inspec-
tion report mH = (IDP ,DataH , T 1

H) is released, H carried out the process of
mutual authentication with cloud C and uploaded P ’s inspection report to C.
The detailed steps are described as follows.

Step 1. H uses its private key SKH to sign P ’s mH and computes SigH =
SSKH

(mH), key1 = h(e(PKP , SKH), NIDP ) and C1 = Ekey1(mH), where
NIDP is P ’s pseudo-random identity. Then H generates a random key
keyHC ∈R Gkey as the session key shared between H and C and com-
putes s1 = h(e(PKC , SKH), T 1

H) ⊕ keyHC , S2 = h(keyHC) and C2 =
EkeyHC

(IDP , NIDP , C1, SigH). Finally, H uploads (IDH , s1, s2, C2, T
1
H)

to C.
Step 2. After receiving the messages from H, C checks if the timestamp

T 1
C − T 1

H ≤ ΔT , where T 1
C is C’s current timestamp. If it holds, C computes

key′
HC = h(e(PKH , SKC), T 1

H) and verifies if h(key′
HC) = s2. If it holds,

C uses key′
HC to reveal (IDP , NIDP , C1, SigH) by computing Dkey′

HC
(C2).

Then C checks whether P is a new user or not by verifying IDP . If P is a new
user, C stores (IDP , NIDP , C1, SigH) in a new storage space. Otherwise, C
updates NIDP and stores C1 and SigH in IDP ’s storage space. Finally, C
computes s3 = h(key′

HC + 1) and sends it to H.
Step 3. After receiving s3 from C, H checks whether h(keyHC + 1) = s3. If it

holds, H convinces that P ’s mH is successfully uploaded to C. Otherwise, H
returns to Step 1.

3.2 Patient Uploading Phase

As shown in steps 3 and 4 of Fig. 1, the body sensors are embedded into the
patient P ’s body and P uses his/her mobile device to collect the measured health
items mB . Then P can make an appointment with D and get an appointment
sequence number sn. Moreover, P can download his/her inspection report mH

from C and upload (mB ,mH) to C. The detailed steps are described as follows.

Step 1. P ’s body sensor collects the measured health information mB and sends
mB to P ’s mobile device via a secure channel, where mB = (IDP ,DataB , T 1

P ).
Then P generates a random key keyPC ∈R Gkey as the session key shared
between P and C and computes s4 = h(e(PKC , SKP ), T 1

P ) ⊕ keyPC and
s5 = h(keyPC). Finally, P uploads (NIDP , s4, s5, T

1
P ) to C.
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Step 2. After receiving the messages from P , C checks if the timestamp
T 2
C − T 1

P ≤ ΔT , where T 2
C is C’s current timestamp. If it holds, C com-

putes key′
PC = h(e(PKP , SKC), T 1

P ) ⊕ s4 and verifies if h(key′
PC) = s5. If it

holds, C finds P ’s (C1, SigH) according to NIDP and sends (s6, C1, SigH)
to P , where s6 = h(key′

PC , C1, SigH).
Step 3. After receiving messages from C, P checks whether h(keyPC , C1,

SigH) = s6. If it holds, P computes key1 = h(e(PKH , SKP ), NIDP ) and
uses it to reveal mH by computing Dkey1(C1). Then P verifies the valid-
ity of mH by checking whether mH = VPKH

(SigH) holds. If it holds, P
computes key2 = h(e(PKD, SKP ), sn), C3 = Ekey2(mH ,mB) and s7 =
h(keyPC , IDD, sn, C3) and sends (IDD, sn, s7, C3) to C. Finally, P computes
NIDnew

P = h(NIDP ||keyPC) and replaces NIDP with NIDnew
P .

Step 4. After receiving the messages from P , C verifies if h(key′
PC , IDD,

sn, C3) = s7. If it holds, C stores (NIDnew
P , IDD) and replaces C1 with

C3. Otherwise, C resumes this phase.

3.3 Treatment Phase

As shown in step 5 of Fig. 1, P goes to the hospital and the doctor D obtains
P ’s IDP and an appointment sequence number sn. Then D can download P ’s
medical treatment data from C. After diagnosing P ’s symptom, D uploads P ’s
treatment records to C. The detailed steps are described as follows.

Step 1. D generates a random key keyDC ∈R Gkey as the session key shared
between D and C and computes s8 = h(e(PKC , SKD), T 1

D) ⊕ keyDC and
s9 = h(keyDC). Finally, D uploads (IDD, s8, s9, T

1
D) to C.

Step 2. After receiving the messages from D, C checks if the timestamp
T 3
C − T 1

D ≤ ΔT , where T 3
C is C’s current timestamp. If it holds, C com-

putes key′
DC = h(e(PKD, SKC), T 1

D) ⊕ s8 and verifies if h(key′
DC) = s9. If

it holds, C confirms that P has an appointment with D and computes s10 =
h(key′

DC , sn, C3, SigH) according to IDD. Finally, C sends (s10, sn, C3, SigH)
to D.

Step 3. After receiving messages from C, D verifies if h(keyDC , sn, C3, SigH) =
s10. If it holds, D computes key′

2 = h(e(PKP , SKD), sn) and uses it to
reveal (mH ,mB) by computing Dkey′

2
(C3). Then D verifies the validity of

mH by checking whether mH = VPKH
(SigH) holds. If it holds, D makes

a treatment record mD of P based on (mH ,mB) and uses his/her pri-
vate key SKD to generate a signature SigD = SSKD

(mD), where mD =
(IDP ,DataD, T 2

D). Finally, D computes C4 = Ekey′
2
(mH ,mB ,mD) and

s11 = h(keyDC , C4, SigD) and uploads (s11, sn, C4, SigD) to C.
Step 4. After receiving the messages from D, C verifies if h(key′

DC , C4, SigD) =
s11. If it holds, C stores (C4, SigD). Otherwise, C terminates this phase.
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3.4 Checking Report Phase

As shown in step 6 of Fig. 1, in order to provide telemedicine service, P can use
his/her mobile device to download mD from C, where mD is diagnosed by D.
The detailed steps are described as follows.

Step 1. P generates a random key keyPC ∈R Gkey as the session key shared
between P and C and computes s12 = h(e(PKC , SKP ), T 2

P ) ⊕ keyPC and
s13 = h(keyPC). Then P sends (NIDnew

P , s12, s13, T
2
P ) to C.

Step 2. After receiving the messages from P , C checks if the timestamp
T 4
C − T 2

P ≤ ΔT , where T 4
C is C’s current timestamp. If it holds, C computes

key′
PC = h(e(PKC , SKP ), T 2

P )⊕s12 and verifies if h(key′
PC) = s13. If it holds,

C finds P ’s (C4, SigD) according to NIDnew
P . Then C sends (s14, C4, SigD)

to P , where s14 = h(key′
PC , C4, SigD).

Step 3. After receiving messages from C, P verifies if h(keyPC , C4, SigD) = s14.
If it holds, P uses key2 to reveal (mH ,mB ,mD) by computing Dkey2(C4).
Then P verifies the validity of mD by checking whether mD = VPKD

(SigD)
holds. If it holds, P gets medical measures according to D’s treatment report
and uses the pre-generated key keyP to compute C5 = EkeyP

(mH ,mB ,mD).
Finally, P computes s15 = h(keyPC , C5) and uploads (s15, C5) to C.

Step 4. After receiving the messages from P , C verifies if h(key′
PC , C4) = s15.

If it holds, C replaces C4 with C5. Otherwise, C terminates this phase and P
returns to Step 1.

4 Cryptanalysis of Chiou et al.’s Telemedicine Scheme

In this section, we demonstrate that Chiou et al.’s telemedicine scheme exposes
the patient and the doctor to the flaw of relationship linkability problem and is
failing to protect the confidentiality of patient’s inspection report and doctor’s
treatment record. The detailed descriptions of three security weaknesses are as
follows.

4.1 Inspection Report Disclosure Attack

In step 2 of patient uploading phase of Chiou et al.’s scheme, the cloud C
sends the messages (s6, C1, SigH) to the patient P through a public channel,
where SigH = SSKH

(mH). Due to the public PKH of the healthcare center
H, once a malicious adversary UA eavesdrops SigH from the public channel,
UA can reveal P ’s inspection report mH by performing mH = VPKH

(SigH) =
VPKH

(SSKH
(mH)). Similarly, in step 2 of treatment phase of Chiou et al.’s

scheme, the cloud C sends the messages (s10, sn, C3, SigH) to the doctor D
through a public channel. Therefore, UA still can reveal P ’s mH by computing
mH = VPKH

(SigH). Finally, Chiou et al.’s scheme fails to achieve the confiden-
tiality of P ’s inspection report mH .
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4.2 Treatment Record Disclosure Attack

In step 3 of treatment phase of Chiou et al.’s scheme, the doctor D uploads
the messages (s11, sn, C4, SigD) to the cloud C through a public channel, where
SigD = SSKD

(mD). Due to the public PKD of the doctor D, once a malicious
adversary UA eavesdrops SigD from the public channel, UA can reveal D’s treat-
ment record mD by performing mD = VPKD

(SigD) = VPKD
(SSKD

(mD)). As a
result, Chiou et al.’s scheme fails to achieve the confidentiality of D’s treatment
record mD.

4.3 Relationship Linkability Problem Between Patient and Doctor

In patient uploading phase of Chiou et al.’s scheme, they claimed that the
unlinkability of every session from P to C is guaranteed by using a dynamic
pseudo-random identity NIDP which is allotted by H. However, we found that
the unlinkability of Chiou et al.’s scheme cannot be protected from message
eavesdropping attack during the patient uploading and treatment phases. By
launching this attack, a malicious adversary UA is able to un-intrusively moni-
tor on the public channels between P , C and D and discover some relationships
between P and D. We assume that UA eavesdrops all the communication mes-
sages transmitted between P , C and D in cloud-based telemedicine system. In
step 3 of patient uploading phase, the messages (IDD, sn, s7, C3) transmitted
from P to C are eavesdropped by UA. In addition, in step 3 of treatment phase,
the messages (s11, sn, C4, SigD) transmitted from D to C are eavesdropped by
UA. Note that an appointment sequence number sn is unchanging in patient
uploading and treatment phases. In this way, if there is a parameter transmitted
between participants containing sn, UA can easily link and discover the sensitive
relationship from P to D by comparing sn with all the eavesdropped messages.
Therefore, Chiou et al.’s scheme is vulnerable to relationship linkability problem
between P and D.

5 Conclusions

Remote user authentication and patient privacy protection are major concerns
over cloud-based telemedicine systems. Recently, Chiou et al. proposed a secure
privacy authentication scheme with unlinkability and confidentiality based on
bilinear pairing for medical environments. However, we found that Chiou et al.’s
telemedicine scheme is vulnerable to inspection report disclosure and treatment
record disclosure attacks. Moreover, by eavesdropping the communication mes-
sages from public channels, we found their scheme may fail to achieve anonymity
and unlinkability between the patient and the doctor. In the future, we plan to
propose an enhanced version of their scheme and these security threats should
be considered for cloud-based telemedicine services.
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Abstract. In this paper, a single hop wireless relaying system, employing energy
harvesting (EH) is proposed, where an information is transmitted from source to
destination with the help of a relay in the presence of an eavesdropper. In this
proposed system, source and relay utilizes EH technique for obtaining energy
from a power beacon. The EH technique employed in this system is time
switching EH technique. The secrecy performance of the proposed system is
investigated for two cooperative schemes: decode-and-forward (DF), and
amplify-and-forward (AF). The proposed system with EH technique provides
improvement in secrecy rate, energy efficiency and power consumption as
compared to that of the conventional scheme, as in the proposed system, nodes
are powered up with EH technique, instead of using individual batteries. The
secrecy rate of the proposed system with EH is higher than that of the conventional
system by 8.89% for AF relay and by 9.83% for DF relay at a distance of 70 m
between the relay and the eavesdropper. Also, it is shown by the resulting analysis
that the AF relays have better secrecy rate than that of the DF relays in both
proposed system and conventional system.

Keywords: Energy harvesting · Full duplex relay · Jamming · Physical layer
security · Secrecy rate

1 Introduction

Due to the broadcast nature of wireless medium, the transmitted information is vulner‐
able to a number of security attacks. Physical layer security fulfils the purpose of secure
transmission of data from the sender to the receiver by exploiting the physical charac‐
teristics of the channel [1]. Physical layer security has some advantages over the cryp‐
tography technique, as the former does not involve complex distribution and manage‐
ment of keys and has fewer overheads. There are various relaying schemes to increase
the coverage of wireless systems and for enhancing the physical layer security, and
among these two are widely used: DF and AF [2]. Jamming signals are used to increase
the physical layer security, only when jamming power at the eavesdropper is higher than
the jamming power at the destination. In conventional relaying systems, the nodes are
powered up by individual battery sources to perform their operation. In some networks,
sometimes recharging and replacing batteries is either undesirable or not suitable, hence
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enhancing lifetime of these networks faces many difficulties [3]. EH technique [4–6]
helps in solving this issue. It also provides benefits to low maintenance monitoring,
reliability and usability. There are no batteries for replacing and no cost related to
replacing those batteries, when the devices are powered up by EH. With the explosive
growth of communicating devices, it is the need of the hour to reduce the use of high
spectral efficiency and capacity and move towards energy efficient systems. As a result,
EH technique is gaining a lot of importance nowadays. There are various EH protocols
e.g., power splitting based relaying (PSR) protocol and time switching based relaying
protocol (TSR) as shown in [7].

In this paper, a single hop wireless relaying system with energy harvesting is
proposed, in which source and relay obtain power from a power beacon. It is also
assumed that self interference is perfectly canceled at each node. The secrecy rate, which
can be defined as the amount of information that can be transmitted securely from source
to destination, of this proposed system is investigated for both AF and DF cooperative
schemes.

2 System Model

The system model is a relay network with an eavesdropper, employing EH as shown in
Fig. 1. It involves a power beacon B, a source node S, a destination node D, an eaves‐
dropper node E and a relay node R. Let h∗

SR
, h∗

RD
, h∗

RE
 and h∗

SE
 represent complex channel

gains S to R, from R to D, from R to E and from S to E, respectively. Further the complex
channel gains from B to S and from B to R are denoted by h∗

BS
 and h∗

BR
. Moreover, it is

assumed that noise is complex additive white Gaussian noise at each node with variance
σ2 and mean zero and there is no self interference. Further, the relay is uses both full
and half duplex operation [8] in this proposed system.

Fig. 1. Proposed secrecy relay network with one eavesdropper employing EH.

2.1 Energy Harvesting Scheme

In this proposed system, the nodes, Source (S) and Relay (R) are harvesting energy from
beacon (B) and later this energy is utilized for the transmission of signals from S-R and
R-D. For the high throughput, the time switching based EH technique is used. Figure 2
shows this protocol.
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Fig. 2. Time switching based protocol [7].

Energy harvested at S and R, respectively is [9]

ES = 𝜂PB𝛼T
|||h

∗

BS

|||
2

(1)

ER = 𝜂PB𝛼T||h
∗

BR
||
2 (2)

Where, the efficiency coefficient of this process is given by 0 < 𝜂 < 1, the power
transmitted by B is represented by PB and 0 < 𝛼 < 1. T denotes the time required for
sending a particular block from S to D. As shown in Fig. 2, both S and R harvest energy
for a duration of 𝛼T . The power transmitted by S and R used in this proposed system are
given by [9]

PS =

2𝜂PB

|||h
∗

BS

|||
2
𝛼

1 − 𝛼

(3)

PR =
2𝜂PB

||h
∗

BR
||
2
𝛼

1 − 𝛼
(4)

2.1.1 Decode-and-Forward
It involves two steps. In the first one, as shown in Fig. 3, the source transmits the x(n)
signal to the relay, and at the same time, the relay transmits the jamming signal q(2n)
to the eavesdropper. In the time slot 2n, the received signals at R and E are represented
as [10]

yR(2n) =
√

PSh∗

SR
x(n) + nR(2n) (5)

yE(2n) =
√

PSh∗

SE
x(n) +

√
PRJh∗

RE
q(2n) + nE(2n) (6)

where, the power of jamming signal of R is denoted by PRJ and the additive white Gaus‐
sian noises at R and E are represented by nR (2n) and nE (2n), respectively.

As shown in the Fig. 4, in the next time slot, the relay only transmits the previously
decoded signal to the legitimate destination and stops receiving any signal. At this
instant, the source sends the jamming signal to the eavesdropper E. The received signals
at E and D in the time slot (2n + 1) are represented as [10]
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yE(2n + 1) =
√

PRh∗

RE
x(n) +

√
PSJh∗

SE
q(2n + 1) + nE(2n + 1) (7)

yD(2n + 1) =
√

PRh∗

RD
x(n) + nD(2n + 1) (8)

where, the power of the jamming signal of S is represented by PSJ and the AWGN at D
is given by nD(2n + 1).

Fig. 3. Illustration of the signals transmitted in
the 2nth time slot.

Fig. 4. Illustration of the signals transmitted in
the (2n + 1)th time slot.

2.1.2 Amplify-and-Forward
It also involves two steps, similar to DF technique. The first step is same as that of the
DF scheme as shown in Fig. 3. In the 2nth time slot, the signals received at R and E are
given by (5) and (6).

In the next time slot, the relay amplifies the signal received by the source and
forwards its amplified version to the destination. As shown in Fig. 4, at this instant, the
jamming signal is sent by the source to the eavesdropper. Hence, in the (2n + 1)th time
slot, the signals received at D and E can be given as [11]

yD(2n + 1) = G
√

PSh∗

RD
yR(2n) + nD(2n + 1) (9)

yE(2n + 1) = G
√

PSh∗

RE
yR(2n) +

√
PSJh∗

SE
q(2n + 1) + nE(2n + 1) (10)

where, G =
1

√
PS
||hSR

||
2
+ No

 is the scaling factor [11] and the variance of noise is given

by No.

3 Achievable Secrecy Rate

3.1 DF Scheme

The rates at D and E using (5) and (6) can be represented as [10]

Rd =
1
2

log2(1 + PR𝛼RD) (11)
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Re =
1
2

log2

(
1 +

PS𝛼SE

1 + PRJ𝛼RE

+
PR𝛼RE

1 + PSJ𝛼SE

)
(12)

where, 𝛼RD =

||hRD
||
2

𝜎2
, 𝛼SE =

||hSE
||
2

𝜎2
 and 𝛼RE =

||hRE
||
2

𝜎2
. It is possible to calculate the

achievable secrecy rate as RS = max
{

Rd − Re, 0
}
 using (11) and (12), where

Rd − Re =
1
2

log2

⎛
⎜
⎜
⎜
⎜
⎝

1 + PR𝛼RD

1 +
PS𝛼SE

1 + PRJ𝛼RE

+
PR𝛼RE

1 + PSJ𝛼SE

⎞
⎟
⎟
⎟
⎟
⎠

. (13)

3.2 AF Scheme

The rates at D and E using (5) and (7) are given as [10]

Rd =
1
2

log2(1 + G2PS𝛼RD) (14)

Re =
1
2

log2

(
1 +

PS𝛼SE

1 + PRJ𝛼RE

+
G2PS𝛼RE

1 + PSJ𝛼SE

)
. (15)

The secrecy rate that can be achieved is represented as RS = max
{

Rd − Re, 0
}
, where

Rd − Re =
1
2

log2

⎛
⎜
⎜
⎜
⎜
⎝

1 + G2PS𝛼RD

1 +
PS𝛼SE

1 + PRJ𝛼RE

+
G2PS𝛼RE

1 + PSJ𝛼SE

⎞
⎟
⎟
⎟
⎟
⎠

. (16)

4 Numerical Results

This section shows numerical results for investigating secrecy performance of the
proposed system employing EH for both DF and AF cooperative schemes. The source
S, relay R and destination D are assumed to be present in a line [2] as shown in Fig. 5.
Moreover, dSR, dRD,dRE, dBS and dBR represent the distance between nodes S and R,
between R and D, between R and E, between B and S and between B and R. The distance

between S and E can be given as dSE =

√
d2

SR
+ d2

RE
, respectively. The channel between

any two nodes is the line-of-sight (LOS) channel model d
−

c

2 ej𝜃, where the distance
between the nodes is given by d, θ denotes the random phase which is uniformly distrib‐
uted within [0, 2𝜋), and c = 3.5 represents the path loss exponent [2].
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Fig. 5. Illustration of the proposed EH simulation model.

It is assumed that the transmit power of the beacon is PB = 37.78 dBm and the noise
power = −70 dBm. Further, it is assumed that dBS = dBR = 14 m. Moreover, 𝛼 = 0.999
and η = 1.

Figures 6 and 7 shows the secrecy rates of DF and AF relay as a function of relay-
eavesdropper distance, dRE when, dSR = 25 m, dRD = 30 m in the proposed system
employing EH and in the conventional system without EH. As dRE increases, the E gets
shifted away from the line joining S, R and D and the secrecy rate increases for both AF
and DF relay, indicating that the transmission of data to destination becomes more secure
as the eavesdropper moves away from the line.
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Fig. 6. Secrecy rate versus dRE when
dSR = 25 m, dRD = 30 m, dBS = 14 m and
dBR = 14 m in proposed system employing EH.

Fig. 7. Secrecy rate versus dRE when
dSR = 25 m, dRD = 30 m in the conventional
system without EH.

Figures 8 and 9 depicts the secrecy rate as a function of relay-destination distance
dRD when dSR = 25 m, dRE = 30 m in the proposed system employing EH and in the
conventional system without EH for both AF and DF scheme. As D moves away from
R, secrecy rate decreases in both the schemes, indicating that the transmission of data
to destination becomes less secure, as the distance between the destination and the relay
increases.
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Fig. 8. Secrecy rate versus dRD when
dSR = 25 m, dRE = 30 m, dBS = 14 m and
dBR = 14 m in proposed system employing EH.

Fig. 9. Secrecy rate versus dRD when
dSR = 25 m, dRE = 30 m in the conventional
system without EH.

Figure 10 shows the secrecy rate versus path loss for both AF and DF scheme when
dSR = 25 m, dRE = 30 m, dRD = 30 m and dBS = dBR = 14 m in the proposed system. As
the path loss exponent increases, the channel becomes worse and secrecy rate decreases
for both cooperative schemes, indicating that the transmission of information becomes
less secure, as the channel degrades.
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Fig. 10. Secrecy rate versus path loss exponent when dSR = 25 m, dRE = 30 m, dRD = 30 m,
dBS = 14 m and dBR = 14 m in proposed system employing EH.

5 Conclusion

In this paper, a single hop wireless relaying system, employing EH is proposed where
both source and relay obtain energy from a power beacon using time switching energy
harvesting technique. The secrecy performance of the proposed system is investigated
for both AF and DF cooperative schemes. The proposed system with EH technique
provides improvement in secrecy rate, energy efficiency and power consumption, as in
the proposed system, nodes are powered up with EH technique, instead of using

Physical Layer Security with Energy Harvesting 255



individual batteries. The secrecy rate of the proposed system with EH is higher than that
of the conventional system by 8.89% for AF relay and by 9.83% for DF relay at a distance
of 70 m between the relay and the eavesdropper. Also, it is shown by the resulting
analysis that the AF scheme outperforms DF scheme in terms of secrecy rate in both
proposed system with EH and in the conventional system without EH.

References

1. Wyner, A.D.: The wire-tap channel. Bell Syst. Tech. J. 54(8), 1355–1387 (1955)
2. Dong, L., Han, Z., Petropulu, A.P., Poor, H.V.: Improving wireless physical layer security

via cooperating relays. IEEE Trans. Sig. Process. 58(3), 1875–1888 (2010)
3. Zhang, R., Ho, C.K.: MIMO broadcasting for simulations wireless information and power

transfer. IEEE Trans. Wirel. Commun. 12(5), 1989–2001 (2013)
4. Yuen, C., Elkashlan, M., Qian, Y., Duong, T.Q., Shu, L., Schmidt, F.: Energy harvesting

communications: Part 1 [Guest Editorial]. IEEE Commun. Mag. 53(4), 68–69 (2015)
5. Yuen, C., Elkashlan, M., Qian, Y., Duong, T.Q., Shu, L., Schmidt, F.: Energy harvesting

communications: Part 2 [Guest Editorial]. IEEE Commun. Mag. 53(6), 54–55 (2015)
6. Yuen, C., Elkashlan, M., Qian, Y., Duong, T.Q., Shu, L., Schmidt, F.: Energy harvesting

communications: Part 3 [Guest Editorial]. IEEE Commun. Mag. 53(8), 90–91 (2015)
7. Nasir, A.A., Zhou, X., Durrani, S., Kennedy, R.A.: Relaying protocols for wireless energy

harvesting and information processing. IEEE Trans. Wirel. Commun. 12(7), 3622–3636
(2013)

8. Chen, G., Gong, Y., Xiao, P., Chambers, J.A.: Physical layer network security in the full-
duplex relay system. IEEE Trans. Inf. Forensics Secur. 10(3), 574–583 (2015)

9. Ngyuyen, N.P., Duong, T.Q., Ngo, H.Q., Hadzi-Velkov, Z., Shu, L.: Secure 5G wireless
communications: a joint relay selection and wireless power transfer approach. IEEE Access
4, 3349–3359 (2016)

10. Lee, J.-H.: Full-duplex relay for enhancing physical layer security in multi-hop relaying
systems. IEEE Commun. Lett. 19(4), 525–528 (2015)

11. Kumar, N., Bhatia, V.: Performance analysis of amplify-and-forward cooperative networks
with best-relay selection over Weibull fading channels. Wirel. Pers. Commun. 85, 641–653
(2015). Springer

256 P. Jindal and R. Sinha



A System Design for the Measurement and Evaluation
of the Communications Security Domain in ISO

27001:2013 Using an Ontology

Pongsak Sirisom1, Janjira Payakpate1(✉), and Winai Wongthai1,2

1 Department of Computer Science and Information Technology, Faculty of Science,
Naresuan University, Phitsanulok, Thailand

pongsaks58@email.nu.ac.th, {janjirap,winaiw}@nu.ac.th
2 Research Center for Academic Excellence in Nonlinear Analysis and Optimization,

Faculty of Science, Naresuan University, Phitsanulok, Thailand

Abstract. This paper presents a system design using the design and linking
semantic technology of ontologies by mapping the structure base and finding
identical meanings of each text. The Wu and Palmer method and WordNet data‐
base were used for this purpose. The accuracy of the results of the concept are
measured by using Recall, Precision, and F-Measure. Then, the proposed
designed can be used to developed tools to qualify the security system for
communications security domain under the standards of information security
management for ISO 27001:2013. However, the cost of certification to organi‐
sations to meet international standards is considerable. Our intention was to
demonstrate the ontology-based concept for organisations to be able to reduce
their certification costs by waiving the requirement for an external consultant to
evaluate their standards and policies.

Keywords: ISO 27001:2013 · Ontology mapping · Similarity comparison on
ontology

1 Introduction

Information Security Management System: ISMS (ISO 27001) [1] is an international
standard for information security management which emphasizes various requirements
for avoiding any harmful threats to the data in an organisation’s management system.
The ISO 27001 standard recommends the creation of an organisational emergency
response plan or security plan to reduce losses and maintaining business continuity in
the face of such threats to the data and operations of the organisation. This standard has
been adopted in many countries including Thailand [2, 3] where both corporations and
government units have deployed this standard. A process to obtain certification of
standards is often required, which then implies or necessitates the hiring of consultants
for evaluating the company’s policy. This means a financial burden particularly for small
to medium sized enterprises. A significant problem in this context is to ensure that all
recommendations of the standard have been addressed in the emergency response plan,
and this can be easily and cheaply verified. To achieve this, we suggest the development
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of an appropriate taxonomy which maps the plan and enables the comparison against
the standard to ensure completeness.

New technology is being continually developed to enable the development of taxon‐
omies for various subject matter areas. This has allowed many researchers to apply the
concept of an ontology [5] to the problem of text matching. The ontology technique has
been developed for semantic web searching and can be used map the semantics of docu‐
ments, thus enabling a comparison between documents. It has been used as a tool to
measure and evaluate the security operations for data communications in companies,
and we have identified the concept as being applicable for the assessment of compliance
with the standards published, as text, in the ISO 27001 Standard.

Research Gaps: In recent works [8–11], approaches and methods for measuring and
evaluating data communications security, with analysis of ISO 27001, has been
discussed. These approaches included an ontology approach and a neural network
approach, limited however to mapping the ISO 27001 standards. However, only [12]
has addressed the issue of comparing the ISO 27001 standard against another set of
standards to identify and evaluate the similarity or congruence of the two standards. Our
analysis of these studies suggests that the approaches developed have not used semantic
analysis and structural analysis and are therefore, in our view, not sufficiently flexible
to be able to fully and concisely measure the congruence of two sets of standards, in
particular, a proprietary security plan assessed against the ISO 27001 standard. This is
the particular ‘research gap’ that our study has addressed.

Summary of Contribution: Organisations must always be concerned about information
security management standards [2, 3]. However, the cost of compliance with ISO inter‐
national standards are significant and place a financial burden of smaller organisations
[9–11] especially when independent consultants are contracted. In our study, we have
developed the concept and use of an ontology to enable organisations to assess the
completeness of their data and communications security plans, in accordance with the
ISO 27001 standards, and, importantly to enable automatic assessment of the level of
compliance with that standard, for the purpose of becoming certified. This approach will
clearly provide a considerable cost benefit for the organisation by removing the need
for hiring external consultants to evaluate the proprietary standards for its content and
level of compliance. Our ontology based approach enables a semantic and structural
analysis and mapping of a constructed ontology of a proprietary plan and a similarly
constructed ontology of the ISO 27001 standard.

2 Related Work

The theoretical and practical basis of our study acknowledges prior work, but also
identifies what we consider to be a more versatile approach. Below we identify and
discuss these prior publications and the principle frameworks and architectures that have
been discussed previously.
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2.1 Related Theories

Five important concepts applicable to our work include:

2.1.1 ISO27001
[1] is the international standard for information security management, published by the
International Organisation for Standardization (ISO) and the International Electro Tech‐
nical Commission (IEC). For our purposes, we will refer only to the ISO 27001 nomen‐
calture. The model includes fourteen major rules for security management, twenty-five
control objectives, and one hundred and fourteen measurement controls. This research
accords to latest release of ISO 27001:2013.

2.1.2 Ontology
[4] is an approach to describing knowledge, to define the boundaries of the knowledge
domain (often referred to in systems development as The Universe of Discourse), the
knowledge structures of interest, and to enable and identify associations within text, and
which allows interpretation of class correlations, class hierarchies, and class properties.
The ontology concept will be applied in our work to build relationships between classes
in different domains, which, for our purposes means the ISO 27001:2013 and a propri‐
etary set of standards.

2.1.3 Web Ontology Language (OWL)
[5] is a language used to describe an ontology and to define the relationships between
data, rules and assertions in the ontology. OWL allows the representation of classes and
their details and attributes, and the connections between classes.

2.1.4 WordNet
[6] is an English dictionary database containing verbs, adjectives and adverbs. Wherever
appropriate, words are linked as either synonyms or antonyms. Car, for example, has
several words that have the same meaning including automobile, vehicle, wheels, and
so on. The similar meaning for each word are stored in the dataset, which is called synset.
The synset is used to find word pairs of synonyms, antonyms and similar usages.

2.1.5 Simple Protocol and RDF Query Language (SPARQL)
[7] is the standard language for gathering information and showing the result that is
stored in the form of RDF (Resource Description Framework) or OWL. SPARQL is
defined by the RDF Data Access Working Group (DAWG) by the World Wide Web
Consortium (W3C). SPARQL has a language form similar to other query language, such
as SQL, or XQuery.
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2.2 Related Research

Many researchers have developed various methods for assessing their information
security in accordance with the standards of the ISO. Recent work related to our study
is summarized as follows:

[9] designed an artificial neural network to implement the ISO 27001 standard for
risk management. By training the neural network, a comprehensive set of questions
could be answered and deficiencies or unreferenced parts of the standard identified by
internal actors, enabling a small company could perform risk management within an
appropriate budget. However, this method requires a lot of information from experts to
teach the neural network, thus potentially defeating the purpose of using internal
resources and reducing the budget requirements. [10] demonstrated an IT security
framework using ontologies for small and medium enterprises (SMEs). However, this
work was not specifically analyzing compliance with the ISO 27001 standard. [11]
introduced an ontology framework to improve and evaluate any proprietary safety
standard for compliance with ISO 27001.

This framework was applied to the safety standards in ISO 27001, and was used as
a tool to prepare, evaluate, and establish safety policy guidelines in accordance with the
security standard in ISO 27001. The mapping techniques in [11] using tags which can
reduce the flexibility of attribute matching for example when users input words which
may be misspelled. In [12] an ontology was constructed which encapsulated the policies
from ISO 27001 and a German IT-security plan of an organisation. The construed
ontology is used to build a tool. The tool can give security levels from 0–3 indicating
lowest to highest security levels. However, these levels are not suitable in some situa‐
tions. For example, level of 2.994 should be almost the highest security level, but
somehow it is not, as stated by the author of [12].

Notwithstanding the volume of prior research on the subject of ISO 27001, and
proprietary standards, and methods for evaluating the compliance of the latter to the
former, each prior study has limitations, as indicated in each discussion above. It is these
various limitations that we have attempted to overcome by using an ontology based
approach for comparison between standards statements, and the level of compliance,
one to the other. In general, we are addressing the efficiency and effectiveness of the
ontology based approach for this purpose.

3 The Proposed Design

This section represents the workflow of the proposed concept, architecture design, and
context similarity comparison on ontology.

3.1 A Workflow of the Proposed Concept

A workflow, using an ontology based approach, for measuring and evaluating a propri‐
etary set of standards for communication security for the level of compliance and
conformity to the international standard of Information Security Management ISO
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27001:2013. Semantic network concepts and ontology mapping will be applied to
achieve the system purpose. The proposed system is illustrated in Fig. 1.

Fig. 1. The workflow of the proposed concept

The development process comprised four steps:
Step 1: Building the knowledge base of the stated objectives of the ISO

27001:2013, and all of the details of that standard of communications security
domain (show in Fig. 1A). A conceptual model of an ontology of this knowledge
base, including the classes, objects, attributes, constraints and rules to be included
in the ontology, was developed. This was guided by expert opinion and perspective
(Fig. 1B). Step 2: Creation of the Ontology, implementing the knowledge based
decided upon in Step 1. Step 3: Ontology mapping, a model was developed to assess
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the level of compliance between ontologies of a proprietary set of standards (show
in Fig. 1C) and of the ISO 27001:2013 standard by assessing content similarity in the
two ontologies. This will produce results (show in Fig. 1D). Step 4: System evalu‐
ating, the acceptance of results will be yielded by comparing between the results from
a new system (show in Fig. 1D) and the evaluation results (show in Fig. 1E) from ISO
specialists (show in Fig. 1B) for ISO 27001:2013. If the results of the new system
are acceptable, the system findings can be summarized effectively (show in Fig. 1F).
On the other hand, if the results are not acceptable, the ontology of ISO 27001:2013
should be improved and tested again. Therefore, the process has to be returned to
Step 2.

3.2 Architecture Design

To create an architecture design of ontology mapping in Step 3 in Fig. 1, there are four
steps: data importing, data converting, associating and presentation of results. The
conceptual design for each step of the ontology mapping architecture is shown in Fig. 2.
First, the text relating to topics in the standards (Communication Security standards from
ISO 27001:2013 and the organisation’s security policy document) is imported as data
(circle number 1 of Fig. 2).

Fig. 2. Architecture design

Second, the imported text is converted into ontology structures (circle number 2 of
Fig. 2). This conversion results are OWL files [5]. Third, mapping of associations is
done according to the rules stated in the ontology (circle number 3 of Fig. 2). The Wu
and Palmer method (see more detail in Sect. 3.3) is used for seeking identical meanings
of words. Lastly, the results are presented (circle number 4 of Fig. 2) after the mapping
between the two OWL files with WordNet database.
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The most important aspect of the architecture design is the ontology mapping in step
3 (circle number 3 of Fig. 2). This step will show whether or not the mapping system in
this step works properly. This is presented in detail in Sect. 3.3.

3.3 Context Similarity Comparison on Ontology

There are two steps in this comparison: finding two ontology structures similarity and
finding words similarity in these two structures.

First, ontology mapping is a methodology to find similarities between classes in the
separate ontologies and class attributes. The mapping can be conducted in several ways
[13] such as structure base, syntax base, instance base, and constraint base. In this work,
the structure base will be applied since the base can consider as the hierarchical structure
within the ontology including classes, subclasses, attributes, and relationships. The
results of a comparison between two hierarchical structures of the ontologies will be
used as a conclusion whether two structures are identical or not. Second, only when two
structures are identical, way to find words similarity in sentences of policies between
the two ontologies is by selecting a word from both ontologies and comparing them.
Here, the Wu and Palmer method [14, 15] will be used to find the similarity from the
WordNet [8] database by considering the depth of the synset for the two words within
the structure of a taxonomy. Depth is defined as the number of layers from the concept
(in this case a word) of the root in the hierarchical structure of the WordNet. LCS stands
for Least Common Subsumer which refers to the distance between two concepts (in this
case the two words) in the synset. The similarity value (Simwup) can be calculated as

Simwup =
2 × depth(LCS)

depth(concept1) + depth(concept2) (1)

The value of Simwup must be between zero and one where zero means no similarity,
and if the value of Simwup is 1 there is complete equivalence; the two concepts, here
words, mean exactly the same thing; they are exact synonyms. This is not a binary
measure, and measures the degree of similarity.

After the workflow (in Fig. 1) and process mapping ontology (circle number 3 of
Fig. 2) have been designed, the validation of the system must be evaluated. The method
of evaluation is shown in Sect. 4.

4 Model Validation

In the third step in Sect. 3.2, mapping of associations is done according to the rules stated in
the ontology (circle number 3 of Fig. 2). We need to validate the ontology mapping process
(see the box inside the circle) using F-Measure approach. [16] also applies the approach
with the Wu and Palmer method for validation of similarity of texts. Thus, this paper uses
this approach.

A is 1 when the ontology mapping process yields that two texts are a synonym and
expert mapping process also yields that the same result as the mapping process. B is 1 when
the ontology mapping process yields that two texts are not a synonym but expert mapping

A System Design for the Measurement and Evaluation 263



process yields that two texts are a synonym. C is 1 when the ontology mapping process
yields that two texts are a synonym but expert mapping process yields that two texts are not
a synonym.

To measure the accuracy, values of Recall, Precisions and F-measure [16] will be calcu‐
lated by using Eqs. (2), (3), and (4) respectively.

Recall =
A

A + B
× 100% (2)

Precisions =
A

A + C
× 100% (3)

F-measure = 2
(

Precision × Recall

Precision + Recall

)
(4)

The expectation is that the accuracy of the final result from Eq. 4 is at least 70% and from
Eqs. 3 and 4 are at least 80%. This expectation is based on the approach as discussed in [16].

5 Conclusion

Our proposed concept to comparing the content of two separate texts, in this case the ISO
27001 version 2013 standard and a proprietary standard published in-house, was to
construct and populate an ontology for each.

Using used semantic analysis and structural analysis to map the two ontologies to iden‐
tify similarities in the texts, done according to the recommended approach of Wu and
Palmer method and with access to the WordNet database, we proposed concept that should
be able to measure the degree of consistency and agreement between the texts. The proposed
concept will validate the ontology mapping process using F-Measure approach. The
approach also needs to produce at least 70% of the accuracy of the process.

Using our concept, small to medium organisations seeking certification of their adher‐
ence to the international standard can demonstrate the level of that adherence without the
need for substantial expenditures, which has been a significant problem standing in the way
of many organisations seeking certification of compliance with the international standards.

Acknowledgement. Many thanks to Mr. Roy Morien and Mr. Kevin Roebl of the Naresuan
University Language Center for his editing assistance and advice on English expression in this
document.
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Abstract. A key derivation function is a function that generate one
or more arbitrary length of cryptographic keys from a private string
together with some public information. The generated cryptographic
key(s) from this key derivation function proposals are generally indistin-
guishable from random binary strings of the same length based on formal
mathematically proof. To date, there are designed of key derivation func-
tion proposals using cryptographic primitives such as hash functions,
block ciphers and stream ciphers. However, there are limited security
analysis of side channel attacks for the key derivation function propos-
als. This paper is to investigate the timing side channel attacks towards
these three types of cryptographic primitives based key derivation func-
tion. Key derivation functions based on stream ciphers and block ciphers
are input-dependent execution, the experiment results have shown that
both key derivation functions proposals are vulnerable against timing
side channel.

Keywords: Key derivation function · Timing side channel attack · Hash
function · Block cipher · Stream cipher

1 Introduction

A key derivation function (KDF) is a fundamental component of many crypto-
graphic systems. The KDFs are used to generate one or more arbitrary length
of cryptographic keys. These cryptographic keys are used with a cryptographic
algorithm for protecting electronic data during transmission over insecure chan-
nels. The KDFs take the private string together with some optional public strings
as inputs in order to generate these cryptographic keys. The private string can be
a password, Diffie-Hellman (DH) shared secret or non-uniformly random source
material [8,12,14]. The public strings can be random salt value and/or context
information. Note that the private strings cannot be used directly as encryption
keys, as these private strings are not properly distributed. The derived crypto-
graphic keys are required indistinguishable from random binary strings of the
same length [5,11].

Single phase and two-phase are the design’s for KDFs. The inputs to single
phase KDF are private string and/or public strings. The latest design is two-
phases key derivation functions consist of extractor and expander. The inputs
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 31
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for extractor are the private string combine with a random salt value. The inputs
for expander are the output from the extractor with context informationn. The
two-phase KDF proposals consisting of an extractor and an expander are the
current preferable design trends as it can be designed and analysed separately.

To date, there are KDF proposals are composed by using hash functions
[4,12], block ciphers [4] and stream ciphers [5]. Hash functions and block cipher
based MACs transform a variable-size input into a fixed-length output, modi-
fication for both ciphers are required to follow properties of KDF which is the
generation of arbitrary length of cryptographic keys. Generally, the approach is
to produce multiple output blocks until the required length has been obtained
and to discard any bits in excess of the required length. The keystream generator
for a stream cipher is designed to take two inputs: a short secret key and some
public information, and produce a output sequence of arbitrary length. A mod-
ification for keystream generator for a stream cipher is carried out to transform
a variable-size input as for KDF to generate arbitrary length of cryptographic
keys.

Side channel attacks are attack that target on the observation of the cryp-
tographic’s implementation for obtaining useful information in order to discover
the secret of cryptographic algorithms. The physical observables that come from
the investigation of an adversary may result in the information useful during
cryptanalysis. This useful information is known as side channel information.
Power consumption, timing analysis, and electromagnetic radiation are exam-
ples of side channel information. This research project is focusing on timing side
channel attack on KDFs. The goal of this research project is to investigate by
applying the timing side channel attack on KDFs, which types of information
that the adversary can be extracted from the experiments.

2 Related Works

2.1 KDFs Based on Steam Ciphers

The stream cipher based KDF (SCKDF) is a two-phase model where both the
extractor and the expander are based on ideal pseudorandom keystream genera-
tors [5]. The pseudorandom keystream generator takes two inputs: a key and an
initial vector (IV). In SCKDF, the pair of inputs to the pseudorandom keystream
generator (key, IV) are replaced with the input pair (p, s). If s is not null, the pri-
vate string p is divided into blocks which same length with key, else p is divided
into blocks with the total length of key and the lenght of IV. The pseudorandom
keystream generator executes entire blocks of p and generates an intermediate
string, namely PRK . The length of PRK is same with the length of the key.
The PRK is the input to the extractor phase together with c. If the length of
c is greater than the length of pseudorangom keystream generator IV, then c is
divided into the blocks same length of IV. The pseudoranom keystream generator
executes entire blocks of c then generates the n bits length of cryptographic key.
Noted that the pseudorandom keystream generator for extractor and expander
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can be same type pseudorandom keystream generators as well as combination
two different pseudorandom keystream generators.

2.2 KDFs Based on Hash Functions

Krawczyk proposed a KDF using HMAC-SHA families (HKDF) [11]. The pro-
posed KDF is two-phase KDF which consists of a computational extractor
and a pseudorandom expander. The extractor function is Extp(s) : F ((s ⊕
opad)‖F ((s ⊕ ipad)||p)), where F denotes a hash function. The output for this
phase (PRK ) is based on the length of hash digest. The s is proposed has the
same length as the hash digest of F , we denoted it as fl. If sl < fl or sl > fl,
s is hashed to have sl = fl. The expander phase of the HKDF functions is
ExpPRK (c, n) : K(1) ⇐ F (PRK ⊕ opad)‖F ((PRK ⊕ ipad)||c||0) and F is the
hash function. If kl < fl or kl > fl, s is hashed to have kl = fl. This scenario
can be happened when two different types of hash function are used to construct
the extractor and the expander. For example, SHA256 is used to construct the
extractor and SHA512 is used to build the expander. The output length for the
expander phase is fl. If n > fl, second or more iterations are necessary until the
required length has been obtained, for example fl ≥ n. The extractor function is
as below: K(i+ 1) ⇐ F ((PRK ⊕ opad)‖F ((PRK ⊕ ipad)||K(i)||c||i)), 1 ≤ i < t,
where t = � n

fl�. The cryptographic key is the concatenation string such that
K(1)||K(2)|| . . . ||K(t − 1). The first n bits are used as the cryotographic key
and the remaining bits are discarded.

2.3 KDFs Based on Block Ciphers

AES-CMAC based KDF is a two phase KDF [15]. CMAC is a keyed hash func-
tion that is based on a symmetric key block cipher, such as AES [17]. The AES
block cipher supports key sizes of 128, 192 and 256 bit. The output size for AES
is 128 bits. The AES-CMAC based extractor can be either AES-128, 192 or 256,
but the expansion is fixed to use AES-128 as recommended by the authors.

The extractor function for AES-CMAC is PRK i = Fs(PRK i−1 ⊕ pi), where
F is AES (128 or 192 or 256), 1 ≤ i ≤ t, t = � pl

128� and PRK 0 = 0128. In the
extractor phase, p is divided into 128 bits per block, together with key (s) as
the input to the AES. Output from the block processed is XORed with the next
input block together with the key and processed by using AES. The process is
continuing until the last block of input. There is slightly different operation for
processing the last block of the p. If the last block is a padding block, then the
subkey is K2 else the subkey is K1, such that pt = pt ⊕ Kb, b ∈ {1, 2}. The
output from this extraction phase is 128 bit and we denoted it as PRK .

The inputs to the expander is PRK and c. The block ciphers that are used
to build this expander are AES-128. PRK is used as the key to AES as well
as subkey generation, K1 and K2. The extractor function is as below: K(i) ⇐
FPRK (Ki−1 ⊕ ci) where F is AES-128, 1 ≤ i ≤ t, t = � cl

128� and K(0) = 0128.
The c is divided into 128 bits equally size of block. Each block is processed
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sequentially by using AES and PRK as the key. Again, if the last block of c is
padding block, it will XOR with subkey K2 else the last block is XORed with
subkey K1, such that ct = ct ⊕ Kb, b ∈ {1, 2}. Once i = t, the function output
128 bit of string. If the system requires 150 bits on cryptography key. This mean
the output n is greater than 128 bit, another iteration with the same PRK is
used to produce the next 128 bit. As a result, the expander produces 256 bit but
the system only takes 150 bits and the remaining bits are discraded.

2.4 Side Channel Attack

A side channel attack is an attack that use side channel information in order
to retrieve secret data from a cryptosystem [7]. Side channel attacks aim to
completely bypass the mathematical security of a cryptographic system, but
focusing on observing the side-effects of the cryptosystem’s implementation. The
side-effect that disclose from the implementation of cryptosystem may expose
some correlation with internal secret parameters. There are three major types
of side channel attacks namely power analysis attack [9], timing attack [2,10]
and electromagnetic attack [13]. For power analysis attack, one analyses the
relationship between the power consumption and the instructions that executed
by a processor. Besides that, the relationship between the data in which the
processor operate and the power consumption is exploits. For timing attack,
timing attack focus on the correlation between the data that the algorithms
operate and the time taken to perform an operation in order to recover the
secret parameters. For the electromagnetic attack, electromagnetic attack can
be performed by measuring the emitted electromagnetic radiation from device
use and then analyse the signal produce. The method and techniques use by
electromagnetic attack in order to exploit some information are quite similar to
power attack. In next section, all three types of side channel attacks are explained
in details.

Timing Attack. Timing attack enable the attacker to reveal the vulnerabil-
ities of the cryptosystem by analyse the amount of time required to execute
cryptographic algorithms. This is because, the amount of time taken is depend
on the type of input. Cryptosystem needs slightly different amounts of time to
process different inputs. Performance optimizations, branching and conditional
statements, RAM cache hits and instructions of processor are the factors that
influence the amount of information leakage. Kocher and Paul had showed that
an attacker may be able to find fixed Diffie-Hellman exponents and factor RSA
keys in order to break other cryptosystems by carefully measuring the time taken
required to perform private key operations [10]. OpenSSL is another example
which had been successfully attack by the timing attacks which demonstrated
by Brumley and Boneh [2]. These two example had shown that he main concept
of timing attack is analysing the relationship between the data involved in carry
out the operations and the variations in time execution.
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3 Timing Side Channel Attacks

The timing side channel attacks against the KDFs based on stream ciphers, hash
functions and block ciphers are conducted by measuring the execution time taken
to generate cryptographic keys of length n from p, s and c. The length of p is
between 10 bytes until 128 bytes. For KDFs based on stream ciphers, the length
of s and c are based on the length of IV. Another experiment for KDFs based
on stream ciphers is the s is null and the c is remains same length with IV for
that particular stream ciphers. For KDFs based on hash functions, the length of
s is based on the length of the key (HMAC). For KDFs based on block ciphers,
the length of s is based on the block ciphers key’s length. When the s is null for
KDFs based on hash functions and block ciphers, both will set the s and zero
with the length as the key (see Sect. 2). Therefore, we are not simulate a nul s
for both cases. This experiment is to capture any information that we can get
through the time side channel attacks, so we just discarded the time to generate
the n length of cryptographic key.

We constructed the KDFs based on stream ciphers, hash functions and block
ciphers. The stream ciphers are Trivium [3] and Rabbit [1]. The hash functions
are SHA256 and SHA512. and block cipher used is AES128. All these KDFs
designs described in Sect. 2. The code of the stream ciphers, hash functions
and block ciphers are retreived from [6,16,18] respectively. For each experiment,
measurement were taken 100 times. The execution time was captured using
CLOCK MONOTONIC. The average time (mean) is recorded. All the simula-
tions were performed at a machine with the following specifications: Intel (R)
core (TM) i7-4790 CPU @ 3.60 GHz 3.60 GHz, 8 GB RAM and in 64 bit OS.

4 Result and Discussion

Figures 1 and 2 show the experiment results for KDFs based on stream ciphers.
The stream ciphers are Trivium and Rabbit. Figures 3 and 4 show the experi-
ment results for KDFs based on hash functions. The hash functions are SHA256
and SHA512. Figure 5 presents the experiment result for KDFs based on block
ciphers. The block cipher is the AES.

Fig. 1. Trivium based KDFs. Fig. 2. Rabbit based KDFs.
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Fig. 3. SHA256 based KDFs. Fig. 4. SHA512 based KDFs.

Fig. 5. AES based KDFs.

Looking at the graphs for KDFs based on stream ciphers (Figs. 1 and 2)
for both with salt and without salt execution time, with s execution time is
slower than without s. The difference in the execution time are distinct for
the adversary to observe whether the inputs is either include s or vise versa.
However, for certain cases the adversary may not be able to distinguish whether
the key generation include s or not. Take an example the Rabbit based KDF
when the p size is 30 bytes. The execution time for s and without s are similar.
The reason is the key size (v) and IV size (w) for Rabbit are 16 bytes and 8
bytes respectively, this mean v +w = 24 bytes. The number of looping for both
cases (s and without s) are the same, which is two times loops. For instance,
p is 30 bytes, s is 8 bytes. First round v takes 16 bytes of p, w takes 8 bytes.
The second round v takes the remaining 14 bytes which comes up total 30 bytes
of p. The remaining length of v and w are padded with ‘0’. On the other case,
where s is null and the p is 30 bytes. First round v +w takes 24 bytes of p. The
remaining 6 bytes has to be executed for the second rounds. So, total both cases
have to perform two times loops to completely execute all bytes of p. Once we
may observe for these two figures are the increment for Trivium based KDF is
gradually. While Rabbit based KDF is same when p is between 30 bytes until
60 bytes. One of the reason is because the key size and IV size for Trivium are
same which is 10 bytes each. The Rabbit key size is 16 bytes and IV is 8 bytes.

Next, the total execution time of KDFs based on hash functions, the block
size for SHA256 and SHA512 is 64 bytes and 128 bytes respectively. Hash func-
tions execute the input in fixed block size. In Fig. 3, there turns out two major
execution time for p, that is from 10 bytes until 60 bytes and from 70 bytes until
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128 bytes. The execution time for p between 70 bytes to 128 bytes are double
as SHA256 needs to loop twice to completely execute the p. In Fig. 4, all execu-
tion time for all ranges of p are similar. This is because SHA512 execute fixed
block size which is 128 bytes. More specifically, we can say that KDFs based on
SHA256 and KDFs based on SHA512, the adversary is hard to distinguish the
size of p if the length of p is not multiply of 64 bytes and 128 bytes respectively.

Finally, the graph of AES based KDF (see Fig. 5). One may observe from
this experiment is that the execution time increase when the p length increase
gradually. Since the block size for AES is 16 bytes, the p is divided in 16 bytes per
block, if the size of p increase, then the number blocks are increased. Hence, the
number of interations increase gradually parallel with number blocks produced
by dividing p into blocks.

In conclusion, the KDFs based on stream ciphers and the KDFs based on
block ciphers which designs are input length dependent execution allow the
adversary to gain side information about KDFs which is the length of p. This
timing side channel attacks can be exploited by the adversary to recover the
length of p thereby providing a significant advantage over a traditional brute-
force attack towards p. However, the attacks does not leak any information about
the p as the KDFs are design not to contents dependency. Hence, to retrieve the
information of p, the adversary requires to attack the cryptographic primitives
that are used to build the KDFs.

5 Conclusion

We have simulated timing side channel attacks towards KDFs based on stream
ciphers, block ciphers and hash functions. The results have shown that KDFs
based on stream ciphers and KDFs based on block ciphers are vulnerable to
the timing side channel attacks. For both KDFs based on stream ciphers and
block ciphers, the side information that the adversary may know the length of
p is used to generate the cryptographic key. The additional information that
the adversary can gain from KDFs based on stream ciphers is that whether the
inputs are including the salt or without salt. However, this side channel attacks
are failed to expose the information about p as the KDFs are designed not
contents based dependency.

Nowadays, KDFs have been used in many application. The most common
use of KDFs are to take the passwords together with a salt in order to derive
cryptographic keys. This application is known as the password based KDFs
(PBKDF). The PBKDF mainly use salt and repeated hash computation to carry
out the operation [8]. If the private string is password, once the adversary can
gain the information about the length of p using the timing side channel attacks,
an interesting point is to investigate how fast the adversary is able to recover
the p compare with the traditional brute force attack.
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Abstract. Intelligent vehicle technologies have been developed rapidly in recent
year. Smart vehicles can exchange the essential information, such as the road and
weather conditions, to guarantee the road safety. However, vehicles communicate
with each other or the Road Side Unit (RSU) via wireless channel, which poses
many challenges to fulfill the security requirements. In the data routing process,
attackers can analyze, modify or drop the data packets to reveal the vehicles’
privacy or disturb the normal communication. In this paper, we devise a Security
Aware Fuzzy embedded ACO routing algorithm (SAFACO) in VANETs, which
combines digital signatures with fuzzy logic embedded ACO based routing
protocol. After introducing the main structure of SAFACO, we also provide a
detailed discussion of its security mechanism. The proposed secure communica‐
tion scheme is able to provide the authentication, ensure the data consistency,
preserve the privacy of vehicles, also to detect and isolate malicious vehicles.

Keywords: Security · Fuzzy logic · ACO · VANETs

1 Introduction

1.1 VANETs

Vehicular Ad hoc Networks (VANETs) are special MANETs, which usually consist of
fast moving vehicles and some well-equipped Road Side Units (RSUs). Due to the high
mobility of vehicles, the topology of a VANET is changing frequently. Therefore, the
transmission time of data packets in this kind of networks is strongly limited. However,
vehicles normally move along the roads. Based on observed mobility patterns, their
position could be reasonably predicted.

There are three different types of communications in VANETs: The Vehicle-to-
Vehicle communication (V2 V), the Vehicle-to-Infrastructure communication (V2I) and
the communication between the roadside devices. In order to communicate with the
RSUs, On-Board Units (OBUs) are installed in the vehicles. It is a core element of next
generation intelligent transportation systems (ITS), which aiming to manage vehicle
traffic and assist drivers with safety information etc. VANETs can be distinguished from
other types of ad hoc networks by the following features [1, 2]:
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1. Dynamic and rapidly-changing network topology:
Due to the high speed of vehicles and limited transmission range of vehicles and
RSUs, the topology of the vehicular networks is highly dynamic changing.
According to the 801.11p specification, 1000 m is the maximum wireless transmis‐
sion range of each vehicle [1]. Suppose that if there are two vehicles moving in
opposite directions, the connectivity of the network may change rapidly

2. Predictability of vehicular pathway:
Nowadays, most vehicles are equipped with a Global Positioning System (GPS),
which enables the utilization of current position information for communication.
Vehicular nodes are also usually constrained by pre-built highways, roads and streets
in the map, so the vehicle pathway can be predicted according to the mobility model.
For example, Kinetic Graphs framework [3] can be used to predict and manage the
mobility by modeling a vehicle’s trajectory to make forwarding decision, which
enhances the network performance.

3. Sufficient energy and resources and hard delay constraints:
The vehicle engine offers continuous power for communication devices, which
means rich resources are available in VANETs. GPS and digital map can be used
by the vehicle to obtain location, velocity and direction information. Moreover, due
to the fast moving and limited efficient transmission range, vehicular networks
require a reliable multi-hop scheme to minimize communication delay for active
safety applications.

In recent years, intelligent vehicle technologies have been developed rapidly and
hence modern vehicles are getting much smarter. Vehicles can communicate with not
only infrastructures, such as RSUs, but also with other vehicles. Along one journey, a
vehicle usually needs to communicate with other vehicles or RSUs to get a variety of
essential information, such as traffic and environment monitoring information. There
exist various applications to benefit the drivers in VANETs. Da Cunha et al. have clas‐
sified the common applications in VANETs into following five categories [4]: safety
applications, efficiency applications, comfort applications, interactive entertainments
and urban sensing. One example from the safety applications category is the vehicle
onboard collision avoidance system [5]. In this approach vehicles, which move in the
vicinity of an accident scenario are informed by the vehicle onboard collision avoidance
system. There are also many other costumer oriented comfort applications in VANETs,
which can give the drivers information like the nearest restaurant’s location providing
the user’s favorite, coupons from a nearby market, road charging, city leisure informa‐
tion, tourist information and so on [4]. However, all this data is exchanged via wireless
channel, which poses challenges to fulfill the security requirements. In order to support
these applications, a proper routing protocol is needed for guarantee the secure data
transmission in VANETs. Due to the inherent characteristics of VANETs, the conven‐
tional routing protocols for MANETs are not suitable for this kind of networks. A reliable
and secure routing protocol plays a critical role in ensuring the security of data trans‐
mission in VANETs. For this purpose, routing protocol needs to be designed with
particular consideration to adapt the dynamic changing in VANETs.
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1.2 Ant Colony Optimization

The Ant Colony Optimization (ACO) meta-heuristic is part of the swarm intelligence
field and it is inspired by the foraging behavior of ants in the nature. Biological ants lay
down pheromone on the traveled path to transport information. Once an ant deposits
pheromone along the path, the trail value is reinforced and this might attract more ants
to follow. Thus, the pheromone realizes the indirect information exchange between the
individual ants, such as the shortest path to the food source, as shown in Fig. 1.

Fig. 1. Ant follows the pheromone to find the shorter path.

In ACO, the artificial ants communicate with each other in a way similar to the
biological ants. While exploring the network, the artificial ants mark the nodes they have
passed with an artificial pheromone. For choosing the next hop, they are usually attracted
by the node with the highest pheromone value. In general, there are two basic artificial
ants: Forward ANTs (FANTs) and Backward ANTs (BANTs). FANTs discover a path
to a randomly chosen destination node. Once FANTs reach the destination, BANTs are
sent back to the source node following the reverse path. BANTs update the local models
of the network status at each intermediate node. It has been shown that ACO based
routing can be successfully applied to both wired and wireless networks, also to
VANETs [6–9]. ACO routing procedures can take advantages of the vehicle’s position
information to adapt the rapidly dynamic networks.

1.3 Fuzzy Logic

Fuzzy logic has been widely utilized in many areas of our daily life, such as automatic
control, automobile production, academic education, industrial manufacturing and so on. It
represents and manipulates the linguistic information in a natural way via membership
functions and fuzzy rules. In general, fuzzy logic system consists of three sub-components:
fuzzifier, Fuzzy Interface System (FIS) and defuzzifier, as shown in Fig. 2. Fuzzifier calcu‐
lates all input values into fuzzy membership functions. FIS executes all applicable rules in
the rule-base on the output of fuzzier to compute the fuzzy output functions. And then
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defuzzification refers to the way a crisp value is extracted from a fuzzy set as a representa‐
tion value. Fuzzy theory applies well in control decision procedures of VANETs, due to the
uncertainty of nodal mobility, unstable links, and limited resources. It can either improve the
performance or to handle the problem that conventional theory cannot approach success‐
fully because latter relies on a valid and accurate model.

Fig. 2. Fuzzy logic system.

2 Related Work

MAR-DYMO [6] proposed by Correia et al. is the first ant based algorithm that adapted
the Dynamic MANETs On-demand (DYMO) routing protocol to VANETs. The idea of
this paper is to use vehicles’ position and speed to update the pheromone and help making
routing decision that apply well in VANETs. The authors modify the reactive DYMO
protocol by adding the pheromone level, evaporation rate and the predicted lifetime for
each route to the routing table. It also works in multi-path model, the actual route is
chosen based on their pheromone levels. Moreover, it guarantees both link quality and
link stability. MAZACORNET [7] proposed by Rana et al. is the first ACO based routing
algorithm that uses a concept of zones. It subdivides the networks into zones to achieve
scalability and uses proactive approach to find routes within the zones and a reactive
approach between zones. Balaji et al. introduce a hierarchical approach which combines
a clustering architecture with ACO routing procedures in VANETs [8]. ACO based
routing protocols in VANETs are still a hot issue in recent years. They are not only
adapted in V2 V communications, but also associated with devices like Road Side Units
(RSUs). S-AMCQ [9] proposed by Eiza et al. applies ACO algorithm to calculate the
feasible routes which satisfy multiple QoS constraints determined by data traffic types
in VANETs’ communications. It is designed for V2I communications, and the authen‐
tication process applied in the protocol relies on a Certification Authority (CA), which
the local transportation authority or vehicle manufacturer can act as.

3 Attack Model

As aforementioned section, many ACO based routing protocols have been proposed in
VANETs and shown good results. However, few of them have considered the security in the
routing process. Now we want to introduce a scenario in which the attacker can disrupt or
even destroy the normal communications in VANETs.
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We suppose that a vehicle V1 is now in a suburb district S1 in which there are few
RSUs. The driver of vehicle V1 wants to find out where is the nearest restaurant which
provides his favorite food. In order to get this information, V1 has to query either a RSU or
another vehicle which has cached this information in his nearby area. In this area S1, two
roadside units R1 and R2 provide directly the desirous information and vehicle V2 has cached
this information from RSU R2 before. As shown in Fig. 3, all of the three objects are out of
V1’s transmission range. The two roadside units R1 and R2 are both far away from V1.
Vehicle V2 is closer to V1. In this case, V1 will query V2 for the information. In a normal
case, V1 sends out the query packet via vehicle V3 or V5 to V2 based on a particular routing
algorithm which does not consider any security issues. It can possibly receive multiple
paths, such as V1-V3-V4-V2, V1-V5-V6-V2, V1-V7-V8-V9-V2 and so on. However, if vehicle
V4 is an attacker or selfish one, it can launch many different kinds of attacks. For example,
it can impersonate V2 to send back some bogus information, e.g. guide V1 to visit another
restaurant which is far way (attack type 1), or directly modify the information packet
received from V2 to disrupt the ongoing communication (attack type 2), or just evaporate the
data packet to collect privacy related sensitive data from both V1 and V2 (attack type 3), or
simply drop the query packet to save energy (attack type 4).

Fig. 3. An attack model in VANETs.

As introduced above, we consider four different kinds of basic attack models in
VANETs. The first one is known as masquerading attack in which the adversary actively
pretends to be a candidate vehicle to either reply or relay the messages. The second type of
attack harms the data consistency. The third one can disclosure the privacy of vehicles
participant in the communication and the selfish vehicles can strongly affect the function‐
ality of the whole network.
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4 Proposed Idea

Considering a secure and reliable transmission of queried data packets, we propose a
framework to design a security aware ACO based routing protocol for VANETs, which
aims not only to find out the optimal reliable route to transmit the queried data, but also
protect the privacy of the vehicles.

The proposed secure communication system in VANETs focus on protecting the
network against the above mentioned four basic attacks. In order to prevent attack type
1 and 2, digital signatures based authentication mechanism is designed in our proposal.
Anonymous key pairs can preserve the privacy of vehicles. Finally, fuzzy logic algo‐
rithm is applied to detect and isolate the selfish or malicious vehicles in the routing
process. We describe our solution in detail in the following subsections.

4.1 Authentication

As discussed in [10], digital signatures is recommended as a convenient and reliable solu‐
tion for message authentication, hence we choose the Elliptic Curve Cryptography (ECC)
for applying the digital signatures in our proposal. Since VANETs are infrastructural
networks, the public key certificates are issued by a trusted authority, e.g. a RSU. Before
sender vehicle sends out the query message, it signs the message by using its private key and
it also adds his public key certificate which is issued by a Certificate Authority (CA) into the
message. Receiver vehicle can use the CA’s public key to extract the sender vehicle’s public
key from the certificate and then further verify whether the extracted key matches with the
signature in this message. In this way, the authentication of message is complete. The over‐
head caused by the verification can be reduced by selecting the relevant messages and veri‐
fying only the signatures with known public keys.

4.2 Data Consistency

Meanwhile, data consistency can be also guaranteed by the digital signatures. Attackers can
modify the message contents, but can’t create a corresponding signature for the modified
message, because he doesn’t know the private key of message sender. Once a vehicle
receives this message, it can easily verify the signature and recognize the modification.

4.3 Privacy

Anonymous public/private key pairs are applied for protect the privacy of vehicles.
These key pairs allow vehicles to digitally sign messages and hence authenticate them‐
selves to others. Anonymous key pairs are public/private key pairs which are authenti‐
cated by the CA in the network, but they don’t contain information about the actual
vehicle’s identity (i.e. its electronic license plate). Vehicles can possess a set of anony‐
mous public keys to prevent tracking.
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4.4 Detection of Malicious Vehicles

Since vehicles have sufficient power and hardware supports (i.e. On Broad Unit (OBU)
or processors equipped in the vehicle for operating the vehicle’s functionalities) for the
computation, fuzzy logic algorithm adapts well in vehicular networks. Sethi et al. have
proposed a fuzzy embedded ACO based routing protocol in MANETs [11]. However,
the connection between the output value from fuzzy logic system and the pheromone in
ACO routing procedure is not described clearly. We inspired from this idea and propose
a Security Aware Fuzzy embedded ACO based routing protocol (SAFACO) for
VANETs.

In SAFACO, once a vehicle V1 wants to send out query message to V2, V1 first sends
out forward ants to discover the reliable routes between the sender and receiver. As
shown in Fig. 3, V1 sends out ants to its neighboring vehicles V3, V5 and V7. Ants follow
the highest pheromone value on each neighbor vehicle for the next hop as introduced in
Sect. 1.2. After forward ants have reached V2, backward ants are generated and sent
back to V1 following exactly the path made by forward ants, but in the opposite direction.
In a scenario without attackers, V1 receives three reliable routes as demonstrated in
Sect. 3: V1-V3-V4-V2, V1-V5-V6-V2 and V1-V7-V8-V9-V2.

As assumed before, if vehicle 4 is the attacker, then it drops all the received forward
ants sent by V1. However, the selfish behavior can be monitored and affects the phero‐
mone values which are assigned by other vehicles to V4. During the route discovery
phase, ants gathering the information of each intermediate node. We consider all the
observations into the fuzzy system to output a trust value, as shown in Fig. 2. This trust
value represents to what extent is the vehicle trustable. In order to efficiently use pher‐
omone in the ACO routing structure, we observe not only the packet drop rate, but also
many other metrics, such as, the authentication fail rate. Once a message fails to be
authenticated, then the pheromone value of the message sender should be reduced. Other
Quality of Service (QoS) metrics like the link stability, the packet transmission delay,
etc., can be also applied. We consider all the mentioned metrics as the input values for
our fuzzy system. Finally, the output trust value will be integrated into the pheromone
value by applying the following formula:

Ph(new) = [a*Ph(old) + b*T(Fuzzy)]∕2 (1)

Where Ph(new) is the new pheromone value; Ph(old) is the old pheromone value and
0 ≤ Ph(new), Ph(old) ≤ 1; T(Fuzzy) is the trust value output from the fuzzy system and
0 ≤ T(Fuzzy) ≤ 1; a, b are weights and a + b = 1.

Once all the pheromone values assigned to V4 is reduced to under the predefined
threshold value, then V4 will be isolate from the network. In this way, after the detection
of above attacks, normal vehicles will isolate the malicious nodes voluntarily, and select
another route with relative high pheromone value.
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5 Conclusion and Future Work

In this paper we have introduced a novel design for secure communication system
architecture in VANETs. We have proposed a model which combines the digital signa‐
ture authentication mechanism with a fuzzy logic embedded ACO based routing
protocol in VANETs to detect and isolate malicious or anomalous vehicles. We have
explained how the proposed scheme can protect the network from four types of attacks
we introduced. The structure of the proposed fuzzy logic embedded ACO based routing
protocol is also introduced. As future work, we are going to implement the proposed
system in a conventional network simulator, such as NS-3 or QualNet, and test its
performance in means of detection rate, overhead and data transmission delay.
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Abstract. Recently, Wu et al. proposed a secure channel free search-
able encryption (SCF-PEKS) scheme which not only can guard against
keyword guessing and record disclosure attacks but also can provide
much better performance than other related scheme for shareable EMRs.
However, in this paper, we demonstrated that Wu et al.’s SCF-PEKS
scheme has some design flaws and security weaknesses such as (1) it fails
to ensure the properties of message authentication and untraceability,
(2) it fails to prevent the malicious outsider from forging a fake EMR
as the sender, (3) it fails to prevent the privileged cloud insider from
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tioned security flaws in Wu et al.’s scheme may lead to privacy exposure
and the receiver misled the contents of this fake record.
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1 Introduction

In recent years, cloud-based E-health care system has gained increasing atten-
tion because it allows patient to access variety online medical services, such as
telemedicine and utilization of electronic medical records (EMRs). The archi-
tecture of cloud-based E-health care system is shown in Fig. 1. In order to pre-
serve the privacy of EMR, the sender encrypts the EMR and generates a secure
index involving some keywords before uploading it to the cloud server. Then
the authorized receivers can search on the sender’s encrypted EMR by sending
a trapdoor associated with a certain query keyword. If the query keyword is
involved in sender’s index, the receivers are permitted to download the sender’s
encrypted EMR from the cloud server. Recently, many researchers proposed the
public key encryption keyword search method without secure channels [1–6],
referred to as SCF-PEKS. In 2016, Wu et al. [6] proposed an efficient and secure
SCF-PEKS scheme based on pairings and they claimed their proposed scheme
is secure against keyword guessing attacks (IND-KGA). Unfortunately, in this
paper, our analysis show that the scheme in [6] is susceptible to outsider attacks,
privileged-insider attacks, and not achieves IND-KGA.

The remainder of the paper is encryption based searchable encryption orga-
nized as follows. In Sect. 2, we briefly review Wu et al.’s SCF-PEKS scheme. We
further demonstrate two kinds of attacks on Wu et al.’s scheme in Sects. 3 and 4,
respectively. Finally, we conclude this paper in Sect. 5.

Fig. 1. The architecture of cloud-based EMRs system

2 Review of Wu et al.’s SCF-PEKS Scheme

In this section, we review Wu et al.’s secure channel free public key encryp-
tion with keyword search (SCF-PEKS) scheme [6]. Three entities involved in
this scheme: the sender, the receivers and the cloud server. In addition, four
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stages involve in their scheme: Initialization, Data Processing, Search and Record
Retrieval. Wu et al. define eight algorithms used in their scheme and the detail
of each algorithm is described as follows:

- GlobalSetup(λ):
The algorithm takes the security parameter λ as input and outputs the global
parameter gp.

- KeyGen(gp):
The algorithm takes the global parameter gp as input and outputs a public/
secret key pair (pk, sk).

- Enc(gp,M, skS):
The algorithm takes the global parameter gp, an electronic medical record M
and a sender’s secret key skS as input and outputs the encrypted ciphertext C.

- IndexGen(gp, skS ,W):
The algorithm takes the global parameter gp, a sender’s secret key skS and
a keyword set W as input and outputs the secure index I.

- ReKeyGen(gp, skS , pkR):
The algorithm takes the global parameter gp, a sender’s secret key skS and
a receiver’s public key pkR as input and outputs a re-encryption key rk.

- Trapdoor(gp, skR, w′):
The algorithm takes the global parameter gp, a receiver’s secret key skR and
a query keyword w′ as input and outputs the trapdoor Tw′ .

- Search(gp, I, Tw′ , rk):
The algorithm takes the global parameter gp, the index I, the trapdoor Tw′

and a re-encryption key rk as input and outputs 1 if w = w′, otherwise
outputs 0. Note that keyword w is involved in I and query keyword w′ is
involved in Tw′ .

- Dec(gp, C, skR, rk):
The algorithm takes the global parameter gp, a ciphertext C, a receiver’s
secret key skR and a re-encryption key rk as the input and outputs the
electronic medical record M if each input parameter is correct.

2.1 Initialization

In this stage, the cloud server takes the security parameter λ and runs
GlobalSetup(λ) to generate two cyclic groups G1 and G2 with the same prime
order p, having g as a generator of G1. In addition, the cloud server initializes
a bilinear map ê : G1 × G1 → G2, chooses a hash function H : {0, 1}∗ → Zp,
selects a random value skC from Zp as the secret key and computes the corre-
sponding public key pkC = gskC . Finally, the global parameter can be denoted
as gp = {G1,G2, g, p, ê,H, pkC}.

After that, each sender selects a secret value skS from Zp as the secret key and
runs KeyGen(gp) to generate a public/secret key pair (pkS , skS), where pkS =
g1/skS . Similarly, each receiver Ri ∈ R generates his/her secret key skRi

∈ Zp

and the corresponding public key pkRi
= g1/skRi , where R is the receiver set.
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2.2 Data Processing

In this stage, the sender first selects a keyword set W from the electronic med-
ical record M and runs IndexGen(gp, skS ,W) to generate a secure index I. More
precisely, for each keyword w ∈ W, the sender computes τW = pk

skS ·H(w)
C . After

that, the index can be denoted as I = {τw}w∈W . Besides that, in order to pro-
tect the electronic medical record M ∈ G2, the sender runs Enc(gp,M, skS)
to generate the encrypted record C. Thus, the sender chooses a random value
k from Zp and computes C1 = M ⊕ ê(gskS , gk), C2 = gk. After that, the
encrypted record can be denoted as C = {C1, C2}. Moreover, the sender gen-
erates a re-encryption key rkS→Ri

for each receiver Ri ∈ R by running the algo-
rithm ReKeyGen(gp, skS , pkRi

) and computes rkS→Ri
= pkskS

Ri
. Thus, the re-

encryption key set can be denoted as RK = {rkS→Ri
}Ri∈R. Finally, the sender

uploads the secure index I, the encrypted record C and the re-encryption key
set RK to the cloud server.

2.3 Search

In this stage, the receiver Ri needs to generate the trapdoor for a query keyword
w′ by running Trapdoor(gp, skRi

, w′). More precisely, the receiver chooses a ran-

dom value r ∈ Zp and computes T1 = pkr
C , T2 = pk

H(w′)·r·skRi

C . After that, the
trapdoor can be denoted as Tw′ = {T1, T2} and the receiver sends the trapdoor
Tw′ to the cloud server.

After receiving Tw′ from Ri, the cloud server runs Search(gp, I, Tw′ , rkS→Ri
)

to check whether the encrypted record C involves the keyword w′. More precisely,
for each τw in I, the cloud server checks if

ê(τw, T1) = ê(pk
skS ·H(w)
C , pkr

C)

= ê(gH(w)·r·skC , gskS ·skC )

= ê(gH(w)·r·skC , g
skS
skRi

·skRi
·skC )

= ê(gH(w)·r·skC ·skRi , g
skS
skRi

·skC )

= ê(pk
H(w)·r·skRi

C , pkskS ·skC

Ri
)

= ê(T2, rk
skC

S→Ri
). (1)

The Search algorithm outputs 1 only if Eq. (1) holds, which implies w = w′

and the cloud server sends {C, rkS→Ri
} to the receiver Ri. Otherwise, the cloud

server outputs 0 and sends ⊥ to Ri.

2.4 Record Retrieval

After receiving {C, rkS→Ri
} from the cloud server, the receiver runs

Dec(gp, C, skR, rk) to retrieve the record M and the record can be retrieved
as follows:
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M = C1 ⊕ ê(rkS→Ri
, C2)skRi

= M ⊕ ê(gskS , gk) ⊕ ê(gskS/skRi , gk)skRi

= M ⊕ ê(gskS , gk) ⊕ ê(gskS , gk)
= M (2)

3 Outsider Attacks on Wu et al.’s SCF-PEKS Scheme

In this section, we illustrate that Wu et al.’s scheme fails to provide the property
of untraceability. Moreover, their scheme is vulnerable to outsider attack and
record forgery attack. Firstly, we demonstrate that the malicious outsider A
is able to control the public communication channels to utilize the message
eavesdropped and message exchanged between all entities in the EMR system.
More precisely, A may replace or insert a self created message between two
communicating entities. Moreover, the public keys of both the sender and the
receiver are known to A.

3.1 Fails to Provide Message Authentication

In the data processing stage, after receiving {I, C,RK} from the sender, the
cloud server does not check the validation of received messages before storing
them. Assuming an outsider A who alters {I, C,RK} to {IA, CA,RKA} and
sends {IA, CA,RKA} to the cloud server, the cloud server is unable to recog-
nize the alteration. The same weakness also exists in the end of search stage.
Therefore, the message authentication is not provided in Wu et al.’s scheme.

3.2 Fails to Provide Untraceability

In the data processing stage of Wu et al.’s scheme, the sender’s re-encryption
key rkS→Ri

is uploaded to the cloud server via a public channel. Similarly, in
the record retrieval stage of Wu et al.’s scheme, the re-encryption key rkS→Ri

is downloaded to the receiver via a public channel. Thus, the untraceability will
not be ensured if there is a parameter transmitted between the sender and the
receiver containing rkS→Ri

. Thus, Wu et al.’s scheme is failed to ensure untrace-
ability and the outsider A can discover the relation of a connection between the
sender and the receiver as long as the upload and download requests transmitted
over the public channels contains rkS→Ri

.

3.3 Record Forgery Attacks

Continued to the Sects. 3.1 and 3.2, once the outsider A has learned the relation
between the sender and the receiver, A may intentionally forge a fake record M ′

and replace sender’s real record M with outsider’s M ′ during the record retrieval
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Fig. 2. Record forgery attack on Wu et al.’s scheme

stage. For clarity, the details of this weakness are depicted in Fig. 2. The detailed
steps of this attack are described as follows:

1. First, the outsider A forges a fake electronic medical record M ′. Then A
chooses two random values r′ and k′ from Zp and computes rkA→Ri

= pkr′
Ri

=
gr

′/skRi and C ′
1 = M ′ ⊕ ê(gr

′
, gk

′
), C ′

2 = gk
′
. Afterwards, the encrypted M ′

can be denoted as C′ = {C ′
1, C

′
2}.

2. In the search stage, we assume the receiver Ri sends the trapdoor Tw′ to the
cloud server and the outsider A notices there is a download request between
the cloud server and the receiver Ri. If Ri’s Tw′ is valid, the cloud server will
send {C, rkS→Ri

} to the receiver Ri via the public channel. In this moment,
A intercepts {C, rkS→Ri

} and sends {C′, rkA→Ri
} back to Ri. Note that para-

meters C and rkS→Ri
are replaced with C′ and rkA→Ri

, respectively.
3. When receiving the message {C′, rkA→Ri

}, in the record retrieval stage,
Ri will decrypt the ciphertext C′ to retrieve the record M ′ by invoking
Dec(gp, C′, skRi

, rkA→Ri
). Finally, the fake record M ′ will be retrieved as

follows:

M ′ = C ′
1 ⊕ ê(rkA→Ri

, C ′
2)

skRi

= M ′ ⊕ ê(gr
′
, gk

′
) ⊕ ê(gr

′/skRi , gk
′
)skRi

= M ⊕ ê(gr
′
, gk

′
) ⊕ ê(gr

′
, gk

′
)

= M ′ (3)

Therefore, the record forgery attack is successful launched on Wu et al.’s
SCF-PEKS scheme.
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4 Privileged-Insider Attacks on Wu et al.’s SCF-PEKS
Scheme

In Wu et al.’s SCF-PEKS scheme, they claimed that their scheme can guard
against keyword guessing attack and only legitimate receiver can correctly
decrypt the record M . However, we found that Wu et al.’s scheme cannot prevent
the inside keyword guessing attack from a malicious privileged-insider due to the
cloud server has plentiful information to run Enc(gp,M, skS) algorithm. More-
over, the privilege-insider can perform guessing attack to disclosure M without
knowing skRi

. In the following, we demonstrate the details of inside keyword
guessing and record disclosure attacks on Wu et al.’s scheme and the detailed
steps of our proposed attack are depicted in Fig. 3.

1. When receiving the uploaded messages {I, C,RK} from the sender, the priv-
ileged cloud server first selects a guessed keyword w∗ ∈ W. Then the cloud
server computes H(w∗) and its multiplicative inverse element H(w∗)−1 such
that H(w∗) · H(w∗)−1 ≡ 1 mod φ(p), where φ() is Euler phi function.

2. In this step, the privileged cloud server computes gsk
∗
S = τ

sk−1
C ·H(w∗)−1

W and
ê(gsk

∗
S , gk), where τW and gk are collected from sender’s uploaded messages.

3. Afterwards, the privileged cloud server computes M∗ = C1 ⊕ ê(gsk
∗
S , gk). If

M∗ is a plaintext, it indicates the correct guessing of sender’s keyword and the
privileged-insider succeeds to guess the keyword w and disclose the sender’s
record M . Otherwise, it indicates the incorrect guessing of sender’s keyword
and the privileged-insider repeats the above steps until the sender’s keyword
is successfully guessed.

Finally, the privileged cloud insider succeeds to derive the keyword w = w∗

and disclosures the record M = M∗ and Wu et al.’s scheme is vulnerable to
inside keyword guessing and record disclosure attacks.

Fig. 3. The keyword guessing and record disclosure attacks are performed by the priv-
ileged cloud insider
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5 Conclusions

In this paper, we have first reviewed Wu et al.’s SCF-PEKS scheme. Then some
weaknesses on design aspects and security of Wu et al.’s scheme for shareable
EMRs in cloud-based E-health care system have been pointed out. Wu et al.’s
scheme is failure to provide message authentication and untraceability between
the sender and the receiver. Moreover, their scheme is vulnerable to record
forgery, inside keyword guessing and record disclosure attacks and is not eas-
ily reparable. In our future works, we would try to propose an improved version
of their SCF-PEKS scheme and the aforementioned security aspects should be
carefully considered for cloud-based E-health care system.
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Abstract. Leaking personal information on mobile devices is a serious problem.
Work on information leak detection for mobile devices, until now, mostly focus on
action within a single application, while the coordinated action of several applica‐
tions for the malicious purpose is becoming popular. This study proposes a hybrid
approach that combines static and dynamic analysis to detect information leak as a
result of the coordinated action of multiple applications. In this text, we call it inter-
application malware. The analysis takes place in two stages. In the first stage, we use
static analysis to determine the chains of sensitive actions on multiple applications.
The chain of sensitive actions is the sequential user’s actions that may lead to infor‐
mation leakage. In the second stage, we validate whether the chain of sensitive actions
indeed leaks user’s data by using the dynamic analysis. In fact, the applications in
question are forced to execute after the chains of sensitive actions detected in the first
stage. We monitor the sensitive actions to determine which actions make information
leak. In order to do so, we modify the Android Emulator to trigger and monitor any
action of any applications running on it. We have evaluated our tool, namely
eDSDroid, on the famous Toyapps test case. The test result shows the correctness and
effectiveness of our tool.

1 Introduction

Nowadays, Android is the most popular mobile operating system. It is integrated on almost
kinds of mobile devices, e.g. mobile phone, tablet, smartwatch, etc. Unfortunately, the
popularity of Android has made them become the target of malware. According to F-Secure
statistic, the number of new malware on Android accounted for 99% of the mobile oper‐
ating system [11]. That makes the Android security protection has become an urgent
problem. Techniques for malware analysis can be classified into the following categories:

• Static analysis [2, 7, 8, 10, 15] is an analysis approach that focuses to examine the
application without execution.

• Dynamic analysis [9, 12, 17, 18] is an analysis approach in which analyzed applica‐
tion is executed in a sandbox. The captured action is then analyzed to detect malicious
behavior.

© Springer Nature Singapore Pte Ltd. 2017
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• Hybrid of static and dynamic analysis [4, 13, 16] is an analysis approach that
combines the static and dynamic analysis. Static analysis is often used to direct
dynamic analysis. It helps to limit the scope of dynamic analysis.

Each technique has its pros and cons. Static analysis helps to know the detail about
the behaviors of application, but it may not be able to analyze correctly if the application
is obfuscated. Dynamic analysis can identify the abnormal behaviors exactly but it can
not capture all the potential behaviors. Taking advantages from both sides makes hybrid
approach promising. Work on information leak detection for mobile devices, until now,
mostly focus on action within a single application, while the coordinated action of
several applications for the malicious purpose is becoming popular. In fact, there are
two types of the coordinated action of malware:

• Confused deputy attack: the normal application is misused by malware.
• Collusion attack: the malicious applications coordinate their actions with each other.

For example, they can combine their permissions to perform the actions which cannot
be made independently.

To tackle the inter-application information leak, this study proposes a new hybrid of
static and dynamic analysis for information leak detection of inter-application malware
on Android platform. Our approach is deeply inspired from SmartDroid [4] which uses
static analysis to direct the dynamic one. The difference is that our approach aims to
detect information leak by inter-application malware whereas SmartDroid works on a
single application. This study makes the following contributions:

• We propose a new hybrid approach which uses static analysis to direct dynamic
analysis to analyze inter-application malware. Static analysis determines the potential
information leakage on multiple applications. Dynamic analysis is used as a double
check to eliminate the false positive of the static stage. Static analysis also helps to
limit the scope of dynamic analysis.

• We have implemented and evaluated our tool – namely eDSDroid on the famous
ToyApps dataset. The test result shows the correctness and effectiveness our tool in
detecting inter-application malware.

2 Related Work

Epicc [5] uses static analysis on inter-component communication (ICC). It analyzes the
properties of Android Intents to monitor ICC. However, Epicc does not handle URI
which used for Android component communication.

FlowDroid [6, 14] uses static taint flow analysis to monitor sensitive data-flow in
each Android component. The sensitive data-flow is the flow of data that can make
leakage. The sensitive data-flow passes from Source where sensitive data is read (for
example Device ID, contacts, GPS location, etc.) and ends in Sink where sensitive data
is moved out of component (for example: Internet, text messages, files system, etc.).
The data is considered as leaked if it really passes from source to sink. The major weak‐
ness of FlowDroid is that it only analyzes on a single application.
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As an extended version of FlowDroid, DidFail [3] combines FlowDroid and Epicc
analysis to determine the sensitive data-flow on multiple applications. The biggest
advantage of DidFail is that it can detect inter-application malware. However, it also
has some limitations such as DidFail only supports for Activity and Service; it is difficult
to control all source code because Epicc is not an open source.

SmartDroid adopts the hybrid approach that combines the static and dynamic anal‐
ysis to detect the sensitive behavior of Android malware. The analysis focuses on the
user interface (UI) interactions of Android application. The authors use static analysis
to extract the chains of sensitive UI interactions that may lead to information leakage,
then they use dynamic analysis to explore and perform these chains automatically. The
sensitive UI interactions are monitored to get runtime information that is used to analyze
and determine which UI interaction is malware behavior. However, SmartDroid only
supports to analyze on a single application.

3 Proposed System

Get the inspiration from SmartDroid, we propose a system, named eDSDroid, that uses
a new hybrid approach of the static and dynamic analysis to detect information leakage
on inter-applications. In particular, we use static analysis to determine the chains of
sensitive actions on multiple applications and then we use dynamic analysis to explore
and perform these chains automatically. Besides that, we monitor and collect the runtime
information from the sensitive actions. The information tracked from these actions helps
us to determine which actions make information leak.

eDSDroid system has four moudles: ESA Builder, ESA Receiver, Application Inter‐
actor, and Log Analyzer (see Fig. 1).

Fig. 1. eDSDroid model

3.1 ESA Builder

The ESA Builder (Expected Sensitive Action Builder) used to extract the chains of user
actions that may lead to information leak on multiple applications. In this study, we call
these chains are the Expected Sensitive Actions – ESAs.

The process of the ESA Builder is showed in 4 steps:
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• Step 1: generates sensitive data-flows from apk files by using DidFail. The result of
this step is the list of possible source-sink pairs (see Fig. 2).

Fig. 2. Sensitive data-flows

• Step 2: uses apktool [1] to decompile apk files to Smali Byte Code files.
• Step 3: creates AFCG tree for each API function in the list of source-sink pairs

(in step 1) based on Smali Byte Code (in step 2). AFCG - Activity Function Call
Graph is a tree graph of the relationship between activities and functions in the
application. The root node is the main activity. The leaf nodes are sensitive APIs.
Figure 3 is an example for AFCG.

The detail of the step 3 is below:
– The first, we create AFCG trees for Source (the left tree in Fig. 3) and Sink (the right

tree in Fig. 3). To create AFCG tree, we locate the API function in Smali Byte Code

Fig. 3. Example for AFCG tree
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files and mark it as the leaf node of the tree. Next, we find its parent function and add
this function as a parent node. The finding will be finished if the parent function is a
member of the Main Activity class.

– The second, we combine these trees to create the full AFCG tree for source-sink
(see Fig. 3).

The result of this step is the list of AFCG trees for the corresponding source-sink
pairs.

• Step 4: extracts ESAs. We perform depth-first searching algorithm in AFCG tree to
get ESAs on multiple applications. The ESAs will be used to direct the dynamic
analysis. For example, from the tree in Fig. 4, we can extract the ESAs as below:
– ESA for source: Main Activity 1 → onClick() → Activity A → onCreate() → Read

IMEI.
– ESA for sink: Main Activity 1 → onClick() → Activity A → onClick() → Star‐

tActivity → MainActivity 2 → onClick → Activity B → onClick() → Send SMS.

Fig. 4. Tracer’s log

3.2 ESA Receiver

ESA Receiver (Expected Sensitive Action Receiver) is an Android application which
sends ESAs to Application Interactor. This application is also used to control the
running of applications.

3.3 Application Interactor

Application Interactor module used to interact automatically with the applications according
to the behaviour in ESAs. Beside that, we also monitor the sensitive API functions during
interaction process. In this study, we implemented this module by modifying Android
Framework. This module has three parts: Activity Controller, UI Controller, and Sensitive
API Tracer.

• Activity Controller: We modified Activity class of Android Framework to restrict
the activities which not in ESAs.
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• UI Controller: We modified View class of Android Framework to control all Android
UI controls and make them perform after ESAs.

• Sensitive API Tracer: We modified the sensitive API functions of Android Framework
to add the tracers which are the print commands uses to print out the tracked information
to the console. The tracked information is caught by Android Logcat tool.

3.4 Log Analyzer

Log Analyzer used to collect and analyze the tracer’s information from Application Inter‐
actor module to determine which sensitive data-flow indeed leaks. We use Android Logcat
tool (a command-line tool which used for android debugging) to collect the tracer’s infor‐
mation and export them into the log file (see Fig. 4).

As mentioned in the previous sections, eDSDroid determines a list of the sensitive data-
flow and their corresponding ESAs during the static analysis process. In dynamic analysis
stage, it will interact automatically with the applications according to the behavior in these
ESAs. During the interaction, the information related to sensitive API functions will be
logged if these functions are called. If sensitive API functions appeared in the logs, it means
their corresponding sensitive data flow come be true. An example in Fig. 4 shows that the
data-flow 10 exists the log of both source and sink. So, we can confirm this data-flow makes
the leakage.

4 Evalution

4.1 Dataset

We use Toyapps [3] to validate eDSDroid. Toyapps is a famous dataset that used to eval‐
uate sensitive data leakage on Android. Toyapps is the set of three applications. They work
together to leak the user data as device ID, user location, etc.

• SendSMS: gets and sends device ID to Echoer app, then gets it again from Echoer
app and leaks it via SMS.

• WriteFile: gets and sends user location to Echoer app, then gets it again from Echoer
app and writes it to file.

• Echoer: receives devive ID and user location from SendSMS/WriteFile apps, then
forwards back them to these apps.

4.2 Result

We have analyzed the Toyapps dataset by using eDSDroid and DidFail.
According to the analysis results in Table 1, DidFail determined 11 data-flows, while

eDSDroid determined 10 data-flows. In particular:

• For data-flows on a single application: DidFail determined 9 data-flows. There are only
8 data-flows really leaks detected by eDSDroid. The dynamic analysis state of eDSDroid
helped to remove the data-flow which not occur at run-time.
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• For data-flows on multiple applications: both tools have the same results with two
data-flows detected.

Table 1. The analysis result of DidFail and eDSDroid.

Data-flow DidFail eDSDroid
Data-flows on single app 9 8
Data-flows on multiple apps 2 2
Total data-flows 11 10

From these results, we have a comparison between these tools, show in Table 2.

Table 2. The comparison between the tools.

Comparison DidFail eDSDroid
Technical analysis Static Hybrid of static and dynamic
Inter -application analysis Yes Yes

5 Conclusions and Future Work

In this paper, we propose a new hybrid approach which uses static analysis to direct
dynamic analysis to analyze inter-application malware. We have also implemented a new
analysis tool – namely eDSDroid which can analysis and detects information leakage on
multiple applications. According to the testing result on Toyapps, eDSDroid shows the
correctness and effectiveness in detecting inter-application malware.

Some limitations of eDSDroid should be resolved in the future, such as it only supports
for Activity and Service. And it does not process for data dependency on UI elements. For
example, our tool can not detect in case: the malware application sends SMS only if a
checked variable is equal to true and this variable is only set to true when the user clicks on
the button. In future works, we will continue to perform more testing on the real world
application to complete the eDSDroid tool.
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Abstract. Mobile malwares (especially spyware) target heavily Android operating
system. Data is leaked if it exists a sensitive data flow (Data propagation from sensi‐
tive source to critical sink). Usually, a sensitive data flow is executed by a chain of
actions. In most cases, sensitive data flows are begun and finished in the same appli‐
cation. However, there exist cases where these flows can pass to multi-applications
by using inter-application communication. Standalone application analysis can not
detect such data flows. Static analysis faces limitations when malware code is obfus‐
cated. Besides, certain actions only take place when receiving input from user. It
means that the information related to sensitive data flows is depended on the input
data. Which is not available at analysis time when using static analysis technique. In
this study, we propose uitHyDroid system that allows to detect sensitive data leakage
via multi-applications by using hybrid analysis. uitHyDroid uses static analysis to
collect sensitive data flows in each application. Meanwhile, dynamic analysis is used
to capture inter-application communications. In this study, to evaluate our approach,
we use the extended of DroidBench dataset and applications downloaded from
GooglePlay. The experimental results show that almost of sensitive data leakages in
the first dataset are correctly detected. Beside that, the proposed system detects
several malwares in real-world applications.

Keywords: Android security · Hybrid analysis · Inter-application communication ·
Sensitive data leakage detection

1 Introduction

According to Symantec [1], there are 3944 new malwares on Android in 2015, surging 77%
year–on-year. In a report of IDC, the Android operating system (OS) accounted for 82.8%
of the market shared [2]. From the other analysis of Symantec [3], the act of stealing data and
tracking the users are accounted for the highest proportion with 36%.

Android applications can transfer data to each other by using inter-application commu‐
nication (IAC) such as Intent, shared file. Detecting sensitive data leakage by analysis IAC
is a technique adopted in several studies such as IccTA [4], DIDFAIL [5], ApkCombiner
[6], and IACDroid [7]. However, these studies only use static analysis.
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One of the weakness of static analysis is that the input data is not available at analysis
time. It means that static analysis can not analyze IACs that are generated at run time. More‐
over, it is difficult to analyze applications use obfuscation technique. To resolve the limita‐
tions of static analysis, some other studies use dynamic analysis to detect sensitive behav‐
iors of Android applications [8–10]. Dynamic analysis can be supported by several frame‐
works that allow to interact with application [11–14].

Monkey [12] is the popular interaction tool. It uses the random interaction strategy.
While still adopting random interaction strategy, Dynodroid [13] is more advanced thank to
it’s ability to generate system events. However, it needs to modify Android framework to
gather information of the registered applications.

Some other studies combine dynamic analysis and static analysis to analyze Android
applications. Intent Fuzzer [11] uses FlowDroid [15] to determinate system calls that related
to Intent. On device, the system generates data related to the intent. This data is sent to the
target application using Android’s SDK. This method requires source code of the Android
applications to analyze. It is the main limitation of this study.

A3E [14] allows to explore applications while running on actual device. To explore
applications, this tool uses the relationships of screens of these applications and the list of
all UI elements in each screens. The relationships of screens are determined by ScanDroid
[16]. This approach uses fuzzing interaction with all UI elements. However, several UI
elements relate to sensitive behaviors. To determine UI elements related to chain of sensi‐
tive behaviors, SmartDroid [10] uses static analysis to determine chain of sensitive behav‐
iors. After that, it uses dynamic analysis to verify these behaviors. In dynamic analysis
phase, the authors modify emulator to perform the expected behaviors. The experimental
result of this study shows that it is more efficient than the other studies that use fuzzing
interaction. However, this work only focus on standalone application. It is not able to
analyze application that use IAC to leak sensitive data.

To summarize, Table 1 shows the characters of related works. Only SmartDroid focuses
on related UI elements in dynamic analysis (on target interaction). However it analyzes
standalone application instead of inter-application.

Table 1. Main characters of related works.

Related works Single
application

Inter-
application

Static
analysis

Dynamic
analysis

Hybrid
analysis

Interaction
approach

IccTA [4] ✓ ✓

DIDFAIL [5] ✓ ✓

ApkCombiner [6] ✓ ✓

IACDroid [7] ✓ ✓

Dynodroid [13] ✓ ✓ Fuzzing
A3E [14] ✓ ✓ Fuzzing
SmartDroid [10] ✓ ✓ On target
Intent Fuzzer [11] ✓ ✓ Fuzzing

In this study, we propose a system, named uitHyDroid, which is used to detect sensitive
data leakage via multi applications without modifying emulator. This system uses static
analysis to determine the sets of events that are performed to generate possible sensitive data
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flows. These flows can be linked with the other flows in the other application to create an
inter-application flow by using IAC. To bypass the encrypted code technique and code
obfuscation technique, we use dynamic analysis to capture the IAC’s data. This data is used
to complete inter-application sensitive data flows. By interacting with related UI elements,
that are collected in static analysis phase, the proposed system is faster in dynamic analysis.

To evaluate the accuracy of uitHyDroid, we use DroidBench dataset [17], our samples
and 100 selected real applications from Android market. The results show that uitHyDroid
has the high accuracy.

This study has the following main contributions:

• We propose an approach to detect inter-application sensitive data leakage by combining
static analysis and dynamic analysis. Static analysis phase determines all possible chain
of behaviors in each application. In dynamic phase, the proposed system monitors data
of IAC to determine possible chain of behaviors via multi-applications.

• We enrich DroidBench Dataset [17] by adding 20 samples that demonstrate sensitive
data leakage through IAC by using code obfuscation technique and dynamic data gener‐
ation.

• We evaluate the effectiveness of uitHyDroid on the extended dataset and real-world
applications in the wild. The experimental results show that the proposed system is
promising.

The rest of this paper is organized as follows: The motivation examples are introduced
in Sect. 2. The architecture uitHyDroid is presented in Sect. 3. Implementation and evalua‐
tion are mentioned in Sect. 4. Section 5 concludes the paper.

2 Motivation Examples

There are four different types of application components, i.e. Activities, Services, Content
Providers, and Broadcast receivers [18]. Each type of application components serves a
distinct purpose. An activity in Android application represents a single screen with a user
interface. Each activity can contain one or more UI elements. End user can interact with
these elements to create a chain of behaviors.

The example in Fig. 1 shows a case study of a spyware. This application provide a normal
function like any word counter utility. Beside that, it performs sensitive data leakage based on
interaction of end users. In this example, we have four action chains that are listed in Table 2.
Each action chain includes a list of UI elements in ordered that end user need to interact with
the application.

Table 2. The action chains of the example application.

No Action chain Is sensitive action chain Number of interaction
1 “Word Count” × 1
2 “Character Count” × 1
3 “About”→ “History” × 2
4 “About” → “Update” ✓ 2
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Fig. 1. The motivation example.

In this example, when we click on the button About in Main Activity, the application
gets the device ID then sends this data to About Activity. This data is leaked to other appli‐
cation when we click on button Update in About Activity. It means that, only action chain
number 4 can leak sensitive data with two interaction times. We call this action chains is
sensitive action chain. If we use the fuzzing interaction approach, we need to interact with
the application six times (the total value of the last column in Table 2). From this analysis,
the first research question we want to answer is: “How is the dynamic analysis affected if the
chain of sensitive actions are determined before?”

Beside that, static analysis can not know data that generated during application execu‐
tion. Figure 2 shows an example that uses real-time input data to perform several corre‐
sponding behaviors. In this example, the malicious behavior is generated by clicking on
button OK that is depended on content of the edit text.

From this analysis, the second research question is: “Can dynamic analysis be used to
know dynamic generated data on runtime to solve the limitations of static analysis?”.

To monitor dynamic generated data at runtime, we can modify Android framework or
application source code [8, 10]. The third research question is: “Can we capture dynamic
generated data at runtime without framework modification or repackaging?”

Fig. 2. The main activity of Dynamic Behavior package.
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3 uitHyDroid System

As depicted in Fig. 3, our uitHyDroid system consists three modules: Data Path Collector,
Automation Operator and IAC Collector.

Fig. 3. The uitHyDroid architecture.

Data Path Collector module analyzes apk files to determine the chains of sensitive
actions that may lead to sensitive data leakage. The information of these chains (SA)
consists of the following elements: chain of ordered functions (F), list of related UI
elements (U), and list of activities (A). It means that SA = {F, U, A}. F contains functions
in source-sink list [19]. The information of SA represent the chains of events that we
need to interact with application to leak sensitive data. In this context, SA is called Data
flow path. Data Path Collector is depicted in Fig. 4.

Fig. 4. Data Path Collector Module.

In this module, we use ApkTool [20] to convert apk file to smali code and Android‐
Manifest.xml. Sensitive data leakage is performed by invoking system calls used to get
sensitive source and system calls used to send the data out of device. When an application
performs sensitive data leakage, it means that these system calls exist in its smali code files.
Firstly, this module determines location of these system calls in smali code files. From these
locations, it traces back to collect chain of ordered functions (F). Then it determines UI
elements (U) that related to F. Lastly, this module determines list of activities (A) that
contain elements in U.

If F contains a sink function for inter-application communication purpose such as
startActivity, startActivityForResult, the module uses string analysis to collect possible
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related data. For example, the module determines target component and target applica‐
tions in Intent (one of parameters of startActivity function).

Automation Operator module interacts with Android applications by using informa‐
tion of SA from Data Path Collector. To interact with related UI elements in each activity
in A, we use Selendroid [21], a framework that allows to interact with an application on
Android device or Emulator from outside. This module determines the first activity in
each A. Then it interacts with related UI elements in this activity. If the interaction
launches any next activity and the activity is a member of A, the interaction process is
continued.

To complete data flows via multi-applications, we need to determine inter-application
communications (IACs). Each type of inter-application communication has the corre‐
sponding information. For example, when using function startActivity to perform IACs, we
need information of attributes of Intent object.

IAC collector module collects information of IACs during application execution by
using our own Android service. This service uses Xposed [22] to hook the system calls
related to IACs. Xposed is a framework that allows to intercept a method, change
parameters for the method call, modify the return value or skip the call to the method
completely. In this study, we intercept methods that related to inter-application commu‐
nications to collect related data. This monitoring can capture dynamic generated data
on runtime and bypass code obfuscation technique that static analysis can not do.

The related data from IAC Collector is saved into a database, named IAC DB. This
database is send back to Automation Operator module to perform interacting with other
applications related to the IACs.

4 Evaluation

In this study, to evaluate the uitHyDroid system, we use samples in Inter-application
communication category of DroidBench [17] and our samples. Our sample is proposed
to demonstrate case studies of dynamic data generation and code obfuscation. Table 3
depicts our 20 samples. The first column of Table 3 represents the application groups
that cooperate to leak sensitive data. For simplicity, we use Intent to leak IMEI number
in these samples.

The experimental results show that uitHyDroid detects all sensitive data leakage case
studies in Inter-application Communication category of DroidBench and our dataset.
The main contribution of this work is the proposed system is able to detect sensitive
IACs in our samples that use dynamic content generation technique and code obfuscation
technique. To evaluate the capacity of the proposed system on real-world applications,
we use 100 applications in the wild, that include several applications detected the
existing of sensitive data leakage in previous work [7]. The analysis results show that
uitHyDroid can detect sensitive data flows in real-world applications.
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Table 3. Our own samples in dynamic content category and code obfuscation category.

Sample name Source Sink Category
ntcDynamicContent1.apk →
ntcDynamicContent2.apk

IMEI SMS Dynamic Content

ntcDynamicContent3.apk →
ntcDynamicContent4.apk

IMEI SMS Dynamic Content

ntcDynamicContent5.apk – – Dynamic Content
ntcDynamicContent6.apk →
ntcDynamicContent7.apk

IMEI SMS Dynamic Content

ntcDynamicContent8.apk →
ntcDynamicContent9.apk

IMEI SMS Dynamic Content

ntcDynamicContent10.apk – – Dynamic Content
ntcCodeObfuscation1.apk →
ntcCodeObfuscation2.apk

IMEI SMS Obfuscation

ntcCodeObfuscation3.apk →
ntcCodeObfuscation4.apk

IMEI SMS Obfuscation

ntcCodeObfuscation5.apk – – Obfuscation
ntcCodeObfuscation6.apk →
ntcCodeObfuscation7.apk

IMEI SMS Obfuscation

ntcCodeObfuscation8.apk →
ntcCodeObfuscation9.apk

IMEI SMS Obfuscation

ntcCodeObfuscation10.apk – – Obfuscation

5 Conclusion

In this study, we proposed a hybrid analysis system, named uitHyDroid, to detect inter-
application sensitive data leakage in Android applications. The system can know informa‐
tion of inter-application communication to solve the limitations of static analysis when
facing code obfuscation technique and dynamic generated data. The test results show that the
uitHyDroid system can successfully detect sensitive data leakages in Inter-application
communication category of DroidBench and our dataset. Moreover, this system has the
capacity to detect sensitive data leakage in real-world applications in the wild. However,
within the limited scope of the study, we only test the proposed system on these simple
datasets. This system must be evaluated on the larger dataset in the future.
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Abstract. In this paper, we cryptanalyze a receipt-free electronic
sealed-bid auction scheme and show that it is forgeable under the known
bid attack. Specifically, we show that a malicious sealer can forge the
sealed-bid with non-negligible probability. Besides, we also propose a
possible fix for the attack.
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1 Introduction

Auction is a process of trading goods or services with competition among bidder
to achieve the highest bid in a fair manner between the auctioneer and bidders.
The most prevailing auctions [10] are English auction, Dutch auction, First-price
sealed-bid auction and Second-price sealed-bid auction [14]. First-price sealed-bid
auction is a type of auction process in which all potential buyers concurrently sub-
mit sealed-bids in a single round, every submission of bid is confidential and the
highest bidder is rewarded with the item for the price that the bidder bid [10].

Franklin and Reiter [3] presented the pioneer (first-price) sealed-bid auction
in 1996. Their proposed scheme possessed the property of anonymity but can-
not overcome the bid-rigging problem. Generally, bid-rigging takes place when the
coercers order other bidders to bid at low prices in order for him to win the auction
easily [4]. To overcome the attack, Benaloh and Tuinstra [1] introduced the secu-
rity properties of receipt-freeness by using homomorphic encryption. To achieve
stronger anonymity, Sakurai and Miyazaki [12] proposed an electronic sealed-bid
auction scheme with bulletin board that can provide anonymity, confidentiality,
and non-repudiation. In 2000, Viswanathan et al. [15] proposed a three phased
scheme for electronic sealed-bid auction that based on rules of interaction to reveal
the winning bid and achieve higher efficiency compared to [12,13].

In 2008, Wu et al. [16] cryptanalyzed Liaw et al. [9] electronic auction scheme
besides proposing a electronic sealed-bid auction scheme that enhances the effi-
ciency and functionality of previous sealed-bid auction schemes [2,7,9]. In 2009,
Howlader et al. [4] introduced a new entity, namely, sealers in sealed-bid auc-
tion to prevent bid-rigging attack. Later, Lee et al. proposed an efficient scheme
under GDH assumption that is proven secure against impersonation attack [8].
c© Springer Nature Singapore Pte Ltd. 2017
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In 2014, Montenegro and Lopez [11] used secure multiparty computation to pro-
pose a electronic sealed-bid auction scheme which enables bidder to hide the
bidding information from the auctioneer. Recently, Howlader and Mal [5] pub-
lished a receipt-free electronic sealed-bid auction mechanism that could with-
stand exposed public communication channel.

In the context of electronic sealed-bid auction, Howlader and Mal [5] adopted
the similar bid structure as in Howlader, Ghosh, and Pal [4] and Howlader, Roy,
and Mal [6] which make use of the entity sealers. In [6], Howlader, Roy, and Mal
made comparison on the security assumption of [4–6] and showed that electronic
sealed-bid auction schemes do not need to assume an honest auctioneer.

1.1 Our Contribution

We present the known bid attack that can be mounted on Howlader et al.’s
electronic sealed-bid auction (ESBA) scheme [4]. The scheme is based on the
assumption that some sealers are honest, i.e., some sealers are malicious. Besides
that, Howlader et al. claimed that the auctioneer cannot open the bid before the
scheduled time and any sealed-bid provided by dishonest sealers to coercers in
any intermediate stage of the auction will not reveal any information.

In this paper, we present a known bid attack mounted by the malicious first
sealer that seals the bid for the winning bidder in Howlader et al.’s ESBA scheme
[4]. In particular, we show that after the first round of the auction, the malicious
first sealer can successfully forge a valid bid in the subsequent auction under the
known bid attack by manipulating the encrypted bid-vector 〈iΓj , iCj〉.

Besides, we propose a fix for Howlader et al.’s ESBA scheme [4] which
strengthens the bid’s commitment value to prevent the removal of hash value
that contains bidder’s identification.

1.2 Organization

We organize the paper as follows. The basic definition of sealed-bid auction is
introduced in Sect. 2. In Sect. 3, we recall Howlader et al.’s ESBA scheme. In
Sect. 4, we present and discuss the known bid attack on the ESBA scheme. The
fix is proposed and discussed in Sect. 5, followed by the conclusion in Sect. 6.

2 Sealed-Bid Auction Scheme

In this section, we briefly describe the definitions of the electronic sealed-bid
auction [4].

Definition 1. An electronic sealed-bid auction (ESBA) scheme is a tuple of
algorithms (Setup, Bid, Open), specify by:

1. Setup: System setting and parameters distribution that includes private key
of each entity (bidder, sealer, auctioneer) and publication of their public key.
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2. Bid: Bidder selects a bidding price from the price list given by the auctioneer.
Bidder generates a bid based on the selected price and sends to the sealer for
sealing operation through anonymous channel.
– Seal: Sealer receives the bid from the bidder and starts sealing through

sequential layers of sealers. The last sealer publishes the sealed-bid to the
bulletin board.

– Verify: Bidder verifies the sealed-bid from the bulletin board.
3. Open: Auctioneer opens the winning sealed-bid and confirms with the win-

ning bidder.

3 Howlader et al.’s ESBA Scheme [4]

We first describe the Howlader et al.’s ESBA scheme as follows before showing
the known bid attack in the next section. The ESBA scheme consists of three
common algorithms in sealed-bid auction, namely, (Setup, Bid, Open):

– Setup: Auctioneer A selects subgroup Gq of order q from Z
∗
p, where p and

q are large primes and p|q − 1. Let g ∈ Gq be a generator of group Gq. Gy

and Gn are two independent generators of group Gq, which indicate bidding
and not bidding at price pj respectively. Bidder Bi’s private key is xBi

and
public key is hBi

= gxBi . A chooses his private key xA and publishes his public
key hA = gxA . Sealer Si has a private key xSi

and publishes his public key
hSi

= gxSi . hS =
∏t

i=1 hSi
is the shared public key of t sealers. hS/S1,S2,...,St

=
hS/hS1hS2 . . . hSt

is the shared public key of sealers excluding S1, S2, St.
– Bid: The bidder Bi selects his bidding price from the list P and generates an

encrypted bid-vector. The bidder sends the encrypted bid-vector 〈iΓj , iCj〉 to
the sealers through an anonymous channel. The sealers S1, S2, . . . , St perform
the sealing operation and write the receipt-free sealed bid-vector on a public
board. The sealing operation is performed by all the t sealers and the bidder
can verify his sealed bid-vector after that. The detail description of the bidding
process is as follows.
Bidder Bi decides his bidding price pj ∈ P from the price list published by
the auctioneer and encrypts the price as follows:

iΓj = (iXj , iYj) = (girj , hirj

A hirj

S G) for 1≤j≤n

where irj ∈R Zq is randomly selected by bidder Bi. The notation iΓj denotes
the jth encrypted price of the bidder Bi. Furthermore, the notation G indicates
Gy for bidding at price, pj or Gn for not bidding at price, pj .

iCj = h
irjH(iΓj)xBi

A for 1≤j≤n

The hash function, H in above equation is a one-way hash function. The bidder
Bi constructs the encrypted bid-vector iΓj and sends to the first sealer, Sk

through an anonymous channel. When Sk receives the encrypted bid-vector,
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he engraves his random seed and computes the partial bid as 〈iΓj,k, iCj , iRj〉
where iΓj,k = (iXj,k, iYj,k):

iXj,k = iXj .girj,sk , iYj,k = irj,sk
.iYj .h

irj,sk

A .h
irj,sk

S/Sk
.iX

−xSk
j

= girj .girj,sk , = irj,sk
.hirj

A hirj

S .h
irj,sk

A .h
irj,sk

S/Sk
.h

−irj

Sk
.G

= girj+irj,sk , = irj,sk
.h

irj+irj,sk

A .h
irj+irj,sk

S/Sk
.G

where irj,sk
∈R Zq is randomly selected by Sk. Next, the response iRj =

〈iRj , iαj , iβj〉 is computed by Sk by selecting random numbers iwj,k for 1≤j≤n
and computing:

iRj = iwj,k + iCj .irj,sk

iαj = giwj,k

iβj = (irj,sk
)−iCj .hiwj,k

A

Then, Sk sends 〈iΓj,k, iCj , iRj〉 to the next sealer that has not done the sealing
process yet. The next sealer repeats the exact process until the last sealer, St

who seals the bid and publishes 〈iΓj,t, iCj , iRj〉 on the public bulletin board.
The bidder Bi checks the validity of the sealed bid as follows:

giCjirj+iRj
?= iαj(iXj,t)iCj

hiCjirj+iRj

A GiCj
?= iβj(iYj,t)iCj

If the verification fails, the bidder can raise a complaint.
– Open: When the bidding phase ends, the bids are opened as per the scheduled

time. All sealers compute V =
∏m

i=1 irj,sk,...,t
for 1≤j≤n, which is the product

of all random seeds used to seal the value of bidding price and send privately
to the auctioneer. After receiving V from t sealers, auctioneer opens the bid-
vectors and declares the winning price:

Yj =
∏m

i=1 iYj,t∏m
i=1 iX

xA
j,t

, Pj =
Yj

∏t
k=1 V

= (
m,t∏

i,v=1

irj,sv
)·G, = Gm−l

n Gl
y

Pj = Gm−l
n Gl

y for l ≥ 0. Auctioneer declares the winning price as pj , for the
j where l ≥ 1 appears first.
Auctioneer computes iCj = iC

−H(iΓj)xA

j = iX
xBi
j . The verification process

includes the execution of interactive zero-knowledge protocol to verify that
iCj and hBi

have common exponent as xBi
.

• Bi selects δj for 1 ≤ j ≤ n randomly and computes aj = gδj , bj = iX
δj

j

and sends (aj , bj) to the auctioneer.
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• Auctioneer selects random challenges cj for 1≤j≤n and sends to the bidder
Bi.

• Bi computes γj = δj + cjxBi
and replies to the auctioneer.

• Auctioneer verifies:

gγj
?= aj ·hcj

Bi
, for 1≤j≤n

iX
γi

j
?= bj ·iCcj

j

4 The Known Bid Attack

In this section, we show how to mount a known bid attack on Howlader et al.’s
scheme [4] by forging a valid sealed-bid. In particular, we consider a mali-
cious first sealer who can forge a valid sealed-bid without knowing the private
key of the winning bidder. Using the knowledge of system public parameters
(iΓj , hBi

, hA, hSi
), the malicious sealer F mounts the attack as follows:

1. The bidder B places the bid by passing the value of 〈iΓj,t, iCj〉 to F at the
beginning of bid sealing process, where G indicates Gy for bidding at price,
pj or Gn for not bidding at price, pj .

iΓj = (iXj , iYj) = (girj , hirj

A hirj

S G)

iCj = h
irjH(iΓj)xBi

A

2. F receives the value 〈iΓj , iCj〉 and starts the normal sealing operation. The
value of 〈iΓj , iCj〉 will be kept for imminent use.

3. Eventually, the sealing operation ends up publishing the sealed-bid on bulletin
board.

4. After the Open algorithm, F knows the price bid by the winning bidder. If
the winning bidder is B, the value of G in iΓj = (girj , hirj

A hirj

S G) is known and
F can change the bidding price, Gy to designated position of his forged price.
For illustration of identifying the bidding price, assuming that the bidding
price is at p10 where price P = {p1, p2, p3, ..., pn}, value for list of bidding
price iΓj looks like below:

iΓ1 = (gir1 , hir1
A hir1

S Gn)

iΓ2 = (gir2 , hir2
A hir2

S Gn)
...

iΓ10 = (gir10 , hir10
A hir10

S Gy)
...

iΓn = (girn , hirn

A hirn

S Gn)

5. Since G (Gy and Gn) is known, F can forge a valid bid by replacing the list of
bidding price iΓ

′
j = (girj , (hAhS)irj G′), whereby G′ is the replaced bidding
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price. F continues to calculate the new commitment value iC
′
j by removing

the hash value of the previous encrypted price such that:

iC
′
j = iC

H(iΓ ′
j)

H(iΓj)

j

= h
irjH(iΓj)xBi

H(iΓ ′
j)

H(iΓj)

A

= h
irjH(iΓ

′
j)xBi

A

6. We can see that the forged values of encrypted bid-vector 〈iΓ
′
j , iC

′
j〉 are of a

valid bid. Thus, F can impersonate the winning bidder to place a bid of any
price in the subsequent auction.

Note that in the subsequent auction, the actual bidder is not able to verify
F ’s bid as the previous exponent irj can be rerandomized such that iX

′
j =

(girj )r′
, iY

′
j = (hAhS)irjr′

G where r′ ∈ Z
∗
q is randomly chosen. Although the

bidder cannot verify the forged bid himself, the validity of the bid can be verified
by the auctioneer through the zero-knowledge protocol which shows the value of
the bidder’s private key is engraved in the bid.

4.1 Discussion

As stated by the authors in [4], the proposed scheme do not assumes the auction-
eer is honest and they allow some sealers to be malicious, i.e., some sealers are
corruptible. Thus, there exists the possibility that the first sealer is dishonest.

We term the above attack a known bid attack as upon knowing the bidding
price of a sealed-bid, the malicious first sealer can always mount the known bid
attack with 100% success probability to forge a valid bid of the winning bidder
in the subsequent auction. In the attack demonstrated, an attack conducted by
the malicious first sealer, F does not requires the help of auctioneer to perform
the attack and the attack has the same success rate in the case of either the
auctioneer is honest or dishonest. This shows that our known bid attack does
not deviate from the security assumption in [4] and it is indeed a flaw of the
ESBA scheme. The main problem is that the bidding information (bidding price
and identity of bidder) is not tightly bound in the bid. In particular, the iΓj and
iCj of [4] is malleable.

We note that although the similar bid structure is applied on Howlader and
Mal [5] and Howlader et al. [6], the known bid attack is not applicable in these
schemes as the bid indicator, G is used differently and the commitment iCj is
absent from the bid. A potential fix for the attack is proposed in the next section.

5 The Fix

In this section, we present a fix towards the known bid attack. A minor change
is made towards the original commitment value iCj = h

irjH(iΓj)xBi

A . The new
commitment value, iC

∗
j is as follows:
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iC
∗
j = h

(irjH(iΓj)+H(I))xBi

A for 1≤j≤n

We denote I in the above equation as the auction item’s reference number. In
practice, I can include extra information such as auction round information, bid
information and timestamp. In completing this fix, a minor modification in the
Open algorithm is made, where the auctioneer computes iC

∗
j for the verification

process of interactive zero-knowledge protocol. The detail of the change is as
follows:

iC
∗
j = ((iC

∗
j )

1
xA (hBi

)−H(I))
1

H(iΓj)

= iX
xBi
j

The replacement of iCj with iC
∗
j will not affect the rest of the algorithms.

5.1 Discussion

Our fix is able to prevent the known bid attack from the malicious first sealer
because the new commitment value, iC

∗
j is able to prevent the removal of H(iΓj).

Our fix is efficient as only a minor tweak was made to the original scheme.
Therefore, the security properties claimed in the original scheme are not affected.

However, there is a limitation on the proposed fix if we consider a stronger
attack. There are two approaches in mounting the known bid attack, (i) the
attack performed by the first sealer alone, and (ii) the attack performed through
the collusion between the auctioneer and the first sealer. More precisely, the
former known bid attack is mounted by a malicious first sealer without any help
from other entity; the latter attack is a collaborated known bid attack resulted
from the collusion of the first sealer and the auctioneer.

Recall that in Howlader et al.’s ESBA [4] scheme, they made two
assumptions, namely, not all sealers have to be honest and the auctioneer can
be malicious. However, they did not point out if collusion is allowed between the
malicious sealers and the auctioneer. In the proposed fix, we are able to resolve
the first sealer known bid attack but not the collaborated version.

When they collude, the malicious first sealer runs the step 1 to step 6 in the
attack as in Sect. 4. In the middle of step 5, the malicious first sealer provides
the hash value below to the auctioneer:

H(iΓj)′ = H(iXj , iYj)′

= H(girj , hirj

A hirj

S G′)′

The auctioneer then completes step 5 to forge a valid commitment value, iC
∗′
j

as follows:

iC
∗′
j = iC

xAH(iΓj)
′

j h
xAH(I)
Bi

= iX
xBi

xAH(iΓj)
′

j gxBi
xAH(I)

= gxAxBi irjH(iΓj)
′+xAxBi

H(I)

= gxA(irjH(iΓj)
′+H(I))xBi
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We reserve the full fix to overcome the collusion between the first sealer and the
auctioneer as our immediate future work.

6 Conclusion

We presented a known bid attack on Howlader et al.’s scheme. We showed that
a malicious first sealer of the winning bidder can always succeed in mounting the
known bid attack to forge a valid bid for the subsequent auction. We proposed
a partial fix for the scheme where the fixed scheme is secure as long as the
auctioneer remains honest.

Acknowledgment. The authors would like to convey gratitude towards the
Malaysia government’s Fundamental Research Grant Scheme (FRGS/2/2014/ICT04/
MMU/03/1) for supporting this work.
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Abstract. In this paper, we introduce a novel blind 3D mesh water-
marking method which focuses on preserving the appearance of the
watermarked model. Despite the high transparency achieved by exist-
ing 3D watermarking schemes, we observe that only a small amount of
geometric error can bring a significant impact to appearance of 3D mod-
els, especially in visually important regions. We integrate this human
perceptual importance, called saliency, to control the distortions on sur-
faces. Our method enhances the imperceptibility while maintaining the
efficiency of processing spatial information by conjugating spatial and
spectral regions. We use the vertex norm distribution and solve the
quadratic error minimization problem to insert watermark bits. Experi-
mental results demonstrate that our method performs well for perceived
visual quality and also robustness against various geometric attacks.

Keywords: 3D watermarking · Mesh saliency · Perceptual watermark

1 Introduction

One of the main concerns of 3D blind polygonal mesh watermarking is that,
despite the usefulness, it would necessarily make geometric distortions on the
surface of the mesh and cause damage to the model appearance, which is a very
challenging problem. This issue can be seriously treated in some applications
such as addictive manufacturing and medical imaging, where a slight change can
lead to a significant difference for a human perception system. However, only few
previous works consider the visual differences between the original mesh and the
watermarked mesh by estimating the perceptually-correlated distortions [9,15].

One of the standard techniques to hide inevitable artifact is to use unnoticed
areas to preserve the important regions. The importance of a point or local
region is different throughout the 3D surfaces for the human eye. To ensure
the imperceptibility of 3D mesh watermarking, we should preserve geometries of
perceptually important region during the embedding process. Therefore, mesh
saliency can provide valuable information and bring affirmative effects to the
perceived quality of 3D polygonal mesh watermarking.
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 37
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In this paper, we propose a novel blind 3D polygonal mesh watermarking
method, which improves the visual quality of the watermarked model in conse-
quences of integrating mesh saliency. The proposed method employ the distrib-
ution of the vertex norm histogram as a watermark embedding domain, which
is firstly introduced by Cho et al. [2]. We formulate our notion of perceptual 3D
mesh watermarking as an optimizing problem to minimize the saliency-weighted
sum of squared distance error, and provide a quadratic programming (QP) for-
mulation to solve the problem. Compared to other 3D watermarking techniques,
our method gives good performances on preserving perceptually important areas,
and also provides reasonable robustness against various attacks.

This paper is organized as follows: we present related works in Sect. 2. We
formalize the embedding and extracting process in Sect. 2, including an objective
to be minimized and a QP framework. Section 3 presents extensive experiments
regarding perceptually based quality, and also robustness of our saliency-oriented
watermarking scheme.

2 Related Work

Since Ohbuchi et al. [8] first introduced the concept of 3D polygonal mesh water-
marking, there have been various approaches to achieve satisfactory results for
practical applications. According to the recent benchmark [16], Cho et al. [2]
and Wang et al. [15] show reasonable performances in terms of robustness. While
Wang et al. [15] uses the mesh local volume moment as a watermarking domain
and modifies the low-frequency components of the surface, Cho et al. uses the
spatial domain that uses the distribution of the vertex norm. There are similar
approaches to alter the distribution of the radial distances from a certain center
point to the surface [1,5,9]. Although the vertex norm distribution offers a lot
of computational cost saving due to its simplicity, this kind of methods would
not guarantee the visual quality of the watermarked object [16].

In the past few decades, there have been made noticeable progress to mea-
sure mesh saliency by merging criteria inspired by low-level human visual cues
[7,11,13]. The perceived quality enhancement method using mesh saliency has
been successfully applied to mesh processing applications such as simplification
[7,13] and segmentation [11]. With the increasing concerns to human visual sys-
tem, recent trend of the 3D mesh quality assessment pays attention not only
to the amount of geometric error but also to the perceptually-based distance
[4,6,17]. We use these concepts of human visual attention to hide distortion
errors caused by watermark bits.

3 Perceptual Watermarking Scheme

In this section, we explain how the concept of saliency can be used in 3D mesh
watermarking, and suggest an objective minimization problem for the robust
watermark embedding.
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3.1 Mesh Saliency

In Song et al. [13], the mesh saliency on a 3D mesh surface is defined as the
difference from expected behavior of the log-Laplacian spectrum of the mesh in
frequency domain. A frequency of a mesh can be defined as eigenvalues of the
Laplacian matrix, L, as introduced by Taubin [14]. The Laplacian spectrum is
defined as

H(f) = {λf , 1 ≤ f ≤ n}, (1)

where λf is the eigenvalue of the Laplacian matrix L and n is the number of
vertices of the mesh. Following from Lee et al. [7], we use the log-Laplacian
spectrum

L(f) = log(|H(f)|), (2)

and the final saliency map S can be approximated from the difference of the
spectrum and its local averaging norm:

S = |L(f) − 1
n

[1 1 ... 1]L(f)|. (3)

Note that the saliency map S is in the spatial domain, not in the frequency
domain. The resulting saliency value for a vertex vi is the sum of elements in
the i-th row of S.

3.2 Watermark Embedding Using Saliency

We adopt the standard technique that embeds the watermark bits to the dis-
tribution of vertex norm, to take advantage of the mesh saliency. The problem
is defined as follows. A 3D polygonal mesh is defined as a graph (V, F ), where
V consists of n vertices {v1, ..., vn}, and F is the set of m triangle facets. With
respect to the center of mass C, the spherical coordinates of vertices vi are
denoted by (ρi, θi, φi), where ρi is the Euclidean distance from C to vi.

Assuming that the watermark bits can be denoted by a sequence W =
(w1, ..., wL), where L refers to the watermark payload and wi ∈ {−1,+1} for
1 ≤ i ≤ L. As mentioned above, the distribution of {ρi} is used to modify the
spatial information of the vertices. The histogram h divides the vertex norm
distribution into L + 2 bins of exactly same size Δk:

Δk =
max{ρi} − min{ρi}

L + 2
. (4)

Within all bins, the vertex norms are normalized to have values among [0, 1).
The reason why two additional bins are exist is to discard the left and right end
of the histogram, which often contain noisy inputs or outliers.

Several blind watermarking schemes found that the invariability of the center
of mass must be achieved due to the causality problem. In this work, the center
of mass is defined as the volume moment ratios

C = (
m100

m000
,
m200

m000
,
m300

m000
), (5)
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where m100 is the sum of volume weights w(f) = 1
6det(v(f)

1 , v
(f)
2 , v

(f)
3 ) over all

faces f in the mesh. The detail expressions can be found from Sheynin and
Tuzikov [10].

The embedding process is done simultaneously by solving an optimization
problem. The objective of the optimization is a weighted sum of squared distance
error of each vertex norm, brought from the hided information in histogram bins:

Ewss = s1Δρ21 + ... + snΔρ2n. (6)

Here, the weights si come from the mesh saliency map S. Careful selection
for these weight can preserve salient regions and directly affect visual quality.
We adopt an amplification operator A with control parameter λ to set saliency
weights

si = A(S(vi), λ) =

{
λS(vi), if S(vi) ≥ sthreshold

S(vi), otherwise
, (7)

where sthreshold is a constant in the open interval (0, 1). Based on our obser-
vation, λ = 100, sthreshold = 0.45 have shown reasonable results for general
purposes.

Let Hwss be a n × n matrix whose diagonal entries are s1, ..., sn and zero
for the others. A QP framework is introduced to get optimal vertex norm
displacements

arg min
Δρ

=
1
2
ΔρT HwssΔρ, (8)

together with the constraints such as the invariability of the center of mass, the
intensity of mean value modifications exceeding the watermark strength α, and
the insurance that the histogram bin entities are same as before.

3.3 Watermark Extraction

The watermark extraction process is not different from existing method. Given a
3D stego mesh, the histogram of the vertex norm distribution is revisited. Then,
excluding the two bins at each end, a histogram bin Bi provides the i-th bit of
the embedded watermark:

wi =

⎧
⎨

⎩

1, if
∑

v∈Bi
ρ(v)

∑
v∈Bi

1 > 0.5

−1, if
∑

v∈Bi
ρ(v)

∑
v∈Bi

1 < 0.5
, (9)

Therefore, the receiver can confirm whether the given 3D mesh is watermarked
or not by using the intrinsic characteristics of the mesh geometry without any
additional information, making our method blind.

4 Experimental Results

We have tested our perceptual 3D watermarking using various 3D polygonal
mesh models. For the parameters, we choose L = 64 as a capacity of the water-
mark, and set the watermark strength α = 0.05%. As commented before, λ = 60,
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sthreshold = 0.45 are used, but these control parameters can be adjusted freely
to suit the user’s preferences. All experiments have been performed on a PC
equipped with Intel Core i7 3.40 GHz CPU with 8 GB RAM, and conducted in
MATLAB. The models are courtesy of the AIM@SHAPE Shape Repository.

4.1 Human Perceptually-Based Quality

We studied performance on general 3D meshes with randomly generated water-
mark bits. Figures 1 and 2 depict the effects of adopting mesh saliency. Using
mesh saliency, our method does not make any significant displacement in the
salient regions in contrast to other methods. Moreover, the error distributions
generated by our method are rather smooth throughout the surface. This effect
comes from the frequency-based nature of the mesh saliency map we applied;

(a) (b) (c) (d) (e)

Fig. 1. Experimental results. (a) Original models; (b) saliency; (c) our results; (d) Cho
et al.; (e) Rolland-Neviere et al.

Fig. 2. Stego mesh models. Top: results from [2]. Middle: results from [9]. Bottom:
results from ours.
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Table 1. Evaluation of stego meshes.

Method Model MRMS MSDM FMPD

[2] Horse 3.177 × 10−3 0.6369 0.8820

Mask 2.795 × 10−3 0.8342 1.0000

Dog 2.626 × 10−3 0.4406 0.3195

Kitten 3.093 × 10−3 0.5883 0.5798

[9] Horse 1.480 × 10−3 0.2992 0.1911

Mask 1.038 × 10−3 0.5136 0.2641

Dog 0.837 × 10−3 0.1974 0.0900

Kitten 1.537 × 10−3 0.1964 0.1334

Ours Horse 2.903 × 10−3 0.3197 0.1982

Mask 4.123 × 10−3 0.5086 0.2334

Dog 1.707 × 10−3 0.2308 0.1062

Kitten 3.048 × 10−3 0.1963 0.1667

the proposed method complements disadvantages of spatial approaches with the
spectral weight map.

Table 1 shows the estimations with three representative distortion metrics,
compared to other methods. The Hausdorff distance is a popular metric to cap-
ture the objective geometric embedding distortion [3]. Even though the geomet-
ric error is not a main concern, the proposed method shows a reasonable result.
The Mesh Structural Distortion Measure (MSDM) [6] and the Fast Mesh Percep-
tual Distance (FMPD) [17] are used to measure the perceptual distance. How-
ever, these two assessments cannot exactly reflect saliency; the proposed method
shows reasonable quality values while providing superior saliency-preserving
performance.

4.2 Robustness Against Attacks

We evaluate the robustness against addictive noise, Laplacian smoothing, quan-
tization and mesh simplification. These are common attacks for 3D meshes and
often used to evaluate watermarking methods as benchmark statistics [16].

Figure 3 demonstrates the experimental results of the attack scenarios. For
each test result, we use the average of bit error ratios (BER) among 100 trials
of the watermark embedding and extracting processes. We observe that our
proposed method shows good performance compared to the existing methods
which are commonly used.

For geometric attacks, the proposed method achieves high performance
results. Since the displacements caused by the embedding are relatively smooth,
the proposed method obtains more robustness, especially for the smoothing
attacks. However, there is a trade-off between the robustness and the amount of
geometric error; users can choose the amplification parameters to control which
of these two objectives is to be emphasized.
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Fig. 3. Robustness against several attacks, in terms of BER.

5 Conclusion

This paper presents a novel approach for 3D polygonal mesh watermarking using
mesh saliency. Unlike previous methods which focus on geometric distortions
regardless of the differences of visual importance among the surface, we capture
the visual appearance by preserving regions having high saliency. Combining
the spatial domain-based watermarking and the frequency-based weight map,
our method induce some positive effects, which result in a smooth surface and
high robustness.

In future work, applying mesh saliency to frequency domain-based water-
marking methods can bring interesting results. For the assessment, there is no
specific metric for a perceptually-based mesh quality that reflects mesh saliency.
Moreover, our method can be extended to take into account the preferable view-
point, which produces huge impact in certain practical situations. Similar to the
strategy in [12,18], hiding artifacts in unobtrusive area can efficiently reduce the
attentions to the noise.
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16. Wang, K., Lavoué, G., Denis, F., Baskurt, A., He, X.: A benchmark for 3D mesh
watermarking. In: Shape Modeling International Conference (SMI), pp. 231–235.
IEEE (2010)

17. Wang, K., Torkhani, F., Montanvert, A.: A fast roughness-based approach to the
assessment of 3D mesh visual quality. Comput. Graph. 36(7), 808–818 (2012)

18. Zhang, X., Le, X., Panotopoulou, A., Whiting, E., Wang, C.C.L.: Perceptual mod-
els of preference in 3D printing direction. ACM Trans. Graph. (TOG) 34(6), 215
(2015)



Perceptual Watermarking for Stereoscopic 3D
Image Based on Visual Discomfort

Sang-Keun Ji, Ji-Hyeon Kang, and Heung-Kyu Lee(B)

School of Computing, KAIST, 291 Daehak-ro, Yuseong-gu, Daejeon, South Korea
{skji,jhkang,hklee}@mmc.kaist.ac.kr

Abstract. As 3D content including images and videos has been common
and popular, the demand for copyright protection has been increased.
To protect the copyright of 3D content, 3D image watermarking schemes
have been proposed. Given that visual discomfort can occur in 3D content
during the watermark embedding process due to binocular mismatch,
unlike in 2D content, 3D watermarking schemes should consider visual
discomfort because it can decrease the performance of the human vision
system (HVS). In this paper, a perceptual watermarking scheme for
stereoscopic 3D images considering the issue of visual discomfort is intro-
duced. The proposed scheme analyses the factors that cause visual dis-
comfort during the watermark embedding process. In order to minimize
visual discomfort and prevent quality degradation, perceptual masking
using an occluded map and a defocused map is applied. Experimental
results show that the proposed scheme offers low visual discomfort while
preserving the robustness against attacks.

Keywords: Stereoscopic 3D image · Digital watermarking · Percep-
tual embedding · Binocular mismatch · Color mismatch · Sharpness
mismatch

1 Introduction

Given the advances in 3D technologies and displays, 3D content including images
and videos has become common and popular. Unlike 2D content, 3D content
provides depth perception to instill a feeling of reality by displaying two images
with different perspectives [1]. There are two formats for 3D content distrib-
ution: DIBR (Depth-Image-Based Rendering) and S3D (Stereoscopic 3D) [2].
DIBR 3D images, consisting of a depth map and center image, generate left and
right images using DIBR algorithms. Unlike DIBR, S3D images simply consists
of left and right images. While DIBR was preferred over S3D due to data storage
limitations and difficulties in 3D shooting techniques in the past, S3D content is
more widely used and commercialized due to advances in computing technolo-
gies. S3D content has an advantage in that it can present high-definition 3D
content without the quality degradation issue arising.

Due to the demand for copyright protection of 3D content, much research on
stereoscopic watermarking schemes has been conducted [3]. However, not only
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 38
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are most outcomes DIBR-based watermarking schemes, but also relatively few
S3D-based watermarking schemes which consider the HVS and the discomfort.
In one study [4], a watermarking scheme based on a visual sensitivity model
for HD stereo images in the DCT domain was proposed. This scheme used a
visual sensitivity model based on what is known as the just noticeable distor-
tion (JND), which presents the maximum distortion thresholds in pixels using
HVS characteristics. However, the authors of that study did not consider binoc-
ular characteristics because the JND model only considers a single image. In
another work [5], a stereo image watermarking method based on the binocular
just noticeable model (BJND) which consider the binocular visibility of stereo
images was proposed. Because the BJND model can describe the sensitivity of
the HVS to luminance changes in stereo images, unlike the JND model, this
scheme embeds a watermark while considering changes between the original and
watermarked images to be lower than the corresponding BJND values. However,
the BJND model cannot be regarded as a completely objective measure because
it was developed based on psychophysical experiments and modelling.

In this paper, a perceptual watermarking method with low visual discom-
fort for stereoscopic 3D images is introduced. The proposed method analyses
the characteristics of S3D images and the factors that cause visual discomfort
during the watermark embedding process to reduce visual discomfort and pre-
vent quality degradation. The rest of paper is organized as follows. In Sect. 2,
the background knowledges about visual discomfort and characteristics of S3D
contents is handled. In Sect. 3, the proposed watermarking scheme is described.
In Sect. 4, the experimental setup and results are shown and Sect. 5 concludes.

2 Background

To design a S3D watermarking scheme, we consider two issues related to visual
discomfort for perceptual watermarking: visual discomfort assessment and the
Depth-of-Field (DoF).

2.1 Visual Discomfort Assessment

When a viewer views 3D content through a stereoscopic display, visual discomfort
that presents a perceived degree of annoyance can occur [6]. Distortion can arise
during the watermarking process, as it is a type of noise addition. This distortion
can be considered as binocular mismatches among visual discomfort factors due
to increases in the photometry differences between the left and right images. In
binocular mismatch cases, there are mainly brightness, gamma, contrast, color,
and sharpness mismatches [7].

Voronov et al. proposed metrics for evaluating color mismatches and sharp-
ness mismatches when analyzing visual discomfort of S3D contents [8]. The color
mismatch metric can evaluate noticeable color differences between left and right
images caused by inconsistencies in the camera settings and shooting environ-
ment. An example of the color mismatch is shown as in Fig. 1. The larger the



Perceptual Watermarking for S3D Image Based on Visual Discomfort 325

(a) left image (b) right image

Fig. 1. Examples of color mismatch

(a) left image (b) right image

Fig. 2. Examples of sharpness mismatch

color mismatch metric is, the higher the visual discomfort becomes. The sharp-
ness mismatch metric can evaluate differences at high frequencies caused by focus
mismatches and inaccurate post-processing steps, as shown in Fig. 2. While the
process is similar to that of the color mismatch metric, high-frequency informa-
tion is used instead of the RGB color space. Likewise, the larger the sharpness
mismatch metric is, the higher the visual discomfort becomes.

Because 3D watermarking schemes should reduce binocular mismatches
caused by the watermark embedding process, the proposed method focuses on
two types of mismatch, the color and sharpness mismatches, to mitigate visual
discomfort.

2.2 The Depth-of-Field

The Depth-of-Field (DoF), which is called the focus range, is the distance of the
focused region. The higher the DoF is, the larger the area that can be seen clearly
becomes, as shown in Fig. 3. When the DoF in 3D contents increases, however,
visual discomfort can occur due to the accommodation-vergence conflict [9]. In
[10], the synthetic blur that decrease the DoF was activated to a defocused
region for visual comfort in VR applications. Therefore, the proposed method
detects defocused regions, which don’t contain visually important information,
and embeds a watermark into them to improve the invisibility.

(a) DoF = 0.8 cm (b) DoF = 2.2 cm (c) DoF = 12.4cm

Fig. 3. Examples with different Depth-of-Fields

3 Proposed Method

In the proposed method, there are three main steps: perceptual masking con-
struction, watermark embedding, and watermark extraction. The process of per-
ceptual mask construction and watermark embedding is shown in Fig. 4.
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Fig. 4. The process of perceptual mask construction and watermark embedding

3.1 Perceptual Masking Construction

To minimize the increase in visual discomfort occurred by binocular mismatches
during the watermark embedding process, a perceptual mask consisting of
an occluded map and a defocused map is constructed. This process includes
occluded region detection and defocused region detection.

Occluded Region Detection. This process finds regions that can minimize
the increase in the color and sharpness mismatches. These mismatches tend
to increase when distortion occurs in regions where the luminance difference is
greater rather than smaller between the left and right images. This tendency can
be explained by hidden pixels occurring in DIBR images [11]. In other words, a
region where the luminance difference is greater can be considered as an occluded
region, which is not common in left and right images but is visible to only one
view. Therefore, the watermark is embedded with a high weight in regions with
greater luminance differences, whereas it is embedded with low weight in regions
with smaller luminance differences.

The process of occluded region detection is as follows. First, stereo matching
is performed between the left and right images. For each view, the reconstructed
image I ′ of a certain view I is reconstructed from the other view using matching
information. Subsequently, the occluded map Mo of each view is computed by
the following equation:

M i
o(I) =

{
1 , if Di

y(I) > ty
0 , otherwise

, where Di
y(I) =

n×n∑
(Y (Ii) − Y (I ′

i))
2

n2
(1)

Here, I ′ is the reconstructed image of image I, Y is the luminance of the image,
and n is the block size. Di

y is the luminance difference of the i-th block between
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(a) left image (b) occluded map of
left image

(c) defocused map of
left image

(d) perceptual mask
of left image

(e) right image (f) occluded map of
right image

(g) defocused map of
right image

(h) perceptual mask
of right image

Fig. 5. Examples of perceptual masking

I and I ′, and ty is a predefined threshold. Examples of an occluded map are
shown in Figs. 5(b) and (f).

Defocused Region Detection. Because regions aprt from the region-of-
interest (ROI) are blurred for visual comfort, as noted in Sect. 2, the watermark
is embedded with a high weight for imperceptibility. To find defocused region,
the differences Db between an image and a blurred image using DoF blur is
calculated by:

Di
b =

∑ {Y (Ii) − b(Y (Ii))}2
n2

, (2)

where b denotes the blur kernel and Di
b is the luminance difference in the i-th

block between the two images. Regions with low differences are blurred regions;
however, they can be regions at low frequencies, such as a flat region. Thus, it
is necessary to consider the color distribution drgb to remove flat regions.

dirgb =
√∑

(Iir − μi
r)2 +

√∑
(Iig − μi

g)2 +
√∑

(Iib − μi
b)2 (3)

Here, μi
r, μi

g, and μi
b are the average values of the ith block, respectively, and

dirgb is the color distribution of the ith block.
Finally, the defocused map Md that presents the defocused region is detected

by the following equation:

Md = smin +
Db · drgb × (smax − smin)

max(Db · drgb) − min(Db · drgb)
(4)

Here, smin and smax represent the lower and upper bounds of the defocused
map. Examples of an defocused map are shown in Figs. 5(c) and (g).
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3.2 Watermark Embedding and Extraction

The proposed method embeds a watermark into the DCT domain using a spread-
spectrum method. The watermark embedding process is performed as follows.
First, the watermark pattern W , which has a normal distribution with a zero
mean and unit variance, is generated by a pseudo-random number generator
using a key. After a host image is transformed to the DCT domain, mid-frequency
coefficients V are selected to be watermarked. The watermark W is then embed-
ded into V using the following equation:

v′
i = vi + α|vi|wi, (0 ≤ i ≤ N) (5)

In this equation, V = {v1, v2, ..., vn} is the vector of the DCT coefficient and V ′

is the watermarked vector. W = {w1, w2, ..., wn} is the vector of the watermark
and α denotes the watermark strength. After embedding the watermark, the
watermarked image I ′ is obtained using the inverse DCT. Finally, the percep-
tually watermarked image Iw is obtained by applying perceptual masking to I ′

using the following equation.

Iw = I × {1 − (αoMo + αdMd)} + I ′ × (αoMo + αdMd), where αo + αd = 1 (6)

Here, αo and αd are the weights of the occluded map and defocused map, respec-
tively.

To extract the embedded watermark, the DCT coefficient V ∗ at a fixed
position using the watermark embedding process is extracted from a suspected
image. A normal correlation is then calculated between V ∗ and W . If the cor-
relation exceeds a predefined threshold, which is experimentally determined to
ensure a low false positive rate, it determined that a watermark is detected.

4 Experimental Results

For evaluation, we used S3D images, which have the resolution of 2872 × 1984,
from Middlebury Stereo Datasets [13] that have been widely used for stereo
evaluation. The parameter values used in the experiment are: n = 64, ty = 192,
[smin, smax] = [0, 1]. αo and αd are 0.5, respectively. To verify the performance,
the proposed method is compared with the BJND method [5].

4.1 Visual Quality

To verify visual quality, the structural similarity (SSIM) [14], color mismatch,
and sharpness mismatch are evaluated by setting the PSNR to 48dB. As shown
in Table 1, the proposed method show that the SSIM is higher than other meth-
ods. Compared with the BJND method, the increases in color and sharpness
mismatches are reduced by 61% and 3%, respectively. To measure the effect of
perceptual masking, the proposed method without masking was compared. As
a result, we find that perceptual masking is effective in mitigating visual dis-
comfort during the watermark embedding process, as the increases in color and
sharpness mismatches are reduced by 66% and 65%, respectively.
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Table 1. SSIM, color and sharpness mismatches with the PSNR 48 dB

Original
image

BJND method w/o masking Proposed
method

SSIM - 0.9861 0.9858 0.9904

Color Mismatch value 27.6083 28.0084 28.0688 27.7631

increase - (+0.4002) (+0.4606) (+0.1548)

Sharpness Mismatch value 0.6255 0.6486 0.6898 0.6479

increase - (+0.0232) (+0.0644) (+0.0224)

(a) JPEG compression (b) Gaussian noise addition

Fig. 6. Examples with different Depth-of-Fields

4.2 Robustness

To measure the robustness, two experiments were carried out on JPEG compres-
sion and Gaussian noise addition, respectively. Experimental results show that
the proposed method with perceptual masking preserves the robustness against
attacks similar to that without perceptual masking. Therefore, there was hardly
any decrease in the robustness due to masking.

5 Conclusion

In this paper, we proposed a perceptual watermarking for S3D image based on
visual discomfort assessment. To minimize visual discomfort caused by binocu-
lar mismatch during the watermark embedding process, the proposed method
applied perceptual masking, which consists of occluded map and defocused map,
that exploits the characteristics of S3D content. To measure visual discomfort,
we adopted the color and sharpness mismatch that evaluate binocular mis-
match between left and right images. Experimental results show that the pro-
posed method has low visual discomfort while preserving the robustness against
attacks. For the future work to improve the proposed scheme, various visual
discomfort assessments should be considered for evaluating quality degradation.
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Abstract. Recently, as biometric technology grows rapidly, the impor-
tance of fingerprint spoof detection technique is emerging. In this paper,
we propose a technique to detect forged fingerprints using contrast
enhancement and Convolutional Neural Networks (CNNs). The proposed
method detects the fingerprint spoof by performing contrast enhance-
ment to improve the recognition rate of the fingerprint image, judging
whether the sub-block of fingerprint image is falsified through CNNs
composed of 6 weight layers and totalizing the result. Our fingerprint
spoof detector has a high accuracy of 99.8% on average and has high
accuracy even after experimenting with one detector in all datasets.

Keywords: Biometrics · Fingerprint spoof detection · Convolutional
neural networks · Multimedia security

1 Introduction

Fingerprint recognition is an automation technique that proves whether two
human fingerprints match. Fingerprint recognition scans human fingerprints that
have different shapes for each person in a short period of time, and then releases
security or other functions if it is determined by the fingerprint of the same
user [1].

However, fingerprint recognition technology has a problem of leakage of
biometric information. Biometric information including fingerprints are unique
information that can not be changed. If leaked once, malicious users may imper-
sonate and threaten security [2]. The problem of leakage of biometric information
is a serious security threat, and the importance of technology for verifying actual
biometric information is rapidly increasing. Hence, in the fingerprint recognition
system, it is essential to distinguish whether the fingerprint to be authenticated
is an alive part of a person or a forged fingerprint.

The fingerprint spoof detection technique is divided into hardware and soft-
ware techniques depending on whether additional sensors are used or not [3].
Among them, the software technique has a merit that it can be used in a general
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 39
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fingerprint recognition device because it judges whether or not the fingerprint is
falsified by using the fingerprint image. The software techniques can be classified
as feature based and deep learning based. The feature based detection method is
mainly a research to discriminate fingerprint liveness with a single feature point
in early stage [1,3], and it has not been shown good performance for various fake
materials [4,5].

Feature based detection with multiple features was proposed to detect vari-
ous fingerprints liveness, and Dubey et al. used the Speeded-Up Robust Features
(SURF), Pyramid Histogram of Oriented Gradients (PHOG), and texture fea-
tures to detect fingerprint liveness [4]. Rattani et al. proposed an automatic
adaptation of a liveness detector to new spoof materials [6]. They used Gray
Level Co-occurence Matrix (GLCM), Histogram of Oriented Gradients (HOG),
Binary Statistical Image Features (BSIF), Local Phase Quantization (LPQ),
Binary Gabor Patterns (BGP) and AdaBoost using Local Binary Patterns (LBP)
for fingerprint liveness detection.

Fingerprint detection using deep learning has recently been studied. Marasco
et al. researched fingerprint liveness detection using CaffeNet, GoogLeNet, and
Siamese networks, and showed high robustness against various fake fingerprint
materials [7]. Nogueira et al. conducted a research on forgery fingerprint detec-
tion using CNN [8]. They used CNN-Alexnet and CNN-VGG learned by using
natural images and fine-tuned them to identify fingerprint forgery. Both tech-
niques are used to determine whether a fingerprint is falsified by learning entire-
size fingerprint images. Also, the preprocessing including contrast enhancement
or segmentation that improves the detection performance was not applied to
those techniques.

In order to improve the detection performance, the proposed method per-
forms contrast enhancement and divides the fingerprint image into several blocks
to judge whether or not each block is falsified. The result of the forgery of the
blocks included in the fingerprint image is integrated into the majority voting
system to determine whether the fingerprint image is falsified.

The proposed technique improves contrast by applying histogram equaliza-
tion to fingerprint images. Then, each fingerprint image is divided into several
non-overlapped blocks, and each falsification of the block is judged. The detection
results of blocks are combined to reduce the detection errors of the fingerprint
images.

Section 2 describes the proposed technique, and Sect. 3 shows the experimen-
tal results. In Sect. 4, we conclude the paper and explain future works.

2 Proposed Method

The proposed detection method is represented in Fig. 1. This technique largely
proceeds to the preprocessing process and the fake fingerprint detection process.
The preprocessing process involves increasing the contrast of the fingerprint
image and dividing the image into multiple blocks. The fingerprint spoof detec-
tion process generates falsification detection result of fingerprint image by
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Fig. 1. Block diagram of proposed detection method

performing spoof detection in blocks of the image and totalizing the results
of block spoof detection.

In this method, histogram equalization, which is a contrast enhancement
technique, is performed in the preprocessing process to improve the recognition
rate of the fingerprint image. Then, the fingerprint image is divided into several
non-overlapped blocks, and each falsification of a block is judged. The falsifi-
cation detection results of blocks are combined to reduce falsification detection
errors of the fingerprint images.

2.1 Preprocessing

In the preprocessing process of fingerprint image, contrast enhancement and
image division proceed. As a contrast enhancement method, histogram equal-
ization is applied. Histogram equalization is used as a preprocessing step in many
fingerprint recognition studies as a way to increase the contrast of images [9].
Histogram equalization is a process that makes the probability of the histogram
of an image uniform. The probability density function of a pixel intensity level
is calculated by the following equation:

pr(rk) =
nk

n
, (0 ≤ pr(rk) ≤ 1, 0 ≤ k ≤ 255) (1)

where rk, k, nk are a pixel intensity level, gray-level, and the number of pixels at
rk, respectively. The equation that generates the normalized histogram is derived
by using pr(rk) is as follows:

sk =
k∑

j=0

nj

n
=

k∑

j=0

pr(rj) (2)

where sk is the new intensity value of level k.
In the case of a fingerprint image, the fingerprint can be divided into a

ridge area that touches the scanning device and a background area where the
fingerprint does not touch. The histogram equalization increases the difference
between the ridge area and the background area so that the fingerprint shape
can be better recognized.

The fingerprint image with enhanced contrast is divided into small non-
overlapped blocks to determine whether or not each sub-block of the fingerprint
image is falsified. Then, the total result of falsification detection of blocks reduces
the detection errors that can occur when detecting the entire-size image at one
time.
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2.2 Convolutional Neural Networks

Convolutional Neural Networks are similar to general Neural Networks, except
that they generate meaningful characteristics from data through convolution.
The neurons of CNNs have learnable weights and biases. In addition, each neuron
calculates the output by performing a dot product between inputs and weights,
adding biases, and applying non-linearity. The process of calculating the output
of each neuron is as follows:

z = g(W · u + b) (3)

where u and z are input and output, respectively. W and b are weight and bias,
and are learnable parameters. g(·) is an activation function (or non-linearity),
such as sigmoid, ReLU, or Leaky ReLU. While general Deep Neural Networks
provide fully-connected layers and require a large number of weights and biases,
CNNs have the advantage of using a patch-wise convolution to reduce many
weights.

The proposed CNN architecture is illustrated in Fig. 2. The input of the
CNNs is a block with a size of 16 × 16 of a gray-scale fingerprint image, and the
output consists of two classes to distinguish the real fingerprint from the fake
fingerprint. The proposed CNNs have 6 weight layers, consisting of 4 convolution
layers and 2 fully-connected layers. Since the size of the block image used as input
is 16 × 16, it is designed as a 6-layer model and inspired by the architecture of
Visual Geometry Group Networks (VGG-Net) [10].

The proposed technique uses Batch Normalization (BN) to improve the per-
formance of CNNs. BN is a technique that stabilizes the training process and
accelerates learning speed by reducing the internal covariate shift [11]. BN has
its own regularization effect.

BN normalizes x = W ·u+b. BN calculates the mean and standard deviation
for each dimension of x, normalizes it, and generates a normalized value using
scale and shift factors. When normalizing x, bias b is ignored because the effect

Fig. 2. Architecture of proposed CNNs
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of b will be canceled by the subsequent mean subtraction. The BN transform
can be expressed as:

z = g(BN(W · u)) (4)

where BN is BN transform. Through the CNNs with improved performance,
our model is trained to detect the falsification of each sub-block and the test is
conducted using the trained model.

2.3 Final Spoof Decision

The trained model is used to detect falsification for each sub-block of finger-
print images and the falsification detection results are totalized. In the proposed
technique, Majority Voting System (MVS) is used to totalize the results of falsi-
fication detection of blocks. We classify the results of detection of all sub-blocks
included in the fingerprint image into two classes, real and fake, and totalize
the votes. The class corresponding to the majority is finally determined as the
class of the fingerprint image. If the votes of the two classes are the same, then
determine the fingerprint image as a fake fingerprint.

3 Experimental Results

3.1 Datasets

We used the ATVS database [2] to test the proposed fingerprint spoof detec-
tion technique. The database is contained in captured original and fake finger-
prints images. In the case of fake fingerprints, the ‘with cooperative set’ consists
of fingerprint images generated by using human original fingers and moldable
materials. In the ‘without cooperative set’, fake fingerprints created by scanning
the remaining fingerprint traces on the CD. In this experiment, we employed
fingerprint images of a Biometrika FX2000 instrument, which is one of the most
popular flat optical fingerprint scanners, and the examples of fingerprint images
are illustrated in Fig. 3. For experimental images, 256 real fingerprints and 256
fake fingerprints that taken with Biometrika FX2000 are used.

For evaluation in fingerprint spoof detection competitions, the real/fake fin-
gerprint ratio is set to 1:1 and equally distributed to training and testing sets.
The size of the fingerprint image of the ‘with cooperative set’ is 400× 560 pixels
and the size of the ‘without cooperative set’ is 296 × 560 pixels. Since the sub-
block size is set to 16 × 16, each fingerprint image of the ‘with cooperative set’
has 875 sub-blocks, and the ‘without cooperative set’ has 630 sub-blocks.

3.2 Performance Metrics

Fingerprint spoof detection results were rated as the Average Classification Error
(ACE). The ACE is the standard metric used for evaluation in biometrics liveness
detection competitions. It is defined as

ACE =
SFPR + SFNR

2
(5)
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Fig. 3. Typical examples of real and fake fingerprint images that can be obtained from
the public ATVS database used in the experiments. Figure extracted from [3].

Spoof False Positive Rate (SFPR) is the percentage at which the fake fingerprint
is misclassified as a real fingerprint, and the Spoof False Negative Rate (SFNR) is
the percentage at which the real fingerprint is misclassified as a fake fingerprint.

3.3 Implementation Details

During preprocessing, the fingerprint image is divided into non-overlapped blocks
with a size of 16×16 pixels. ReLU was used for the activation function for training
the model. The proposed CNNs were trained using the Caffe [12] framework,
which provides very fast CPU and GPU implementations. In this paper, GPU
instances were used for training and the maximum number of iteration was set
to 100,000.

3.4 Results

The fingerprint spoof detection results measured for each dataset are described
in Table 1. The ACE of the proposed scheme is 0.20% on average, which is much
better than the existing scheme [3]. In addition, the error rate of the experiments
with ‘without cooperative dataset’, which is a scanned fingerprint image, is lower
than the error rate of them with ‘with cooperative dataset’.

Table 2 shows the experimental result with or without contrast enhance-
ment. The average error rate of the detection without contrast enhancement
is 1.17%, while that with contrast enhancement is 0.20%. The contrast enhance-
ment process has relatively high performance improvement.

Table 1. Average classification error on testing datasets (%)

Dataset Galbally’s method [3] Proposed method

Cooperative 7.0 0.39

Non-cooperative 4.6 0

Average 5.8 0.20
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Table 2. Average classification error on contrast enhancement (%)

Dataset Without contrast enhancement With contrast enhancement

Cooperative 1.95 0.39

Non-cooperative 0.39 0

Average 1.17 0.20

Table 3. Average classification error on one classifier using all datasets (%)

Dataset - Train Dataset - Test Proposed method

Both Cooperative 0.39

Both Non-cooperative 0

Both Both 0.20

Table 3 shows the experimental result when one detector is generated by
learning all datasets together. ‘Both’ dataset contains ‘with cooperative dataset’
and ‘without cooperative dataset’. For various test datasets, error rates are
between 0%–0.39% and the experimental result shows high accuracy.

When learning the proposed CNNs, error rates of blocks with increasing
number of iterations are dramatically reduced. For various test datasets, the
error rates of blocks converged to around 10% after 60,000 times of iteration.
The proposed method obtains an average accuracy of 99.8% by judging whether
or not it is real fingerprint in block image and accumulating the results.

4 Conclusion

In this paper, we propose a technique to detect fingerprint spoof using contrast
enhancement and CNNs. The proposed method uses histogram equalization as
a contrast enhancement technique to improve the recognition rate of fingerprint
images and detects fake fingerprints by judging whether or not the sub-block of
fingerprint image is forged through CNNs. The proposed CNNs is composed of
6 weight layers and totalizing the results.

The experimental results show that the average accuracy is 99.8%. Also, the
detection method with contrast enhancement has relatively high performance
improvement from 98.83% to 99.8%.

In the future, we plan to use fingerprint images taken from various devices,
and we plan to research highly scalable techniques with high accuracy for
untrained fingerprint devices.

Acknowledgments. This work was supported by the Institute for Information &
communications Technology Promotion (IITP) grant funded by the Korean government
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Abstract. Detecting recaptured images has been considered as an
important issue. The previous techniques tried to make hand-crafted fea-
tures represent the statistical characteristics of the recaptured images.
Different to the existing methods, the proposed method solves the recap-
turing detection problem based on a deep learning technique which shows
high performance for various applications in recent image processing.
Specifically, we propose a recaptured image classification scheme based
on a convolutional neural networks (CNNs). To our best knowledge, this
is the first work of applying CNNs into the recaptured image detection.
For reliable performance evaltuation, we used high-quality database for
training and testing. The experimental results show high performance
compared to the state-of-the-art methods.

Keywords: Convolutional neural networks · Multimedia forensic ·
Image recapture detection · Deep learning

1 Introduction

With the rapid development of digital cameras, user can easily generate high
quality images at low cost. In the same time, the resolution of the LCD screen
is rapidly increasing. With the rapid development of these two technologies, it
is possible to recapture a considerably high-quality image by simply taking an
image from the LCD monitor with the digital camera such as a DSLR. Since
the quality of recaptured image is very high, it is difficult to separate completely
those two types of images with the naked eye [1].

The image recapturing could lead to two problems. First, illegal acquisition
and distribution of images which protected by digital right management (DRM)
technology is possible. As of now, there is no technology that can perfectly
prevents capturing images from the LCD screen. Second, the attacker can disable
the existing forensic technique by changing the characteristics of the images by
image recapturing.

Various image forensic studies have been conducted during overdecade to
detect such image acquisition. The recapturing process generates various types
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 40
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of traces such as aliasing, blurriness, noise and color/luminance change. Those
traces are difficult to identify with the human eye, but they leave different sta-
tistical properties in the images. Conventional forensic techniques classified both
original captured images and recaptured images using the distinguishable sta-
tistical properties.

For a long time, deep learning technology has shown a great effect in the
field of image recognition [2]. The deep learning framework can automatically
distinguish images with different characteristics by learning the features of the
image without detailed human instructions.

Researchers have created various architectures such as deep Boltzmann
machines [3], deep auto-encoders [4], and convolutional neural networks [2] to
train multi-layer networks. Among the various deep learning methods, CNNs
have shown high performance in diverse pattern recognition problems. CNNs are
expected to be more general and robust than methods based on hand-crafted
feature because it learns multiple features integrally without being limited to
specific features.

In this paper, we propose image recapturing detection technology based on
CNNs. Since the proposed method is based on CNNs, it can distinguish the
recaptured images from original captured images by collectively judging the
various traces occurring in the recapturing process.

The structure of this paper is as follows. First, the various existing recap-
turing detection technologies are introduces in Sect. 2. In Sect. 3, we propose a
novel image recapturing detection system based on CNNs. Following Sect. 4, we
show the experimental setting, performing and results. In the final Sect. 5, we
conclude the paper and offer future works.

2 Related Work

Here, we discuss various previous image forensic techniques that have been
attempted to distinguish between original captured images and recaptured
images. Farid and Lyu proposed 216 statistical features extracted from a multi-
scale wavelet decomposition [5]. Those 216 features are designed to be applicable
to a various forensic applications including recapturing detection. Bai et al. have
modelled the specular component in the printed and LCD displayed image [6].
They classify the images using specular component through a support vector
machine (SVM) classifier. Gao et al. also proposed a method of distinguishing
recaptured images taken by low-resolution mobile devices [7]. In this method,
they proposed a technique distinguishes the images based on the physical features
including specularity, gradient, color and contrast of the recaptured images. Cao
and Kot modelled the statistical features of common anomalies generated during
the camera recapturing process and vectorized them to distinguish through the
SVM [1].

Mahdian et al. proposed a method for detecting periodic patterns generated
by a regular sampling grid on the LCD screen [8]. They employed the cyclosta-
tionarity theory to detect the periodic pattern. Thongkamwitoon et al. proposed
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a detection technique using learned edge blurriness [9]. In this study, two sets of
dictionaries are trained using the K-singular value decomposition from the line
spread profiles. Then, the SVM is built using dictionary approximation errors
and the mean edge spread width from the training images.

The common limitation of existing techniques is that existing schemes are
difficult to adapt to environmental changes. For example, the emergence of new
technologies in capturing or displaying devices may change the property of the
recaptured images. In such a new environment, the methods must be redesigned
to accommodate the changes. On the other hand, the proposed method can over-
come the limitation through new learning in response to the new environment.

3 Proposed Method for Recaptured Image Detection

3.1 The Architecture of CNN

As we mentioned above, CNNs automatically learn the features of the image and
use them to classify the images. CNN has a deep architecture that includes multi-
level non-linear operations. It contains convolution layers, pooling layers and
fully connected layers. Each convolution layers generate the output feature map
that incorporates convolution result from multiple inputs and deliver them to the
pooling layer. The convolution results from multiple input is transformed into
element-wise non-linearity [10]. The output feature map of the convolution layer
can be viewed as a specific representation of the input image. The pooling layer
reduces the spatial resolution of each feature map and makes the information
more global [11]. Among several pooling methods, max pooling method is known
to enable fast convergence and generalization. The output feature vector passed
through the convolution and pooling layer is delivered to the fully connected
layer. Finally, the fully connected layer outputs the probability of the sample
classified into each class by softmax connection.

3.2 Proposed CNNs Architecture

The input of the proposed CNN architecture is RGB 3 channels 64×64 image
sub-block. After extracting the sub-blocks from each image, the sub-blocks are
shuffled randomly to be the input with a label. Figure 1 represents the proposed
CNN architecture. The proposed architecture are designed with inspiration from
VGGNet [12]. The depth of the network layer is designed in three layer since it
operates with small size sub-blocks. In the proposed architecture, two convolu-
tion layers and one pooling layer are repeated three times. In addition, there are
three fully-connected layers at the end.

Convolution Layer : The convolution layer includes two operations, convolu-
tion and non-linearity. The convolution operation can be expressed as follows.

xl
j =

n∑

i=1

xl−1
i ∗ ωl−1

ij + blj (1)



342 H.-Y. Choi et al.

Fig. 1. The proposed CNN architecture

where ∗ is convolution operator and xl
j is j-th output map in layer l. ωl−1

ij is
weight connecting the i-th output map in layer l − 1 and the j-th output map
in layer l. Also, blj is the bias parameter for the j-th output map in layer l. The
convolution operation helps reduce the number of free variables, which increases
the generalization performance of the network. In the proposed scheme, two
convolution layers and one pooling layer are repeated three times. In the first
set convolution layer, 64 kernels of size 3×3 are included. Thus, the output size
is 64×64×64 which means the number of feature map is 64 and the resolution
of feature map is 64×64. The convolution layer of the second set contains 128
kernels of size 3×3 and the last set contains 256 kernels of size 3×3. In the
convolution layer, a non-linearity operation is obtained through an element-wise
non-linear activation function. In the proposed method, the Rectified Linear
Units (ReLUs) is used as the activation function. ReLUs are known to help grow
the speed of convergence in training with large models. The ReLUs function can
be expressed as follows.

{
fm,n = 0 for x < xl

m,n

fm,n = xl
m,n for x ≥ xl

m,n
(2)

where (m,n) is the pixel index of feature map and xl
m,n is the input patch’s

location (m,n) of layer l. ReLUs are applied to the outputs of all convolution
layers.

Pooling Layer : After obtaining the feature map from the convolution layer,
the resolution of the feature map is reduced at the pooling layer. Using all the
feature maps obtained from the convolution layer can cause excessive compu-
tational complexity and overfitting problem. Therefore, the pooling layer with
window size 2×2 and stride 2 are included after the convolution layer of all sets.

The proposed architecture uses max pooling. It passes only max values to
the next step from the local region of feature map using 2×2 window. This
reduction in spatial resolution results in CNNs being able to represent a higher-
level feature [11].

Fully-Connected Layer : In this layer, the learned features pass through the
two fully connected layers. The features will be fed to the top layer of the CNNs
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2. The sample images used in the experiments (a)–(d): The original captured
images, (e)–(h): The corresponding recaptured images

where a softmax activation function is used to the classification. After that,
the weight and bias of the convolution layer and the fully connected layer are
updated through a back propagation algorithm. Through this whole process,
CNNs are learned and the accuracy of classification is increased. In the proposed
architecture, the first two fully-connected layer contain 4096 neurons and the
last fully-connected layer has 2 neurons. The final output is fed into a two-
way softmax. A dropout technique is used after the first two fully-connected
layer [13]. The dropout solves the overfitting problem by preventing excessive co-
adaptation of hidden units by ignoring the hidden units probabilistically at the
training stage. It allows the improvement of the performance since the dropout
helps get more robust features.

4 Experimental Results

For objective performance evaluation, we used a public high-quality database [9].
This database contains original images taken from indoor and outdoor using 9
different cameras. In addition, the eight difference cameras are used for recap-
turing. In the recapturing process, the composition, light, shaking, and other
variables were strictly controlled. Also, the capture distance, lens aperture and
focal length are adjusted to minimize perceived aliasing. Figure 2 shows some
examples used in the experiments.

We used 1,000 images for experiments. For training, we extracted 140,000
sub-blocks if size 64×64 from 500 set of images. 70,000 sub-blocks from 250 orig-
inal captured images and 70,000 sub-blocks from recaptured images were used
for training. Each sub-block is randomly extracted to minimize the dependency
on a specific image. 500 images were used for the accuracy test. Among them,
250 of images are original captured images and 250 of images are recaptured
images. All images were resized to width 2048 pixels. The images for testing are
broken into 64×64 sub-block since the proposed CNN architecture determines a
64×64 sub-block is from recaptured image or not.
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Table 1. The detection results of proposed method of sub-block from original captured
images and recaptured images

Accuracy

Original captured image-block 87.61%

Recaptured image-block 83.84%

Table 2. The comparison results of the detection accuracy of original captured images
and recaptured images

Original captured images Recaptured images

Cao and Kot [1] 83.67% 92.02%

Farid and Lyu [5] 87.56% 90.04%

Thongkamwitoon et al. [9] 94.89% 99.03%

Proposed 98.00% 95.20%

We compared Cao and Kot [1], Farid and Lyu [5] and Thongkamwitoon
et al. [9] for objective evaluation of performance. Those schemes are often used
for the performance benchmark of the recaptured image detection. All the exper-
iments were executed through the GPU, and the proposed CNN architecture was
implemented and tested using the Caffe framework [14].

As mentioned above, the proposed method determines block-by-block an
image is whether recaptured one or not. Therefore, the majority voting system
(MVS) is used for the final decision through the block unit results.

Table 1 shows the block unit detection result of the proposed method. The
proposed method shows higher detection rate for the original captured image
sub-block.

Table 2 shows the comparison results between the proposed and existing
schemes. CNN-based method mostly has higher performance than existing state-
of-the-art method. For the Thongkamwitoon’s method, the result for the original
captured image is high and the result for the recaptured image is low. Neverthe-
less, as mentioned before, the proposed scheme has a relative advantage that it
is easily adaptable for new environments through retraining.

Figure 3 shows false detection samples of the original captured images. The
green blocks mean correctly detected regions and the remaining blocks are the
false detected regions. In Fig. 3(a) and (b), it can be seen that false detection
occurs in the region of blurred area due to the out of focusing and the sky area
that is flat.

Figure 4 shows false detection samples of the recaptured images. In the same
way, the green blocks are correctly detected region and the remaining blocks
are falsely detected region. Similar to the results of original captured image, the
false detection occurs in the flat sky region.

Those results are very similar with that the false alarms are occurred in the
flat areas in the blur region detection studies. One of the most powerful traces
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(a) (b)

Fig. 3. The samples of false detection of the original captured images of the proposed
method. (The green colored blocks are correctly judged one)

(a) (b)

Fig. 4. The samples of false detection of the recaptured images of the proposed method.
(The green colored blocks are correctly judged one)

in the recapturing process is blurring [9]. The blurred effect is clearly revealed in
the edge region, but is unclear in the flat region. Therefore, it can be understood
that the false detection frequently occurs in the flat regions.

5 Conclusion

In this paper, we proposed a recapture image detection based on deep learning
technology. Unlike the existing recapture image detection method, the proposed
method automatically learns features of recaptured images distinguished from
the original captured image through well-designed CNN architecture. Because
the proposed technique learns multiple features integrally, it is robust and gen-
eral compared to hand-crafted feature-based method. For the experiments, we
used a high-quality database to confirm reliable results. Although the proposed
CNN architecture is not complicated, the performance of the proposed method
is generally high. As a future work, a study to improve the false detection error
in the flat area could be conducted.
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Abstract. Deniable Encryption was introduced to ensure that the sender and/or
receiver in the communication able to create and encrypt fake messages into
different ciphertexts to protect the real messages from a coercing adversary.
Numerous past works have been proposed to cater the issues of coercible commu‐
nication. To date, only Bi-Deniable Encryption has catered the issue of sender
and receiver coercion. However there can be more than one receiver in a commu‐
nication at a time. Multi-Party Computation addresses the problem of dishonest
users that can be corrupted by the adversary. In some cases, Deniable Encryption
may fails due to the coercer already know that it is applied in the communication
protocol. A new deniability technique is needed to solve these problems. This
research proposed Secret Sharing Deniable Encryption Technique. Secret Sharing
technique is used to hide the secret key by creating shares and distributed among
users.

Keywords: Deniable encryption · Secret sharing · Cryptography · Multi-Party
Computation · Public-Key Infrastructure

1 Introduction

There are many tools, protocols and algorithms have been introduced in secure commu‐
nication. It can be categorized by the type of attacks the communication system may
experience or just by the flaws or errors the system may has. Encryption is one of the
security elements being used in communication. It provides protection towards privacy
and integrity of information.

Multi-Party Computation is an issue that can be addressed in a Public-Key Infra‐
structure. Although in a Public-Key Infrastructure users are registered, they may not
share a common interest. There exist users with minimum trust against each other and
yet wish to compute information together while still keeping their inputs private.

Relatively in a Public-Key Infrastructure network, the communication channel is
secure. But in the case of coercible communication, an adversary has the power or
authority to approach the users in PKI after the message has been sent. So in this case,
Secure Multi-Party Computation methods that considered the communication channel
is insecure are also desired in designing an incoercible communication.

Another issue in Multi-Party Computation is where; there exists an adaptive adver‐
sary that can corrupt the dishonest users. Majority of honest or dishonest users can
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determine successfulness of the computation. This is important to keep the result or
output of the computation remains secret among the users throughout chains of secret
messages.

Deniable Encryption was introduced by Canetti et al. (1997). It is an encryption
scheme that achieved deniability if the sender or receiver can create a fake message and
encrypt it into a different ciphertext, thus keeping the real message private from the
coercer.

It was first designed to be implemented in electronic secret voting schemes.
However, its implementation also suits other applications that involve data encryption
in the presence of coercing adversary. Deniable Encryption has been designed to be
implemented for authentication, communication and file system.

There have been many works on Deniable Encryption in the past. The works are
mainly to introduce a new deniability technique to improve past works. The next section
will explain the characteristics used in designing a Deniable Encryption technique.

2 Forms of Deniability Characteristics

Deniability can be defined as the ability to deny information to someone who especially
has no prior knowledge of it. Deniability characteristics are implemented in encryption
algorithms so that it has the properties of deceiving and indistinguishable. Current forms
of deniability characteristics are as follows:

1. Plausible. A steganography technique is a plausible form of deniability to disguise
the encrypted data so that it will look like a plain data with different meanings (Amin
et al. 2008). Figure 1 illustrates the example.

Fig. 1. Example of plausible deniability

2. Hidden. The data is stored in a hidden encrypted storage or volume that is not visible
(Karstens 2006). Figure 2 illustrates the example.

Fig. 2. Example of hidden deniability

3. A Non-committing Encryption. Encrypting a message would derive two or more
ciphertexts (Durmuth and Freeman 2011). Figure 3 illustrates the example.
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Fig. 3. Example of non-committing encryption deniability

To date, these forms have been implemented in Digital Communication, Authenti‐
cation, Digital File System and many others. The implementations depend on the area
and objectives of the Deniable Encryption technique. The next section will explain some
of related works on Deniable Encryption techniques that have been proposed in the past.

3 Related Works

Deniable Encryption has been quite popular for the past five years. Numerous deniability
techniques have been proposed in the effort of correcting and improving Canetti et al.
(1997) works on Deniable Encryption. Their techniques have challenged the commu‐
nication implementation in Public Key Infrastructure. They defined the basic protocol
of Deniable Encryption that later being the guidelines of recent works. They also claim
that their work is strong against adaptive adversary. Following works on Deniable
Encryption proposed new or enhanced techniques.

A multi-layer deniability technique has been introduced by Klonowski et al. (2008).
The work proposes a technique if there exist a coercing adversary that already knows
Deniable Encryption scheme is used in the communication. So the coercer in this situa‐
tion can demand the real message instead of the fake one. The idea of the solution is, to
construct layers of fake messages. The first layer is revealed and with the demand of the
coercer, reveals the second layer. Coercer will obtained fake messages, where the real
message is still hidden in a deeper layer. The idea of constructing deniability in commu‐
nication’s bandwidth has broadened the application of Deniable Encryption in network
layers. But it also brings up new issue of bandwidth management.

Ibrahim (2009a) got the motivation from past works on Deniable Encryption
schemes that are inefficient in providing strong deniability notion. “A Method for
Obtaining Deniable Public-Key Encryption” research proposes three versions of Deni‐
able Encryption scheme. The schemes are constructed to achieve efficient deniability
notions to single bit and multi-bit message encryption. All of the schemes rely on quad‐
ratic residuosity of a two-prime modulus. The objectives are to achieve a high level of
deniability that equivalent to the factorization of a large two-prime modulus and reduce
bandwidth consumption. Later works has also managed to improve his works due to
new approach of bandwidth management.

Sender-side Deniable Encryption schemes have been proposed by many from past
works. Where sender-side coercion is a popular issue, receiver-side coercion is also
important. Ibrahim (2009b) in “Receiver-Deniable Public-Key Encryption” highlighted
the importance of receiver-side coercion. A sender does not have the information to
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decrypt an encrypted message. This is because, the decryption key is held by the receiver.
In this research, proposed Deniable Encryption technique uses mediated-RSA for
Public-Key Infrastructure. The mediated-RSA has the property of fast key revocation.
So by this, the receiver will not have the full encryption information. Thus, the coercer
will not gain the information to decrypt the encrypted messages. The Receiver-Side
Deniable Encryption approach can be debatable as in the claim of the effect of Sender-
Side coercion is more critical.

The research by Howlader and Basu (2009) has been concentrated on the practical
implementation in communication. An important property of deniability is that it must
be deceiving to the coercer. In a communication between the sender and receiver, the
messages being exchanged must have a particular context or subject. For this reason,
this research proposed a strong notion of deniability where the fake messages have the
same context with real messages. By this, the fake messages will be indistinguishable
and deceivable to the coercer. This research has introduced new deniability characteristic
in the effort to strengthened Deniable Encryption technique.

Past works of Deniable Encryption schemes have been consider inefficient and
impractical. By this motivation, Meng and Wang (2009) proposed a new Deniable
Encryption scheme to cater the problem for practicality in large scales networks. The
idea expands from the solution of Klonowski et al. (2008) and includes BCP (Bresson,
Catalano and Pointcheval) commitment scheme. A BCP cryptosystem has been used in
public-key encryption. It consists of two different decryption procedures based on two
different trapdoors. This works however only focuses on the network scales view of
implementation rather than introducing new technique of deniability.

Bi-Deniable is a term used by O’Neill and Peikert (2010) that referred to both sender
and receiver are coercible simultaneously. In other words, both sender and receiver
participate in constructing the fake messages. This Deniable Encryption scheme
involves a plan-ahead technique where the numbers of alternative fake messages are
decided prior to the communication. It is a true public-key scheme that is non-interactive
and has no involvement of third parties. A lattice-based Trapdoor Functions and Identity-
Based encryption are used to construct the deniability scheme. The technique proposed
on Trapdoor Function has always been a crucial criteria in implementing Deniable
Encryption.

O’Neill et al. (2011) highlighted the issue of past works on Deniable Encryption
scheme that only achieved limited forms of deniability. Through this research, a Bi-
Deniable Encryption scheme is proposed, where both sender and receiver are coercible.
The scheme is based on simulatable encryption and lattice-based. It is applicable for a
multi-distributional model and is immediately a non-committing encryption.

Durmuth and Freeman (2011) proposed a new scheme that takes up the issue of
negligible detection probability in Deniable Encryption. In this scheme, samplable
(sample-able) public key bit encryption is introduced where a non-committing encryp‐
tion is generated while still maintaining the semantic security’s objective.

In this research, Multi-Party Computation solution becomes an objective for intro‐
ducing a new Deniable Encryption technique. The next section will shows how the
original work of Secret Sharing technique is used in Deniable Encryption.
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4 Secret Sharing Scheme

Secret Sharing Scheme has been introduced by Adi Shamir in (1979). It was proposed
to cater the issue in a Multi-Party Computation for Symmetric Key encryption.
Adi Shamir has designed a new key management scheme for a group of users to share
secrets. The proposed key management scheme is a shared system.

The scheme uses a threshold (k, n). Where k is the number of desired shares
(threshold) to recover the secret and n is the total of users/shares. For example total of
5 users are sharing a key to an encrypted message. The threshold limit that has been
agreed is 3 out of 5 shares needed to recover the key.

For this situation the threshold will be k = 3 and n = 5. By using an interpolation
formula, 5 data points will be generated based on the key. These data points are the
shares that will be distributed among 5 users. In retrieving the key, at least 3 data points
are needed. To date, numerous of recent works have been done enhancing the technique
of Secret Sharing in modern Network Communication.

5 Secret Sharing Deniable Encryption

In this research, Secret Sharing will be implemented as a form of deniability. The main
objective of this proposed Deniable Encryption technique is to enhance the method of
securing the real key by creating shares of fake keys. Even if some users are compro‐
mised the real key will remain hidden.

A threshold of (k, n) is defined prior the communication takes place. Where n is the
total of users and k is the agreed number (threshold) of users. So number of users that
is equal or more than k would reveal the secret key. The coercer may approach more
than two users (a sender and multiple receivers) and force them into revealing the
encryption and decryption keys. Corrupted users (less than k) will not reveal the real
keys as long as it does not satisfy the threshold k.

Secret Sharing technique had only been applied in a symmetric key system. But in
current environment, most transactions or communications are implemented in a Public-
Key Infrastructure. To apply Secret Sharing technique in the Public-Key Infrastructure,
a new method is proposed.

Secret Sharing properties will be used as a Deniable Encryption technique. Unlike
the previous implementation of Secret Sharing scheme, shares of the Secret (decryption)
key will be generated as pairs of Public and Private Keys. An interpolation process is
needed in to generate the threshold shares.

In this work, two main processes have been identified to create the Secret Sharing
Deniable Encryption technique. The first process is Fake Keys Generation. LaGrange
Polynomial is used for interpolation process. Below is the process to generate the fake
keys (Fig. 4).

1. LaGrange Polynomial Interpolation formula:

f (x) = a0x0 + a1x1 + a2x2 +…+ ak−1xk−1
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2. The Private (decryption) Key of the sender is used in the interpolation formula.
3. Based on the total users (n), threshold limit (k) will be 𝟎 < k < n.
4. A large random prime number is used for every n (total users/shares) to generate the

shares of data points (x, y).
5. To generate fake keys from data points, RSA key generation formula will be used:

n = p ∗ q

Φ(modulo) = (p − 𝟏) ∗ (q − 𝟏)

Find e (Public Key), such that:

𝟏 < e < Φ(modulo)

Find d (Private Key), such that:

(d ∗ e)% Φ(modulo) = 𝟏

6. Using the data points, the x value will replace the value of p and q will have the next
random prime number of x.

7. This RSA key generation process is repeated to create all fake keys for each user.

The second process is Real Key Recovery. The process involves reverse RSA and
LaGrange Basis Polynomials. Following is the process of recovering the real key.

1. Gathering up k shares (fake Private Keys (d), fake Public Keys (e), fake Modulus N
(modulo) and y values).

2. Find p and q values, from reverse RSA formulas:

(d ∗ e) %Φ(modulo) = 𝟏

3. (d * e) is congruent to 1%Φ(modulo). So (d * e) is near to the value of multiple of
Φ; and Φ has the value near to value of modulo. From here we can summarize
(e.d)∕modulo is 1 is less than a factor r. r = 1 + (e.d)∕modulo and
Φ = (e ∗ d − 𝟏)∕r.

4. From modulo = p ∗ q

Φ(modulo) = (p − 𝟏) ∗ (q − 𝟏)

= (p ∗ q) + 𝟏 − (p + q)

Fig. 4. Fake keys generation process
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p ∗ q = modulo So,

Φ(modulo) = (modulo + 𝟏) − (p + q)

Substitute p + q with sum

where sum = modulo + 𝟏 − Φ

5. At this point, use quadratic formula to solve p and q
delta = sum2 − 𝟒 ∗ modulo So,

p = (sum + delta)∕𝟐

q = (sum − delta)∕𝟐

6. With the value p = x recovered and we already know the y, we can compute the
points (x, y) for all the k-numbers of shares (𝓁) with the LaGrange Basis Polynomials
formula:

f (x) =
∑2

j=0
yj.𝓁j(x)

7. The result will be the real decryption (Private, Pr) key.

The threshold limit (k) of a Secret Sharing must be well chosen. If too small value
of k threshold, the shares would be easily compromise. And if too big value of k
threshold, it will be hard to gather the required shares. The criteria in choosing the value
of k threshold are highly depending on number of users in the group.

In coercion, the adversary will force the sender and receiver to give up the public
(encryption) key and private (decryption) key. For a normal case, the sender and receiver
will give the adversary fake keys. But if the adversary already knows that Deniable
Encryption is applied, sender and/or receiver can be eventually corrupted. In this case,
the information of the Deniable Encryption technique has been revealed.

But since a threshold has been chosen wisely, it is hard for the adversary to gather
all the required k number of shares from the other users in the group. This is because
the location of the other users of the group is not accessible by the adversary and among
the users as well.

6 Implementation

There are twenty users in a group of Public Key Infrastructure network. Five top level
users wishes to communicate in secret that can only be known only to them. Acknowl‐
edging that even in a Public Key system the message could be accessed by someone
with higher authority they will communicate using Deniable Encryption technique. The
detail process is as follow:

1. The sender (User1) encrypts a secret message using his Public Key (PbU1) and
Modulus N (NU1) to be sent to four users (User2, User3, User4 and User5).
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PbU1: 5
NU1:
780802694301684407224933535432360665080820616014861144529180248765
003674980349760241687981112323625747209375567279180847921533445493
4752733394992500492631.

2. The Certificate Authority will act as a dealer to generate fake keys. The sender
(User1) will give his Private Key (PrU1) to the Certificate Authority and create
threshold (3, 5) of fake keys for five users.
PrU1:
123210777206737628899734141729442660323282464059444578116720995060
014699921327948265066053338498015523793744825313369591885317070231
451868849348311747725.

3. The Certificate Authority will use two formulas to create the Fake Keys:
a. LaGrange Polynomial Interpolation

From the LaGrange formula:

f (x) = a
𝟎
x𝟎 + a

𝟏
x𝟏 + a

𝟐
x𝟐 +…+ ak−𝟏x

k−𝟏

The formula will be run 5 (n) times to generate data points (x and y values) for
each user. The value of k will have the value of 3. PrU1 will be inserted at a0
while the other an will be random numbers. The x values will be a large prime
number randomly generated and unique for each user. All the shares will be mod
by a LaGrange Prime value (Lp ∈ ℙ: Lp > S, p > n; Lp = LaGrange Prime,
S = Secret, n = Total Users). This is done so that the shares will be in Finite
Field Arithmetic values.

b. RSA Key Generation
To generate the fake Public and Private Keys for users, RSA key generation
algorithm is used. From the base formula n = p ∗ q, two large prime numbers
are needed to get the value of Modulus N(n). From the previous value of
LaGrange formula, x will be used as p and q will be the next prime of x. Next
step is to solve:

Φ(modulo) = (p − 𝟏) ∗ (q − 𝟏)

Compute Public Key (e):

𝟏 < e < Φ(modulo);

gcd(e,Φ(modulo)) = 𝟏

Compute Private Key (d):

d = e−𝟏mod(Φ(modulo));
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(d ∗ e)%Φ(modulo) = 𝟏

4. LaGrange Prime, Y values, Fake Modulus N, Fake Public Key and Fake Private Key
(FNU1, FPbU1, FPrU1; FNU2, FPbU2, FPrU2; FNU3, FPbU3, FPrU3; FNU4,
FPbU4, FPrU4 and FNU5, FPbU5, FPrU5) will be distributed to each user including
the sender by the Certificate Authority.

5. The sender (User1) will use Fake Modulus N and Fake Public Keys of the receivers
(FNU2, FPbU2; FNU3, FPbU3; FNU4, FPbU4 and FNU5, FPbU5) to encrypt a fake
message. Both encrypted secret and fake messages will be sent to the receivers
(User2, User3, User4 and User5).

6. In case of coercion, the users will hand in the fake keys and fake message. Even if
either of them gets compromised, the coercer will have difficulties to find out the
threshold of shared keys and gathering them.

7. The receivers will have to gather at least 3 (k) shares (Fake Modulus N, Public Keys
and Private Keys) from other user to recover the real key (PRU1) and decrypt the
secret message.

7 Research Analysis and Findings

Secret Sharing scheme has been successfully implemented in the past. In this research,
a few findings have been identified from the implementation of the scheme for Deniable
Encryption. Determining the values of threshold (k, n) are crucial in designing the tech‐
nique in assuring the aspects of Correctness and Privacy of Secret Sharing scheme.

For generating RSA 512 bit fake keys, the p and q are dependable with the value of
x (p = x) from the LaGrange formula. Higher total of users (n) will create a large value
since the x value is already 256 bit. Therefore, in this research the number of users are
the limited up to 15. This have been done in optimizing the time of shares generation.
If more than 15 users, the shares generation process might be exposed to a side-channel
attack.

The threshold value of k has been widely discussed in the past researches of Secret
Sharing scheme. If the value of k is too large, the process of gathering of shares will be
tedious since the shares might not be in near distance from each other. If the value of k
is too small, then the shares are easily compromised by the attacker or unintentionally
among the users themselves.

From the polynomial process, the value of k has an exponential effect. Since k < n,
the value of k is dependable to n. So, from this research a recommendation has been
made in choosing the value of k. The threshold value of k is chosen to be 60% from the
total users (n). This means that 60% of n will be the value of k (i.e. 60% of 15 users = 9).
This recommendation would satisfy the problem of the value k too large or too small.

8 Conclusions

Deniable Encryption has been quite popular for the past five years. Canetti’s (1997)
contribution on proposed solution of Deniable Encryption gets a lot of critics. Recent
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works on Deniable Encryption have introduced many forms of deniability characteris‐
tics. These forms are used to create strong Deniable Encryption techniques. Depending
on the objective of the technique, many past works achieved incoercible communication.
However, Multi-Party Computation issue can still occurred in either of the techniques
proposed.

Secret Sharing Deniable Encryption Technique proposed in this works will provide
a new stronger solution in achieving incoercible communication. The Secret Sharing
technique with the threshold property will ensure that the adversary cannot retrieve the
real key and secret message. Corrupted sender and/or receiver will not be able to satisfy
the threshold and thus cannot provide the adversary enough information to gather the
shares.
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Abstract. Steganalysis targets to detect the existence of hidden infor-
mation in a given content. In this paper we propose to use a local feature
set which is designed to enhance discrimination of features obtained from
a cover and a stego mesh. The proposed feature captures the fine defor-
mation of the 3D mesh surface induced by a steganography or water-
marking method. In our 3D steganalysis approach, in addition, we apply
the homogeneous kernel map to the local feature set, which make it pos-
sible to bring much more discrimination via non-linear mapping. The
proposed feature set and its combination with the homogeneous feature
map have shown good performance on two different steganography and
watermarking algorithm with a well known and widely used 3D mesh
database through repeated experiments.

Keywords: Steganalysis · 3D mesh · Homogeneous kernel map

1 Introduction

Steganalysis is a technique used to identify whether a given content holds a hid-
den message such as a copyright, secret information, etc. So far, many steganaly-
sis techniques have been studied along with steganography and watermarking
schemes for different types of content.

Steganalysis has importance in two aspects. First, we can employ it to
improve a steganography or watermarking method i.e., the algorithm can be
refined to make it more difficult to identify whether a certain content has hidden
messages or not. Next, it is important in terms of security as well. Some gov-
ernment agencies such as the National Security Agency can monitor and censor
a communication which is suspected of being steganographically processed by
people, who have malicious intention, such as terrorist organization [1].

As the 3D printer market has grown recently, the amount of 3D content
has increased rapidly on the Internet, and the importance of information hiding
techniques on 3D model has been growing as well. Ohbuchi et al. [2] proposed a
watermarking scheme that employed a spread-spectrum approach to modify the
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 42
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sequence of values obtained using mesh spectral analysis. Cho et al. [3] suggested
a watermarking algorithm based on a histogram of vertex norm. They modified
the distribution of vertex norms to embed a watermark in host 3D meshes. As
a steganography scheme, meanwhile, Chao et al. [4] proposed a high capacity
embedding technique based on projection of vertex onto the principal axis and
using multi-layer concept.

To the best of our knowledge, Yang and Ivrissimtzis [5] proposed the first 3D
mesh steganalysis using a feature set which consists of various statistics for posi-
tion of vertices, dihedral angle between adjacent faces, face normal, etc. In [6,7],
a steganalytic algorithm was designed for a specific watermarking technique [3],
which can estimate the number of bins and perceive the presence of secret mes-
sages. Recently, Li and Bors [8] suggested using additional local features e.g.,
vertex normal, Gaussian curvature and curvature ratio combining with [5]. For
discriminative 3D mesh steganalysis, in this paper, we propose to use some fur-
ther features such as edge normal, mean and total curvature which make up for
other features.

On the other hand, in image steganalysis, Boroumand and Fridrich [9] inves-
tigated how to boost the performance of the existing steganalytic methods by
transforming their features with explicit feature maps. However, the feature map-
ping called Nyström’s approximation [10] used by them is data-dependent and
requires an extra training process to find the feature map. Those properties
make the approach not available in the extant 3D mesh steganalytic algorithms
because of their difficulties in securing data. To overcome them, we propose to
use the homogeneous kernel map [11] which is a data-independent approxima-
tion, while not requiring an additional learning.

The rest of the paper is organized as follows. In the next section, we explain
the feature extraction process in 3D mesh steganalysis. Section 3 describes the
homogeneous kernel map and how to combine it with the feature set. In Sect. 4,
the experimental results show the effectiveness of our proposed method. Finally,
the conclusion is drawn in Sect. 5

2 3D Mesh Statistical Feature Extraction

We describe 3D mesh statistical features used to identify the changes induced by
information hiding and how to extract them in brief. All the features introduced
here follows mesh normalization and calibration process.

The mesh normalization step makes a 3D mesh fit into unit cube centered at
(0.5, 0.5, 0.5). Next, in the calibration process, we generate the reference mesh
M′ of the normalized mesh M by applying some smoothing technique on M. All
features are extracted from the differences between M and M′. We assume that
the difference of the stego mesh is unlike that of the cover mesh. We expect that
both smoothed versions of the cover and stego meshes should be almost same,
and provide the same and fair reference. In addition, the alterations induced by
information embedding take the form of noise. The difference between the cover
mesh and its smoothed version is smaller than the difference between the stego
mesh and its correspondent.



360 D. Kim et al.

Now, we extract the features with pairs of each mesh and its corresponding
reference obtained in the manner mentioned above. We use mean and total cur-
vature, and edge normal as additional features with the 13 features proposed
by [5,8]. The absolute differences between x, y, and z-coordinates of vertices of
M and M′ for the Cartesian coordinate system are calculated to yield feature
vectors f1, f2 and f3 whose dimension is equal to the number of vertices. In a
similar way, feature vectors f4, f5 and f6 are generated for the Laplacian coordi-
nate system. In addition, we regard the absolute differences in terms of �2-norm
of the vertices on the Cartesian and Laplacian coordinate system as f7 and f8,
respectively. A feature vector f9 is generated using dihedral angles between adja-
cent faces. The angles between the corresponding face and vertex normals are
considered as f10 and f11. We also take into account Gaussian curvature and
curvature ratio as f12 and f13, respectively.

The additional features which we consider are edge normal, mean curvature,
and total curvature [12]. An edge normal is the weighted sum of the normals of
the faces which have the edge and is defined as follows:

#»n e(i) =
∑

f∈Fe(i)

Area(f) · #»n f (1)

where Fe(i) represents the faces containing edge e(i). Area(f) and #»nf denote the
area and the face normal for the face f , respectively.

In the same way as f12 and f13, the fourteenth feature is generated by calculat-
ing the angle between edge normals of the edge e(i) of M and its corresponding
edge e′(i) of M′.

f14(i) = arccos

〈
#»n e(i),

#»n e′(i)
〉

∥
∥ #»n e(i)

∥
∥ · ∥

∥ #»n e′(i)
∥
∥ ∈ [0, π], (2)

where 〈·, ·〉 denotes the inner product and ‖·‖ is �2-norm.
In addition, we use other curvature information, mean curvature and total

curvature [12], to complement the aforementioned curvature information and
enhance discrimination of features.

H(v(i)) =
κ1(v(i)) + κ2(v(i))

2
(3)

T (v(i)) = |κ1(v(i))| + |κ2(v(i))| (4)

where κ1(v(i)) and κ2(v(i)) denote principal curvatures called the maximum and
minimum curvature, respectively. v(i) represents i-th vertex of a mesh.

f15(i) = |H(v(i)) − H(v′(i))| (5)

f16(i) = |T (v(i)) − T (v′(i))| (6)

where v(i) and v′(i) are i-th vertex of M and M′, respectively.
Since a 3D mesh model does not have a tractable unit corresponding to a

pixel in an image, the feature vectors of different dimensions are obtained from
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each model and thus they cannot be used directly. Instead, we use statistics
such as mean, variance, skewness, and kurtosis for the features. Using these
statistics is very natural because it is common and shows good performance in
image steganalysis [13]. Before the moments are calculated, like [5,8], we apply
logarithm transformation to all the feature vectors, log(fi + ε) where fi consists
of positive or zero values and thus a small number ε is added to avoid taking
the logarithm of zero values. The log function is commonly used to input data
which contains values with large and small order-of-magnitude, and it can be
replaced with other power functions such as square root. By calculating the four
statistical moments for each feature vector fi and stacking all of them, we finally
have a 64-dimensional local feature set, called LFS64.

3 Feature Mapping Using Homogeneous Kernel Map

The features we created in Sect. 2 may not be linearly separable because they are
not directly related to the embedding domain of watermarking or steganography,
which can make many classifiers used in steganalysis poorly work. Although the
FLD ensemble [14], which has been widely used in recent years, has non-linearity,
it is known to have almost the same performance as linear classifiers [15].

Therefore, before training a detector, we apply explicit maps to the features
instead of using a kernelized classifier considered as an implicit approach. In
our 3D steganalytic algorithm, we perform the feature mapping using the homo-
geneous kernel map. There is an alternative way called Nyström’s approxima-
tion [9,10] which has shown good performances in image steganalysis recently
but we do not employ it due to its following disadvantages: First, it is data
dependent. Second, it requires additional learning separately. In addition, [9]
pointed out that it may not be effective if the features are low dimensional and
dense. In 3D mesh steganalysis, it is appropriate to use the homogeneous kernel
map which is data-independent and approximated without any additional learn-
ing since the number of data to be acquired is relatively small and the extracted
features are low dimensional.

Given a cover and stego feature x,y ∈ R
D
+ , we want to find the feature map

Ψ(·) called the homogeneous kernel map such that K(x,y) = 〈Ψ(x),Ψ(y)〉H
where H stands for a Hilbert space. The kernel satisfies additivity and homogene-
ity, i.e., K(x,y) =

∑D
j=1 k(xj , yj) where k(xj , yj) = √

xjyj k(
√

yj/xj ,
√

xj/yj),
and xj and yj are j-th components of x and y, respectively. Again, we can
express k(xj , yj) using the so-called kernel signature K(λ) as follows.

k(xj , yj) =
√

xjyj K(log yj − log xj). (7)

According to Bochner’s theorem, any positive-definite function K(λ) can be
expressed as

K(λ) =
∫

R

e−iωλdμ(ω), λ ∈ R (8)
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where μ(ω) denotes a non-negative symmetric measure, and we assume that
μ(ω) = κ(ω)dω, i.e., κ(ω) is the spectrum of the kernel signature in the fre-
quency domain. The following expression can be obtained by replacing the kernel
signature K(·) of Eq. (7) with (8).

k(xj , yj) =
∫

R

[e−iω log xj

√
xjκ(ω)]∗[e−iω log yj

√
yjκ(ω)]dω (9)

=
∫

R

[Ψ(xj)]∗ω[Ψ(yj)]ωdω, [Ψ(xj)]ω = e−iω log xj

√
xjκ(ω)

Ψ(xj) is a continuous and infinite dimensional vector. Thus, we need to approx-
imate its discrete and finite one Ψ̂(xj) by sampling and scaling it.

[Ψ̂(xj)]k =
√

ω0[Ψ(xj)]kω0 , k = −N, ..., N (10)

where ω0 is the so-called fundamental frequency. Meanwhile, the multi-
dimensional feature map Ψ̂(x) is generated by stacking the scalar ones as

Ψ̂(x) =
D⊕

j=1

Ψ̂(xj) (11)

Note that the final feature map Ψ̂(x) is a D(2N +1)-dimensional vector because
the dimensionality of Ψ̂(xj) for xj is (2N + 1) by Eq. (10). Now, we have non-
linear feature sets of 64 × (2N + 1) dimensions for the cover and stego meshes.

4 Experimental Results

In this section, we demonstrate and analyze the effectiveness of our approach.
The experiments were conducted under the following environments. The Prince-
ton Mesh Segmentation database was used to generate dataset for training and
testing, which contains 380 various shaped 3D meshes.

Two different information hiding methods were considered here. The first
scheme was a high capacity steganography method [4] for which we set parame-
ters i.e., interval number and the number of layers to 5,000 and 10, respectively.
We treated all vertices as carriers except 3 base vertices. Next, using the mean
based watermarking method [3], we embedded randomly generated messages of
64-bit length into all the meshes with the incremental step size Δk = 0.001 and
the strength factor α = 0.03. Those two methods yielded the embedded meshes
with 0.0550 ± 0.0053 and 0.0859 ± 0.0069 in the fast mesh perceptual distance
(FMPD) [16], respectively. It is difficult to make a visual distinction between an
embedded mesh with FMPD below 0.2 and its cover.

We employed the FLD ensemble classifier [14] which is commonly used in
image steganalysis. The classifier builds some base learners on randomly sampled
subspaces of the feature space, and the database we used is relatively small. Thus,
to remove the chance factor and consider the statistical importance of results,
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(b) Experimental results for [3]

Fig. 1. Receiver operating characteristic curves of the different feature types. The
numbers in parentheses represent the areas under the curves (AUC).

the experiments were performed for 100 datasets constructed by randomly and
repeatedly splitting the whole data into 70% for training and 30% for test. As
measures for performance evaluation, we used receiver operating characteristic
(ROC) curves and box-and-whisker plots for detection error which is defined as
follows.

ERR =
FP + FN

TP + TN + FP + FN
(12)

where the terminology comes from [17]. The ROC curves in Fig. 1 were drawn
at the median values of the detection errors obtained from 100 repeated
experiments.

We first compared LFS64, our proposed feature set, with LFS52 [8] which
shows the state-of-the-art performance. For the method of [4], as seen in Fig. 1,
LFS64 showed a larger area under the curve (AUC) and a higher true posi-
tive rate for a small false positive rate than LFS52. Also, we observed a slight
improvement with the smaller median value as shown in Fig. 2. On the other
hand, the performance improvement for [3] was noticeable and the detection
error decreased by about 2%. This shows that the proposed feature captures the
fine deformation of the surface due to the change of the vertex norm.

Next, we demonstrated the results when applying the homogeneous kernel
map (HKM) to LFS64. The homogeneous kernel used here was χ2 with the
parameter N = 3 in Eq. (10) accounting for time complexity. For both infor-
mation hiding methods, the local feature set, or LFS64 combined with HKM
yielded higher AUC from the ROC curves, and had less upper, lower quartile,
and median in the detection error distributions than the other feature sets. The
improvement of the combination is clearer and more conspicuous against [3] than
[4]. As shown in Fig. 2b, the upper quartile of LFS64+HKM is equal to the lower
one of LFS64, i.e., its interquartile range (IQR) does not fall on LFS64’s IQR.
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Fig. 2. Box-and-whisker plots for detection errors. Feature types 1 to 3 indicate LFS52,
LFS64 and LFS64+HKM, respectively.

5 Conclusion

In this paper, we proposed a local feature set, LFS64 and its combination with
the homogeneous kernel map to improve performance for 3D mesh stegnaly-
sis. The three local features, i.e., edge normal, mean and total curvatures were
adopted to recognize more subtle changes induced by information hiding on
the surface of a mesh. In addition, we applied the homogeneous kernel map to
the feature set, which helped a classifier find non-linear separation boundaries
more efficiently. For the two representative steganography and watermarking
techniques, the proposed method showed significantly improved performances in
terms of AUC or detection error. In the future, more sophisticated 3D mesh ste-
ganalytic algorithm should be designed to detect a stego mesh which is generated
by an information hiding method changing its connectivity without distortions.
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Abstract. In this paper, we establish a relation between sealed-bid e-
auction and e-cheque by proposing a transformation technique which
transforms a secure sealed-bid e-auction into a secure e-cheque scheme.
Although the application scenario differs, we notice that the scheme
structure and fundamental security properties in both schemes are sim-
ilar, namely, unforgeability, anonymity and indistinguishability. As a
proof of concept, we apply the transformation technique on the classic
Sakurai and Miyazaki sealed-bid e-auction scheme and obtain a secure
e-cheque scheme.

Keywords: Sealed-bid · Auction · Cheque · Privacy · Transformation

1 Introduction

The first e-cheque scheme is published by Chaum et al. in 1988 [3] which is based
on digital signature and it achieved the security properties of untraceability,
undeniability and unforgeability. In the creation of e-cheque of Chaum et al.’s
scheme, the data redundancy can only be identified after a few repetitions of
data, hence heavy computation overhead are generated. A year later, Chaum
et al. enhanced the verification algorithm of the scheme [2]. Based on RSA
signature, Chen further reduced the computational cost of an e-cheque scheme
by replacing modular exponentiation with hash function to allow selection of
payee’s credential during writing of an e-cheque [5].

In 2006, Lu et al. proposed a new e-cheque scheme by using identity-based
signature scheme as an alternative to achieve one-timeness and computational
efficiency [14]. In 2009, Su proposed an e-cheque scheme that increases the effi-
ciency using short signature size of 160 bits [20]. More e-cheque schemes were
proposed as listed in Table 1. Similar with e-cheque, sealed-bid e-auction has
develop through time. Franklin and Reiter [7] presented the first sealed-bid e-
auction scheme in 1996 with the property of anonymity. Their scheme made
use of the verifiable signature sharing, thus the auctioneer knows bids of all the
bidders at the end of the auction. In 1999, a sealed-bid e-auction scheme was
introduced by Kikuchi et al. which improved on the anonymity of sealed-bid e-
auction and proposed a tie-breaking algorithm. When two or more highest bids
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 43
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Table 1. Recent developments of e-Cheque

Scheme Technique

Pasupathinathan et al. [17] Schnorr signature

Chen et al. [4] Blind signature

Hinarejos et al. [8] Fair exchange protocol

Sun et al. [21] Chameleon hashing

are placed, the use of tie-breaking algorithm that consists of multiple auction
rounds will decrease the number of highest bids.

A prevailing concern in sealed-bid e-auction is bid-rigging attack which occurs
when coercers give command towards other bidders to bid at low prices for
the coercers to win the auction. In view of this, Sakurai and Miyazaki [18]
proposed a sealed-bid e-auction scheme which solved the bid-rigging attack with
undeniable signature and the technique of bulletin board. Although Sakurai and
Miyazaki’s scheme provides non-repudiation, confidentiality and anonymity to
the bid, Viswanathan et al. showed that the anonymity is only enjoyed by losing
bidders but not the winning bidder [23]. Viswanathan et al. also inspired by
Schoenmakers’s scheme [19] which is based on verifiable secret sharing that does
not preserve the anonymity of users. In view of that, Viswanathan et al. proposed
a publicly verifiable auction scheme for sealed-bid e-auction that preserve the
anonymity of both winning and losing bidders. A lot secure sealed-bid e-auction
schemes have been proposed since then as described in Table 2.

Table 2. Recent developments of Seal-Bid e-Auction

Scheme Technique

Abe and Suzuki [1] Chameleon bit-commitments

Chen et al. [6] Homomorphic encryption

Wu et al. [24] Symmetric encryption

Lee et al. [12] Group signature

Xiong et al. [25] Ring signature and verifiable encryption

Li et al. [13] Modified group signature protocol

Montenegro and Lopez [15] Secure multiparty computation

Nojoumian and Stinson [16] Verifiable secret sharing

Howlader and Mal [10] MIX and deniable signature

1.1 Our Contributions

Although e-cheque and sealed-bid e-auction are significantly differ in their appli-
cation scenario, we notice a high similarity between their security properties and
this leads us to generalize a generic transformation from sealed-bid e-auction to
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e-cheque. This transformation allows one to easily construct a secure e-cheque
scheme from a secure sealed-bid e-auction scheme, instead of building from
scratch.

Firstly, we formally define the security models of sealed-bid e-auction and
e-cheque which are needed by the transformation. The security models defined
for sealed-bid e-auction are based on three security properties, namely, unforge-
ability, anonymity, and confidentiality. Similarly, the same security properties
are required to create a secure construction of e-cheque.

Secondly, we present the transformation from a secure sealed-bid e-auction
to a secure e-cheque. In precise, we show that when the underlying sealed-bid
e-auction scheme fulfills the security properties of a secure sealed-bid e-auction
scheme in our transformation framework, we can directly obtain a secure trans-
formed e-cheque scheme.

1.2 Organization

We organize the paper as follows. Firstly, we provide the definition of algorithms
and security models for sealed-bid e-auction in Sect. 2. Secondly, we provide the
definition of algorithms and security models for e-cheque in Sect. 3. Followed
by, generic transformation from sealed-bid e-auction to e-cheque in Sect. 4. In
Sect. 5, we show an instance of the transformation. In Sect. 6, conclusion on the
transformation is provided.

2 Sealed-Bid e-Auction

As the first step of initializing the transformation framework, we formally define
the security definitions of sealed-bid e-auction (SBEA). To the best of our knowl-
edge, this is the first rigorous definitions of SBEA.

2.1 Definition

A SBEA scheme consists of three algorithms, namely, SBEA = {Setup, Bid,
Open}:

Setup (1k): A Trusted Third Party (TTP) generates public parameters (param)
that includes public key (pk) and secret key (sk) for each entity (auctioneer (AU)
and bidder (BR)).

Bid: Each BR chooses his bidding price (P ). Then, BR hides P and creates the
bid (σ) from the P . BR places σ by submitting σ to AU. In some schemes, BR
is allowed to verify the σ placed.

Open(σ): After the duration of bidding ends, AU declares and opens the winning
bid. BR has to prove the possession of the winning bid.

Note: In some cases, auctioneer and bidder generate their own pk and sk [22].
However, our model does not conflict with theirs as we can view the TTP as a
Certification Authority (CA) which certifies the public key of every entity.
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2.2 Security Model

We define the security properties of SBEA, namely, unforgeability, anonymity,
and confidentiality in this section.

Unforgeability. In SBEA scheme is defined as the incapability of imperson-
ating any other BR to forge a valid bid [24]. We rigorously define the secu-
rity notion of SBEA, namely existential unforgeable under chosen price attack
(EUF-CPA). One can view this as an analogy to the EUF-CMA security notion
of digital signature. We define the EUF-CPA as a game between challenger (C )
and adversary (A1) as follows:

Registration phase

Setup Query : When the game starts, C gives system parameters to A1 and
registers A1.

Training phase

Bid Query : A1 queries for chosen price, P to obtain bid (σi) from C, where i
changes accordingly to the number of training iteration.

Open Query : A1 queries for the verification details of (P , σi) from C.

Forging phase

Forge: After certain time of training, A1 selects P ∗ and forges σ∗. If σ∗ is a valid
bid, then A1 wins the game.

We say that a SBEA scheme is EUF-CPA if there is no polynomial time
adversary A1 has probability in winning the game above.

Anonymity. In SBEA scheme is defined as the incapability to gain access to
other BRs’ information, excluding those approved parties that store BRs’ infor-
mation [24]. We rigorously define the security notion of SBEA, namely bidder
anonymity under chosen price attack (BA-CPA). One can view this analogy to
the SA-CMA security notion of undeniable signature. We adopt the same Reg-
istration phase and Training phase as in Sect. 2.2 to define BA-CPA as a
game between C and A1 as follows.

Identifying phase

Identify : After using several identities for training, A1 gives P ∗ to C which
returns σ1 and σ2 where one of them is a random element in bid space. A1

analyses and determines the correct bid σ∗ from the two choices.
We say that a SBEA scheme is BA-CPA against adversary A1 when A1 has

negligible probability of selecting the valid σ∗ in the game above.
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Confidentiality. In SBEA scheme is defined as the secrecy of all bidding prices
excluding winning price. The losing prices are not reveal to anyone including AU
[24]. We rigorously define the security notion of SBEA, namely indistinguisha-
bility under chosen bid attack (IND-CBA). One can view this game as a SBEA
variant of IND-CCA in encryption scheme. Adopting the same Registration
phase and Training phase as in Sect. 2.2, the IND-CBA game between C and
A1 is as follows.

Identifying phase

Identify : After using several identities for training, A1 gives P 1 and P 2 to C,
which returns σ∗ as a valid bid from either P 1 or P 2. A1 analyses and determines
the correct price P ∗.

We say that a SBEA scheme is IND-CBA against adversary A1 when A1 has
negligible probability of selecting the valid P ∗ in the game above.

3 e-Cheque

To the best of our knowledge, we provide the first rigorous definition of e-cheque.

3.1 Definition

An e-cheque scheme consists of three algorithms, namely, e-cheque = {Register,
Write, Transfer}:

Register (1k): A TTP generates public parameters (param) that includes pub-
lic key (pk) and secret key (sk) for each entity (Bank (B), Payer (PR), and
payee).

Write: PR upon receiving the invoice containing payment details, writes the
payment details and hides PR’s account information (I). PR creates a valid
e-cheque (ϑ). Then, ϑ is submitted to B.

Transfer(ϑ): At the end of the day, PR proves to B the ownership of ϑ. After B
checks for sufficient amount in PR’s account for clearance, B debits from PR’s
account and credits into payee’s account.

Note: In some cases, bank and user generate their own pk and sk [4]. However,
our model does not conflict with theirs as we can view the TTP as a CA which
certifies the public key of each entity.

3.2 Security Model

We define the security properties of e-cheque, namely, unforgeability, anonymity,
and confidentiality in this section.
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Unforgeability. In e-cheque scheme is defined as the incapability for user to
forge a valid signed e-cheque of another user [17]. We rigorously define the secu-
rity notion of e-cheque, namely existential unforgeable under chosen account
attack (EUF-CAA). One can view this analogy to the EUF-CMA security notion
of digital signature. We define EUF-CAA as a game between challenger (C ) and
adversary (A2) as follows:

Registration phase

Register Query : When the game starts, C gives system parameters to A2 and
registers A2.

Training phase

Write Query : A2 queries using account information, I to obtain a cheque, ϑj

from C, where j changes accordingly to the number of training iteration.

Transfer Query : A2 queries for the verification details of (I, ϑj) from C.

Forging phase

Forge: A2 selects I∗ and forge ϑ∗. If ϑ∗ is a valid cheque, A2 wins the game.
The e-cheque scheme is said to be EUF-CAA if any probabilistic polynomial

time adversary A2 has negligible probability in winning the game above.

Anonymity. In e-cheque protocol is defined as the incapability to gain access to
PRs identity, except B [17]. We rigorously define the security notion of e-cheque,
namely payer anonymity under chosen account attack (PA-CAA). One can view
this analogy to the SA-CMA security notion of undeniable signature. Here, we
provide a brief version of anonymity game as the same Registration phase
and Training phase as in Sect. 3.2.

Identifying phase

Identify : A2 gives I∗ to C which returns ϑ1 and ϑ2, where one of them is a
random element in cheque space. A2 analyses and determines the correct cheque
ϑ∗ from the two choices.

We say that an e-cheque scheme is PA-CAA against adversary A2 when A2

has negligible probability of selecting the valid ϑ∗ in the game above.

Confidentiality. In e-cheque is defined as the secrecy of all unused or invalid
cheque excluding valid cheque [17]. The unused and invalid cheques are not
revealed to anyone including B. We rigorously define the security notion of e-
cheque, namely indistinguishability under chosen cheque attack (IND-CCeA).
One can view this game as an e-cheque variant of IND-CCA in encryption
scheme. Adopting the same Registration phase and Training phase as in
Sect. 3.2, the IND-CCeA game between C and A2 is as follows.
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Identifying phase

Identify : After using several identities for training, A2 gives I1 and I2 to C, which
returns ϑ∗ as a valid cheque from either I1 or I2. A2 analyses and determines
the correct price I∗.

We say that an e-cheque scheme is IND-CCeA against adversary A2 when
A2 has negligible probability of selecting the valid I∗ in the game above.

4 Generic Transformation from Seal-Bid e-Auction to
e-Cheque

In this section, we show the transformation of a SBEA scheme to an e-cheque
scheme. Firstly, we consider a single bidder in SBEA and change it to e-cheque
as follows: bid→cheque, bidder→payer, auctioneer→bank, and one round of
SBEA→a submission of cheque. Despite these similarities, there are two imple-
mentation issues remain in the transformation: (1) Bulletin board in SBEA is
not required in e-cheque; (2) A passive party (payee) is required in e-cheque.

As a solution, the bulletin board is SBEA is now the online verification
in e-cheque. Furthermore, the additional party, namely, payee is treated as a
passive party who can observe the transaction between the payer and the bank
to confirm the delivery of the e-cheque. It remains to check if the transformed
e-cheque scheme is secure or not. We analyze the security of transformed scheme
and show in Theorems 1, 2, and 3 as follows:

Theorem 1. Let SBEA={Setup, Bid, Open} be a SBEA scheme where bids
are required to be sealed for bidding. Let e-cheque={Register, Write, Trans-
fer} be the e-cheque scheme. Then e-cheque is secure against EUF-CAA if the
underlying SBEA is secure against EUF-CPA.

Proof (Sketch). Let A2 be an adversary who (t′, ε′)-breaks the EUF-CAA of e-
cheque scheme, we show that there exists an adversary A1 who (t, ε)-breaks the
EUF-CPA of SBEA scheme where t represents the time needed to complete the
attack and ε is the probability of success in the attack.

During training phase, A1 received params and passes to A2 which starts
the write query. As A2 issues payment details I into the write query, A1 uses
P = I as its bid query and forwards the answer σ = ϑ from the bid oracle to
A2. A2 also issues transfer query on ϑ. Since the result of write query and bid
query are inter-related, A1 could input the ϑ into open query which performs
the verification process. Suppose open query outputs (valid/invalid), A1 returns
(valid/invalid) to A2.

Finally, when A2 outputs ϑ∗, A1 sets the forged bid as σ∗ = ϑ∗ and returns
as result of the EUF-CPA attack. If Open(σ)=accept, this indicates A1 breaks
the EUF-CPA SBEA scheme successfully.

Theorem 2. Let SBEA={Setup, Bid, Open} be a SBEA scheme where bids
are required to be sealed for bidding. Let e-cheque={Register, Write, Trans-
fer} be the e-cheque scheme. Then e-cheque is secure against PA-CAA if the
underlying sealed-bid e-auction is secure against BA-CPA.
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Proof (Sketch). Let A2 be an adversary who (t′, ε′)-breaks the PA-CAA e-cheque
scheme, we show that there exists an adversary A1 who (t, ε)-breaks the BA-CPA
SBEA scheme, where t represents the time needed to complete the attack and ε is
the probability of success in the attack. The same training phase as in Theorem 1
is performed.

A1 starts his identifying phase when A1 receives the challenge P ∗ = I∗ from
A2. A1 starts his identifying phase and receives (σ1, σ2). A1 sets (ϑ1 = σ1, ϑ2 =
σ2) and passes (ϑ1, ϑ2) to A2 as the challenge. When A2 outputs its choice of
ϑ∗, A1 runs Transfer(ϑ) with A2 to verify the ϑ∗. A1 sets σ∗ = ϑ∗ and runs
Open(σ) with challenger. If A2 made a correct guess, A1 will output the correct
σ∗, passes the Open(σ) and break the BA-CPA of SBEA scheme successfully.

Theorem 3. Let SBEA={Setup, Bid, Open} be a SBEA scheme where bids
are required to be sealed for bidding. Let e-cheque={Register, Write, Trans-
fer} be the e-cheque scheme. Then e-cheque is secure against IND-CCeA attack
if the underlying SBEA is secure against IND-CBA.

Proof (Sketch). Let A2 be an adversary who (t′, ε′)-breaks the IND-CCeA e-
cheque scheme, we show that there exists an adversary A1 who (t, ε)-breaks the
IND-CBA SBEA scheme, where t represents the time needed to complete the
attack and ε is the probability of success in the attack. The same training phase
as in Theorem 1 is performed.

A1 starts his identifying phase when A1 receives the challenge P 1 = I1 and
P 2 = I2 from A2. A1 starts his identifying phase and receives (σ∗). A1 sets
(ϑ∗ = σ∗) and passes (I1, I2, ϑ∗) to A2 as the challenge. When A2 outputs its
choice of I∗, A1 runs Transfer(ϑ) with A2 to verify the I∗. A1 sets σ∗ = ϑ∗

and runs Open(σ) with challenger. If A2 made a correct guess, A1 will output
the correct P ∗, pass the Open(σ) and break the IND-CBA of SBEA scheme
successfully.

5 An Instance

Using Sakurai and Miyazaki’s SBEA scheme [18] as instance, we perform the
transformation as follows:

Register: The Registration Authority issues the secret key SG to each mem-
ber of the registered group via a secure channel. Let PG = αSG(mod p) be
its corresponding public-key, SA be payerA’s (PRA) individual private key and
PA = αSA(mod p) be the corresponding PRA’s individual public-key, and CertA
as certificate. Thus, pk = {PG, PA, CertA} and sk = {SG, SA}.

Write: The bank publishes a public key, wa for the generation of PRA’s account
information. Then, PRA sets the transfer amount and generates three random
numbers x, k, μ ∈ Z∗

q and computes:

h = αx(mod p) r = αk(mod p) r̃ = (rr)x(mod p) λ = αμ(mod p)

λ̃ = λx(mod p) c = H(wk, r̃, λ, λ̃) σ = rk − cSA(mod q)
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Next, PRA calculates the group signature, t = (r̃μ+rk)
(SG+H(wa,r̃,r,λ)) (mod q) and

sends (PA, CertA, h, r̃, λ, λ̃, σ, t) to the bank. The bank validates the validity of
CertA and publishes (h, r̃, σ, t). (Note: since the bank has not known the account
information, thus the transfer cannot proceeds)

Transfer: For the process of submitting an e-cheque, PRA need to delivers the
e-cheque and proves the validity of wa to the bank via confirmation protocol,
if wa is invalid the bank can prove it through disavowal protocol by setting
β = ασP

H(wa,r̃,λ,λ̃)
A as follows:

Fig. 1. Confirmation and disavowal protocol

Figure 1 shows the process of proving the validity of wa, the payee is able to
view the transaction between PRA and bank. PRA sends wa and x to the bank.
Bank verifies the validity of signature using public-key PA with Formula 1.

r̃ = (ασP
H(wa,r̃,λ,λ̃)
A )x (1)

Then, bank computes r = r̃x−1
and verifies the group signature λ̃r̃ r̃r =

(PGαH(wa,r̃,λ))tx. In the end of wa validation process, if both individual sig-
nature and group signature are correct, bank notifies both PRA and payee that
the e-cheque transaction has completed.

Since the SBEA scheme [18] contains the security properties of unforgeability,
anonymity and confidentiality. Following Theorems 1, 2, and 3, the transformed
e-cheque scheme is a secure scheme which enjoys the same security properties as
the original SBEA scheme.
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6 Conclusion

We presented a generic transformation of SBEA to e-cheque. As an instance, we
perform transformation on Sakurai and Miyazaki’s SBEA scheme [18] and show
that we obtain a secure transformed Sakurai and Miyazaki’s e-cheque scheme.
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Abstract. When sensitive data is stored on publicly available areas, privacy of
that data becomes a concern. Organizations may wish to move data to public
servers so the data is more accessible by their employees or consumers. It is
important that this data be encrypted to ensure it remains confidential and secure.
When this data is encrypted, it becomes difficult or impossible to perform calcu‐
lations on a publicly stored database. A solution to this is homomorphic encryp‐
tion, which allows an unlimited number of computations on encrypted data. This
project analyzes an N-tier rotation scheme which allows an unlimited number of
addition and subtractions of encrypted data, along with an unlimited number of
scalar multiplications and divisions. This scheme is inspired by a combination
lock and features multiple levels of security depth. The result of the proposed
algorithm is a fast encryption scheme which allows data to be manipulated post
encryption.

Keywords: Cryptography · Database security · Encryption · Fully homomorphic ·
Homomorphism

1 Introduction

In the modern world of advanced computing and networking technology, more and more
individuals are moving sensitive data to public servers for easier user access. Applica‐
tions which allow users to remotely access this sensitive data over different networks
should ensure the data maintains three things: its confidentiality, its integrity, and its
availability (Pfleeger and Pfleeger 2006).

The first aspect, confidentiality, can be achieved via Encryption. Encryption algo‐
rithms encode plaintext, or human-readable information, into undecipherable format
called ciphertext. Later, the process of decryption converts that ciphertext back into its
original plaintext. While there are many existing encryption algorithms to provide data
confidentiality, these methods require that the stored and secure ciphertext be decrypted
before processing. This leaves the sensitive data stored on a database exposed, which
could provide potential hackers a venue to attain that sensitive information. A current
solution to this problem is homomorphic encryption. Homomorphic encryption works
by allowing computation on encrypted data. This also removes the need for decryption,
leaving no room for a hacker to gain access to any sensitive data.
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K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9_44



Homomorphic encryption is broken into two types: fully homomorphic or partially
homomorphic. Fully homomorphic encryptions allow for an unlimited number of arith‐
metic operations on encrypted data while partially homomorphic encryption only allows
a limited number of arithmetic operations. Most current homomorphic encryption
systems are partially homomorphic and only support a limited number of computations.
In 2009, Gentry introduced a fully homomorphic encryption scheme which allows an
arbitrary number of arithmetic operations on encrypted data (Gentry 2009b). However,
Gentry’s encryption scheme was found to have significant performance problems
(Gentry et al. 2012; Lauter et al. 2011). According to one source, this scheme took up
to 5 s per multiplication. It had a memory space increase from 1 Mb to over 10 Gb
(Barthelemy 2016). For reference, the encrypted ciphertext became over 1,250 times
larger than its corresponding unencrypted data.

This paper introduces an N-tier rotation based encryption scheme. This scheme
allows an arbitrary number of arithmetic operations on encrypted data with multiple
levels of security depth. The encrypted results of these operations, after decryption, are
the same as the expected results from computation on the original data.

2 Problem

There exists the need for an encryption scheme which allows an unlimited number of
computations on encrypted data stored a publicly available system. Such an encryption
scheme is further necessary to allow businesses and organizations to transfer their
existing sets of data to publicly available systems in order to save costs and make their
data more easily accessible to employees or other organization members.

This project further seeks to solve a limitation specified in the report “Securing
Databases with a Combination of Encryption and Information Hiding” (Wooldridge
et al. 2016). This report explained their approach for a secure database utilizing encryp‐
tion and information hiding had not been tested with partially or fully homomorphic
encryption. The proposed algorithm of this paper is intended to be an implantation of a
homomorphic encryption solution in their described database such that standard SQL
commands can be applied to said database.

3 Survey of Existing Methods

Encryption algorithms can be divided into two categories: symmetric and asymmetric.
An encryption scheme is symmetric when it uses the same key for encryption and
decryption. An encryption scheme is asymmetric when it uses two separate keys for
encryption and decryption. Asymmetric encryption schemes utilize a publicly available
encryption key, which is posted so others can encrypt and send the owner sensitive
information, and a privately kept decryption key, which remains private to the owner so
this key holder can decrypt any ciphertext which was made with the publicly available
encryption key. As discussed earlier, encryption schemes can be partially or fully homo‐
morphic. An encryption scheme is partially homomorphic if it exhibits either additive
or multiplicative properties, but not both (Gentry 2009b). There are two popular partially
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homomorphic encryption schemes and one popular fully homomorphic encryption
schemes currently in use, Paillier, RSA, and Gentry, respectively.

3.1 Paillier

The Paillier algorithm (Paillier 1999) is a partially homomorphic encryption which
allows additive arithmetic, but not multiplicative arithmetic.
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3.2 RSA

Rivest, Adleman, and Dertouzos introduced the concept of “privacy (partial) homo‐
morphism” in 1978 (Rivest et al. 1978). This concept allowed multiplicative arithmetic,
but not additive arithmetic, to be performed on encrypted data.

3.3 Gentry

In Gentry’s 2009 thesis, a fully homomorphic encryption algorithm is defined which
provides an unlimited number of additions and multiplications to be performed on
encrypted data (Gentry 2009a). A review of Gentry’s homomorphic algorithm by Ryan
Howard in 2013 showed the algorithm to take seconds for addition and subtraction,
minutes for multiplication, and hours for division, proving to be cost and time prohibitive
(Howard 2013).
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3.4 Warren

Van Warren proposed a method of encryption using homomorphic shape encryption. In his
method, a private key is used to perform arithmetic including addition, subtraction, multi‐
plication, and division (Warren 2016). This method allows for addition and subtraction of
encrypted values along with scalar multiplication and division of encrypted values.
Warren’s description is the inspiration for the N-tier rotation encryption scheme.

4 Approach

The inspiration for the N-tier rotation scheme comes from a combination lock. Such a lock
uses a sequence of numbers in succession to open the lock. The sequence of numbers is
entered by rotating the dial on the lock in the correct direction and order (Fig. 1).

Fig. 1. Encryption algorithm

4.1 Algorithm

The N-tier rotation-based encryption algorithm execute the following steps for encryption
and decryption in the following figure:

However, this algorithm only provides one level of depth of security and is not the most
secure. Given enough time, one would be able to ascertain what the original numbers were
by shifting them back to their original locations. As such, an “N-tier” approach is neces‐
sary. The N-tier algorithm uses multiple private keys to encrypt the data, providing multiple
levels of security depth. In the above figure, the number e controls the number of tiers for the

Enhanced Database Security Using Homomorphic Encryption 381



encryption, or depth. When multiple rotations are used, different values of θ will be gener‐
ated for each individual rotation to use. Each θ is found such that θi = pi/qi for the encryp‐
tion step of each ci where 1 ≤ i ≤ e, where each p and q is randomly generated. The
encrypted value of ci = Encryption(R(θi), ci). The algorithm for N-tier rotation based encryp‐
tion is shown below in Algorithm 1. The decryption is shown below in Algorithm 2.
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4.2 Decision for Java

Java was chosen as the implementation programming language for two reasons: The
BigDecimal class and the potential to export the implementation to other systems easily.
First, the BigDecimal class included in Java is a tool which allows numbers of any size
to be used with an arbitrarily decided level of precision. Second, this algorithm is
intended to be used by anyone, so it is necessary that it run on many platforms. As such,
Java was an obvious choice due to easy cross-platform capabilities.

5 Implementation

Encryption and decryption were done via two classes: A node and a rotator. Each node
contained a member “data” and a member “d.” Data was the actual data of the node
instance and d was the mentioned d value from the encryption scheme. The d value
outlined in the encryption scheme is conveniently kept inside the node. For reference,
the d value keeps track of the number of operations done to the node in the following
manner: for n many additions, d = d + n, for n many subtractions, d = d – n, for n many
multiplications, d = d * n, for n many divisions, d = d / n. Both variables were of type
BigDecimal. The rotator for this implementation included 5 randomly generated keys,
and 5 randomly generated r values, enabling 5 rotations or tiers or security, although the
rotator supported other number of tiers. The rotator then could perform encryption and
decryption of a particular node.

It should be noted that the rotator in this implementation is dependent on the number
of digits in the data of the nodes. For example, if the nodes have data that are five digits
long, the rotator should have keys reasonably similar in size. If the node has data that is
fifty digits long, the rotator should, again, have keys that are similar in size. Failure to
do so would lead to sporadic decryption behavior, which is discussed later (Fig. 2).

Fig. 2. Class diagram
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6 Performance Analysis

Performance is limited by the overall size of the message in the node, along with the
number of tiers, or depth, for security. The longer the node and/or the more depth, the
slower the program runs. For example, if there is only 5 digits in the node’s data, the
encryption process is fairly quick, as shown below. Alternatively, if the data had 80
digits, the program took an order of magnitude longer to encrypt and decrypt, also shown
below. Encryption and decryption are roughly similar in runtime.

For addition and subtraction, there was not a notable speed difference between addition
and subtraction of encrypted messages versus the unencrypted nodes. The encrypted values
took longer than unencrypted messages and this is likely due to the messages becoming
much longer, or noisy, after the encryption process to ensure they decrypt correctly. In this
context, noise in the data is the extra digits added to the head and tail of a node’s data when
encrypted. This is useful in that it makes the encrypted data difficult to decipher since it is
not at all like its original self. However, the consequence of this is that it takes more time to
manipulate the encrypted data versus the unencrypted data.
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6.1 Limitations

Within the scope of this program, there is an apparent limitation of the BigDecimal class at
messages of size 100 or more. The encryption and decryption process leads to characteris‐
tics of overflow should the program have been implemented using double or float types with
smaller messages. These characteristics manifest as large numbers which will decrypt to
incorrect messages which usually vary from the original message by a few numbers.

The rotator implementation requires the keys for encryption and decryption to be
sufficiently large, yet not too large, for encryption and decryption to be successful. For
an analogy, imagine a player in a soccer field with a ball. In this context, the player is
the rotator and the ball is the data. When they are the right size, the player can kick or
“encrypt” the ball. Should the ball be very small, say the size of a pea and the player
normal size, the player would smash the pea when trying to kick it. If the ball were very
large, say its diameter is equal in length to the field’s width, the player would be unable
to move the ball. In this implementation, data would be checked to see if its size was
sufficiently large, sixteen digits as mentioned earlier, and make keys of that size. If the
data size was small, keys of size sixteen would be used. Should the key not be made
sufficiently large, or be too large, encryption and decryption behavior would be sporadic
and unreliable.

6.2 Drawbacks: Analysis of Overflow and Effectiveness

One of the significant drawbacks of this implementation is the memory space require‐
ment of BigDecimal. By design, BigDecimal is intended to fill available system memory
in order to store very large numbers. As a result, the system can quickly become full
and be incapable of storing information correctly. For numbers to be able to encrypt and
decrypt correctly, they need to be able to store very large encrypted numbers. So, while
BigDecimal can accurately store these encrypted numbers by design, the limitations of
the hardware to store them quickly come into effect.

The memory space problem of BigDecimal leads to the next major drawback of this
implementation. With multiple rotations or numbers with very large, such as numbers
with 100 or more digits, the runtime and memory space of the algorithm becomes very
large. As such, the program will lose precision when encrypting very large numbers and
will decrypt them incorrectly, as discussed in the limitations section.

One more drawback of this current implementation, and the algorithm in general, is
the significant rise in processing time for very large numbers. It is discussed in later
sections about how this algorithm will need to be improved to accommodate large
numbers in a timely manner.

Despite these drawbacks, this algorithm in its current state is still applicable for a
database situation. Even at 80 digit numbers, this program could still accurately decrypt
computed results to their correct value. To put this in perspective, the lowest 80-digit
number is 1x1080. The Gross World Product is estimated to be $73.7 trillion (CIA
2016), which is a mere 7.37x1012. As such, this current implementation could comfort‐
able handle real world situations.
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7 Conclusions

As it currently stands, this encryption scheme is useful in the appropriate scenario. It
currently needs an application programming interface such that it could support an input
of any size. Such an implementation would allow long strings of text to be converted to
their corresponding ASCII value and then be stored and encrypted in the N-tier encryp‐
tion scheme. Furthermore, such an implementation would make for a simple application
programming interface so future users could integrate the encryption scheme into their
own programs and databases.

The first major goal of this encryption scheme for future research is a programming
implementation to support any size input. This would allow for any particularly large
number or a large number created by concatenating many strings into a single input via
their ASCII codes. This process will require either more advanced Java programming
implementations or further study about the nature of the relationship between encryption
keys to the inputs to be encrypted, such as the requirements that rotation keys and input
be similar in size. Future research on this algorithm should find the optimal key length
for the rotator class given the number of digits in a particular input.

Next, it is necessary to provide a mathematical proof for the security of the algorithm
to ensure its security before further proceedings. Such a proof would ensure the algo‐
rithm is a viable solution for both personal and enterprise levels of security.

Finally, one final item to be addressed is developing a tool that could be used in
conjunction with existing SQL submission and retrieval tools, such as MySQL Work‐
bench. This tool is the compatibility layer defined in the Applications section of this
report. It would need to be designed in such a way that users would have to make no
changes to their current workflow, but their new queries would be over an encrypted
database.
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Abstract. This paper revisits the shellcode embedding problem for
PDF files. We found that a popularly used shellcode embedding tech-
nique called reverse mimicry attack has not been shown to be effective
against well-trained state-of-the-art detectors. To overcome the limita-
tion of the reverse mimicry method against existing shellcode detectors,
we extend the idea of reverse mimicry attack to a more generalized one
by applying the k-depth mimicry method to PDF files. We implement a
proof-of-concept tool for the k-depth mimicry attack and show its fea-
sibility by generating shellcode-embedded PDF files to evade the best
known shellcode detector (PDFrate) with three classifiers. The experi-
mental results show that all tested classifiers failed to effectively detect
the shellcode embedded by the k-depth mimicry method when k ≥ 20.

Keywords: Security · Malware · PDF · Shellcode · Mimicry attack

1 Introduction

Portable Document Format (PDF) based on “ISO 32000-1:2008 14.8” [7], origi-
nally created by Adobe [5], has become the de-facto standard for document files
in the web environment, which accounts for over 75% of all online document
files [8]. Naturally, the popularity of PDF files made them attractive targets [13]
for cyber criminals who want to distribute malware through online document
files. Many previous studies have tried to develop efficient methods to embed
shellcode into a PDF document and defense mechanisms [6,9,12] to detect the
embedded shellcode in PDF documents.

Mimicry attack [17] is a widely used general concept to cloak an attacker’s
intrusion to avoid detection by security solutions. Mimicry attack has also been
applied to secretly embed shellcode into a document file (e.g., PDF and Microsoft
Office files) against shellcode detection techniques by blending shellcode with
normal document objects. Maiorca [9] particularly proposed an automatic shell-
code embedding technique called reverse mimicry by hiding a given malicious
code as an object linked to the parent object through an indirect reference.
This technique might be effective against the detectors based on PDF struc-
ture analysis (e.g., PJScan [1]). However, the effectiveness of reverse mimicry is
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 45
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still questionable against the-state-of-art detection technologies (e.g., Malware
Slayer [2] and PDFrate [3]) that were developed based on machine learning to
statistically distinguish the patterns of malicious PDF documents from those
of benign PDF documents. In this paper, we show that the reverse mimicry
method is not effective against PDFrate. Instead, we extend the idea of conven-
tional reverse mimicry attack into a more generalized attack method against
PDF files called k-depth mimicry attack by using k indirect references repeat-
edly. Through the k-depth mimicry attack method, we show the clear limitation
of existing PDF shellcode detection tools. Our key contributions are as follows:

– Design of a new PDF shellcode embedding technique. We developed
a new PDF shellcode embedding technique called k-depth mimicry attack,
which can be used to secretly embed a JavaScript code into a PDF file.

– Evaluation of k-depth mimicry attack against PDF shellcode detec-
tion tools. We showed the effectiveness of the k-depth mimicry attack
through experiments with popularly used PDF shellcode detection tool
(PDFrate). Our experimental results demonstrate that the k-depth mimicry
attack is significantly more effective in hiding the embedded shellcode in a
PDF file than the conventional PDF shellcode embedding technique such as
“reverse mimicry” [9].

The rest of this paper is organized as follows. In Sect. 2, we provide the
background information about PDF files to understand the shellcode embedding
attack and defense techniques. In Sect. 3, we present k-depth mimicry attack. In
Sect. 4, we evaluate the effectiveness of k-depth mimicry attack compared with
the performance of traditional mimicry attack. Finally, we conclude in Sect. 5.

2 Structure of PDF

In this section, we provide the basic information about the structure of PDF
file. In general, a PDF file consists of a sequence of objects (e.g., fonts, pages
and images) representing components of a document [4]. The description of PDF
objects is explained in the ISO 32000-1 standard [7].

2.1 Object, Categorized by Types

Basically, objects in a PDF document are categorized into the following types:

– Array. This object is an elements list, enclosed in square brackets (i.e., [∼]).
This object is generally used to store the reference information of multiple
objects.

– Boolean. This object represents a logical value (i.e., TRUE or FALSE).
– Dictionary. This object contains one or more entries that are enclosed in

double angle brackets (i.e., << ∼ >>). This is a collection of key and value
pairs. Each key is always a name object while the value may be any other type
of object, including another dictionary or even null. The dictionary object is
one of the most common objects in PDF files.
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– Name. This object is a sequence of characters starting with a slash character
“/” for a fixed value set. This is mainly used for an entry’s attribute set such
as “/Name”, “/Type” and “/Filter”.

– Null. The string null represents an empty object.
– Numeric. This object represents an integer or a real number.
– Stream. This object is a sequence of bytes to store large blobs of data that

are in some other standardized format, such as XML grammars, font files, and
image data. This starts with a specific string of 0x73747265616D to indicate
the start position of a stream object, and ends with another specific string of
0x656E6473747265616D to indicate the end position of the stream object.

– String. This object represents a text string, which is enclosed in parentheses
or angle brackets (i.e., ( ∼ ), < ∼ >).

In general, each object could have attributes called entry to specify the
properties of the object. There are many different types of entries. OpenAction
and Annots are popularly used. OpenAction entry is used to define an action to
be taken after opening a PDF file. Annots is used to indirectly refer to another
object such as text note, link, or embedded file. Naturally, those entries could
be misused for injecting shellcode.

Objects could be labeled so that they can be referred to by other objects.
A labeled object is called an indirect object.

2.2 File Structure

In general, a PDF file consists of four primary sections: header, body, Cross-
reference table and Trailer. The header section contains the basic information
(e.g., format version) about PDF file. The body section consists of a set of
objects. The cross-reference (also known as ‘Xref’) table section is a large dic-
tionary for the indexes by which all of the indirect objects, in the PDF file, are
located. The trailer section contains the offset and object number information
of root, the Xref’s starting point offset, etc. When these irremovable parts are
complete, End–of–File marker “%%EOF” is used to indicate the end of a file.

2.3 Document Structure

In a PDF file, all objects are organized into a tree structure. This stems from the
primary objects (i.e., root or catalog). A PDF document consists of objects
contained in the body section of the PDF file. Each page of the document is
represented by a page object, which is a dictionary that includes references to
the page’s contents. Page objects are connected together and form a page tree,
which is declared with an indirect reference in the document catalog. Each page
object has its children objects called Kids that specifies all the children objects
directly accessible from the current node. A PDF viewer application generally
parses this tree structure of objects and renders the objects visible to the user.
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2.4 Common Shellcode Types

Shellcode is a sequence of machine language instructions that can be injected
into a running application. For PDF files, three different file types have been
popularly used as shellcode that can be embedded inside a PDF file: (1) an
executable file, (2) another PDF file and a JavaScript code.

3 k-depth Mimicry Attack

In this paper, we introduce a new shellcode injection method for PDF files called
“k-depth mimicry” attack. We designed this sophisticated attack to secretly hide
shellcode against existing shellcode detection techniques.

In a shellcode injection method, an exploit is crafted to fool the targeted
application (e.g., Microsoft Office and Adobe PDF reader) into executing a mali-
cious code, which is hidden within a document (e.g., office file) as shellcode. Sev-
eral defense solutions [11,14,18] have been developed to prevent the shellcode
injection by analyzing the difference between malware and normal applications
because this technique was very popularly used. However, many advanced shell-
code injection techniques have also been proposed to make it more difficult to
detect the presence of shellcode [10]. In a PDF file, the indirect reference could
be used to avoid shellcode detection methods, by scattering the embedded shell-
code across objects [15]. Figure 1 shows how the reverse mimicry attack works
with an indirect reference to a JavaScript code within the PDF document.

Fig. 1. Overview of reverse mimicry.

As depicted in Fig. 1, the reverse mimicry method modifies an object to
have an indirect reference link to another object. The indirectly linked object
is the carrier of the embedded shellcode. In the example of Fig. 1, the reverse
mimicry method uses a seemingly harmless object as an intermediate, hiding the
malicious shellcode underneath that object with an indirect reference to the “47
0 obj” object. When the “44 0 obj” object is rendered to show its contents,
its indirect reference object “47 0 obj” would be sequentially launched through
the object “44 0 obj”.

We extend the conventional reverse mimicry attack into a more generalized
one by hiding shellcode with an indirect object with depth k. We call this tech-
nique “k-depth mimicry attack”. Here, depth is defined as the number of indirect
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references from a referencing object to a referenced object. In the reverse mimicry
method, one indirection reference is only used to hide the malicious shellcode,
and thus, reverse mimicry can be regarded as the “1-depth” mimicry.

Fig. 2. Overview of k-depth mimicry.

Figure 2 shows how the k-depth mimicry attack works. As depicted in the
Fig. 2, basically, each object has an indirect reference to the next object. In this
chain of indirect references, the last object is the carrier with shellcode. We note
that the main idea of the k-depth mimicry attack is to use multiple layers of
indirect references to make it harder to extract the injected shellcode.

In the example of Fig. 2, “15 0 obj” object is indirectly linked to “34 0
obj” object, “34 0 obj” holds the indirect reference to another object, and so
on. After k times of such indirect references among objects (e.g., k = 4 in Fig. 2),
the last object with the JavaScript shellcode can be reached. This concatenation
is launched when the PDF document is opened and its contents are rendered.
The k-depth mimicry is similar to the reverse mimicry method except that k
subsequent indirect references are used. However, we found that it is much harder
to detect the presence of shellcode in practice when a reasonable number k of
indirect references is used for hiding the shellcode.

In the following section, we will show that the k-depth mimicry attack is
more effective than the reverse mimicry attack against even machine-learning
based detectors through several experiments.

4 Experiments

For experiments, we created a normal PDF file (benign) using the k-depth
mimicry technique to embed a JavaScript code (as shellcode) into the PDF file
and then analyzed the file with the PDF shellcode detector called PDFrate [3]
that is one of the most popular tools for malicious PDF detectors. PDFrate has
achieved a high detection rate and a low false positive rate. Moreover, its per-
formance has improved over time because it is publicly available and its training
datasets are continuously updated by online users.

To find the optimal k for the k-depth mimicry method, we created sev-
eral test PDF files with varying depth k and analyzed their classification scores
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in PDFrate. We used the three different classifiers deployed by PDFrate (i.e.,
the classifiers trained on the Contagio, George Mason University (GMU), and
PDFrate community (Community) datasets [16]). Figure 3 shows how these
scores are changed with k.
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Fig. 3. Changes in the classification score with depth k.

From this figure, as expected, the performance of all classification scores
overall reduced as k decreased. The classification scores of GMU dramatically
decreased from k = 10 to 20 while the score curves of the other classifiers com-
monly had a gentle slope. Based on those experimental results, we recommend
using a reasonably large k ≥ 20 for the k-depth mimicry method to significantly
reduce the classification scores of PDF files’ maliciousness.

To show the effectiveness of the k-depth mimicry attack on PDF file, we
created the PDF file with the depth of 21 and compared its maliciousness on
PDFrate with the PDF file created by the reverse mimicry technique. Table 1
shows the experimental results.

Table 1. Analysis results of PDFrate with Benign PDF, PDF by reverse mimicry, PDF
by k-depth mimicry (Each percentage in parenthesis indicates a classification score of
the tested PDF file’s maliciousness).

Classifier Benign PDF PDF by reverse mimicry PDF by k-depth mimicry

Contagio –(20.4%) Detected (50.9%) Evaded (41.5%)

GMU –( 5.6%) Detected (78.7%) Evaded (14.0%)

Community –(27.6%) Detected (50.2%) Evaded (39.6%)

In Table 1, we can see that all those classifiers failed to successfully detect the
shellcode embedded by the k-depth mimicry technique. Even though the clas-
sification scores returned by PDFrate for the PDF file by the k-depth mimicry
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technique were overall higher than those scores for the benign PDF file with no
JavaScript code, the k-depth mimicry attacks significantly reduce the classifica-
tion scores of PDFrate from the mean of about 59.9% for the reverse mimicry
technique to the mean of about 31.7%. Those experimental results demonstrate
that the k-depth mimicry technique is practically effective for hiding shellcode
against existing PDF shellcode detectors such as PDFrate.

To make matters worse, even for the latest version of Adobe Reader DC
(v15.023.20053), the PDF document containing the JavaScript embedded by
the k-depth mimicry method was successfully opened with no security warning
whereas the PDF document was not opened when the reverse mimicry method
was used to embed the same JavaScript code (See Fig. 4).

Fig. 4. Example of the embedded shellcode using the k-depth mimicry technique (with
21–depth).

5 Conclusion

We presented a novel shellcode embedding technique for PDF documents to
successfully bypass PDF shellcode detectors. Our experimental results showed
the proposed technique can be used to easily create a PDF file with shellcode
against the state-of-the-art detectors such as PDFrate. However, our current
results are not enough to generalize our observations because a single PDF file
was tested. Therefore, as an extension to this paper, we plan to conduct intensive
experiments with a large sample of PDF files.

In future work, we plan to develop defense mechanisms so as to make the
k-depth mimicry technique ineffective. It would also be interesting to evaluate
the performance of the defense mechanisms on real malicious PDF files.
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Abstract. The popularity of Android devices has made Android apps
attractive targets for attackers. Some static checkers have been proposed
to check whether an Android app is vulnerable to privacy leakage and
other attacks. However, these checkers model the control flows in the
app following the ICC events, ignoring the intrinsic purpose of users’
interaction with mobile devices. In fact, users carry out various tasks
using mobile apps, e.g. online shopping. An Android task consists of one
or more Activities, which are organized in the back stack of the task.
By extracting the task lists among Activities in Android apps, we can
capture all control flow transitions between them, including those bring
by ICC events and back button events. We design and implement a
system, which leverages the combination of static and dynamic analysis
to extract the task lists. Our system can be used to detect task related
attacks and help static checkers construct more complete call graphs.

Keywords: Android applications · Task · Program analysis

1 Introduction

Android devices are widely used to handle private data; therefore, they have
become attractive targets for malicious attackers. The security of Android apps
has drawn the attention of researchers from both the academy and industry.

From the users’ point of view, an Android app is used to fulfill tasks, such
as on-line shopping and instant messaging. Therefore in practice users inter-
act with the app based on the Task conception [1]. Among the four types of
components in an Android app (Activity, Service, Broadcast Receiver, and Con-
tent Provider), users can only interact with Activities. Other components are
launched by Activities directly or indirectly. Each Activity is designed around
a specific action the user can perform or start other Activities. A task is a
collection of Activities that users interact with when performing a certain job.
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 46
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The activities are arranged in a stack (the back stack), in the order in which
each activity is opened.

Control flow transitions among Android Activities are useful and prevalent.
We summarize that the control flow transitions among Android components
mainly result from the following two reasons:

1. Inter-component communication using ICC methods (e.g. startActivity,
startService, etc.). Android allows components from the same application
or different applications to interact with each other using Inter-Component
Communication (ICC) methods. Although ICC enables function reuse and
application cooperation, it also opens the door for malicious apps to attack
vulnerable apps [10].

2. Back button events that are invoked when users press the back button. In
this case, which activity will come to the foreground when the user presses
the back button depends on which task this activity resides in and how the
back stack of this task is organized.

Suppose Activity A starts Activity B using the ICC method startActivity.
The control flow transits from A to B. When the user presses the Back button,
the control flow transits back to A, along with implicit data flow (e.g. mod-
ification of static data in B would result in different behavior in A). Existing
static checkers [4,9] only considered the first type of transitions. Works ded-
icated to inter-component communication such as Epicc [7] also only consider
control flow transition using ICC methods by spotting these methods and resolv-
ing their parameters to get the intent sender and receiver components. However,
by ignoring the second type of transitions, we cannot gain a complete picture of
inter-component communication, therefore fail to discover certain vulnerabilities
(see our motivating example in Sect. 2.2).

The notion of task represents the essence of user interactions with the mobile
device, which in turn determines the control flow and data flow in the app and
the system. When activity A starts activity B, B will be added to the same or
different task with A (which task it is added to depends on B’s configuration in
the manifest file, by default it is added to the same task with the activity which
starts it). Suppose B and A are in the same task, when the user presses the back
button, the onBackPressed() method of B will be invoked which destroys B and
resumes A since in this case A is the activity next to B in the back stack.

With the concept of task, we can capture a more accurate control flow. We
design and implement a system to extract the task lists among the Activities in
a set of Android apps. The resulted task lists can be used to detect task related
attacks and aid static checkers to construct complete call graphs.

The rest of the paper is organized as follows: In Sect. 2, we will give some
background knowledge of Android tasks along with the motivating example. The
design of the system and its application scenarios will be given in Sects. 3 and 4,
respectively. Section 5 concludes this work and gives directions for future work.
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2 Background and Motivating Example

2.1 Tasks and Back Stack

A task is a collection of activities that users interact with when performing a
certain job [1]. The activities are arranged in a stack (the back stack), according
to the order in which each activity is opened. When the user starts an applica-
tion, that application’s task comes to the foreground. If no task exists for the
application, then a new task is created. Normally the launcher Activity is the
root activity of the task and be put at the top of the back stack. If not specified,
the task affinity is the package name. When the current activity starts another
activity, the new activity will be added to the current task or create a new task
depending on its configuration. The developer can determine how to manage the
task by manipulating the attributes in the <activity> manifest element and the
flags in the intent that pass to startActivity. By default, the new Activity is
pushed on the top of the existing stack and becomes the foreground Activity.
When the user presses the Back button, the current Activity is popped from the
top of the back stack (i.e. the Activity is destroyed) and the previous Activity
resumes. If the user continues to press Back, then each Activity in the stack
would be popped out until the user returns to the Home screen or to whichever
Activity was running when the task began. When all Activities are removed from
the stack, the task no longer exists.

A task can move to the background as a cohesive unit when users begin a
new task or go to the home screen. When users start the application later, this
task can return to the foreground so users can pick up where they left off.

Fig. 1. Motivating example

2.2 Motivating Example

We give an example to show the necessity to consider the control flow transi-
tions bring by both ICC methods and back button events. Taint analysis checks
whether tainted variables can reach sink methods and is widely used in static
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checkers [4,5]. If any tainted variables reach a sink method, an alarm will be
raised. The example in Fig. 1 implements an application which consists of two
Activities Act1 and Act2. Act1 is the launcher Activity. Therefore, when the
user starts this app, Act1 will be launched. Act1 declares a global variable data
which is shared between different components. When the user clicks button1,
Act2 would come to the foreground and Act1 will be stored in the back stack
next to Act2. When user clicks the back button, method onBackPressed would
be invoked, which makes data a tainted variable. After that Act1 will be resumed
from the back stack. The onResume method of Act1 would be invoked and sink
on line 12 would raise an alarm.

If the checker fails to reconstruct the task {Act1 → Act2 → Act1}, it would
miss the leak on line 12. To avoid such kind of false negatives, we propose a
system to reconstruct all the task lists among Activities in Android apps and
capture possible control flow transitions.

3 System Design

3.1 System Overview

Our system takes as input a set of Android apps, and prints out all possible
task lists in these apps. It leverages a hybrid of static and dynamic analysis. The
static preprocessor extracts the widget information related to ICC invocations
to guide the subsequent dynamic runner. The dynamic runner runs the given set
of apps dynamically, aiming to get a record of the list of tasks among Activities
in these apps. The system overview is given in Fig. 2.

APK 
Decompilation

Static Preprocessor

Code 
Scanner

Smali Code 
Injector

Event Handler

Dynamic Runner

Enhanced 
PUMA

Output 
Writer

APK 

ICC 
Widgets

Task Lists &
Activity 

Transitions

Fig. 2. System overview

3.2 Static Preprocessor

The static preprocessor aims to achieve two goals: Firstly, it records the
list of widgets that have registered event listener methods. Secondly, it
identifies the inter-component communication methods (i.e. startActivity,
startActivityForResult) and performs backward reachability analysis to find
out whether these methods are triggered by a widget event listener method.
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If so, the execution path from the event listener method to the ICC method is
recorded to guide the dynamic analysis.

During the pre-process, the apk files of Android apps are decompiled to smali
files using APK Tool. After that the smali files are passed to the code scanner and
smali code injector. Code scanner scans the smali files to identify ICC methods
and extracts the widgets which trigger these methods. Once the scanner comes
across an ICC invocation, it will launch the smali code injector to inject log infor-
mation, including the current Activity and the ICC receiver Activity. Besides,
for each layout file, it injects the information of the corresponding Activity into
the root view group’s content description. The apk file with injected code is then
recompiled to a new apk file.

3.3 Dynamic Runner

As introduced in Sect. 2.1, developers can manipulate the task information in
various ways. Relying on static analysis to emulate this process is not accurate,
therefore we retrieve task lists with the help of dynamic analysis.

After the ICC widget extraction and smali code injection, we can use the
dynamic runner to run the recompiled apk file following the guidance of the
ICC widget information. Our runner is built on top of PUMA [6], which is
programmable automatic tool that runs the tested app following the instructions
in the so-called PUMA script.

In PUMA, a state is defined as follows:

state = {Activity1 → Widget1 : (WidgetState) → Widget2 : (WidgetState) · · · }

It contains the current Activity plus the state of the widgets included in this
Activity. A state transition denotes any kind of UI modification to the current
state, e.g., inputting text to a TextFiled or clicking a button.

The exploration algorithm in PUMA is DFS (Depth First Search) based.
We can define several event handlers to guide the DFS exploration process.
One shortcoming of PUMA is that it can only handle one Android app at a
time, we improved by allowing it to deal with a set of apps. Our runner pro-
vides 8 event handlers to support the exploration of multiple apps. These han-
dlers include getAppExecutionSequence, onNewAppLaunched, onReachingDif-
fApp, getClickingPolicy, onStateEquivalent, getNextClickItem, explorationDone,
onResultAnalysis. The usage of these event handlers are explained by their
names.

The execution sequence of the apps is provided by the user, defined in the con-
figuration file. The getClickingPolicy handler allows the user to define the types
of widgets (e.g. Button, ImageView) to be explored, aiming to reduce the num-
ber of states. If this list is not provided, the runner will use the Clickable widgets
defined in AccessibilityService as the default list.

In our runner, two states are equivalent if and only if all the widget states
in them are the same. For the getNextClickItem event, we always choose the
currently unexplored ICC widget. If user input is required, we decide the data
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type based on the attributes of the widgets as in [3]. The content description is
used as our first trial. If content description is not provided, we will look for the
widget hint to predicate the data type. Otherwise, we use the TextView which
follows the EditText to tell what to input. We match the text on the TextView
with our pre-set key (e.g. phone, number, email, e-mail, etc.) to get the default
value (e.g. test@gmail.com for email) and use it as the input to the EditText. At
present, we set the state threshold as 1, 500 to terminate the exploration process.
The original PUMA fails at system levels above 5.0. We solved this problem and
our system can be successfully launched in levels above 2.3. Our tool also gives
users the flexibility to define event handlers to guide the state searching process.

After successful exploration of the target apps, we can easily extract the list
of tasks represented by control flow transitions among Activities in these apps.

4 Application Scenarios

Our system outputs the possible task lists through Activities among a set of
apps, which capture the intrinsic purpose of users’ interaction with the mobile
device. Our system can be used in several scenarios. For example, the extracted
control flow transitions help static analysis tools construct complete call graphs,
which reduces false negatives (e.g. the leak in Fig. 1). Besides, it can be used to
detect task related attacks. Next we will show how our results can be utilized to
detect these attacks.

Ren et al. [8] discovered task hijacking attacks, which result from the design
flaws of Android multitasking. By launching these attacks, the attacher may
steal private information, implement ransomware and spy on user’s activities.
Their analysis shows that this kind of attack is prevalent. They also show that
due to the dynamic nature of Android tasks, statically detecting such attacks is
not easy.

We take the UI spoofing attack as an example to show our system can detect
task related attacks. We use two apps to illustrate the attack: com.android.mms,
an app released together with the Android system; and hku.cs.spoofing, a home-
made malicious app. The task affinity of the main Activity in hku.cs.spoofing
is set as “android.task.mms”, which is the same with the task affinity of
com.android.mms. Besides, the malicious Activity’s allowTaskReparenting is
set as true. In this way, if the malicious app is launched before the mms app, the
main Activity of mms will be put in the existing task created by the malicious
app, redirecting the user to the malicious Activity instead of the real mms main
Activity. The visualized task lists of these two apps are given in Fig. 3.

In Fig. 3, each node represents an Activity. Activities with the same shape
belong to the same app. The node with label −1 represents the system launcher
“com.android.launcher”. The filled arrowhead gives the direction of ICC event
control flow transitions and the block arrowhead gives the direction of back
button event control flow transitions. In the mms app, the launcher can launch
two Activities, including one that does not belong to this app. This indicates
the risk of UI spoofing.
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-1 2

-1

0

mms

Fig. 3. Visualized task lists

5 Conclusion and Future Work

In this work, we propose a system to extract the task lists among Activities
within a set of apps, which captures the intrinsic purpose of users’ interaction
with the mobile device. We show that our system can detect task related attacks.
For future work, we will try to combine our results with existing static checkers [2,
4,9] to detect vulnerabilities in a set of Android apps.
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Abstract. Investigating how to construct a secure hash algorithm needs
in-depth study, as various existing hash functions like the MD5 algorithm
have recently exposed their security flaws. At the same time, hash func-
tion based on chaotic theory has become an emerging research in the
field of nonlinear information security. As an extension of our previous
research works, a new chaotic iterations keyed hash function is proposed
in this article. Chaotic iterations are used both to construct strategies
with pseudorandom number generator and to calculate new hash values
using classical hash functions. It is shown that, by doing so, it is possible
to apply a kind of post-treatment on existing hash algorithms, which pre-
serves their security properties while adding Devaney’s chaos. Security
performance analysis of such a post-treatment are finally provided.

Keywords: Chaotic iterations · Keyed hash function · Security perfor-
mance analysis

1 Introduction

A hash function is any function that can be used to map data of arbitrary size
to data of fixed size, which has many information-security applications. Rivest
designed the first famous hash function called MD4 (Message Digest 4) in 1990,
which is based on Merkle-Damgard iterative structure [6]. Later, various hash
functions with an improved but similar design have been proposed. The latter
encompass the well-known MD5 [7] and SHAs secure hash algorithm series [2].
However, recent researches have shown that security flaws exist too in these
widely used standard hash functions. For instance, Lenstra, cooperated with
Xiaoyun Wang, forged a digital certificate with different keys [8]. Then they
improved the MD5 collision course and constructed an effective certificate [9].
This research result shocked cryptologists.

Some relationships can be emphasized between chaos properties and some
targeted aims in cryptology. Thus it may be a good idea to investigate the use
of chaos to enrich the design of cryptographic systems. In our previous work,
we have proven that discrete chaotic iterations (CIs) produce topological chaos
c© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9 47
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as described by Devaney [1]. This topological chaos is a well studied framework
and we have applied it in hash function, pseudorandom number generation, data
hiding, and so on. However, all of them are used separately. In this research work,
we intend to combine pseudorandom number generation and hash functions using
CIs. Then we will check if this combination can improve the security performance
of standard hash functions. More precisely, we will apply chaotic iterations on
classical hash functions, adding by doing so provable chaos while preserving
security properties like the collision. With such chaos, our desire is to reinforce
diffusion and confusion of the inputted hash functions. In the meantime, General
Formulation of the Chaotic Iterations (GFCIs) will be introduced and used,
to deal with the output of standard hash functions and to construct chaotic
strategies.

The remainder of this article is organized as follows. The first next section is
devoted to some basic recalls on the general form of chaotic iterations. The third
section introduces pseudorandom number generator with CIs. Our CI-based hash
function is proposed and reformulated in this section too. Experimental evalua-
tion is shown in the fourth section. This article ends by a conclusion section, in
which our research work is summarized.

2 General Formulation of the Chaotic Iterations

In this section, we focus on the general formulation of chaotic iterations. Let
us first define some notations. N is the set of natural (non-negative) numbers.
The domain N

∗ = {1, 2, 3, . . .} is the set of positive integers and B = {0, 1}.
�1;N� = {1, 2, 3, . . . , N}. A sequence which elements belong in �1;N� is called a
strategy. The set of all strategies is denoted by S . Sn denotes the nth term of a
sequence S , Xi stands for the i th components of a vector X .

In here a new kind of strategies is introduced, namely a sequence of subsets
of �1, N�, that is, a sequence of P(�1, N�)N, where P (X) is for the powerset of
the set X (i.e., Y ∈ P (X) ⇐⇒ Y ⊂ X). So we can now change multiple bits
between two adjacent outputs, as follows.

The general form of the discrete dynamical system in chaotic iterations is

x0 ∈ B
N , (Sn)n∈N ∈ P(�1, N�)N

∀n ∈ N
∗,∀i ∈ �1;N�, xn

i =

{
xn−1
i , if i /∈ Sn

(
f

(
xn−1

))
Sn , if i ∈ Sn

(1)

In other words, at the nth iteration, only the cells whose id is contained into
the set Sn are iterated.

Let us now rewrite these general chaotic iterations as usual discrete dynamical
system of the form Xn+1 = f(Xn) on an ad hoc metric space. Such a formulation
is required in order to study the topological behavior of the system.

Let us introduce the following function:

ψ : �1;N� × P (�1;N�) −→ B

(i,X) ←−
{

0 if i /∈ X,

1 if i ∈ X.

(2)
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Given a function f : BN −→ B
N , define the function:

Ff : P (�1;N�) × B
N −→ B

N ,

(P,E) 	−→
(
Ej · ψ(j, P ) + f(E)j · ψ(j, P )

)

j∈�1;N�

. (3)

Consider the phase space:

X = P (�1;N�)N × B
N , (4)

and the map defined on X :

Gf (S,E) = (σ(S), Ff (i(S), E)) , (5)

where, in a similar formulation than previously, σ is the shift function defined
by σ : (Sn)n∈N ∈ P (�1;N�)N −→ (Sn+1)n∈N ∈ P (�1;N�)N and i is the initial
function i : (Sn)n∈N ∈ P (�1;N�)N −→ S0 ∈ P (�1;N�). Then the general
chaotic iterations defined in Equ.6 can be described by the following discrete
dynamical system: {

X0 ∈ X
Xk+1 = Gf (Xk). (6)

To study the Devaney’s chaos property, a relevant distance between two
points X = (S,E), Y = (Š, Ě) of X must be defined. Let us introduce:

d(X,Y ) = de(E, Ě) + ds(S, Š), (7)

where
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

de(E, Ě) =
N∑

k=1

δ(Ek, Ěk) is once again the Hamming distance,

ds(S, Š) =
9
N

∞∑

k=1

|SkΔSk|
10k

.

(8)

where |X| is the cardinality of a set X and AΔB is for the symmetric difference,
defined for sets A, B as AΔB = (A \ B) ∪ (B \ A).

It has been proven in [4] that:

Theorem 1. The general chaotic iterations defined on Eq. 1 satisfy the
Devaney’s property of chaos.

3 Security Tools Based on CIs

We now investigate how to apply chaotic iterations on existing security tools. By
such kind of post-treatment, we will add chaos to these tools, hoping by doing
so to improve them in practice (increasing the entropy of random generators,
the diffusion and confusion of hash functions, etc.) Such improvement must be
such that existing security properties are preserved through iterations.
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3.1 Pseudorandom Number Generator with CIs

In this section, we consider that the strategy (Sn)n∈N is provided by a pseudo-
random number generator, leading to a collection of so-called CIPRNGs [3]. The
XOR CIPRNGs, for instance, is defined as follows [4]:

{
x0 ∈ B

N

∀n ∈ N
∗, xn+1 = xn ⊕ Sn,

(9)

where N ∈ N
∗ and ⊕ stands for the bitwise exclusive or (xor) operation between

the binary decomposition of xn and Sn. In the formulation above, chaotic strat-
egy (Sn)n∈N∗ ∈ �1;N�N is a sequence produced by any standard pseudorandom
number generator, which can be the well-known Blum Blum Shub (B.B.S.), Lin-
ear Congruential Generator (LCG), Mersenne Twister (MT), XORshift, RC4, or
the Linear-Feedback Shift Register (LFSR). XOR CIPRNGs, which can be writ-
ten as general chaotic iterations using the vectorial negation (see [4]), have been
proven chaotic. They are able to pass all the most stringent statistical batteries
of test, for well-chosen inputted generators.

3.2 CIs-Based Hash Function

Let us now present our hash function Hh : K×B
∗ → B

N that is based on GFCIs.
The key k = {k1, k2, k3} is in key space K, where k1, k2, and k3 are parameters
of the function. The proposed hash function Hh is realized as follows.

The first step of the algorithm is to choose the traditional hash function h
that it will be used in the proposed hash function. For our implementations,
we have chosen MD5, SHA-1, SHA-224, SHA-256, SHA-384, and SHA-512. The
selected hash function determines the length N of the output hash value.

Then, the input message x is needed to transform into a normalized bits
sequence of length a multiple of N , by applying the SHA-1 normalization stage.
After this initialization, the length of the treated sequence X is L.

In the third step, k1 is used as seed to generate k2 pseudorandom binary
vectors of length N , with XOR CIPRNGs. This sequence is the chaotic strategy
S =

{
S0S1S2 . . . Sk2−1

}
.

In the forth step, k3 is considered as a binary vector of length N . Si ∈ S
is then combined with k3 using exclusive-or operation. After that we get a N
bit binary output. Then we split X into X =

{
X0X1 . . .

}
. Each Xi will be

combined with the output of S and K3 using exclusive-or operation. After that,
we use this result as the input of traditional hash function h.

Lastly, to construct the digest, chaotic iteration of Gf are realized with the
traditional hash function output h(k3,m,X) and strategy S as defined above.
The result of these iterations is a N bits vector. It is translated into hexadecimal
numbers to finally obtain the hash value.

So, the keyed hash function Hh : K ×B
∗ → B

N is described as Algorithm 1.
Hh is thus a chaotic iteration based post-treatment on the inputted hash

function. If h satisfies the collision resistance property, then it is the case too
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Algorithm 1. The proposed hash function Hh

Input:
The key k = (k1, k2, k3) ∈ K;
The input message x ∈ B

∗;
The standard hash function h();

Output:
Hash value Hh;

1: Transform x to sequence X which length is L;
2: Use XOR CIPRNGs to generate m using k1 as a seed and construct strategy

S =
{
S0S1 . . . Sk2−1

}
with m

3: Use standard hash function to generate hash value H = h(k3, m, X);
4: for i = 0, 1, 2, . . . , k2 − 1 do
5: Use GFCIs to generate hash value: Hh = Gf (Si, H);
6: end for
7: return Hh;

for Hh. Moreover, if h satisfies the second-preimage resistance property, then it
is the case too for Hh, as proven in [5]. With this post-treatment, we can thus
preserve security while adding chaos: the latter may be useful to improve both
confusion and diffusion.

4 Experimental Evaluation

In this section, experimental evaluations are provided including hash values,
diffusion and confusion, and crash analysis. Let us consider that the input mes-
sage is the poem “Ulalume”(E.A.Poe) and the selected pseudorandom number
generator is B.B.S.

4.1 Hash Values

The standard hash function that we use here is MD5. To give illustration of the
key properties, we will use the proposed hash function to generate hash values
in the following cases:

– Case 1. k1 = 50, k2 = 2, k3 = 50, and B.B.S.
– Case 2. k1 = 51, k2 = 2, k3 = 50, and B.B.S.
– Case 3. k1 = 50, k2 = 3, k3 = 50, and B.B.S.
– Case 4. k1 = 50, k2 = 2, k3 = 51, and B.B.S.

The corresponding hash values in hexadecimal format are:

– Case 1. F69C3F042ABA1139FF443C278FDF3F7F.
– Case 2. C31BFBDD43273913C7CC845EC5E3D1EE.
– Case 3. 43353FA45B9560413C059F7FD4F485FB.
– Case 4. BEA4CAD480333117292F421BFA401BEB.
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From simulation results, we can see that any little change in key space K
can cause a substantial modification in the final hash value, which is coherent
with the topological properties of chaos. In other words, it seems to be extremely
sensitive to initial parameters.

A secured hash function should not only be sensitive to initial parameters,
but also to initial values. This is why we test now our hash function with some
changes in the input message, and observe the distribution of hash values. The
key we use here is k1 = 50, k2 = 2, k3 = 50, and standard hash function is MD5.

– Case 1. The input message is the poem “Ulalume” (E.A.Poe).
– Case 2. We replace the last point ‘.’ with a coma ‘,’.
– Case 3. In “The skies they were ashen and sober”, ‘The’ become ‘the’.
– Case 4. In “The skies they were ashen and sober”, ‘The’ become ‘Th’.
– Case 5. We add a space at the end of the poem.

The corresponding hash values in binary format are shown in Fig. 1. Through
this experiment, we can check that the proposed hash function is sensitive to
any alteration in the input message, which will cause the modification of the
hash value.

For a secured hash function, the repartition of its hash values should be
uniform. In other words, the algorithm should make full use of cryptogram space
to make that the hash values are evenly distributed across the cryptogram space.
The cases here are the same as discussed above. In Fig. 2(a), the ASCII codes
of input message are localized within a small area, whereas in Fig. 2(b), the
hexadecimal numbers of the hash value are uniformly distributed in the area of
cryptogram space.

4.2 Diffusion and Confusion

We now focus on the illustration of the diffusion and confusion properties. Let
us recall that diffusion means that the redundancy of the plain text must be
dispersed into the space of cryptograms so as to hide the statistics of plain text.
Confusion refers to the desire to make the statistical relationship between plain
text, ciphertext, and keys as complex as possible, which makes attackers difficult
to get relation about keys from ciphertext. So under the situation of that when
the plain text is changed by only one bit, it leads to a modification of hash values
that can be described by the following statistics:

– Mean changed bit number: B = 1
N

∑N
i=1 Bi;

– Mean changed probability: P = B
L × 100%;

– Mean square error of B: ΔB =
√

1
N−1

∑N
i=1(Bi − B);

– Mean square error of P: ΔP =
√

1
N−1

∑N
i=1(

Bi

L − P ) × 100%;

where N denotes the statistical times, and Bi denotes the changed bits of hash
value in ith test, while L denotes the bits of hash value in binary format.
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Fig. 1. 128 bit hash values in various cases

(a) Original text (ASCII). (b) Hash value use MD5.

Fig. 2. Spread of input message and the corresponding hash value

For a secured hash function, the desired value of B should be L/2. The desired
distribution of hash algorithm should be that small toggle in plain text cause
50% change of hash value. ΔB and ΔP show the stability of diffusion and con-
fusion properties. The hash algorithm is more stable if these two values are close
to 0.

Let us check the diffusion and confusion of the proposed hash function. The
test procedure is described below. Firstly, we obtain the original hash value of
plain text. Then at each time, only one bit is changed in it. The hash values
of these modified plain texts are used to compare with the original hash value.
After N tests, B, P, ΔB, and ΔP are calculated. The key used here is k1 =
50, k2 = 2, k3 = 50, N = 1000. As shown in Fig. 3, we check the distribution
of changed bits of proposed hash function with MD5 and SHA-512. From these
figures, we can see that one bit changed in the plain text can cause about L/2
modifications in Bi.

Observing Table 1, even the iteration times are small, the mean changed bit
numbers B and the mean changed probabilities P are close to the desired values
L/2 and 50%. ΔB and ΔP are quit small. In other words, the proposed hash
function achieves desired values for such properties. These results illustrate the
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(a) Standard hash function is MD5. (b) Standard hash function is SHA-
512.

Fig. 3. Distribution of changed bit numbers Bi with different standard hash functions

diffusion and confusion of the proposed hash function Hh, and these capabilities
are quite stable. This feature is attributed to GFCIs that can change multi bits
in one time. To sum up, due to the fact that computational complexity can
be reduced here, we think it is better to apply it into practical applications.
Furthermore, compared with the performance of standard hash functions, which
is shown in Table 2, the proposed hash function shows better results.

4.3 Collision Analysis

We now consider the analysis of impact resistance attacks. If hash function’s
ability to face collision is stronger, then the hash function is more security.
Through experiments can be quantitatively tested the collision resistance ability
of the proposed hash function. Firstly, we obtain the original hash value of plain
text and transform it to ASCII code. Then the plain text one bit modification is
applied and we obtain a new hash value in ASCII code. By comparing these two
hash values, we can get the positions where they have the same character. The
absolute coefficient between these two hash values can be described as follows:

d =
N∑

i=1

|t(ei) − t(ěi)|, (10)

where N denotes the number of ASCII characters in the hash value, ei and ěi
are the ith character in former and new hash value separately. Function t(·) is
used to transform ei and ěi to decimal format. the theoretical value of average
absolute distance per character is 85.3333.

The key used here is k1 = 50, k2 = 2, k3 = 50, while testing times is 2048.
The experiment results are shown in Table 3. The second column shows the
number of hits, in which the fist component is the number of hits to zero, the
second component is to one, the third component is to two, the forth one is to
three, and the last one is to four. We can see that the maximum number of hits
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Table 1. Statistical performance of the proposed hash function (B.B.S.)

hash type Iterate times B P (%) ΔB ΔP (%)

MD5 1 63.906 49.926 5.819 4.546

2 63.845 49.879 5.656 4.419

10 63.846 49.880 5.845 4.566

SHA-1 1 79.774 49.859 6.446 4.029

2 80.355 50.222 6.329 3.956

10 79.779 49.862 6.131 3.832

SHA-224 1 112.087 50.039 7.619 3.401

2 112.038 50.017 7.297 3.257

10 111.883 49.948 7.268 3.244

SHA-256 1 128.075 50.029 7.845 3.064

2 127.72 49.891 8.002 3.126

10 127.806 49.924 8.215 3.209

SHA-384 1 192.098 50.255 9.579 2.495

2 192.193 50.050 9.693 2.524

10 191.843 49.959 9.704 2.527

SHA-512 1 256.043 50.008 10.867 2.122

2 256.062 50.012 11.376 2.222

10 256.032 50.006 11.438 2.234

Table 2. Statistical performance of the standard hash function

hash type B P (%) ΔB ΔP (%)

MD5 63.893 49.916 5.437 4.248

SHA-1 79.770 49.856 6.359 3.975

SHA-224 112.284 50.127 7.324 3.270

SHA-256 127.746 49.901 8.405 3.283

SHA-384 191.81 49.951 10.036 2.613

SHA-512 256.084 50.016 11.232 2.194

is four with small probability. It is mainly in the number of collision to zero
and one. On the other hand, the average absolute difference d of the two hash
values per character, which is shown in the fifth column, is close to the desired
value 85.3333. Based on these results, the collision resistance capability of the
proposed hash algorithm is strong.
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Table 3. Collision performance

hash type Number of hits Sum of d Avg d per character

MD5 (1931, 114, 3, 0, 0) 2956780 90.234

SHA-1 (1880, 159, 8, 1, 0) 3472244 84.772

SHA-224 (1837, 204, 7, 0, 0) 4629075 80.725

SHA-256 (1817, 214, 17,0, 0) 5348270 81.608

SHA-384 (1690, 328, 27,3, 0) 8398092 85.430

SHA-512 (1601, 392, 47,6, 2) 11042728 84.250

5 Conclusion

In this article, a chaotic iteration based hash function has been presented. When
constructing strategies, pseudorandom number generator is used. Then the gen-
eral formulation of chaotic iterations is exploited to obtain hash values. Through
the experimental evaluation of hash values, we can see that the proposed hash
function is highly sensitive to initial parameters, initial values, and keys. The
statistical performances show that the proposed hash function has better fea-
tures of diffusion and confusion even if the iteration times are small, which can
be considered for practical applications. And the proposed hash algorithm has
better performance of collision performance. To sum up, the proposed scheme is
believed a good application example for constructing secure keyed one-way hash
function.
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4. Guyeux, C., Couturier, R., Héam, P.C., Bahi, J.M.: Efficient and cryptographically
secure generation of chaotic pseudorandom numbers on GPU. J. Supercomputing
71(10), 3877–3903 (2015)

5. Guyeux, C., Wang, Q., Fang, X., Bahi, J.M.: Introducing the truly chaotic finite
state machines and theirs applications in security field. In: Nolta 2014, International
Symposium on Nonlinear Theory and ITS Applications (2014)

6. Rivest, R.: The MD4 Message Digest Algorithm. Springer, Heidelberg (1990)
7. Rivest, R.: The MD5 Message-Digest Algorithm. RFC Editor (1992)



414 Z. Lin et al.

8. Stevens, M., Lenstra, A., Weger, B.: Chosen-prefix collisions for MD5 and col-
liding X.509 certificates for different identities. In: Naor, M. (ed.) EUROCRYPT
2007. LNCS, vol. 4515, pp. 1–22. Springer, Heidelberg (2007). doi:10.1007/
978-3-540-72540-4 1

9. Stevens, M., Sotirov, A., Appelbaum, J., Lenstra, A., Molnar, D., Osvik, D.A.,
Weger, B.D.: Short Chosen-Prefix Collisions for MD5 and the Creation of a Rogue
CA Certificate. Springer, Heidelberg (2009)

http://dx.doi.org/10.1007/978-3-540-72540-4_1
http://dx.doi.org/10.1007/978-3-540-72540-4_1


Data Mining and Artificial Intelligence



Intellectual Overall Evaluation of Power Quality Including
System Cost

Buhm Lee, Dohee Sohn, and Kyoung Min Kim(✉)

Department of Electrical and Semiconductor Engineering, Chonnam National University,
50, Daehak-ro, Yeosu, Jeollanam-Do 59626, Korea

{buhmlee,kkm}@chonnam.ac.kr, sondoh@khnp.co.kr

Abstract. This paper presents a new methodology to evaluate power quality for
a distribution system. Instead traditional evaluation methodology can evaluate a
certain face of power quality, such as SAIFI and SAIDI for reliability, SARFI for
voltage sag/swell, and THD for harmonics, by using IEEE Standard Indices,
newly present evaluation methodology can overall evaluate for power quality
items, maintenance cost, and system losses. This methodology uses AHP model
and newly developed Ideal AHP. First, AHP model was employed and imple‐
mented for power quality overall evaluation. Second, Ideal AHP was developed
to overcome different unit problems of power quality. This paper applied the
method for a distribution system, and showed the process of the method, and
obtained overall evaluation of the system.

Keywords: Overall evaluation · Power quality · AHP · Ideal AHP

1 Introduction

Every electric power company wants to supply reasonable quality electric power with
reasonable price, instead every electric power customer desires high quality electric
power at cheap price. Because electric power customers have to invest a lot of money
to be supplied high quality power, decision maker of the system needs to find optimal
point between numbers of distribution system alternatives. So, decision maker needs to
know the overall power quality of each alternative.

Traditionally, power quality was evaluated by using IEEE Standards, such as SAIFI,
SAIDI, CAIDI, CTAIDI, CAIFI, ASAI, ASIFI, ASIDI, CEMIn, MAIFI, MAIFIE,
CEMSMIn for Reliability [1, 2], SARFIx, SEI, ASEI for Voltage Sags/Swells [3], THD,
TDD, TIF for Harmonics [4]. Because these methodologies were developed for electric
engineers which want to evaluate certain faces of power quality, decision maker needs
to know overall power quality of the system for current system and a future system. To
assume power quality of the system which is in planning, probabilistic model was
developed [5], and this paper employed the method.

To unify above indices from IEEE Standards, Analytic Hierarchy Process (AHP)
model [6, 7] was employed and authors developed AHP model [8] which can evaluate
total power quality as an unified Index. To overcome unit different problem of indices,
authors developed Ideal AHP model [9, 11] and applied it to the distribution system.
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Another way to evaluate power quality and consider maintenance cost and losses,
authors employed value-based methodology [10]. This methodology encounter conflicts
between power companies and customers, because of their viewpoints.

This paper presents a combined traditional AHP model and Ideal AHP model which
can overall evaluate for a distribution system. To overcome unit different problem of
indices, Ideal AHP model which was developed by authors was employed. This model
has three states, such as IDEAL, ACTUAL, and POSSIBLE, which reflects that electric
power customer can feel ideal power quality and possible power quality. By setting
ACTUAL between IDEAL and POSSIBLE, absolute power quality as competitiveness
was obtained. To obtain overall power quality, AHP model was employed. By using
combining AHP model and Ideal AHP model, overall power quality can be obtained as
competitiveness. Biggest merit of this methodology is power quality can be shown as
an absolute value which means competitiveness. This paper applied the method for a
distribution system, and showed the process of the method, and obtained overall eval‐
uation of the system.

2 Units of Power Quality

2.1 Indices of Power Quality, Operation, etc.

Indices of power quality can be calculated by IEEE standards, operation cost can be
calculated by investment, and loss can be calculated by loadflow of the system.

(1) Reliability
Reliability and its indices are specified based on IEEE Std. 1366 [1]. These indices
have no unit. Reliability indices are shown as follows:
(a) System Average Interruption Frequency Index (SAIFI)
(b) System Average Interruption Duration Index (SAIDI)
(c) Customer average interruption duration index (CAIDI)
(d) Customer total average interruption duration index (CTAIDI)
(e) Customer average interruption frequency index (CAIFI)
(f) Average service availability index(ASAI)
(g) Average System Interruption Frequency Index (ASIFI)
(h) Average System Interruption Duration Index (ASIDI)
(i) Customers experiencing multiple interruptions (CEMIn)
(k) Momentary Average Interruption Frequency Index (MAIFI)
(l) Momentary average interruption event frequency index (MAIFIE)
(1) Customers experiencing multiple sustained interruptions and momentary

interruptions events (CEMSMIn)
(2) Voltage Sags/Swells

Voltage Sags/Swells and its indices are specified based on IEEE Std. P1564 [2].
These indices have no unit. Voltage Sags/Swells indices are shown as follows:
(a) System Average RMS variation Frequency Index (SARFIx)
(b) Voltage Sag Energy Index (SEI)
(c) Average Sag Energy Index (ASEI)
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(3) Harmonics
Harmonics and its indices are specified based on IEEE Std. 519 [1]. These indices
have no unit. Harmonic indices are shown as follows:
(a) Total Harmonic Distortion (THD)
(b) Total Demand Distortion (TDD)
(c) Telephone Interference (TIF)

(4) Maintenance, Loss
Every distribution system needs maintenance, so operators of the system have to
prepare maintenance cost. Every system has losses to operate the system. Unit of
maintenance cost is in dollar and unit of loss is in kWh.
(a) Maintenance Cost [$]
(b) Loss [kWh]

2.2 Units of Power Quality Item and Their Mismatch

Power quality of a system has number of units. Reliability, Voltage Sag/Swell, and
Harmonics indices have no unit, instead unit of Maintenance cost is money and unit of
Loss is kWh. Even though indices of Reliability, Voltage Sag/Swell, and Harmonics
have no unit, every index has different standard. For example, any of them are between
0 and 1, another of them are 0 to 100, the other of them is 0 to 10000.

So, Overall evaluation of power quality is not so easy.

2.3 Case Study: Application to a Sample System

This study shows an application to a sample system, and obtained power quality indices,
maintenance cost and loss of the system.

(1) Distribution System

Current system has three 154 kV substations, such as node G, node A, and node B,
and their 22 kV subsystems. This distribution system has plan to extend as node C and
22 kV subsystems (purple figure). Node C can be powered by node G (green line) and
node A (blue line).

Diagram of distribution system is shown at Fig. 1, and loads of each load point are
shown at Table 1. Failure frequencies and their durations are employed from IEEE data
[12]. Because loads of the system are varying, authors select loads reflect maximum
loads.

(2) Result of Evaluation

From Fig. 1, Reliability indices, Voltage Sags/Swells indices, Harmonic indices,
Maintenance cost, and Loss are obtained as follows:
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(a) Reliability indices

SAIFI: 0.1142432 SAIDI: 20.8522665 ASIFI: 0.1141458
ASIDI: 20.8485466 MAIFI: 0.2856079 CAIDI: 182.5252693
ASAI: 0.9976196 ENS: 10226.2 AENS: 1733.3

(b) Voltage Sags/Swells indices

SARFI: 0.4569727

Fig. 1. Sample distribution system
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(c) Harmonic indices

THD: 0.036

(d) Maintenance Cost

Cable main: $260,000 (Annual, 30yr Lifetime)
Cable back up: $90,000 (Annual, 30yr Lifetime)
Switch: $290,000 (Annual, 30yr Lifetime)
Main transformer: $260,000 (Annual, 20yr Lifetime)
Accessory: $120,000 (Annual, 50yr Lifetime)
Maintenance: $180,000 (Annual)

Table 1. Loads at each load point

Load
point

Load Load
point

Load
Size
[kVA]

Num.
[ea]

Harm
[A]

Type Size
[kVA]

Num.
[ea]

Harm
[A]

Type

LP 1 23,000 100 120 Ind. EXP 1 43,000 50 130 Ind.
LP 2 7,500 150 40 Office EXP 2 15,000 120 70 Office
LP 3 42,000 320 200 Ind. EXP 3 43,000 60 130 Ind.
LP 4 30,000 180 150 Ind. EXP 4 36,000 80 110 Ind.
LP 5 68,000 1800 290 Ind. EXP 5 29,000 150 140 Office
LP 6 39,000 1000 170 Ind. EXP 6 50,000 50 150 Ind.
LP 7 16,000 800 80 Office EXP 7 18,000 240 90 Office
LP 8 31,000 800 110 Ind.

(e) Loss

Loss for active power: 1,200 kW
(Annual)

Loss for harmonics: 50 kW (Annual)

3 Ideal AHP

3.1 Ahp

AHP model [6] can obtain competitiveness among alternatives, especially useful to
obtain weighting such as determining priority. Authors applied this model to obtain the
best power quality alternative [8] among number of alternatives in planning stage.
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3.2 Ideal AHP

Ideal AHP model was developed by authors [9, 11]. This model has 3-state, such as
IDEAL, ACTUAL, and POSSIBLE states, instead alternatives in traditional AHP
model. Here, IDEAL is the ideal values that each customer feels as ideal, POSSIBLE is
the possible values that each customer feels as extremely challenging because of power
quality, and ACTUAL is calculated values that reflects current state. ACTUAL of index
can vary from 0 to infinitive. Even though, index can vary 0 to infinitive, operators can
only accept 0 to 100 (for example). Here, IDEAL and POSSIBLE are set to 0 and 100.
Concept of traditional AHP and Ideal AHP model is shown at Fig. 2.

Fig. 2. Traditional AHP model vs. Ideal AHP model

4 Overall Evaluation Model

4.1 Overall Evaluation Model for Distribution System

Overall evaluation model for distribution system is shown at Fig. 3.

Fig. 3. AHP model for overall evaluation
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At Fig. 3, lower hierarchy is consists of Ideal AHP and upper hierarchy is consist of
traditional AHP. This model can overcome unit different problem, and obtain overall
power quality evaluation.

4.2 Case Study: Application to a Sample System

(1) Re-indexing by using Ideal AHP (lower hierarchy)

Even though IEEE indices have no unit, these indices have different standards. By
using Ideal AHP, these indices can be converted as a same standard. ACTUAL of power
quality are shown from Tables 2, 3, 4, 5 and 6.

(a) Reliability

Table 2. Re-indexing for reliability indices by using ideal AHP

Reliability IDEAL ACTUAL POSSIBLE
SAIFI 0.00 0.11424 1.00
SAIDI 0.00 0.10426 2.00
ASIFI 0.00 0.11415 1.00
ASIDI 0.00 0.10424 2.00
MAIF 0.00 0.14280 2.00

(b) Voltage Sags/Swells

Table 3. Re-indexing for voltage Sags/Swells index by using ideal AHP

Voltage Sag/Swell IDEAL ACTUAL POSSIBLE
SARFI 0.00 0.15232 3.00

(c) Harmonics

Table 4. Re-indexing for harmonic index by using ideal AHP

Harmonics IDEAL ACTUAL POSSIBLE
THD 0.00 0.12000 0.30

(d) Maintenance Cost

Table 5. Re-indexing for maintenance cost by using ideal AHP

Maintenance cost IDEAL ACTUAL POSSIBLE
Cost [$] 0.00 0.12000 10,000,000
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(e) Loss

Table 6. Re-indexing for loss by using ideal AHP

Loss IDEAL ACTUAL POSSIBLE
Loss [kW] 0.00 0.17000 10,000

(2) One to one matrix for upper hierarchy

One to one matrix for upper hierarchy is shown at Table 7. This matrix consider 3
category of power quality indices, cost, and loss. Among them, reliability consider 5
items. Here, elements of the matrix are arbitrarily.

Table 7. 1:1 matrix for upper hierarchy of developed AHP model

Reliability V. Sag Harm. Maint. Loss
SAIFI SAIDI ASIFI ASIDI MAIFI SARFI THD Cost Loss

SAIFI 1.000 0.952 1.000 0.952 2.000 2.000 1.000 0.750 0.500
SAIDI 1.050 1.000 1.050 1.000 1.667 2.500 1.250 0.800 0.600
ASIFI 1.000 0.952 1.000 0.952 2.000 2.000 2.000 0.750 0.500
ASIDI 1.050 1.000 1.050 1.000 1.667 2.500 1.250 0.800 0.600
MAIFI 0.500 0.600 0.500 0.600 1.000 3.000 3.000 0.500 0.400
SARFI 0.500 0.400 0.500 0.400 0.333 1.000 0.500 0.400 0.400
THD 1.000 0.800 0.500 0.800 0.333 2.000 1.000 0.300 0.300
Cost 1.333 1.250 1.333 1.250 2.000 2.500 3.333 1.000 0.800
Loss 2.000 1.667 2.000 1.667 2.500 2.500 3.333 1.250 1.000

By using Table 7, authors obtain Eigenvalues for upper hierarchy, and shown at
Table 8. Obtained Overall evaluation of power quality is shown at Table 9.

Table 8. Eigenvalues for upper hierarchy of developed AHP model

Reliability V. Sag Harm. Maint. Loss
SAIFI SAIDI ASIFI ASIDI MAIFI SARFI THD Cost Loss

Weighting
factor

0.1202 0.1174 0.1202 0.1175 0.0652 0.0434 0.0699 0.1459 0.2003

Table 9. Overall evaluation of power quality

Overall evaluation of power quality 0.12780905

Obtained value of Overall evaluation of power quality is between ‘0’ which means
IDEAL and ‘1’ which means POSSIBLE. If evaluation value is low, this value reflects
high electric power quality.
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5 Conclusion

This paper presents an overall evaluation model for distribution system. The contribu‐
tions of the paper are:

(1) Authors propose a new AHP model which combine traditional AHP model and
newly developed Ideal AHP model.

(2) By applying Ideal AHP to power quality indices, unit different problem of indices
can be overcome.

(3) By applying AHP to power quality evaluation, overall evaluation can be obtained.
(4) By applying developed model for a sample distribution system, authors demonstrate

the process of evaluation of power quality.
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Abstract. Domain Name System (DNS) log has been considered as a great
source of valuable information for the decision making on government policy or
business strategy because querying DNS is the first step of all Internet activities.
Due to the size of DNS log, Hadoop is considered as a prominent solution, but
the geographical dispersal of DNS log hinders to adopt it in an ordinary way.
Hadoop assumes all data source should be located on a single Hadoop File System
(HDFS), but DNS log is stored on DNS servers dispersed all over the world. To
resolve this issue, a new method named “Localized Analysis & Merge (LAM)”
is proposed in this paper. The proposed method enables Hadoop to analyze DNS
log on the dispersed DNS servers and it reduced the whole processing time
dramatically. Also, the LAM method showed that DNS log can be used to extract
a lot of valuable information such as a malware detection, the access frequency
over countries, etc.

Keywords: DNS · Big Data · Data mining · Malwares · Decision making

1 Introduction

Domain Name System (DNS) was developed to translate a host’s domain name into the
host’s network address, and vice versa [1]. In IP networking, every peer has to find the
target peer’s IP address before making a session by querying DNS for the peer’s domain
name. Since querying DNS is the first step of all activities on Internet, researchers in
data science and computer networks have expected to extract valuable information from
DNS log [2].

Although there have been several studies in analyzing DNS log, most researchers
have focused on the security patterns watched in DNS log [3–5]. In theory, it is possible
to detect malwares by monitoring DNS log because the patterns of the domain queries
related to the malwares will be changed before an attack starts. Whyte et al. [3] suggested
the method for scanning worms by investigating DNS. Korea University research team
[4] forecasted the behaviors of botnets through the simulation of DNS queries. EXPO‐
SURE [5] tried to find patterns in particular attacks by applying several characteristics
to DNS log.

The previous studies more or less succeeded to find useful patterns and various
methods to adopt DNS in finding security holes, but these studies have some limitations.
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First of all, the studies were mainly confined to the security issue. Needless to say, the
monitoring DNS is to be an effective way in detecting anomalies in Internet traffic, but
DNS log has more possibility to be a gold mine of valuable information. The information
extracted from DNS log can be used to determine government policies or to plan business
strategies. Secondly, the results of the previous studies were drawn from the analysis of
the small fraction of DNS log or limited simulations. Since it is very difficult to gather
large amount of DNS log due to some political issues, it can be unfair the previous studies
are criticized for this reason. However, it is undeniable that the analysis of huge DNS
log can provide various viewpoints that the previous studies did not give.

To get the enough size of DNS log, researchers should need the cooperation of Top
Level Domain (TLD) managing organizations instead of operating recursive servers by
themselves [6]. In Korea, Korea Internet & Security Agency (KISA) takes charge of
managing the national DNS which resolves the queries on the Korea country TLD
domain, “.kr”. In 2013, the national DNS processes about 1.5 billion queries a day and
records the results of the queries in the size of 300 GB. Unlike ordinary DNS servers,
the national DNS servers resolve the whole DNS queries for the top-level country code
domain, therefore researchers can look into the patterns of the national-level host
accesses from all over the world.

However, even if DNS log has been obtained from the organization, there was
another problem in processing them. In general, DNS log is too huge to handle with the
conventional tools because the tools have the limitation of physical memory and they
cannot use the power of parallel programming. Fortunately, the emerging Big Data
technology especially Hadoop can resolve it. Since Hadoop adopts the horizontal scal‐
ability [7], it is expected to process huge amounts of data in a fast and efficient way.
However, it is not enough to simply adopt Hadoop in this problem because Hadoop
assumes all the data in the localized file system named Hadoop File System (HDFS) [8].
The assumption conflicts with the fact that DNS logs are stored on the geographically
dispersed servers. In order to use Hadoop, the dispersed DNS logs should be gathered
into a single central HDFS, but it is impractical because the procedure takes too much
time.

To resolve the issue, we suggested “Localized Analysis & Merge (LAM)” method
to be used for the analysis on the Korean national DNS log. The LAM method enables
Hadoop to analyze DNS logs separately on the dispersed DNS servers and it saves the
whole processing time a lot. With the LAM method, the several analyses were conducted
to get valuable information such as a detection of malwares. In this paper, the analysis
results showed DNS log can be used to help people to do a better decision making if
they were analyzed properly.

The rest of this paper is organized as follows. Section 2 describes the data set used
in the analysis and the proposed method named LAM. In Sect. 3, the results of the
analysis are discussed and Sect. 4 concludes the paper.
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2 Analysis

2.1 The Data Set

An ordinary organization can run its DNS server called a recursive DNS server [6]. The
recursive DNS server takes charge of resolving a query for the domain belonging to the
organization. When the recursive DNS server cannot resolve the query, it hands over
the query to the upper level recursive DNS server along the hierarchy of the DNS
domain. This kind of delegation keeps going until the query is arrived to Top Level
Domain (TLD) DNS servers or country TLD DNS servers [6]. The Korea national DNS
servers as a country TLD server were deployed on 15 sites around the world. In 2013,
the national DNS servers served about 1.5 billion queries a day and they recorded the
DNS log in the size of 300 GB.

The data format of the Korea DNS log is the pcap (packet capture) format for
capturing network traffic. This is useful to network analysis tools but not suitable for
data mining. Since Hadoop usually needs text-based data, the transformation was
required. Also, the DNS log lacks the additional information except the network related
data. Therefore, we appended the geolocation information according to the IP from a
DNS packet to make a new data set, which contains both DNS features and IP-based
geolocation.

2.2 The Proposed Method

The Korea national DNS log is too huge for the conventional in-memory analysis tools
such as R and it even also takes unacceptable time to load the log into the memory.
Therefore, the only solution for the analysis of DNS log is Big Data technology such as
Hadoop. However, Hadoop assumes all data sources are located on a single HDFS which
consists of computers connected with high-speed network. In theory, the geographically
dispersed DNS servers can be combined into a single HDFS because they are connected
on the Internet. However, it is impractical to combine 15 Korea national DNS servers
dispersed around the world into a single HDFS because the network speed of HDFS is
assumed to be 1 Gbps at least. Therefore, in the data mining of DNS log, it can be the
most challenging task to gather the logs into the one central analyzing server.

In order to resolve this issue, we proposed a new method named “Localized Analysis
& Merge (LAM)”. The LAM method borrows its idea from Hadoop’s philosophy [7],
“Code moves near data for computation”. Hadoop puts a map-reduce job’s code to the
HDFS nodes which hold data instead of loading data from the nodes to the node running
the code. Similarly, in the LAM method, a Hadoop analysis is locally performed on each
national DNS server and then the results of each analysis are merged. The LAM method
not only resolves the problem of the need for the one single HDFS, but also reduces the
whole processing time dramatically. The method has two saving points in processing
time during the process. First, it does not need to deliver raw DNS logs from the dispersed
DNS servers to the central system. Second, the analysis is performed in parallel on each
local DNS server, so the burden of the analysis is shared and it results in reducing the
processing time.
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Although the LAM method is powerful, it can only be applied to associative oper‐
ations. The associative operations do not matter the order in which the operations
performed, so they can be divided and distributed to the process nodes [9]. The asso‐
ciative operations are sum, average, frequency, max, min, etc. An Eq. (1) represents this
concept mathematically and “Operation” in the Eq. (1) can be replaced with the actual
operations such as sum.

Operationtotal =
∑

Operationlocal (1)

For example, since the operation for the access frequency with various conditions is
an associative operation, it can be represented like the Eq. (2). It means that the access
frequency can be divided and analyzed on each DNS server and the summed result of
each operation is same with the result from the access frequency on whole data.

Acccess_Freq.(condition)total =
∑

Access_Freq.(condition)local (2)

3 The Results

3.1 The Most Visited Domains Per Country

In the decision making based on the analysis of DNS log, the most visited domain is an
important factor. To get the result for this, a Pig code is performed on the DNS log by
changing the condition of the country code. The below code is the Pig code for the most
2000 visited domain from Brazil.

dns = load '0816' using PigStorage(',') as
(server_name:chararray, day:int, hour:int, min:int,
sec:int, msec:int, src_ip:chararray, length:int, 
dst_port:int, flag:int, question:int, answer_rr:int, 
auth_rr:int, add_rr:int, domain:chararray, d_type:int, 
d_class:int, cc:chararray, cont:chararray, 
tzone:chararray, region:chararray, isp:chararray,
city:chararray, lat:float, lon:float);

day_group = foreach dns generate d_type, domain, cc; 
query_dns = filter day_group by d_type == 1;
brdomain = filter query_dns by cc matches 'BR';
br_grpd = group brdomain by domain;
br_cnt = foreach br_grpd generate group,COUNT(brdomain)
as br_domain_count;
order_br = order br_cnt by br_domain_count desc;
limit_br = limit order_br 2000;
store limit_br into '0816-out/nation-br';

By changing the country code, we got the most visited and noticeable domains as
shown in Table 1. From the result, “ns.hardware.co.kr” ranked as the fifth in China.
Since the domain was belonged to the game company, “Com2US”, it was easily guessed
that the company’s game was popular in China. Therefore, the game company could get
more profits by doing advertising campaign intensely in China. In Brazil,
“www.style.co.kr” was popular, but the domain was rarely accessed in Korea. Since this
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domain was the domain of a fashion site, it implied Brazilians were interested in Korea
fashion. Lastly, we found a strange domain, “smartfind.co.kr” because the access rate
was abnormally high in US and Korea, but the site did not have any corresponding web
page. The domain seemed a Command and Control (C&C) server and we found it from
the malware reporting site [10].

Table 1. The most visited domains per country. “-” means the rank is below 2000.

Domain US Brazil Japan China France Korea
www.style.co.kr 564 29 761 595 174 -
ns.hardware.co.kr 14 41 11 5 21 246
www.auction.co.kr 18 169 321 260 4 -
www.koreatimes.co.kr 38 331 146 345 74 121
www.alba.co.kr 650 - 883 1204 145 7
smarfind.co.kr 9 43 732 593 - 5

3.2 A Detection of Hidden Malwares

In order to check why “smartfind.co.kr” is so popular even though it is not linked to any
web page, more analyses were needed. First, the access pattern over time was watched.
Figure 1 showed the access pattern of the “smartfind.co.kr” domain depended on human
working hours. The access rate rose from 8 AM rapidly and dropped down since 6 PM.
It meant that the domain access was related to human activity.

Fig. 1. The access frequency pattern of “smartfind.co.kr” over time

Secondly, the most querying IPs for the domain were found as shown in Table 2. A
particular host queried more than two hundred thousand and some hosts looked like they
were in the same company because they shared common class C type IP address. Using
the “nslookup”, we found the hosts having IP addresses started from 211.235.32
belonged to the same company. Due to the privacy issue, we cannot specify the compa‐
ny’s name. However, from two results, we guessed that the hosts in the company were
booted when workers came to the office and the hosts acted as malware zombie PCs for
working hours.
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Table 2. The most querying IP for the “smarfind.co.kr” domain

Rank IP Number of accesses
1 203.251.153.x 276,237
2 58.87.60.x 184,763
3 211.235.32.x 150,371
4 211.235.32.x 135,916

3.3 A Geographical Visualization

Infographics greatly helps people to understand situations and to make better decision.
For this purpose, a geographical map was adopted to represent the access pattern in the
research. Since the DNS log is closely related to the region information, this kind of
infographic enables people to figure out the access pattern from particular region at one
view.

Simply thinking, it seems very easy to show the locations of DNS queries on a map
because the datasets already had the location information. However, the problem is that
there is too much location information on the dataset. As shown in the Fig. 2(a), a map
is easily covered with location pins. Therefore, in the research, the heat map visualization
[11] was adopted to avoid this problem. It allows to display the data on the map as color-
coded areas based on the density of locations on the map. The heat map from the access
pattern according to countries is shown in Fig. 2(b). In the heat map, it easily guessed
that the users in US, China, and Japan visited to Korea domain more than other countries.

(a) (b)

Fig. 2. (a) A map covered with location pins. (b) A heat map representing the access frequency
according to country.

4 Conclusion

DNS log has been considered as a gold mine of valuable information to be used for the
decision making on government policy or business plan because every Internet activity
needs a DNS query before its session. Since DNS log is too huge for the conventional
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analysis tools, Hadoop should be adopted for the analysis of DNS log. Unfortunately,
the geographical dispersal of DNS conflicts with the Hadoop’s basic assumption in
which all data should be located on a single HDFS connected with high speed network.
In this paper, a new method named LAM was proposed to solve this conflict. In the
emulation, the LAM method proved that it enabled Hadoop to independently analyze
DNS logs on the geographically dispersed DNS servers and it greatly reduced whole
processing time. Several data mining results such as a malware detection were found
and the results showed the data mining for DNS log can help people to do a better
decision making.
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Abstract. Colorectal cancer is one of the most common malignancies in devel‐
oped countries. Although it is not well known what causes this type of cancer,
studies have showed that there are certain risk factors associated that may increase
the likelihood of developing such malignancy. These factors comprise, among
others, individual’s age, lifestyle habits, personal disease history, and genetic
syndromes. Despite its high mortality, colorectal cancer may be prevented with
an early diagnosis. Thus, this work aims at the development of Artificial Intelli‐
gence based decision support system to assess the risk of developing colorectal
cancer. The framework is built on top of a Logic Programming approach to
Knowledge Representation and Reasoning, complemented with a Case-based
approach to computing that caters for the handling of incomplete, unknown, or
even self-contradictory data, information or knowledge.

Keywords: Colorectal cancer · Knowledge representation and reasoning · Logic
programming · Case-based reasoning · Decision support systems

1 Introduction

ColoRectal Cancer (CRC) refers to a type of cancer that starts in either the colon or the
rectum. Colon cancer and rectal cancer have many features in common. Indeed, the main
difference between them is in the anatomical location and the treatment procedure.
Nevertheless, the tumour biology is exactly the same. In the majority of cases, colorectal
cancers start with the development of a polyp, i.e., an abnormal growth that originates
from the epithelial cells lining of the colon or rectum. Although most of these polyps
are not carcinogenic, the adenomas may turning into adenocarcinomas and become
cancer. Nowadays, CRC may be detected in an early stage since it is possible to find and
remove precancerous polyps before turning into cancer [1].

CRC is the third most common cancer in Portugal, being only overtaken by breast
and prostate cancer. Its incidence reaches over 30 cases per 100,000 inhabitants per year,
and the mortality rate has been gradually increasing over the years. Indeed, throughout
the last 3 decades the mortality rate of this disease has registered an increase of 80%.
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In average, there are 3,300 deaths each year, corresponding to 10 deaths per day [2]. It
occurs in all cultures, with evidences that certain races, such as black people, have a
higher incidence of this disease than any other racial group. Male gender also shows a
slightly higher risk of developing colorectal cancer than the female one [3].

Several risk factors may be associated to this illness, namely patient’s age (more
than 90% of cases occur in people over 50 years old), obesity, lifestyle issues (e.g.,
cigarette smoking, lack of physical activity), insulin resistance [3], genetic syndromes
(e.g., familial adenomatous polyposis or Lynch syndrome) [4, 5], inflammatory intes‐
tinal conditions (e.g., ulcerative colitis or Crohn’s disease) [6], or personal history of
colorectal cancer [7], and even low levels of HDL cholesterol (e.g., values above
60 mg/dL convey some protection against CRC) [8]. The knowledge of the colorectal
cancer risk factors may support preventive behaviours in order to reduce the likelihood
of developing the disease. Despite the presence of one or more risk factors does not
guarantee that an individual will develop rectal cancer, but increases the expectation of
such happening. Solving problems related to the early detection of CRC requires a
proactive strategy able to take into account all these factors, where the available data
can be incomplete, self-contradictory and even unknown. Thus, this work is focused on
the development of a hybrid methodology for problem solving, aiming at the elaboration
of a clinical decision support systems to detect CRC, according to a historical dataset,
under a Case Based Reasoning (CBR) approach to computing [9, 10]. Indeed, CBR
provides the ability of solving new problems by reusing knowledge acquired from past
experiences [9], i.e., CBR is used especially when similar cases have similar terms and
solutions, even when they have different backgrounds [10]. Indeed, its use may be found
in different arenas, namely in Online Dispute Resolution [11], or Medicine [12, 13], just
to name a few.

2 Knowledge Representation and Reasoning

In specific judgments the available data, information or knowledge is not always exact
in the sense that it can be estimated values, probabilistic measures, or degrees of uncer‐
tainty. Furthermore, knowledge and belief are generally incomplete, self-contradictory,
or even error sensitive, being desirable to use formal tools to deal with the problems that
arise from the use of these types of information [14, 15]. Many approaches to Knowledge
Representation and Reasoning have been proposed using the Logic Programming (LP)
epitome, namely in the area of Model Theory [16, 17] and Proof Theory [14, 15]. In the
present work the proof theoretical approach is followed in terms of an extension to LP.
An Extended Logic Program is a finite set of clauses in the form:

{¬p ← not p, not exceptionp

p ← p1,⋯ , pn, not q1,⋯ , not qm

?
(
p1,⋯ , pn, not q1,⋯ , not qm

)

exceptionp1
exceptionpj

(0 ≤ j ≤ k)being k an integer number

}::scoringvalue
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where “?” is a domain atom denoting falsity, the pi, qj, and p are classical ground literals,
i.e., either positive atoms or atoms preceded by the classical negation sign ¬ [14]. Indeed,
¬ stands for a strong declaration that speaks for itself, and not denotes negation-by-
failure, or in other words, a flop in proving a given statement, once it was not declared
explicitly. Under this framework every program is associated with a set of abducibles
[16, 17], given here in the form of exceptions to the extensions of the predicates that
make the program, i.e., clauses of the form:

exceptionp1
,⋯ , exceptionpj

(0 ≤ j ≤ k), being k an integer number

that stand for data, information or knowledge that cannot be ruled out. On the other hand,
clauses of the type:

?
(
p1,⋯ , pn, notq1,⋯ , notqm

)
(n, m ≥ 0)

also named invariants or restrictions, allows us to set the context under which the
universe of discourse has to be understood. The term scoringvalue stands for the relative
weight of the extension of a specific predicate with respect to the extensions of peers
ones that make the inclusive or global program.

2.1 Quantitative Knowledge

Aiming to set one’s approach to knowledge representation, two metrics will be set,
namely the Quality-of-Information (QoI) and the Degree-of-Confidence (DoC). The QoI
of a logic program should be understood as a mathematical function that will return a
truth-value ranging between 0 and 1, once it is fed with the extension of a given predicate,
i.e., QoIi = 1 when the information is known (positive) or false (negative) and QoIi = 0
if the information is unknown, where the “i” denotes the term or clause “i” in a predicate’s
extension. For situations where the extensions of the predicates that make the program
also include abducible sets, its terms (or clauses) present a QoIi ϵ ]0, 1[ [18].

The DoC, in turn, stands for one’s confidence that the argument values or attributes
of the terms that make the extension of a given predicate, having into consideration their
domains, are in a given interval [19]. The DoC is figured using DoC =

√
1 − Δl2, where

Δl stands for the argument interval length, which was set to the interval [0, 1], since the
ranges of attributes values for a given predicate and respective domains were normalized
using (Y − Ymin)∕(Ymax − Ymin), where the Ys stand for themselves [19].

Thus, the universe of discourse is engendered according to the information presented
in the extensions of such predicates, according to productions of the type:

predicatei −
⋃

1≤j≤m

clausej

(((
Ax1

, Bx1

)(
QoIx1

, DoCx1

))
,

⋯ ,
((

Axl
, Bxl

)(
QoIxl

, DoCxl

)))
::QoIj::DoCj

(1)
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where �, m and l stand, respectively, for set union, the cardinality of the extension of
predicatei and the number of attributes of each clause [19]. The subscripts of QoIs and
DoCs, x1, …, xl, stand for the attributes values ranges.

2.2 Qualitative Knowledge

In present study both qualitative and quantitative data/information/knowledge are present.
Aiming at the quantification of the qualitative part and in order to make easy the under‐
standing of the process, it will be presented in a graphical form. Taking as an example a set
of n issues regarding a particular subject (where there are k possible choices (e.g., absence,
low, …, high and very high), let us itemized an unitary area circle split into n slices (Fig. 1).
The marks in the axis correspond to each of the possible options. If the answer to issue 1 is

high the area correspondent is π ×

(√
k − 1
k × 𝜋

)2

∕n, i.e., (k − 1)∕(k × n) (Fig. 1(a)).

Assuming that in the issue 2 are chosen the alternatives high and very high, the corre‐

spondent area ranges between 
⎡
⎢
⎢
⎣
𝜋 ×

(√
k − 1
k × 𝜋

)2

∕n,𝜋 ×

(√
k

k × 𝜋

)2

∕n

⎤
⎥
⎥
⎦
 ,

i.e., 
[
(k − 1)∕(k × n), k∕(k × n)

]
 (Fig. 1(b)). Finally, in issue n if no alternative is ticked, all

the hypotheses should be considered and the area varies in the interval
⎡
⎢
⎢
⎣
0,𝜋 ×

(√
k

k × 𝜋

)2

∕n

⎤
⎥
⎥
⎦
, i.e., 

[
0, k∕k × n

]
 (Fig. 1(c)). The total area is the sum of the

partial ones, i.e., 
[
(2 × k − 2)∕(k × n), (3 × k − 1)∕(k × n)

]
 (Fig. 1(d)). In some situations

similar responses to different issues have opposing impact in the subject in consideration.
For example the assessment of healthy lifestyle includes issues like physical exercise prac‐
tices and smoking status. The response high to the former issue has a positive contribution
for healthy lifestyle, while the same response to smoking status has a negative one. Thus, the
contribution of the items with negative impact on the subject in analysis is set as k∕(k × n)

minus the correspondent area, i.e., (k∕(k × n) − (k − 1)∕(k × n)) = 1∕(k × n) for issue 1,[
0, 1∕(k × n)

]
 for issue 2 and 

[
0, k∕k × n

]
 for issue 3.

Fig. 1. A view of the qualitative data/information/knowledge processing.
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3 A Case Based Methodology for Problem Solving

The CB methodology for problem solving stands for an act of finding and justifying a
solution to a given problem based on the consideration of similar past ones, by reproc‐
essing and/or adapting their data/knowledge [9, 10]. In CB the cases are stored in a Case
Base, and those cases that are similar (or close) to a new one are used in the problem
solving process. The typical CB cycle presents the mechanism that should be followed,
where the former stage entails an initial description of the problem. The new case is
defined and it is used to retrieve one or more cases from the Case Base.

Despite promising results, the current CB systems are neither complete nor adaptable
enough for all domains. In some cases, the user cannot choose the similarity(ies)
method(s) and is required to follow the system defined one(s), even if they do not meet
their needs. Moreover, in real problems, the access to all necessary information is not
always possible, since existent CB systems have limitations related to the capability of
dealing, explicitly, with unknown, incomplete, and even self-contradictory information.
Neves et al. [13, 20] induced a different CB cycle which takes into consideration the
case’s QoI and DoC metrics. It also contemplates a cases optimization process present
in the Case Base, whenever they do not comply with the terms under which a given
problem as to be addressed (e.g., the expected DoC on a prediction was not attained) [13,
20]. The optimization process can use Artificial Neural Networks, Particle Swarm Opti‐
mization or Genetic Algorithms generating a set of new cases which must be in
conformity with the invariant:

n⋂

i=1

(
B

i
, E

i

)
≠ ∅ (2)

that states that the intersection of the attribute’s values ranges for cases’ set that make
the Case Base or their optimized counterparts (Bi) (being n its cardinality), and the ones
that were object of a process of optimization (Ei), cannot be empty.

4 Case Study

Aiming to develop a predictive model for early detection of CRC, a database was set,
built on the health records of patients at a major health care institution in the north of
Portugal. This section demonstrates how the information comes together and how it is
processed.

4.1 A Logic Programming Approach to Data Processing

After having collected the data it is possible to build up a knowledge database given in
terms of the extensions of the relations depicted in Fig. 2, which stand for a situation
where one has to manage information aiming to detect CRC. Under this scenario some
incomplete and/or unknown data is also available. For instance, in case 1, the Previous
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CRC Episodes are unknown, which is depicted by the symbol ⊥, while the HDL
Cholesterol ranges in the interval [45, 55].

Fig. 2. A fragment of the knowledge base aiming at the early detection of colorectal cancer.

The Insulin Resistance and Previous CRC Episodes columns are filled with 0 and 1
denoting, respectively, No and Yes, while in Gender column 0 and 1 stand for Female
and Male. The BMI, Genetic Syndrome and Inflammatory Condition columns are popu‐
lated with 0, 1 and 2, standing, respectively, for BMI < 25, BMI ranging in interval
[25, 30[, and BMI ≥ 30 in the former case, absence, familial adenomatous polyposis
and Lynch syndrome, in the second case and, finally, absence, ulcerative colitis and
Crohn’s disease in the last one.

In order to quantify the information present in the Healthy Life Style tables the
procedures already described in Sect. 2.2 were followed. Applying the algorithm
presented in [19] to the fields that make the knowledge base for CRC detection (Fig. 2),
excluding of such a process the Description ones, which will not be object of attention
in this work, and looking to the DoCs as described in [19], it is possible to set the argu‐
ments of the predicate detection (detec) referred to below, that also denotes the objective
function with respect to the problem under analyze:

detec: Age, Gender, BodyMassIndex, InsulineResistance, HDLCholesterol, LifeStyle

Habits, PreviousCRCEpisodes, GeneticSyndrome, InflammatoryConditions → {0, 1}

where 0 (zero) and 1 (one) denote, respectively, the truth values false and true.
The algorithm presented in [19] includes different phases. In the former one the

clauses or terms that make extension of the predicate under study are established. In the
subsequent stage the arguments of each clause are set as continuous intervals. In a third
step the boundaries of the attributes intervals are set in the interval [0, 1] according to a
normalization process given by the expression (Y − Ymin)∕(Ymax − Ymin), where the Ys

stand for themselves. Finally, the DoC is evaluated. As an example considers a term
(patient) that presents the feature vector Age = 57, Gender = 0, BodyMassIndex = 1, InsulinRe‐

sistance = 0, HDLCholesterol = [48, 62], LifeStyleHabits = [0, 0.25], PreviousCRC Episodes = 0,
GeneticSyndrome = 0, InflammatoryConditions = ⊥, one may obtain:
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{¬detec
(((

AAge, BAge

)(
QoIAge, DoCAge

))
,⋯ ,

((
AIC, BIC

)(
QoIIC, DoCIC

)))

← not detec
(((

AAge, BAge

)(
QoIAge, DoCAge

))
,⋯ ,

((
AIC, BIC

)(
QoIIC, DoCIC

)))

detec ((((0.6, 0.6)(1, 1)),⋯ , ((0, 1)(1, 0)))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

attribute′s values ranges once normalized and

respective QoI and DoC values

::1::0.88

[0, 1] ⋯ [0, 1]
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

attribute′s domains

once normalized

}::1

4.2 A Case Based Approach to Computing

Contrasting with other problem solving methodologies (e.g., Decision Trees or Artificial
Neural Networks), in the CB approach to computing relatively little work is done offline
[11]. Undeniably, in almost all the situations the work is performed at query time. The
main difference between the new approach [13, 20] and the typical CB one [9, 10] relies
on the fact that not only all the cases have their arguments set in the interval [0, 1], but
it also caters for the handling of incomplete, unknown, or even self-contradictory data
or knowledge. Thus, the Case Base given in terms of the following pattern:

Case =
{
< Rawdata, Normalizeddata, Descriptiondata >

}

When confronted with a new case, the system is able to retrieve all cases that meet
such a structure and optimize such a population, having in consideration that the cases
retrieved from the Case-base must satisfy the invariant present in Eq. (2), in order to
ensure that the intersection of the attributes range in the cases that make the Case Base
repository or their optimized counterparts, and the equals in the new case cannot be
empty. Having this in mind, the algorithm presented in [19] is applied to a new case,
that here presents feature vector Age = 62, Gender = 1, Body Mass Index = 0,
Insulin Resistance = ⊥, HDLCholesterol = ⊥, LifeStyleHabits = 0.67, PreviousCRC Episodes = 0, Genetic

Syndrome = 0, Inflammatory Conditions = 0, Description = Description new. Then, the computational
process may be continued, with the outcome:

detecnew case ((((0.66, 0.66)(1, 1)),⋯ , ((0, 0)(1, 1)))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

attribute′s values ranges once normalized and

respective QoI and DoC values

::1::0.78

Thus, the new case can be portrayed on the Cartesian Plane in terms of its QoI and
DoC, and by using k-means clustering methods [21], it is feasible to identify the clusters
that intermingle with the new one. The new case is compared with every retrieved case
from the cluster using a similarity function sim, given in terms of the average of the
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modulus of the arithmetic difference between the arguments of each case of the selected
cluster and those of the new one. Thus, one may have:

detec1((((0.63, 0.63)(1, 1)),⋯ , ((0, 0.5)(1, 0.87))) ::1::0.70
detec2((((0.69, 0.69)(1, 1)),⋯ , ((0, 0)(1, 1))) ::1::0.76

⋮

detecj((((0.63, 0.70)(1, 0.99)),⋯ , ((0, 0)(1, 1))) ::1::0.74
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

normalized cases from retrieved cluster

Assuming that every attribute has equal weight, for the sake of presentation, the
dissimilarity between detecnew and the detec1 may be computed as follows:

detectDoC

new→1 =
‖1 − 1‖ +⋯ + ‖1 − 0‖ + ‖1 − 0.97‖ + ‖1 − 0.87‖

9
= 0.19

Thus, the similarity for detecDoC
new→1 is set as 1 – 0.19 = 0.81. Regarding QoI the proce‐

dure is similar, returning detec
QoI

new→1 = 1. Thus, one may have:

sim
QoI,DoC

newcase→1 = 1 × 0.81 = 0.81

i.e., the product of two measurements is a new type of measurement. For instance,
multiplying the lengths of the two sides of a rectangle gives its area, which is the subject
of dimensional analysis. In this work the mentioned outcome gives the overall similarity
between the new case and the retrieved ones. These procedures should be applied to the
remaining cases of the retrieved clusters in order to obtain the most similar ones, which
may stand for the possible solutions to the problem. This approach allows users to define
the most appropriate similarity methods to address the problem (i.e., it gives the user
the possibility to narrow the number of selected cases with the increase of the similarity
threshold).

The proposed model was tested on a real data set with 179 examples. In order to
evaluate the performance of the proposed model the dataset was divided in exclusive
subsets through the ten-folds cross validation. In the implementation of the respective
dividing procedures, ten executions were performed for each one of them. To ensure
statistical significance of the attained results, 30 experiments were applied in all tests.
The model accuracy was 91.6% (i.e., 164 instances correctly classified in 179). Thus,
the predictions made by the CB model are satisfactory, attaining accuracies higher than
90%. The sensitivity and specificity of the model were 90.5% and 72.2%, while Positive
and Negative Predictive Values were 86.4% and 94.7%, denoting that the model exhibits
a good performance in the CRC detection. The methodology presented in this work is a
generic one, and therefore may be applied in different grounds. Indeed, some interesting
results have been obtained, namely to model the organizational efficiency in training
corporations [18] and in health care context [13, 20].
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5 Conclusions

This work presents an Artificial Intelligence based Decision Support System to detect
CRC centred on a formal framework based on LP for knowledge representation and
reasoning, complemented with a CB approach to computing that caters for the handling
of incomplete, unknown, or even self-contradictory information. The proposed model
is able to provide adequate responses once the overall accuracy is higher than 90%.
Indeed, it has also the potential to be disseminated across other prospective areas, there‐
fore validating a universal attitude. Additionally, it gives the user the possibility to
narrow the search space for similar cases at runtime by choosing the most appropriate
strategies to address the problem. In fact, the added values of the presented approach
arises from the complementarily between Logic Programming (for knowledge repre‐
sentation and reasoning) and the computational process based on Case Based approach.

Acknowledgments. This work has been supported by COMPETE: POCI-01-0145-
FEDER-007043 and FCT – Fundação para a Ciência e Tecnologia within the Project Scope: UID/
CEC/00319/2013.
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Abstract. Machine learning is one field of Artificial Intelligence (AI) to help
machines solve problems. Support Vector Machines (SVMs) are classic methods
in machine learning field and are also used in many other AI fields. However, the
model training is very time-consuming when meeting large scale data sets. Some
efforts have been devoted to develop it for distributed memory clusters. Their
bottleneck is the training phase, where the structure is immobile. In this paper,
we propose Multi-Modes Cascade SVMs (MMCascadeSVMs) to adaptively
reshape the structure. MMCascadeSVMs employs analytical hierarchy process
to qualitatively analyse the similarity between adjacent hierarchies. Furthermore,
MMCascadeSVMs leverages a two-stage algorithm: the first stage is to compute
the similarity between two adjacent models, and the similarity is built for halting
criterion. The second stage is to predict new samples based on multi models.
MMCascadeSVMs can modify the structure of SVMs in distributed systems and
reduce training time. Experiments show that our approach significantly reduces
the total computation cost.

Keywords: Cascade SVMs · Analytical hierarchy process

1 Introduction

In many real world problems such as text classification, image recognition, financial
markets, Support Vector Machines (SVMs) is a popular classification tool [2, 4, 5].
SVMs establishes the separating hyperplane by discovering the support vectors (SVs).
However, the training of SVMs requires to solve a quadratic programming (QP) problem
with n inequality constraints and one equality constraint [8–10], where n is the training
set size. The iterative process can’t be easily paralleled for its recurrence relation.

To parallelize SVMs, some “cascade methods” [6, 7, 11] are proposed. They divide
the data into several subproblems, then train local models on their own nodes. They pass
the local models to the higher layer and combine them in a “tree” way. The process
repeats until a single model remains. These works only differ from the way dividing data
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sets and the concept passing to higher layers. The computational process is still slow
when the data set is large, which narrows the applicable scope of cascade SVMs.

We notice the fact that: (i) cascade SVMs are time-consuming in higher layers but
identify few support vectors. We call those layers as ineffective structure; (ii) the model
in the highest layer is not always the best one; (iii) the nodes utilization rate is low in
higher layers. Motivated by this insight, we aim at adaptively reshaping the structure to
reduce training time without losing accuracy. The intuitive idea is to prune the ineffective
structure. However, we still need to face the following challenges: (i) how to define the
ineffective structure? (ii) how to automatically prune the ineffective structure without
losing accuracy when there is no prior knowledge? (iii) how to predict new instances in
the new structure of cascade SVMs?

In this paper, we respond to these challenges with Multi-Modes Cascade SVMs
(MMCascadeSVMs), a novel training method adaptively changing the structure of
cascade SVMs. In order to measure the similarity between adjacent hierarchical models,
MMCascadeSVMs constructs the hierarchical model based on local models in the same
layer. Then hierarchical similarity is proposed to qualitatively analyse how much the
model is modified between adjacent hierarchies. MMCascadeSVMs exploits the hier‐
archical similarity to serve as the stop condition of cascade SVMs. Since the structure
has changed, there exist multi models when the process halts. These models work coop‐
eratively when dealing with new instances in the testing phase. Our approach efficiently
reduces the computation cost compared to the existing approaches.

To summary up, we list our contributions as follows:

1. We propose hierarchical similarity in cascade SVMs to measure the similarity
between adjacent hierarchical models. MMCascadeSVMs computes the hierarchical
similarity to measure the degree of modification.

2. We propose Adaptively Reshaping Cascade SVMs (ARC) method applying hier‐
archical similarity. ARC can automatically prune the ineffective structure in cascade
SVMs.

3. We propose MMP method to improve the detection accuracy in the testing phase.
MMP ensures that new instances can be predicted even there exist multi models.

MMCascadeSVMs reshapes the structure of cascade SVMs and the number of total
layers is not more than the latter one. Therefore, it performs less computation than the
existing works. Extensive experiments have been conducted on four benchmark data sets
(ijcnn1, a7a, shuttle, covtype) [1] to evaluate the classification performance. MMCasca‐
deSVMs significantly reduces the training time and keeps good accuracy.

2 Related Works

Related works of paralleling SVMs on large-scale data sets can be roughly classified
into two categories as follows.

The first category is to parallel the internal algorithms. For example, Zanghirati proposes
a parallel implementation of SMO [12]. It splits the problem into a sequence of subpro‐
blems which are parallelly solved. PSVM parallels “Inner-Point method” [3]. Through
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approximating extensive matrix manipulations using parallel computing, the method only
loads essential data in each iteration and can reduce a lot of training time. P-pack SVM
parallels stochastic gradient descent [13]. It can pre-calculate the predicted labels and kernel
matrix, and update the distributed hash table after iterations finishing. But there are intense
communication between nodes.

Another approach is cascade SVMs which are popular multi-levels approaches in
distributed environment. Figure 1 shows the training way. The main idea is that they divide
the data sets into p pieces, where p is the number of nodes. They obtain local models based
on the local data. They combine the local models in a “tree” structure until there is a single
model. Based on the way diving the data and the content passing, the methods are classified
into Cascade SVM and DCSVM. Cascade SVM divides the data evenly while DCSVM
divides it using K-means. Cascade SVM passes the candidate support vectors while DCSVM
passes all the data using the lower models to initialize the higher model. Since the data in
higher layer is the support vectors of the lower layer models in Cascade SVM, the number
is fewer than that in DCSVM. The data in higher layer can correct the error that occurs in the
lower layers of DCSVM, the detecting accuracy is higher than that in Cascade SVM.

Fig. 1. The structure of cascade SVMs

3 ARC: Adaptively Reshaping Cascade SVMs

In binary-class SVMs, training set with n samples is represented as (xi,yi), i = 1,2,3,…,n,
where xi∈Rd is the i-th input data point and yi∈{− 1,1} is the i-th output. The decision
classification rule for a data point x becomes:

f (x) = sign(

N∑

i=1

𝛼iyiK(xi, x)) ((1))

Where αi are Lagrange multipliers. Each αi ≥ 0 is associated with the sample (xi,yi), K(xi,xj)
is the kernel function between sample xi and sample xj. The support vectors are those
samples whose coefficients αi are non-zero. All the coefficients are expressed as
α∗ = (α1,α2,···,αN)T. The fact that only the support vectors have effect on the construction of
hyperplane, can be observed from Eq. (1). In SVMs, if the coefficients of two models are
same when dealing with the same data sets, the separating hyperplanes are same. Similarly,
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if the coefficients of two models are semblable, the separating hyperplanes are alike. There‐
fore, if the solutions of the problem α∗ are similar, the separating hyperplanes are similar.

We evaluate the performance of every layer in cascade SVMs. We observe that cascade
SVMs are time-consuming in higher layers but identify few support vectors. In this paper,
we call those layers as ineffective structures. In order to reduce the training time by pruning
the ineffective structures, we propose the hierarchical similarity to measure the similarity
between adjacent hierarchical models. Assuming the hierarchical models α and α’, a given
threshold τ ≥ 0, if cosine similarity between α and α’ is greater than τ, the models associ‐
ated with α and α’ are similar.

Note that the ineffective structures of cascade SVMs have little effect on the final
model. The basic thinking is to identify those structures and remove them in the training
phase, thus it will reduce the computation time. The key point is how to identify ineffective
structures and screen out the “inactive” structures. We investigate the similarity between
hierarchical layers and motivate our identifying rules. In MMCascadeSVMs, the hierarch‐
ical similarity can help identify the ineffective layers.

In the training phase, if the hierarchical similarity is high, the degree of model modified
little by the higher level. The process of the training is long, but the number of support vectors
identified in the higher layer is small. If the hierarchical similarity between layer lt−1 and layer
lt is higher than the threshold τ, then the lt layer and layers higher than lt are deemed to the
ineffective structures. Therefore, the ineffective models are screened out. The cascade SVMs
will stop at lt layer. The process is summarized in Algorithm 1.
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The algorithm 1 builds the halting criterion. Based on the rule, we can get the layer
MMCascadeSVMs stops.

4 MMP: Predicting Algorithm Based on Multi-Modes
Cascade SVMs

Multi-modes have two different meanings. The first dimension is multi training modes in the
same layer; and the second dimension is multi models when the training process halts.

In MMCascadeSVMs, the data is split based on the clustering in the same way as
DCSVM. Imbalance may occur in the process. There is a risk that the instances in one node
are a single class of data. If this case happens, the treatment in the node is different from
others. Those samples are likely to be non-support vectors which locate far from the sepa‐
rating hyperplane. We set the solution of the node αi * is 0 or we can use one class SVMs to
train the model. We use original SVMs classifiers to train models in other nodes. The
models and data are passed to the higher layer. If there exist some support vectors, they will
be identified in the higher layer. There exist different SVMs training modes in the same
layer of MMCascadeSVMs.

There exist multi-models when the training process halts. In the predicting phase, the new
instances are usually predicted based on the final one model instead of multi models. To
cope with the problem, three strategies are proposed for multi models to predict new
instances.

Strategy 1: The practical method is to collect the data and models and then pass them to
the higher layer. We concatenate the models to form an approximate solution and use it as
the initial value of the highest layer. It trains the final model using all the data in the highest
layer. There is only one model finally, and the final model can be used to predict new
instances. Since some ineffective layers are removed from the structure, and it reduces the
training time and improves the training efficiency.

Strategy 2: When MMCascadeSVMs halts, a multitude of sub-SVMs models remain to
predict new instances. Each model is a binary-class classifier. MMCascadeSVMs constructs
an ensemble classifier that consists all the retained models and outputs the class that is the
mode of the class’s output by every individual model. Since the models store in multi
nodes, the predicting processes are non-interfering in the predicting phase. The support
vectors in each model are fewer than all the support vectors, so the predicting time using
sub-model is shorter. In this way, it can reduce the predicting time.

Strategy 3: Each sub-model represents the hyperplane constructed by the local data. New
instances can be classified based on the local models. Therefore, MMCascadeSVMs can
select the model whose cluster is closest to the new instance in predicting phase. After
MMCascadeSVMs halting, the predicting label depends on the particular cluster where we
are trying to evaluate x. To make predictions using local model, we need to keep the entire
models around to compute the nearest cluster.
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5 Experiments

We adopt four benchmark data sets for experiments: ijcnn1, a7a, shutlle, covtype [1].
Figure 2(a) shows the statistical result of the hierarchical similarity in MMCascadeSVMs.
The influence of layer to hierarchical similarity is considered. The difference between layers
is smaller when the training layer is higher.

(a) (b)

Fig. 2. (a) the hierarchical similarity on ijcnn1. The layer 1 is the highest layer while layer 7 is
the lowest one; (b) the relationship between the threshold τ and accuracy.

The threshold τ we set in Algorithm 1 is the basis we halt the process of cascade SVMs
training. When the training process stops, we employ the first strategy to evaluate the
performance of accuracy and efficiency. Figure 2(b) shows the relationship between accu‐
racy and the threshold τ. Moreover, Fig. 3 shows the relationship between the threshold τ
and the training time on different data sets. From these experimental results, we have the
following observation:

(1) The similarities are near when τ ranges within 0.6 and 1. The model in the highest level
is not the best one. Therefore, MMCascadeSVMs can halt the training process before
it arrives the highest layer.

(2) Training time increases with τ. Combining the rule above, MMCascadeSVMs can get
higher accuracy than the original method in the predicting phase.

Table 1. Training accuracy and training time of the proposed three strategy on data set ijcnn1.

Second layer Third layer Fourth layer
Accuracy Time Accuracy Time Accuracy Time

Strategy 1 0.9839 15.1477 0.9835 17.6125 0.9835 17.6125
Strategy 2 0.9237 5.1324 0.9244 4.7736 0.9082 2.5428
Strategy 3 0.9839 14.7733 0.9835 14.1181 0.9829 13.8841
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(a) ijcnn1 training time                 (b)  a7a training time

(c)  shuttle training time                 (d) covtype training time

Fig. 3. Classification performance measured in training time on the four bench mark data sets
using RBF kernel function.

To cope with the problem of multi models in the predicting phase, we propose three
strategies. Table 1 shows the experimental results.

We have the following observation:

(1) The accuracy of strategy 1 is the highest while strategy 2 is the lowest. The weak inde‐
pendence models affect the predicting result of strategy 2, leading poor accuracy.

(2) The predicting time of strategy 2 is one-third of that in strategy 1. In strategy 2,
each model stores in its own node and it owns fewer support vector than that of the
total model. The predicting time is less than other strategies.

6 Conclusion

In this paper, we propose Multi-Modes Cascade SVMs (MMCascadeSVMs) to accelerate
cascade SVMs. MMCascadeSVMs identifies the ineffective layers in the structure. This is
achieved by computing the hierarchical similarity between adjacent layers, removing the
ineffective structures. To cope with the multi models in the predicting phase, the predicting
algorithm based on Multi-Models Cascade SVMs is proposed. We conduct extensive
experiments on large-scale data sets to demonstrate the efficiency of MMCascadeSVMs.
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Abstract. Due to the great success, deep learning gains much attentions in the
research field of recommendation. In this paper, we review the deep learning
based recommendation approaches and propose a classification framework, by
which the deep learning based recommendation approaches are divided according
to the input and output of the approaches. We also give the possible research
directions in the future.

Keywords: Deep learning · Recommendation · Neural network

1 Introduction

In recent years, deep learning, as a kind of machine learning approach, is applied in
many different research domains successfully, such as computer vision, speech recog‐
nition, natural language processing and so on. In these fields, compared with traditional
approaches, deep learning based approaches improve the performance remarkably. Due
to the great success of deep learning, some researchers try to use deep learning in
recommendation systems [1–11, 13–15], and wish these newly proposed model can
improve the performance of the recommendation systems, just as the deep learning
models do in other research fields.

In this paper, the deep learning based recommendation approaches are reviewed
under the proposed classification framework for this kind of approaches. In this frame‐
work, the deep learning based recommendation approaches are classified by the input
and the output of the approaches. Introducing deep learning in the recommendation
systems is a related new research direction. Several approaches are proposed, but few
is used in practice. Scalability is a problem in the recommendation systems, in which
there are huge number of items and users. According to this fact, we also point out the
future research direction of the deep learning based recommendation.

This paper is organized as follows. First, the background of recommendation and
deep learning are introduced in Sect. 2. In Sect. 3, the classification framework for the
deep learning approaches are introduced, and these approaches are also reviewed. The
future research directions are given in Sect. 4 followed by the conclusion in Sect. 5.
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2 Background

2.1 Recommendation

Traditionally, recommendation systems are divided into three kinds: content-based,
collaborative and hybrid recommendation approaches, in the view of the recommenda‐
tion approaches [17]. Recommendation systems are also classified according to the
application fields [18]. In this paper, we review the recommendation systems in the view
of the underlying recommendation problems. In other word, we divide the recommen‐
dation systems according to the input and output of the recommendation problems
addressed in the systems.

Recommender systems usually collect the users’ activities in the systems, including
rating, clicking, buying, comment and so on, which are the input of the recommendation
approaches. Rating is the most used input in recommendation systems, in which users
are allowed to rate the item by a k-point integer. Recommendation results are generated
according to the ratings. The typical approaches are PMF [19] and its extensions.
Usually, rating is regarded as a kind of explicit feedback. Some approaches take implicit
feedback, such as clicks, view and so on, as input. Compared with explicit feedback,
implicit feedback can be collected easily by the recommendation systems. BPR [20]
infers the binary preference relation of a user between items from the implicit feedback
of this user, but it can handle only one kind of implicit feedbacks. Instead of learning
from only one kind of feedback, some recommender systems lavage multi-kind of feed‐
back [6, 21]. Wu et al. [6] also use the time information of the feedback in their approach.

The output of recommender systems is the recommendation result given to the users.
Different recommender systems give different kinds of recommendation results. Some
systems predict the ratings that the users have not issued. Matrix factorization based
approaches are the most popular approaches resolving the rating prediction problem.
Some recommendation systems predict the preference order of the uses among the items,
which are called ranking based recommendation approaches. This kind of approaches
include BPR [20], ListPMF [22] and QPMF [23]. In some cases, users may expect a
combination of products, such as a jacket and the matched pant. It is raised the combi‐
nation recommendation problem. [24, 25] address this problem in the field of cloth
recommendation.

2.2 Deep Learning

Nowadays, deep learning refers to class of machine learning algorithm. Usually, the
model of deep learning contains a cascade of nonlinear transformation layers. The
parameters in the models are learned by end-to-end optimization.

Several kinds of deep learning models are proposed. One of the most used model is
the feedforward neural network. A typical feedforward neural network with only one
hidden layer is shown in Fig. 1(a). The feedforward neural networks used in deep
learning usually have several hidden layers with different dimensions in order to encode
the input in high level abstractions. The output O in Fig. 1(a) is computed as follows,
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h = 𝜎(Wx)

O = 𝛿(Vh)
(1)

where V and W are the weight matrices for hidden layer to output layer and input layer
to hidden layer. Functions δ and σ are the nonlinear transformation functions, such as
tanh and sigmoid function.

O
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xt

V
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a) b)

Fig. 1. Structure of feedforward neural network (a) and recurrent neural network (b).

Because the feedforward neural network can’t analyze sequence data, such as natural
language, recurrent neural network is designed. In this model, the hidden layers are
connected recurrently to the input layers, as shown in Fig. 1. Structure of feedforward
neural network (a) and recurrent neural network (b). The output at time t, Ot, is calculated
as follows,

ht = 𝜎(Wxt + Yht−1)

Ot = 𝛿(Vht)
(2)

where Y is the weight matrix for previous hidden layer to current hidden layer.
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Fig. 2. Typical convolutional neural network for image encoding.

Convolutional neural networks are widely used for image recognition, and it contains
one or more convolutional layers where the neurons are tiled in such a way that they
respond to overlapping regions in the visual field. Between two neighbor convolutional
layers there is always a pooling layer for subsampling. A typical convolutional neural
network is shown in Fig. 2. Typical convolutional neural network for image encoding..
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Because the parameters in CNN are much fewer than other deep learning model, it is
easier to train. This makes them a highly attractive architecture.

3 Classification of Deep Learning Based Recommendation
Methods

3.1 Classification Framework

In this paper, the deep learning based recommendation approaches are classification by
the input and output of the approaches. In the aspect of input, some approaches take the
content information into consideration and some approaches do not using this kind of
information. In the view of output, user ratings and user activity sequence are predicted,
respectively. Our classification frame work is shown in Table 1.

Table 1. Classification framework of deep learning based recommendation

Output Input
Approaches using content
information

Approaches without
content information

Rating [1, 2, 14] [7, 8, 10, 15]
Order [3, 4, 11, 13] [5, 6]

3.2 Classification by Input

Approaches Using Content Information. Oord et al. [1] propose a music recommen‐
dation method based on deep neural network. In this method, the user and item latent
feature vectors is learned first by weighted matrix factorization (WMF) algorithm [16].
And then the item latent feature vectors are learned by a deep convolutional network
further, in which the already learned user latent feature vectors and the music signal are
taken as input. The objective functions used to train the neural network are the weighted
rating prediction error (WPE) just as that in WMF and the difference between the item
latent feature vectors learned by WMF and those learned by the neural network. Finally,
recommendation is made as in standard MF i.e. inner product between user and item
latent factors. Because the item latent feature vectors are learned from item content, this
method is specifically useful in Item cold start situation, where no feedback on target
item is available. This method was later used at Spotify in an experiment [2].

Matrix factorization and deep belief network (DBN) are integrated in [14]. In this
model, the item (music) latent feature vector is the output of DBN, which is trained
previously according to the content information of the music.

Also in the music domain, Hamel et al. [3] designed two neural network models to
predict music tags. The predicted tags are used for music recommendation. The input
of these models is the preprocessed music feature, which is obtained by discrete Fourier
transform (DFT), mel-compression and principal component analysis whitening (PCA).
The author investigate the performance of several pool functions and find that combining
several pool functions can improve the performance.
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Elkahky et al. [4] propose a Deep Learning approach to map users and items to a
latent space where the similarity between users and their preferred items is maximized.
They learn the item feature learn from different domains. And the user feature is learned
user features by a multi-view Deep Learning model. The proposed method is test for
Windows Apps, news and Movie/TV recommendation.

Wang et al. [11] propose Bayesian stacked denoising autoencoder (SDAE) [12], and
integrate this model with Bayesian probabilistic matrix factorization (BPMF), which is
called collaborative deep learning (CDL), to address the problem of implicit feedback
recommendation. In their method, the latent item feature is first generated by a previous
trained SDAE model according to the item content information. And then, user latent
feature vector and rating issued by this user are generated in the way similar to that in
BPMF.

There are two neural network models in the recommender system of YouTube [13].
One model is used to generate hundreds of candidate items from huge number of items
according to the historical behaviors of the users. The candidate items are then ranked
by the other model according to the historical user behavior, context information and
item feature.

Approaches Without Content Information. Some approaches do not use content
information. In these method, only the feedback of the users, such as ratings, clicking
and so on, are used to generate the recommendation results. For example, [7, 8] use the
observed rating to predict the ratings of the items that the user have not accessed. In [5],
implicit feedback is used to generate the ranked item orders. And [6] take multiple
feedback as the input of the deep learning model. The input of [15] is the user-tag matrix.

3.3 Classification by Output

Item Order Prediction Methods. As mentioned above, the approaches using content
information, such as [3, 4, 11, 13], train deep learning models and rank the items. The
ranked item orders are recommended to the users.

Some approaches do not use content information. Hidasi et al. [5] propose a session-
based recommendation method using recurrent neural network (RNN). In their method,
the user accessed items are treated as sequences. The predicted item sequences that the
users may accessed is generated by the trained RNN model in the end-to-end manner.
There are embedding layer, feed forward layer and several GRU layers in the proposed
model. The authors find that pair-wise loss function is better than point-wise loss func‐
tion. And the model with single GRU layer is better than that with several GRU layers.

Wu et al. [6] propose a recurrent neural network based recommendation approach
(RNNRec) to address the problem of time heterogeneous feedback recommendation. In
this work, historical feedback activities with time stamps of the users are treated as
sequences. And a recurrent neural network is trained using these feedback sequences.
It is reported that the recommendation results generated RNNRec are more accurate than
those generated by the traditional recommendation methods.
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Rating Prediction Methods. Content information are used in [1, 2, 14] to predict the
ratings.

There are approaches only using user feedback, such as raing and tag, to generate
recommendation. Salakhutdinov et al. [10] use RBMs for collaborative filtering. RBMs
can be used as a fundamental units of Deep Neural Networks. But in [10], there is only
a single layer in RBM. Additionally, Edwin Chen walks through a more basic use of
RBM’s for collaborative filtering in this blog post: Introduction to Restricted Boltzmann
Machines.

Zhang et al. [7] propose a deep learning model to predict the ratings. The input of
the model is the concatenation of the embedding feature vectors of user and item. There
is only one hidden layer in the model, and output of the model is the predicted rating.
Zheng et al. [8] use Neural Autoregressive Distribution Estimator (NADE) [9] model
to address recommendation problem. The model is modified to share parameters among
ratings. And to scale to large dataset, a factorizing version model is proposed inspired
by RBM [10]. In this work, authors also present a list-wise loss function. Zou et al. [15]
use stacked autoencoders in tag-aware recommender systems. The user latent feature
vectors are generated by the stacked autoencoders according to the user-tag matrix.
Recommendation results are obtained through aggregating the user latent feature vectors
and item-user rating matrix.

4 Future Research Directions

One of the problems of the deep learning based recommendation approaches is scala‐
bility for recommendation systems, in which there are huge number of items and users.
And user feedback are collected every second. The performance of the recommendation
approaches is importance in this circumstance. In other hand, training the deep learning
model is time-consuming. So how to improve the scalability of the deep learning based
recommendation approaches is an importance issue in the future research.

Another possible research direction is to design new kinds of deep learning model
to solve special problems in recommendation. RNN and feedforward neural network
are used in the existing deep learning recommendation approaches. Convolutional neural
network (CNN) is seldom used in recommendation. Maybe it can get good results for
some recommendation problems.

5 Conclusion

Recently, due to the great success of deep learning, several researchers propose to use
deep learning approach in recommendation systems. In this paper, the deep learning
based recommendation approaches are reviewed and classified by the input and output
of the approaches. It is found that the most used deep learning models are feedforward
neural network and recurrent neural network. Convolutional neural network is seldom
used. It is prompted that CNN based recommendation approaches is the possible
research direction. Deep learning can improve the accuracy of the recommendation
systems, but scalability is a critical problems for the huge number of items and users in
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the systems. So improving efficiency of the deep learning based recommendation
approaches is the main work in this field.
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(No. 61403350 and No. 61401228).
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Abstract. Smart buildings are buildings equipped with the latest technological
and architectural solutions, controlled by Building Management Systems (BMS),
operating in fulfillment of the typical goals of increasing occupants’ comfort and
reducing buildings’ energy consumption. We witness a slow, but steadily
increasing trend in the number of buildings that become smart. The increase in
availability and the decrease in prices of sensors and meters, have made them
almost standard elements in buildings; both in newly built and existing ones.
Sensors and meters enable growing collections of data from buildings that is
available for further analytics to support meeting BMS’ performance goals. For
a single building to benefit from this data-based analytics, it will take a long time.
Collaboration of BMS in their data analytics processes can significantly shorten
this time period. This paper makes two contributions: one, a careful examination
of the potential of buildings for collaborative data analytics; and two, description
of models for collaborative data analytics.

1 Introduction

Smart buildings are buildings that incorporate advanced building intelligence technol‐
ogies and latest architectural solutions, usually with the goals of enhancing energy
performance and occupants’ comfort. Smart buildings are commonly controlled by
Building Management Systems (BMS) that are Cyber-Physical Systems (CPS), embed‐
ding a multitude of sensors and meters, as well as other hardware and software. Meters
and sensors facilitate collection of big data that is utilized for different purposes, such
as fault discovery and diagnosis (FDD) or monitoring energy consumption.

The benefits and synergetic effects of sharing and collaborating in data processing
are apparent. BMS, or systems in general, can also effectively gain through sharing data
and performing collaborative data processing and analytics. In this way, buildings can
benefit from better quality and apt decision support in achieving their performance goals.
Cloud computing and Internet of Things (IoT) platforms can support such collaboration
among BMS by providing mechanisms and applications to support the access and
sharing of data, as well as the flows of data.

In this paper we aim to explore and identify the opportunities for collaborative data
processing and analytics for smart buildings. The paper is structured as follows. In
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Sect. 2 we provide the state-of-the-art on common collaborative data processing, further
focusing on building management systems. In Sect. 3 we elaborate on the opportunities
in this area with respect to BMS, as well as describe the different models of collaboration.
In Sect. 4 we provide analysis of the effects of collaboration based on a simple example,
and finally, in Sect. 5 we conclude the paper.

2 Overview of Collaborative Data Processing for Buildings

Collaborative data processing, as usually referred to, is processing of data through
collaboration of humans. One popular and successful example of this is Wikipedia [1],
where the contents is developed by a large-scale contribution of people. Thus, as
currently understood, collaborative data processing has a “human” dimension. This is a
constraint that we aim to relax in this paper to refer to more than just humans.

We define collaborative data processing as joint processing of data from multiple
and diverse sources, by multiple and diverse processors (human or hardware), for
achieving synergetic effect. Sources can be human/expert knowledge, but also data
gathered through various means, including sensors and meters.

Collaborative data processing for buildings has not been mainstreamed and system‐
atized. Therefore, there are only a small number of approaches that target this beneficial
manner of handling and processing buildings’ data, and usually they don’t go further
than sharing of data. In the following, we first provide a brief overview on the advances
in the collaborative data processing in common terms, further focusing on the research
on collaborative data processing for buildings.

2.1 Collaborative Data Processing

Collaborative data processing is the combination of an entire collection of data into a
joint analysis to synergistically derive considerably more knowledge as compared to
their sole and separate analysis. Collaborative data processing usually refers to
approaches that support humans to collaboratively process or analyze data, statistically
or otherwise. There is a wide range of tools that support the collaboration of humans,
e.g. in brainstorming, videoconferencing, or collaborative writing of documents. We
expand this understanding and definition to apply to any entities, including systems, or
in our case Building Management Systems.

In a research presented in [2] Frenklach et al. demonstrate that collaborative data
processing leads to systematic development of predictive models and the joint analysis
extracts substantially more of the information content of the data, thus supporting our
claims. In a similar attempt [3], Seiler et al. present a framework for collaborative
numerical data processing among researchers. The subjects are again humans
(researchers), and the approach relies on data from many researchers within a
community. The conclusion again emphasizes that the collaborative algorithm extracts
more information than the non-collaborative one.

In a recent book on the challenges of collaborative data processing by humans [4],
Noël et al. identify the following ingredients for successful collaborative data analysis:
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• Sharing the data, along with its privacy challenges and its advantages,
• Task specialization, meaning that each contributor has a precisely defined task,
• Credit, ensuring that contributors’ work would not be credited to others,
• Access, precisely defining access to ensure privacy wherever needed,
• Expertise, enough expertise should be available to approach and solve problems,
• Concurrency, meaning controlling the concurrent work,
• Usability, as it is humans that need to work with these tools,
• Flexible semantics, to compensate for people’s disagreements on data semantics,
• Motivation, contributors should be able to see collaboration’s benefit.

Apparently, some of these ingredients would be invalid when collaborators are not
humans, but systems. In Sect. 3 we reflect back on these ingredients and elaborate on
them in the context of systems.

2.2 Collaborative Data Processing for Smart Buildings: State of the Art

Most of the collaborative data processing approaches for buildings go as far as enabling
data sharing, but typically no further then that. Among the more relevant works in the
area [5], Wang et al. describe an experimental Internet-enabled system that integrates
various BMS, which has also been implemented and tested. The research was guided
by the need for sharing information among BMS and accessing BMS databases remotely
to make it convenient for both use and development. There was no further joint data
analytics for enhanced decision support. Working towards a similar goal of supporting
intelligent data-driven methods, Agarwal et al. [6], elaborate on an architecture for
buildings’ data storage, access and sharing.

Related to the subject of sharing BMS data [7], Granzer et al. focus on the security
aspects of doing it, and state that sharing the data of just one sensor to multiple appli‐
cations can reduce investment and maintenance costs as well as facilitate management
and configuration of the integrated BMS, as a multitude of different management solu‐
tions can be substituted for a unified view and a single central configuration access point.

3 Collaborative Data Analytics for Smart Buildings

Collaborative Data Analytics for Smart Buildings is emerging to become necessity for
when high quality models are needed, along with highly accurate results and higher
quality decisions. The ease of collecting relevant data, along with the possibility to store
it remotely in the cloud together with the processing applications, makes the collabora‐
tive data processing almost inevitable.

The ingredients necessary for successful data collaborative processing from
Sect. 2.1, when the main subjects are systems, need to be revisited, as follows.

• Sharing the data – also a relevant issue that needs addressing,
• Task specialization – depends on collaboration model, elaborated in Sect. 3.3,
• Credit – irrelevant for systems’ collaboration due to their technical nature,
• Access – also relevant for systems, access needs to be precisely defined,
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• Expertise – need for relevant tools/resources to satisfy BMS’s requirements,
• Concurrency – it is also relevant to be considered and handled,
• Usability – irrelevant as the collaborative tools communicate with BMS,
• Flexible semantics – irrelevant if there are no people in the middle of the process,
• Motivation – in BMS case, buildings’ owners should be motivated to participate.

Therefore, the ingredients for collaboration of systems are slightly related to those
for collaboration of humans, except that we can exclude those ingredients that are related
to the human nature and psychology. For instance, while in collaborative data analytics
of humans, tools should motivate participants to collaborate; in the BMS case buildings’
owners need to clearly see the incentive to participate. In the following we elaborate on
the potential areas where collaborative processing can enhance performance of build‐
ings.

3.1 Data Analytics Needs of Smart Buildings

Data that is being collected through BMS can serve various purposes. More significant
BMS data analytics processes are the following: Establishing ground truth data, Data
validation, Fault detection and diagnosis, Energy consumption prediction, Generation
of maintenance schedules, Estimation of occupant comfort level, Building simulation,
etc. All of these processes can benefit from collaborative data processing, as all of them
depend on high quality and large quantity of data.

Establishing ground truth data is obtaining data that represents correct operation of
the building management system and labeling it as such. It is an incredibly important
step for any further data analytics. Ground truth data is very hard to ensure given the
high complexity of BMS, and its obtaining can be supported by the various performance
and commissioning tests. However, if a set of buildings that collaborate have been
classified as similar, that would increase the confidence of stating that a building operates
correctly (e.g. if there are n similar buildings, and one building has different operation
patterns from the rest n − 1 buildings, most likely the different one is the odd one, and
therefore other n − 1 buildings’ data can be labeled as ground truth). This would be very
difficult to state with confidence if there is only one building. The similarity does not
necessarily need to be defined at the building level, it can also be defined at subsystem/
room/zone/component level.

Another important data process is data validation, which is ensuring that the data
collected from data sources is clean and error-free. It is a process that is very tightly
intertwined with fault detection and diagnosis, as faults can also result in incorrect data
[8]. Apparently, faults are rare events, so it will take a long time before a building can
have accurate and exhaustive fault models. Therefore, having a high number of partic‐
ipating buildings can significantly enhance these data-based model-building processes.
Remaining smart buildings data analytics processes can share the conclusions on the
benefits of collaborative data processing, especially that most of them are data-based.
In the following two subsections we detail the opportunities and models of collaboration.

462 S. Lazarova-Molnar and N. Mohamed



3.2 Opportunities for Collaborative Data Processing for Smart Buildings

Collaborative data processing and analytics can immensely enhance the decision support
and control of BMS, as well as achieving their corresponding predefined goals. As stated
before, typical goals of BMS are increasing occupants’ comfort and reducing energy
consumption, but also reducing maintenance cost, increasing reliability, increasing
safety and security, as dependent on building’s purpose [9, 10]. Reaching most of these
goals can be enhanced through having more and better quality data, i.e. both quantity
and quality of data are important. It is apparent that the more BMS participate and
collaborate, the more data can be obtained in a shorter time, and through peer-checking,
a better quality could be achieved. To gain real benefit from large amounts of data, it
needs to be structured and addressed adequately. Clustering can be used to group similar
BMS and similar buildings, as well as similar subsystems, zones and all phenomena that
are relevant to be grouped. Clustering can be performed based on physical characteris‐
tics, purpose, consumption patterns, etc. Clustering can be also utilized for peer-obser‐
vation of BMS for various purposes. To illustrate this, we can take school buildings;
one would imagine that similarly sized school buildings’ BMS would belong to the same
cluster. Therefore, a deviation of the behavior of one building would be easily detected,
as it would be compared against a number of similar buildings. The occupancy patterns
of these similar buildings would be also expected to be similar, so any deviations in
occupancy would also be noticed in a timely manner (this can also tackle on the aspect
of safety). Furthermore, there would be a much larger pool of data on faults that would
significantly enhance the FDD processes for all buildings in a cluster.

One of the questions is how to most efficiently and most effectively share the knowl‐
edge obtained through the collaborative data analytics. One way to could be through
generation of rules that have been learned from the behavior of all participating BMS
on the cloud, and shared back to the BMS. An example would be a new and unseen fault
that has been discovered on a new component. Once it is matched to the circumstances
that have led to it and labeled adequately, this knowledge in form of rules can be shared
to all other participating BMS, thus enabling them to timely and accurately diagnose it
when it occurs. The advantage of collaboration as opposed to having a solitary BMS in
this scenario is very obvious. From the noted example, we have seen that collaboration
of BMS can be through different collaboration models, as we elaborate in the following.

3.3 Collaboration Models

Collaborative data analytics for smart buildings can be classified as either offline or
online collaborative analytics. With offline collaborative analytics, each smart building
data will be individually collected periodically such as monthly or quarterly. This data
is stored locally within the BMS of the building. After a specified time, the collected
data is transferred using a portable storage unit or uploaded to a place where collabo‐
rative data analytics for all participating smart buildings is performed. On the other hand,
online collaborative analytics continually collect data from the participating smart
buildings. In this model, collaborative data analytics can tune the data collection process
for better results and find interesting insights at any time. The tuning process can include
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new collected data and new data collection rates. This allows having adaptive collabo‐
rative data analytics for better results, as well as better overall control. However, this
model requires using a special type of BMS that can be connected to external networks
and systems such as the Internet and the Cloud [11].

Collaborative data analytics for smart buildings can be offered for different scenarios.
It can be provided within private, community, or public scenarios. In private scenarios,
one owner of multiple smart buildings utilizes collaborative data analytics to improve
energy consumption in these buildings. In the community scenarios, multiple organi‐
zations or owners of similar buildings can share their buildings information for the
analytics processes to benefit all owners or organizations. Examples of similar buildings
can be schools, hospitals, or commercial buildings. In public scenarios, different build‐
ings owners and organizations share their buildings information for the benefit of all
participants. The analytics process of all three scenarios can be provided as offline or
online analytics. In addition, buildings’ owners can perform their own analytics
processes by having their own software and hardware for that purpose. Alternatively,
they can use special analytics services available on the Cloud [12]. In this case, a third
party company can provide the needed services for a fee. This company will be respon‐
sible for all hardware, software, storage, technical support, and collaborative data
analytics for smart buildings. The second approach of using a cloud-based solution can
provide a more cost-effective solution compared to the first one as the cloud company
that provides the analytics services will serve multiple smart buildings and the cost will
be significantly reduced. In addition, the analytics results can be better as more data is
collected from more buildings, as we will show in the analysis section.

4 Advantages Analysis Through an Illustrative Example

In this section, we analyze the advantages of collaboration among smart buildings through
a case study example. Let us assume that there is a set of b school buildings with the same/
similar design in a large city. These schools have an average of r classrooms each. Each
classroom is equipped with a temperature sensor to monitor the temperature and a controller
that links with the classroom’s schedule and the number of students in each classroom to
turn air conditioning on or off to maintain a convenient temperature in the classroom, while
at the same time optimize energy consumption. There is a p probability of each sensor to
have a persistent fault per year in measuring the correct temperature. Such fault may cause
unnoticeable errors or fluctuations in the automation process for air conditioning. This can
result in extra consumed energy cost averaging x Euros per year. Let us assume that there
is a smart system that discovers common faults and it is individually installed in each
building. This smart system can detect a fault after having f occurrences of the same new
fault. By this, we can find the expected number of years, y1, that the system will detect this
type of fault in a single building. We have y1 = f/(r. × p) years. For simplicity, let us assume
that the fault occurs in uniform time distribution, then the expected total extra consumed
energy cost of each building from this fault before it is discovered is c1 = (f × x × .y1)/2
Euros, i.e. c1 = (f 2 × x)/(2 × r × p). The total extra consumed energy cost for all school
buildings without collaboration is cwc = b. × c1 Euros.

464 S. Lazarova-Molnar and N. Mohamed



Now, if we use the same smart diagnosis system for all buildings, the fault will be
discovered after yb years, where yb = f/(b × r × p). In this case, the expected total extra
consumed energy cost of all buildings from this type of fault before discovering the fault
is cb = (b × f × x × yb)/2 Euros which equals (f 2 × x)/(2 × r × p) Euros. This is the same
as the extra cost of a single building regardless of the number of the buildings. Now, to
get the saving factor of using the collaborative solution in energy saving, we need to
divide cb over cwc, and we get 1/b. This means that the collaborative solution will only
cost 1/b of the total extra consumed energy cost for all school buildings without collab‐
oration. In addition, the saving factor of the collaborative solution in the extra energy
consumption will be (1 − 1/b) or (b − 1)/b percent of the extra cost of that without
collaboration as shown in Fig. 1. As we can see, the saving factor will increase with the
increase in the number of participating buildings.

Fig. 1. Collaborative solution saving factor in energy consumption.

5 Summary and Outlook

Benefits from collaborative and cloud supported data processing for smart buildings
seem to be apparent since more data with a high diversity can also mean timely models
with higher accuracy, when developed using data-based approaches. What remains is
the matter of gathering participating BMS. This implies that there is a need for more
assertive education, as well as a more enhanced addressing of privacy and security
issues, to inform and convince stakeholders about the benefits of sharing data and its
collaborative processing. Furthermore, the availability and advancements of the
enhanced data sharing platforms, such as Cloud Computing and Internet of Things, make
the emergence of the collaborative data analytics highly feasible. Such BMS that support
collaborative data processing and analytics can be also considered as more prepared and
mature for the smart grid, as some of the smart grid challenges will only become feasible
to solve through collaborative data analytics.
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Abstract. Sentiment analysis finds opinions, sentiments or emotions in user-
generated contents. Most efforts are focusing on the English language, for which
a large amount of sources and tools for sentiment analysis are available. The
objective of this paper is to introduce a cross-lingual sentiment lexicon acquisition
method for the Malay and English languages and further being test on a set of
news test collections. Several part of speech tags are being experimented using
the Word Score Summation technique in order to classify the sentiment of the
news articles. This method records up to 50% as experimental accuracy result and
works better for verbs and negations in both the English and Malay news articles.

1 Introduction

Many existing research on textual information processing has focused on mining and
retrieval of factual information. But recently with the growth of the Web, there is a lot
of user-generated information available such as users’ views and opinions on products
on merchant sites, forums, blogs and discussion groups. Text processing focusing on
opinions and sentiments has become increasingly important, not only to individuals but
also for organisations. Sentiment analysis or opinion mining may be defined as a general
method to find opinions, sentiments and emotions in text. Sentences in texts can be
classified as objective or subjective where a subjective sentence may contains a positive,
negative or neutral opinion. Most efforts are focusing on the English language, where a
large amount of sources and tools are available especially for sentiment analysis. There
are two major problems exist in the under-resourced sentiment analysis work: (1) limited
number of formally standardised sentiment lexicon and (2) few number of sentiment
classifier that are publicly available.

Hence, a better solution is to have a sentiment orientation analysis based on existing
linguistics resources in highly-resourced languages, such as the English language. This
work proposed an automatic cross-lingual sentiment lexicon acquisition for the English
and Malay languages where Malay is being considered as an under-resourced language.
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Then an analysis on the sentiment for both English and Malay languages was experi‐
mented using the developed sentiment lexicon.

2 Related Work

2.1 Sentiment Analysis

There are two main approaches in extracting sentiment from texts namely the lexicon-
based (an unsupervised approach) and the statistical or machine-learning (a supervised
approach). Lexicon-based unsupervised learning approach uses sentiment dictionaries.
Dictionaries or lexicons which are being used for this approach can either be constructed
manually, using seed words, utilising existing dictionaries or making use of other lexical
resources like WordNet [1, 2]. The pre-built dictionaries such as SentiWordNet [3]
contain words along with their associated sentiment polarity (positive or negative) and
strength. The SentiWordNet was developed following the structure of the English
WordNet built by Princeton University [4]. The word class (nouns, verbs, adjectives and
adverbs) are grouped into synonyms sets (or synsets) linked by semantic relations.
Lexicon-based approach does not require storing a large data corpus and training, so the
whole process is much faster. Classifiers built using statistical or supervised approaches
usually perform very well in detecting the polarity of a text as they are generally trained
on a large annotated corpus [5]. However, the performance is usually not good when
the same classifier is applied on different domain that they have been trained on.

2.2 Malay Sentiment Analysis

Research in sentiment analysis for the Malay languages is scarce compared to the
English language. Two studies focused on finding sentiments in Malay news document
using Artificial Immune System technique inspired by the biological immune system
responding toward foreign antigen [6, 7]. This supervised learning algorithm is widely
adapted by other research such as in computer and network security. Zamani and his
colleagues studied on how to analyse sentiments in English and Malay words in Face‐
book [8]. Their work focused on quantifying Facebook sentiments using a lexicon-based
approach for both the English and Malay texts. Liau and Tan [9] also used a lexicon-
based approach to study the customer’s satisfaction level towards low-cost airlines in
Malaysia, in order to understand the consumer’ needs. These two researches created a
small-scale lexicon and employed a very simple classifier to calculate the polarity of the
sentiments.

One of a Malay lexical databases widely used in Malay language research study is
the Wordnet Bahasa. It is a combination of lexical semantics from three different
resources which are the Malay Wordnet, the Indonesian Wordnet and the Wordnet
Bahasa [10]. It contains over 45,000 Malay words and 58,000 Indonesian words. The
Wordnet Bahasa was also developed based on the English WordNet. Thus, a cross-
lingual sentiment lexicon for English and Malay language can be developed by mapping
both the Wordnet Bahasa and the English SentiWordNet with the English WordNet as
they were built using the same structures. This mapping method is independent of
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translation using a bilingual dictionary as both lexical databases have the same unique
synsets value for each word entry.

3 Methodology

Figure 1 shows the methodology performed in this work where it comprised of four
main phases namely, (i) pre-processing of test documents, (ii) cross-lingual sentiment
lexicon acquisition, (iii) sentiment processor and finally (iv) document sentiment cate‐
gorisation, in order to classify the documents into positive, negative or objective classes.

Fig. 1. The proposed methodology for the English and Malay sentiment analysis.

3.1 Test Documents Collection

In this work, a total of 883 of an unstructured English and Malay news articles were
selected as the test documents. These articles which published in the year of 2005 were
from a national news agency in Malaysia, the Bernama. The documents contain various
contents which include politics, business, economy, executive reports and sports. This
will avoid the domain-specific limitation during the experiments.

3.2 Test Documents Pre-processing

The English and Malay test documents were first annotated with the XML tags
describing the author, publication date, headline as well as the contents. Then the docu‐
ments were being pre-processed. Three main tasks of the pre-processing for both English
and Malay documents were:
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Lexical Analysis. The operations being done in this step were treating digits, hyphens
and punctuation marks. All the digits in the documents were removed and the hyphens
were replaced by space. All the capital letters were left unchanged as they were important
indicators during the part-of-speech (POS) tagging.

Stopwords Removal. Next was to remove stopwords - the most frequent words that
often do not carry much meaning. This work used the SMART stopword list of 571
words for the English documents and a list of 321 stopwords for the Malay documents.

Stemming and POS Tagging. The English test documents were stemmed using the
Stanford CoreNLP Java library, a natural language analysis tool in order to remove the
inflectional endings and return the base of the words in the documents. For extracting
the POS of the English documents, the work employed the Stanford POS Tagger [11].
As for the Malay documents, this work implemented the stemmer from Abdullah,
Ahmad, Mahmod and Tengku Sembok [12] and a rule-based POS tagger by Alfred and
his colleagues [13] to tag the words into their POS.

3.3 English-Malay Cross-lingual Sentiment Lexicon Acquisition

A cross-lingual sentiment lexicon is needed to enable sentiment analysis to be performed
on both English and Malay test documents. Thus, an automatic acquisition method was
proposed to create a cross-lingual sentiment lexicon for English and Malay languages
using the similarity structures of the English SentiWordNet and Wordnet Bahasa. The
suggested approach consists of two main processing steps, explained in details as below:

Automatic Mapping of the Cross-lingual Synonyms. The Wordnet Bahasa was
mapped to the English SentiWordNet using the synset value and POS value as the key
to build the cross-lingual sentiment lexicon. Then, the synonyms for both languages
were matched with each other. The mapping includes all types of POS in the Wordnet
Bahasa which were nouns, verbs, adjectives and adverbs. As the Word Sense Disam‐
biguation (WSD) was not one of the objectives of this work, word’s prior polarity was
being used to address the problem on how to compute the sentiment orientation of one
word. Though the technique was less precise, it was guaranteed that the same score was
given to the same word in different contexts. To find the prior polarity of a word, the
weighted mean formula as in Eq. (1) was adopted

posScore =

∑n

i=1

(1
i
× posScorei

)

∑n

i=1(
1
i
)

(1)

where posScore represents the positive value of a word, n represents the total number
of senses of the word and posScorei represents the absolute value of the positive value
of the i-th sense of that word [14]. The objScore (the objective or neutral value of a
word) and negScore (the negative value of a word) were calculated using the same steps.
In this technique, each sense weight was chosen according to a harmonic series according
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to their frequency of being used. The choice was based on the assumption that more
frequent senses should bear more “affective weight” than very rare senses.

Cross-lingual Sentiment Lexicon Acquisition. An English-Malay sentiment lexicon
was generated from the previous step. The advantage of this method is it does not require
translation unlike other cross-lingual lexicon-based approaches. The construction of this
lexicon was based on the following assumptions; (1) the senses of the words in both
Malay and English language were the same and (2) the sentiment score for each English
word was similar to the matched Malay word.

3.4 English and Malay Sentiment Processor

In this step, the relevant words which used to find the sentiment of the document were
extracted from each document. The relevant words include the adjectives, adverbs, verbs
and negation words. The positivity, negativity and neutrality (or objectivity) values from
the previous step were combined to determine the documents’ sentiment orientations.
For each document in both English and Malay languages, the method first finds the
posScore, negScore and objScore values of the related word. The method then checks
if there were negations used before the related word and if yes, the three sentiment values
of the words will be updated. After all the related words have been checked, each of the
sentiment values was aggregated to get the overall posScore, negScore and objScore
values for the documents. Four different combinations of POS were being experimented
in this work were Adj + Neg, Verb + Neg, Adv + Adj + Neg and Adv + Verb + Neg.

For the aggregation method of the documents’ sentiment scores, this work enhanced
the Word Score Summation method by Hamouda and Rohaim by including the objective
scores of the documents where these scores were important in a general domain text
collection [15]. In this method, the sentiment scores for each positive, negative and
objective word in a document were added up and negated if a negation word appeared.
The overall sentiment orientation of the document was chosen based on which from
these three overall scores had the highest value. It was assumed that the document’s
author sentiment was correlated to the choice and number of relevant words presented
in the document.

3.5 Document Sentiment Categorisation

The results from the previous step were used to automatically categorise the documents
into the three orientation categories, which are positive, negative and neutral. Then for
each of the document, the overall document’s orientation will be classified as positive
if the score bigger than zero. If the overall score is less than zero, the document’s orien‐
tation will be classified as negative and if equal to zero, the orientation is neutral.
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4 Experiments

4.1 Experimental Settings

The automatic categorisation of the documents sentiments were then assessed manually
by three language experts in both Malay and English languages. A contingency table
was being used to compare the performances of the method and the manual assessments
by the experts. Two different tables were created for the English and Malay test docu‐
ments. The three-class contingency table representing the positive, negative and objec‐
tive categories as in Table 1.

Table 1. Contingency table for three sentiment categories to compare between experts’
assessments and proposed method

Proposed method
Positive Objective Negative

Expert Positive TPos EPosObj EPosNeg

Objective EObjPos TObj EObjNeg

Negative ENegPos ENegObj TNeg

For example, TPos is the total number of documents that were correctly categorised
as positive and EObjNeg is when an objective document is wrongly categorised to negative
category by the proposed method. From this table, the performance of the proposed
method was measured using four commonly-used measurements which are the accuracy,
precision, recall and F1. For example in calculating the performance of the positive
category, the equations are as follows:

accuracy =
TPos + TObj + TNeg

all instances in the table
(2)

precisionPos =
TPos

TPos + EObjPos + ENegPos

(3)

recallPos =
TPos

TPos + EPosObj + EPosNeg

(4)

F1 =
2 ∗ precisionPos ∗ recallPos

precisionPos + recallPos

(5)

4.2 Experimental Results

Table 2 shows the accuracy results for the proposed sentiment method for the English
and Malay test documents. It can be observed that the POS combination of Verb + Neg
shows the highest accuracy for both English and Malay documents at 50.2% and 47.9%,
respectively. However, the worst performance is obtained by the Adv + Adj + Neg
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combination with only 24.3% for English documents and 21.6% for Malay documents.
The macro-averaged precision, recall and F1 results for English and Malay documents
that are obtained are shown in Table 3. Macro-averaged measurements are the average
values of the three categories of sentiment, being experimented.

Table 2. Accuracy comparison between different POS combinations for the English and Malay
test documents.

English Malay
Adj + Neg 44.1 44.2
Verb + Neg 50.2 47.9
Adv + Adj + Neg 24.3 21.6
Adv + Verb + Neg 33.1 39.2

Table 3. Macro-averaged precision, recall and F1 comparisons between different POS
combinations for the English and Malay test documents.

POS Precision Recall F1
English Malay English Malay English Malay

Adj + Neg 0.30 0.31 0.34 0.32 0.32 0.31
Verb + Neg 0.31 0.32 0.34 0.36 0.32 0.34
Adv + Adj + Neg 0.18 0.34 0.34 0.34 0.24 0.34
Adv + Verb + Neg 0.34 0.35 0.36 0.33 0.35 0.34

None of the macro-averaging F1 results of the proposed method are statistically signif‐
icant. The best performance (0.35 and 0.34) of the proposed method is achieved when the
POS combination of Adv + Verb + Neg are used for both English and Malay documents and
also the combinations of Verb + Neg and Adv + Adj + Neg for Malay documents. In
general, both accuracy and F1 scores for the English and Malay test documents are some‐
what low. This finding was unexpected and suggests that rigorous steps need to be done in
improving the scores. A possible explanation for this might be that the adoption of prior
polarity which totally removes the senses of each words. Another possible explanation for
this is that the lack of established and reliable pre-processing tools on the Malay language
might poses problems to the overall experiments.

5 Conclusion and Future Work

This paper presents an extensive work on the development of a cross-lingual English
and Malay sentiment lexicon and further used the lexicon in sentiment analysis task.
The main contribution of this work is to effectively develop an automatic method for
the cross-lingual sentiment lexicon construction which in turn will help the Malay
language sentiment analysis in future. This paper attempts to determine which POS
combinations perform best to detect sentiments on English and Malay documents. The
results indicate that the best POS combinations are the Adv + Verb + Neg and
Adv + Adj + Neg for both English and Malay test documents. Future work will be
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focusing on improving the pre-processing phase of the Malay documents especially on
the stemming task. The word sense disambiguation should also be included in future
research to address the word sense problem for the Malay sentiment classification.
Different kind of test collection could also be experimented in order to confirm the
method robustness. Despite these limitations, it is believed that this study has contributed
to this subject especially in the Malay sentiment analysis research.
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Abstract. Conceptual class model is an essential design artifact of Software
Development Life Cycle (SDLC). The involvement of several resources and
additional time is required to generate the class model from early software
requirements. On the other hand, Natural Language Processing (NLP) is a knowl‐
edge discovery approach to automatically extract elements of concern from initial
plain text documents. Consequently, it is frequently utilized to generate various
SDLC artifacts like class model from the early software requirements. However,
it is usually required to perform few manual processing on textual requirements
before applying NLP techniques that makes the whole process semi-automatic.
This article presents a novel fully automated NLP approach to generate concep‐
tual class model from initial software requirements. As a part of research, Auto‐
mated Requirements 2 Design Transformation (AR2DT) tool is developed. The
validation is performed through three benchmark case studies. The experimental
results prove that the proposed NLP approach is fully automated and considerably
improved as compared to the other state-of-the-art approaches.

Keywords: NLP · AR2DT · Class diagram · Software requirements · Natural
language processing

1 Introduction

Getting significant information from preliminary set of requirements in the analysis
phase is inherently a crucial task and requires more manual intervention that leads to
massive data processing time. Moreover, these manual interventions can cause crucial
data processing errors. Natural Language Processing (NLP) shows some propitious and
more encouraging results to overcome such issues, especially in bio-medical domain [1].
NLP allows automated data processing features and is applied to various software
development phases to generate the requirement specifications [2], design artifacts and
test cases [3] in an automated manner. A lot of research is done over design phase which
include class diagram generation [4], use case generation [5], collaboration diagram
generation [6] and so on.
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Although there is a noticeable research available that deals with the generation of
class model from initial plain text software requirements, the existing studies usually
requires few manual processing on textual requirements before generating the class
model that makes the whole process semi-automatic. This deviates the actual spirit of
true automation. Therefore, in this article, we propose a novel and fully automated NLP
approach to generate the class model from early software requirements. The overview
of this study is shown in Fig. 1.

Proposed NLP Approach

Early Software Requirements 
(Plain Text)

Implementation
(AR2DT Tool)

Implementation of Rules  Class Generation  User Interface

Conceptual Class Model 
(with Code)

Rules for POS TaggingRules for TokenizationRules for Splitting Sentences

Fig. 1. Overview of research

Firstly, we defined the novel and improved rules for splitting sentences, tokenization
and POS tagging (Sect. 2). Secondly, we implement the defined rules in AR2DT tool
(Sect. 2.1). There are three components of AR2DT tool i.e. Implementation of Rules,
Class generation and User Interface. It takes early software requirements as a plain text
and generate conceptual class model with code as shown in Fig. 1. Finally, we utilize
three case studies for the validation of proposed approach (Sect. 3). The comparative
analysis with state-of-the-art is given in Sect. 4. The paper is concluded in Sect. 5.

2 Proposed Methodology and Implementation

The proposed NLP approach comprises the novel rules of sentence splitting, tokeniza‐
tion and POS tagging as shown in Fig. 2. The defined rules are applied to the initial plain
text software requirements to generate conceptual class model. Our proposal mainly
concerns with the extraction of Noun Plural (NNS), Proper Noun Singular (NNP) and
Proper Noun Plural (NNPS) by using matching nouns. The summary of rules is as
follows:
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Fig. 2. Proposed architecture of AR2DT

Nouns or Classes Identification: It can be concluded from the state-of-the-art
(Sect. 4) that researchers usually consider all types of nouns as classes. However, we
propose to only consider NNS, NNP and NNPS as classes.

Conversion of Plural to Singular: We are converting the plural nouns to singular e.g.
convert books to book.

Remove Redundant Classes: Repeated classes are only considered once. This concept
is implemented by defining a dictionary which includes all the irrelevant glossary words
e.g. user, software, number etc. The special set of the standard guidelines are defined
while developing the glossary of the dictionary in order to avoid any sort of biasness.

The identification of classes from plain text are performed on the basis of pre-defined
rules. A class can be described by this equation: C: ϵ [{C, A, O, R}] Where C is the
candidate class, A belongs to the attribute of this class, O is the operation or function of
the class and R represents the relationship of the class. The relationships between the
classes can be expressed as follow: R: ϵ [{rT, Cr, Rc}] Where R belongs to relationship,
rT is the relationship type i.e. association, Cr is the cardinality and Rc is the related class.
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2.1 Implementation

AR2DT is developed in Visual Studio 2010 and written in C# with 1500 line of codes.
The SQL Server 2012 has been used for the storage. In AR2DT, the rules are imple‐
mented through SharpNLP-1.0.2529 [14] library. Subsequently, Regular Expression
library is used to match classes by utilizing the concept of dictionary. The interface of
AR2DT implementing ATM case study (Sect. 3) is shown in Fig. 3.

Fig. 3. AR2DT user interface

The text area is provided to write and copy/paste the desired case study. The classes
can be identified by pressing Identify Classes button where the business logic for the
rules of sentence splitting, tokenization and POS tagging has been implemented. The
Generate Class Diagram Code button creates the code of the class diagram. The gener‐
ated classes can be viewed in a grid view. The operations like tokenization and spitting
can be performed separately (without the generation of classes) as shown in Fig. 3. The
details about AR2DT tool like installation/user manual, executable file, source code and
sample case studies can be found at [20].

3 Validation

Automatic Teller Machine (ATM) Case Study: Rumbaugh et al. [19] first analyzed
the automatic teller machine case study by using OMT methodology. We took the same
problem statement to present the results of analysis. The initial software requirements
of ATM, expressed as a plain text, are shown in Fig. 4.
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Design the software to support a computerized banking network including both human cashiers and 
automatic teller machines (ATMs) to be shared by a consortium of banks. Each bank provides its own 
computer to maintain its own accounts and process transactions against them. Cashier stations are 
owned by individual banks and communicate directly with their own bank's computers. Human 
cashiers enter account and transaction data. Automatic teller machines communicate with a central 
computer which clears transactions with the appropriate banks. An automatic teller machine accepts a 
cash card, interacts with the user, communicates with the central system to carry out the transaction, 
dispenses cash, and prints receipts. The system requires appropriate record-keeping and security 
provisions. The system must handle concurrent accesses to the same account correctly. The banks will 
provide their own software for their own computers.

Fig. 4. Automatic teller machine problem statement

Rumbaugh et al. [19] took all the nouns and created a list of classes from the case
study. The set of classes are 23: Software, Consortium, Cash receipt, Cash card, Account
data, Baking network, Bank computer, Bank, Traction, Access, Cashier station, Central
computer, Transaction, ATM, Cashier,, Transaction data, Security provision, Record
keeping provision, System, Cost, Receipt, Account, and Customer. In our case, AR2DT
generate 10 classes for ATM case study as shown in the Fig. 5.

Fig. 5. Conceptual class model of ATM by AR2DT

3.1 Evaluation of Results with the State-of-the-Art

It is assumed in this paper that models given in the object oriented books are correct so
we took them all as our answer key for matching our results. For evaluation purpose,
we considered three type of measures i.e. precision, recall and over specification. Preci‐
sion shows how much the information was correct and present in the answer key.
Following equations are used to calculate precison, recall and over specification:

Precision = Ncorrect∕(Ncorrect + Nincorrect)

Recall = Ncorrect ∕ (Ncorrect + Nmissing)

Over − specification = Nextra ∕ (Ncorrect + Nmissing)
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We evaluate the performance of AR2DT tool against three case studies i.e. ATM,
Electronic Filling Program (EFP) and Local Hospital Problem (LHP). However, due to
space limitations, we only provide the details of ATM case study and further details can
be found at [20]. We compare the results of AR2DT tool with high impact journal
research study (i.e. Class-Gen [8]). The results are summarized in Table 1.

Table 1. Evaluation of results with Class-Gen [8]

Sr. # Case study Correct
classes

Incorrect
classes

Missing Extra Precision Recall OS

1 ATM 9 0 1 1 100% 90% 10%
2 EFP 6 1 3 2 85.7% 66.7% 22.2%
3 LHP 5 0 0 0 100% 100% 0%
(AR2DT) Avg. 94.9% 85.56% 10.73%
Class-Gen Avg. 82.6% 83.3% 42%

It can be seen from the Table 1 that the results of AR2DT for precision, recall and
over specification are significantly improved as compared to Class-Gen [8].

4 Comparative Analysis with the State-of-the-Art

In this section, we compare our proposed approach with state-of-the-art approaches. We
believe it is important to first highlight few studies relevant with the subject of automatic
conceptual class model generation from NL software requirements using natural
language processing. We considered latest paper ranging from 2003-14 from well-
known repositories Springer [15], ACM [16], Elsevier [17] and IEEE [18].

Ibrahim and Ahmad [4] suggested a methodology for the automation of analysis
process for class diagram generation from natural language text using NLP. They devel‐
oped a RACE tool to extract the classes and relationships for class diagram generation.
Kumar and Sanyal [5] analyze the natural language text and generated class model and
use case model from the SUGAR tool.

Deeptimahanti and Sanyal [7] used Stanford parser, JavaRAP and WordNet for the
conversion of NL requirements to UML models semi-automatically. Elbendak et al. [8]
developed class-gen tool to generate class diagram from use case descriptions through
semi-automated approach. Sharma et al. [9] developed FCDT tool and used RSA algo‐
rithm for production of functional design.

Viney et al. [10] developed R-tool to analyze the NL requirements for identification
of classes, attributes, methods and relationships which serves as the basis for the creation
of class diagram. Author used tokenization as NLP technique. Alkhader et al. [11]
suggested a framework for class diagram generation from the NL requirements by using
MIMB and GATE tool. Tripathy and Rath [12] developed a methodology for the iden‐
tification of class name from the SRS documents in automated manner. Harmain and
Gaizauskas [13] developed CM-Builder for the creation of class diagram from NL
requirements in semi-automated way.
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4.1 Comparative Analysis

To this point, we present existing state-of-the-art approaches in the given context. Now,
we compare significant studies with our proposed approach to highlight the strengths
and weaknesses. We use three parameters to perform this comparison as follows (1)
Input define the format of requirements which has been used to generate class model.
(2) Coverage describes the coverage area of the selected research study i.e. whether the
research study covers the generation of a Class (C), Relationship (R), Attribute (A) and
Operation (O). (3) Automated evaluates the involvement of manual steps required on
the textual requirements before apply NLP approach. It can be evaluated as Automatic
and Semi-Automatic (in case some manual processing is required). The summary of
comparison is given in Table 2.

Table 2. Comparative analysis of proposed approach with state-of-the-art

Paper Input Coverage Automated
C R A O

Ibrahim and Ahmad [4] Plain text Yes Yes Yes No Semi-automatic
Kumar and Sanyal [5] Plain text Yes No Yes Yes Semi-automatic
Deeptimahanti and
Sanyal [7]

Plain text Yes No No No Semi-automatic

Elbendak et al. [8] Plain text Yes Yes Yes No Semi-automatic
Sharma et al. [9] RS Yes Yes No Yes Semi-automatic
Viney et al. [10] Plain text Yes Yes Yes Yes Semi-automatic
Alkhader et al. [11] Plain text Yes Yes Yes No Semi-automatic
Tripathy and Rath [12] RS Yes Yes Yes Yes Semi-automatic
Harmain and Gaizauskas
[13]

RS Yes Yes Yes No Semi-automatic

AR2DT Plain text Yes Yes No No Automatic

It can be seen from the Table 2 that our approach fully automate the requirement to
design automation process which is a significant contribution. Furthermore, our exper‐
imental results (Sect. 3.1) are more encouraging as compared to other studies. However,
we are not dealing with the generation of association and operation. We intend to include
such missing features in AR2DT in near future.

5 Conclusions and Future Work

This article presents a novel Natural Language Processing (NLP) approach to
automatically generate conceptual class model from early software require‐
ments. Particular, the new sentence splitting, tokenization and POS tagging
rules are defined to avoid the manual processing which is usually required on
textual requirements before the generation of class model. As a part of research,
Automated Requirement 2 Design Transformation (AR2DT) tool has been
developed to automatically generate class model with code from initial plain

482 M.A. Ahmed et al.



text requirements. The application of AR2DT is validated through three bench‐
mark case studies. Experimental results prove that the recall, precision and over
specification of AR2DT tool are significantly improved as compared to the
state-of-the-art. Furthermore, AR2DT is fully automated and does not require
any manual processing on textual requirements.

Currently, AR2DT does not deal with the generation of class relationships like
aggregation, composition and inheritance. Furthermore, the generation of methods and
cardinalities are also missing. We intend to include such missing features in AR2DT in
our future article.
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Abstract. Natural Language Processing (NLP) is a well-known technique of
artificial intelligence to extract the elements of concerns from raw plain text
information. It can be utilized to process the early software requirements in order
to achieve the goals like requirement prioritization and classification (functional
and non-functional). To the best of our knowledge, no research work is available
yet to examine and summarize the utilization of NLP in the domain of Software
Requirement Engineering (SRE). Therefore, in this paper, we investigate the
applications of NLP in the context of SRE. A Systematic Literature Review (SLR)
is carried out to select 27 studies published during 2002–2016. Consequently, 6
NLP techniques and 14 existing tools are identified. Furthermore, 9 tools and 2
algorithms, proposed by the researchers, are presented. It has been concluded that
the NLP techniques and tools are highly supportive to accelerate the SRE process.
However, some manual operations are still required on initial plain text software
requirements before applying the desired NLP techniques.

Keywords: NLP · SRE · NLP tools · Software requirements

1 Introduction

Software requirements are the foremost attributes of the system under development.
These are usually classified into four major groups i.e. Business Requirements, Func‐
tional Requirements (FR), Non-Functional Requirements (NFR) and Domain Require‐
ments. Initially, the software requirements are gathered and expressed in human readable
natural language as a plain text. However, such textual requirements are of least use for
technical stake holders. Therefore, it is essential to refine the early requirements for
appropriate further utilization. However, manual enhancement of initial software
requirement is laborious and time-consuming activity. On the other hand, Natural
Language Processing (NLP) is a knowledge discovery approach to automatically extract
the elements of concerns from raw plain text documents. Consequently, it is utilized to
polish and extract desired software requirements from initial natural language artifacts.
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As NLP provides sophisticated text mining features, it is commonly used in various
software engineering areas [1–5]. For example, NLP is utilized to transform the func‐
tional software requirements into design artifacts [6, 7]. It is also used to refine the
ambiguities from initial textual requirements [8–10]. Although NLP techniques have
been practiced in several software engineering areas [11–18], there is no study available
yet to the best of our knowledge that investigate and summarize the applications of NLP
in software requirement engineering domain. Therefore, in this article, we investigate
the application of NLP techniques in software requirement engineering to get the
answers of the following research questions:

RQ1: What are the leading software requirements areas where NLP techniques are
frequently practiced?

RQ2: What are the primary NLP activities in the context of software requirement
engineering?

RQ3: What are the leading tools, proposed/utilized by the researchers, for software
requirement engineering?

We develop a review protocol (Sect. 2.2) that contains selection and rejection criteria.
We define six categories (Sect. 2.1) for the classification of selected 27 studies as shown
in Fig. 1. We investigate the selected studies to identify 6 NLP techniques (Sect. 3.1)
that are frequently practiced independently as well as jointly in the area of software
requirement engineering. Furthermore, we also identified 9 proposed tools, 14 utilized
tools and 2 algorithms (Sect. 3.2).

Fig. 1. Overview of research
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2 Research Methodology

Systematic Literature Review (SLR) [20] is used to perform this study. The research
methodology consists of five stages: (i) Category Definition (ii) Selection Rejection
Criteria (iii) Search process (iv) Quality Assessment (v) Data Extraction.

2.1 Category Definition

We define six significant categories for the selection of studies as follows:

Classification: The initial requirements are further classified on the basis of function‐
ality like functional requirements, Non-Functional Requirements, etc. All research work
dealing with such classification of requirements are included in this category.

Prioritization: In software system, priority is given to requirements according to the
importance of their impact on the system. All the researches that deal with requirement
prioritization are included in this category.

Ambiguity Removal: All research works that deal with the removal of ambiguous
requirements from initial text are included in this category.

Requirement Elicitation: All research works that deal with the requirement elicitation
from initial text by utilizing NLP techniques are placed in this category.

Requirement Assessment: The research works that deal with the evaluation of the
impact of the requirements from initial plain text by employing NLP techniques are
placed in this category.

Requirement Analysis: The studies that perform analysis on the initial textual require‐
ments to get the desired features are placed in this category.

General: It is possible that some studies belong to more than one above-mentioned
categories. All such studies are placed in this category.

2.2 Review Protocol

Review protocol has been set by maintaining the rules and regulations of SLR [20]. The
RQ’s and background are already covered in Sect. 1. The details of further review
protocol stages have been described in subsequent sections.

Selection and Rejection Criteria. The selection and rejection of research papers is
based on following parameters:

• Select only those researches which are relevant to our research questions i.e. the study
must utilize NLP approach for software requirement engineering.
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• We only choose studies that must be published in one of these databases i.e. IEEE
[21], ACM [22], Springer [23] and Elsevier [24] during 2002–2016.

• The papers with same research contents should be selected once.

Search Process. The given selection and rejection criteria show that we just used four
scientific databases (IEEE, ACM, Springer, and Elsevier) for our research process. We
use specific terms related to our topic for the search and the results of these search are
shown in Table 1. We apply various filters (e.g. publication year, etc.) to shorten the
number of search results.

Table 1. Search terms and results

Sr.# Terms Operator No. of search results
IEEE ACM Springer Elsevier

1 NLP 1925 1750 222 3,465
2 Software requirement classifica‐

tion
AND 213 401 61 1810
OR 717 7,732 23 5,623

3 Software requirement categoriza‐
tion

AND 18 177 26 90
OR 67 2,300 16 4,433

4 Software requirement classifica‐
tion + NLP

AND 11762 3 0 10
OR 3,321 5,231 3,345 4,321

Quality Assessment. We assess the quality of selected studies with following param‐
eters: (1) The data assessment from selected studies is based on the solid facts and
theoretical perspective (2) The selected studies have been properly validated through
case studies and experiments (3) The search we choose is most important factor therefore
we use four most genuine and globally accepted scientific databases, i.e. IEEE,
SPRINGER, ELSEVIER, ACM.

Data Collection and Synthesis. The elements of data extraction/synthesis are shown
in Table 2. We use this template for each selected study to get desired data.

Table 2. Details of data collection and synthesis

Sr.# Description Details
1 References information Title, author, publication year, publisher detail
Extraction of data
2 Overview The main proposal/objective of study
3 Results Results acquire from the study
Synthesis of data
4 Classification According to defined categories Table 3
5 Techniques NLP techniques used in the studies Table 4
6 Tools Tools used and proposed in studies (Tables 5 and 6)
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3 Results

We have identified overall 27 research papers i.e. 6 Journal and 21 Conference. The
selected studies are classified into six categories (Sect. 2.1) as shown in Table 3.

Table 3. Classification of studies

Sr.# Category Total Corresponding studies
1 Classification 6 [19, 26–30]
2 Requirement prioritization 3 [31–33]
3 Ambiguity removal 4 [34–37]
4 Requirement elicitation 4 [38–41]
5 Quality assessment 4 [42–45]
6 Requirement analysis 6 [46–51]

3.1 NLP Techniques

We identify 6 main NLP techniques that have been utilized independently as well as
jointly in the domain of software requirement engineering as shown in Table 4.

Table 4. Identification of NLP techniques

Sr.# NLP techniques Studies
1 Tokenization [19, 27, 30, 31, 36, 37, 43, 44]
2 POS tagger [19, 27–32, 34–36, 42, 44, 50]
3 Text chunking [19, 27, 38–40, 51]
4 Parsing [19, 30, 42, 43, 46, 48]
5 VSM [19]
6 TF-IDF [19, 49, 51]

There are studies that utilized more than one NLP activities e.g. [19] utilized all six
NLP activities. Consequently, we place it against each technique as shown in Table 4.
Similar is the case with other studies e.g. [28] etc.
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3.2 Tools

We identified 14 existing NLP related tools that have been used by the researchers as
shown in Table 5.

Table 5. Tools utilized in the given research context

Sr. No Tool Studies
1 SharpNLP [25], SMT solver [31]
2 C4.5 decision tree algorithm ReqSAC, rational XDE [42]
3 NLP engine [19]
4 NARCIA (Natural Language Requirements Change Impact Analyzer) [38]
5 Stanford tagger, NER. [29]
6 NLTK (Natural Language ToolKit), pyEnchant [43]
7 Drools expert [26]
8 Antiword, jauman [34]
9 C4.5 algorithm [45]

10 Stanford parser [30]
11 QUARS, ARM, WSD, RESI, SREE and NAI [36]
12 RegeX parser [43]
13 GATE tool [37]
14 OpenNLP [51]

We identify 9 tools and 2 algorithms as given in Table 6.

Table 6. Proposed tools and algorithms

Sr. No. Tool/algorithms proposed Reference
1 SNIPR [31]
2 Text classifier, FEATURE XTRACTOR [42]
3 NARCIA [40]
4 NLARE (Natural Lang. Automat. Requ. Evaluator) [43]
5 WordNET [34]
6 Model for NLP [45]
7 MUPRET [30]
8 ReqAligner [44]
9 RUBRIC [39]
Algorithms
10 Unnamed algorithm [26]
11 LSAN Bayes classifier [41]

4 Discussion and Limitations

It has been analysed that NLP techniques show encouraging outcomes while extracting
relevant elements from initial plain text software requirements. However, it is usually
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required to perform few manual steps at lower level NLP activities e.g. tokenization and
POS tagging. Therefore, it cannot be said that NLP fully automate the process of
requirement refinement from initial plain text. However, the proposal of latest tools in
this regard is highly beneficial. For example, [40] proposed a tool NARCIA for analysing
the impact of change in natural language requirements. Although we utilized renowned
scientific repositories, there is a chance that we might miss few studies from other
scientific resources e.g. Google scholar etc.

5 Conclusion and Future Work

This article investigates the applications of Natural Language Processing (NLP) for
Software Requirement Engineering (SRE). A Systematic Literature Review (SLR) has
been carried out to select 27 studies published during 2002–2016. As a result, 6 NLP
techniques are identified that can be applied alone as well as jointly. Moreover, 14
existing tools are presented. Furthermore, the 9 tools and 2 algorithms, proposed by the
researchers, are also identified. It has been concluded that the NLP techniques and tools
certainly accelerate the SRE process. However, few manual operations are usually
required on the initial plain text requirements before applying desired NLP approach.
The tools and techniques, presented in this SLR, provide the platform for the SRE
researchers. For example, this research can be extended to examine the application of
NLP for the whole Software Development Life Cycle (SDLC) e.g. design and testing
phases etc.
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Abstract. Fetal movement is an important index of fetal well-being. The absence
or a reduction in fetal movement is a symptom or an alarming sign of fetal
compromise or even death. The timely detection of abnormalities in fetal move‐
ment is vital to reduce the incidence of fetal loss, perinatal morbidity and maternal
distress. This paper presents a smart fetal monitoring system to detect fetal move‐
ment and monitor movement pattern safely and reliably by using a new fabric
sensor belt. The monitoring belt is wearable, non-intrusive, radiation free and
washable. The new algorithms are robust for automated analysis, detection and
assessment of fetal condition, which include effective noise removal, feature
extraction, time sequence data analysis and decision support. Both the design of
fabric sensor and functionality implementation of the belt are original and unique.
The results of preliminary clinical trials demonstrate the feasibility of our proto‐
type. There are no such similar products available in the market.

1 Introduction

Fetal health assessment aims to identify any possible problems during pregnancy and at
labor. The timely detection of fetal abnormalities is very important to prevent fetal death.
Electronic fetal monitoring (EFM) is widely adopted in practice. In general, clinical
approaches to fetal monitoring include monitoring of fetal movements, symphysial–
fundal height (SFH) measurement, auscultation of fetal heart rate (FHR), Doppler
assessment of fetal heart rate, ultrasound assessment of fetal growth (and interpretation
with both standardized growth charts and customized growth charts), amniotic fluid
volume measurements, ultrasound assessment of the fetal biophysical profile, cardioto‐
cography (CTG), Doppler ultrasound recording of blood flow in the fetal umbilical
artery, Doppler recording blood flow in other fetal vessels (e.g. middle cerebral artery)
and placental grading.

Fetal movements have been considered an important indicator of fetus well-being.
Clinically decreased fetal movements or an absence of fetal movements for an extended
period of time are regarded as alarming sign of risk – a fetus at risk for fetal compromise
or associated with an increased risk of intrauterine fetal death. Although mothers can
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feel fetal movements, the use of “kick-charts” based on fetal movement counting is
subjective. The outcome of the detection will not be accurate because the counting is
based on the quantifying the number of movements felt by the woman over a set period
of time. Studies show that there are wide variations in practices with respect to the fetal
movement counting and the way how pregnant women feel and count the movement. It
is essential to detect true fetal movements and count the number of movement patterns.

Conventional Doppler fetal monitor uses ultrasound to project the fetus’ heart rate
and detect fetal movement for prenatal care. Although the advances in ultrasound tech‐
nology have led to the development of different models of ultrasonic fetal monitors to
capture fetal movement, the non-stress test using Doppler ultrasonic monitor is subject
to two major limitations: (1) the frequent exposure to ultrasound by pregnant women
for regular medical check-up may not be healthy to pregnancy; (2) not practical for
home-based objective monitoring of fetal movement by Doppler device. Therefore it is
highly desired to develop a safe, convenient, reliable and easy way to monitor fetal
health. Figure 1 shows the selected samples of different methods for fetal movement
monitoring with the following features: (a) Doppler fetal monitor – use of ultrasound
technology for detection of fetal heart rates and movement; (b) A data acquisition system
for fetal movement in [8] – a sophisticated data acquisition system at hospital (ultra‐
sound); (c) New models of Doppler ultrasound monitor – portable, but ultrasound used;
(d) Fetal movement acceleration recorder in [7] – new fetal movement detector, portable
device for data recording only, no monitoring functions; (e) Fetal belt reported in news
[9] – detect fetal movement only, no monitoring functions, sensitive to noise, entertain‐
ment oriented (mobile connection, electromagnetic wave, not healthy); (f) Pregnancy
support belt – Support belt only without any functions; (g) The proposed fetal monitoring
belt – a special monitoring belt with pressure sensors to detect the changes of fetal
movement for fetal health assessment (NEW).

Based on the comprehensive literature survey, it is concluded that so far there have
been no practical products available in the market to meet all of the requirements of safe,
reliable, non-intrusive, wearable, waterproof, radiation free, comfortable, convenient,
easy to use, automated detection and interactive data sharing. The innovation of our

(a)                    (b) 

(c)                       (d)                   (e)                  (f)                  (g) 

Fig. 1. Different samples for fetal movement detection.
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approach is characterized on the aspects of both hardware and software. The hardware
components of our system include: (1) a new design of fabric pad embedded with an
array of fabric sensors to detect the movement of fetus within the proper force range for
data acquisition; (2) control card with embedded DSP circuits for robust movement
detection with functions including noise removal, fusion of data from the array of fabric
sensors, movement counting, data recording and pattern assessment. The software
consists of: (1) data fusion of multi-channel signals and noise removal; (2) computer-
aided analysis of fetal movement patterns for robust individual monitoring by ensemble
learning; (3) interactive communication & information sharing with privacy and security
protection.

This paper is organized in the following sections. The system structure and its hard‐
ware components are briefly described in Sect. 2 while the new algorithms for robust
noise removal and data analysis are highlighted in Sect. 3. Section 4 summarizes the
testing results of preliminary clinical trials. Finally the conclusion is presented in Sect. 5.

2 The System Design of Smart Fetal Monitoring

The major functions offered by our fetal monitoring system is illustrated in Fig. 2, where
the fetal monitoring belt is embedded with a soft sensor pad to capture signals of fetal
movement, the control card processes the data in a real-time fashion to serve different
purposes – data recording and packaging for a series of fetal movements (kicks); auto‐
mated fetal health monitoring by robust analysis of movement patterns via ensemble
learning; warning under abnormal conditions. To avoid any radiation exposure to mother
and fetus, no online data transmission is performed. Instead, the recorded data is trans‐
mitted to the eligible parties offline via internet or mobile network for information
sharing. Our control card provides reliable online service for real-time monitoring and
issuing warning signals if any abnormalities occur.

Fig. 2. System structure of the smart fetal monitoring.

One of the major contributions and achievements of our smart fetal monitoring
system is the development of a fetal monitoring belt with our own design of a soft sensor
pad which consists of an array of fabric sensors and a control card for data acquisition
and analysis. More specifically, the relevant technology issues are centered on the
development of reliable sensors which not only detect the body changes caused by fetus
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kicks reliably with robustness to disturbing noises but also do no harm to the health of
both mom and fetus. The major features of the new monitoring belt are summarized as
follows:

• Radiation free: no radio frequency, very low electromagnetic signals under low
power consumption and CPU frequency mode;

• Safe: powered by USB with special low power consumption design (low voltage
<5 V, low currency <60 mA, sleep mode for idle);

• Robust to disturbances: array of fabric sensors with control card embedded with DSP
board for optimization;

• Reliable and easy to use: stable, wearable with comfort and waterproof for easy
cleaning

2.1 Soft Sensor Pad

Our new design fabric sensor pad extends the one-dimension fabric strain sensor string
to a two-dimension array of fabric pressure sensor strings as shown in Fig. 3(a). The
connection of different sensor components is illustrated in Fig. 3(b), to make the sensor
pad robust to disturbances with the expected signal output shown in Fig. 3(c), where a
strong signal output for the true fetal kicks and very low signal responses to disturbances.
To identify the signals caused by fetal kicks, we will apply competitive algorithm to
determine the node which contributes most to the force change among its neighboring
nodes. A sigmoid function is used to map the sum of the neighboring signals to the final
output which satisfies linearity within a specified range. Figure 4 demonstrates the data
process procedure of signals from fabric sensor pad. The innovative aspect of our new
sensor pad is to enhance the system computing power and performance by a control card
with an embedded DSP board for data processing. The structure of control card is shown
in Fig. 5.
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(a)                                         (b)                                                (c)

Fig. 3. The structure of monitoring belt with a fabric pressure sensor pad. (a) An array of fabric
pressure sensors; (b) The connection of sensor components; (c) The expected signal output.
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(a)                                                      (b)                                        (c)  

Fig. 4. The data processing procedure of fabric sensor signals. (a) Competitive node signal
detection; (b) Fusion of multiple node signals; (c) Mapping function for output.

Fig. 5. The structure of control card.

2.2 Control Card

The purpose to develop a special control card with embedded DSP board is for system
control and performance enhancement. In contrast to the current fabric sensors [10,11]
which respond to the input signals passively without any capacity for data processing,
our control card with embedded DSP board will not only control the process for data
acquisition, but also enhance performance with data pre-processing including noise
filtering, fusion of signals from sensor pad and output signal mapping. Figure 5 illustrates
the structure of the control card with components for data acquisition, filtering, storage
and processing.
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3 The Implementation of Smart Fetal Monitoring

The software development of smart fetal monitoring resolves around the new methods
to handle the three fundamental issues: multiple feature extraction and fusion, detection
of movement, classification for abnormities detection. The following highlights the rele‐
vant details of our approach on the aspects of signal enhancement, feature extraction,
classification and performance evaluation.

3.1 Detection of Fetal Movement by Adaptive Signal Enhancement

It is noted that the bandwidth of fetal movement signal is very wide. It is very important
to reduce noise of the captured signal of fetal kicks to achieve reliable classification of
moving patterns. An adaptive band-pass filtering algorithm is proposed for robust noise
removal and signal enhancement.

Considering the performance of Gabor filters which can serve as excellent band-pass
filters for signal enhancement, we proposed an adaptive band-pass filtering algorithm
by extending 1D Gabor filters with an adaptive band-with selection scheme. The
conventional 1D Gabor filters are defined as

g(t) = ge(t) + igo(t) (1)

ge(𝗍) =
1

√
2𝜋𝜎

e
−

t2

2𝜎2 cos(2𝜋f0t) g0(𝗍) =
1

√
2𝜋𝜎

e
−

t2

2𝜎2 sin(2𝜋f0t) (2)

The imaginary part of Gabor filter out put can be used as band-pass filter, which can
enhance the signals within the specified bandwidth and smooth the signals over the
bandwidth frequencies. Figure 6 shows the imaginary outputs at different frequencies
with respect to the same standard deviation 𝜎 of Gaussian.

Fig. 6. Gabor filtering with different bandwidth

Ri(t) = gi
r
(t) ∗ f (t). It is important to select the proper bandwidth for band-pass

filtering. In contrast to the conventional algorithm which a pre-defined bandwidth, we
developed an adaptive scheme to determine an optimized bandwidth by introducing our
previous work on scale product of matched filters. The response output of Gabor filter
at the specified scale i is defined as:

Pi,j(t) = Ri(t) ⋅ Rj(t). The scale product is defined as the product of the response
outputs from the two Gabor filters of two adjacent frequencies i and j: Fig. 7 illustrates
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the effect of the scale product to improve signal noise ratio (SNR), where the signal in
each row represents the following items:

• Row 1: input signal s for testing;
• Row 2: noise signal f added to the input signal for simulation testing;
• Row 3, 4 and 5: response outputs R1, R2 and R3 from the matched filter at different

scales;
• Row 6: max plot of maximum values among R1, R2 and R3;
• Row 7: P1,2 is the plot of scale product of R1 and R2;
• Row 8: P2,3 is the plot of scale product of R2 and R3.

Fig. 7. The effect of scale product for signal enhancement.

3.2 Multiple Feature Fusion and Ensemble Classifier

This process is to integrate multiple fetal movement features in terms of their ranking for
robust change detection. The fusion techniques used include: (1) dominant single feature
based fusion; (2) likelihood distribution normalization (PPDN)-based fusion; (3) multithres‐
hold fusion; (4) supervised fusion and (5) combination of supervised and PPDN system. Our
previous testing results on DR analysis shows that the combination of supervised and PPDN
based approach outperforms other techniques. In this project, we will conduct comprehen‐
sive comparative studies on the effect of different fusion techniques for multi-feature based
fetal movement pattern classification.

Change analysis is an important research topic in various areas and there have been many
algorithms developed for change detection. However, the performance of the direct use of
these algorithms to detect the changes in a time series of fetal movements is not satisfactory
because of the variations of disturbances and time duration of movement period. Tradi‐
tional approaches often apply single classifier to detect changes, which is more sensitive to
the change of parameters or the fluctuation of training data, resulting in low stabilization and
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poor robustness. Thus, we adopt ensemble classifier to identify movement sequences with
different types of pattern.

4 Testing Results of Clinical Trials

A preliminary clinical trial was conducted at Guangzhou Women & Children Medical
Center and Guangzhou No. 3 Hospital, China. Four groups of volunteer subjects partici‐
pated in the trial. The testing includes both the automatic counting of fetal movement by
signal analysis and the manual counting by over 80 volunteer subjects over 3-month data
tracking and comparison studies.

(a) Original data                                            (b) Normalization

(c) De-noised result

Fig. 8. Noise removal and signal enhancement testing.

Table 1. SNR record.

Original signal De-noised signal
SNR (dB) 12.6 140.1

Table 2. Performance matrix.

Data set (no. of
recorded data)

Accuracy (%) FPR (%) Sensitivity (%) Specificity (%)

120600 81.9–97.3 2.1–18.3 75.1–87.2 81.6–99.7
252739 78.2–83.7 8.1–17.2 59.3–68.2 61.4–65.3
26777 85.6–95.6 1.9–14.5 71.4–82.1 75.6–95.8
40924 78.9–97.7 1.8–21.3 37.0–92.6 78.6–98.1

The fetal movement and other interference signals (human movement, breathing, etc.)
are simulated using a specially designed water channel. Gaussian noises are generated using
the largest amplitude of the fetal movement. Figure 8 illustrates the effect of noise removal
on a sequence of signals. The SNRs are recorded in Table 1. The signal power is calculated
including the interference signals. Figure 9 shows the data distribution, where the fetal
movement was captured and recorded in the 7th and 8th signal channel while the marker set
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by the volunteer subjects is recorded in the 9th row. Figure 10 is the ROC curve and Table 2
presents some detail performance values. The average accuracy rate of the movement
counting is 85.7%. Better results are achieved by adopting the competitive algorithm and
ensemble learning algorithm.

Fig. 9. Fetal movement detection.

Fig. 10. ROC curve.

5 Conclusions

We conclude that our smart fetal monitoring belt which can detect fetal movement and
monitor fetal movement safely and reliably by integrating a new soft sensor pad with
robust algorithms. Both the design and functionality implementation of the belt are
original and unique. The experimental results provide the basis for further development
with excellent market potentials.

502 J. You et al.



Acknowledgement. The authors would like to thank for the partial support of the research grants
from Hong Kong Government Innovation Technology Fund (ITF) under its HKRITA Scheme
(ITP 025/14TP) and General Research Fund (GRF 152202/14E).

References

1. Sontag, L.W., Wallace, R.F.: An apparatus for recording fetal movement. Am. J. Psychol. 45,
517–519 (1933)

2. Sadovsky, E., et al.: Correlation between electromagnetic recording and maternal assessment
of fetal movement. Lancet 26, 1141–1143 (1973)

3. Valentin, L., et al.: Recording of fetal movement: a comparison of three methods. J. Med. Eng.
Technol. 10, 239–247 (1986)

4. Freda, M.C., et al.: Fetal movement counting: which method? Am. J. Matern. Child Nurs. 18,
314–321 (1993)

5. Froen, J.F., et al.: Fetal movement assessment. In: Seminars in Perinatal Medicine, vol. 32, pp.
13–24 (2004)

6. Patrelli, T.S., et al.: Correlation between fetal movement revealed in actography and fetal-
neonatal wellbeing. Clin. Exp. Obstet. Gynaecol. 38(4), 382 (2011)

7. Ryo, E., et al.: A new method for long-term home monitoring of fetal movement by pregnant
women themselves. Med. Eng. Phys. 34, 566–572 (2012)

8. Boashash, B., et al.: Passive detection of accelerometer-recorded fetal movements using a time-
frequency signal processing approach. Digit. Sig. Process. 25, 134–155 (2014)

9. http://health.dbw.cn/system/2016/11/30/057458900.shtml

Smart Fetal Monitoring 503

http://health.dbw.cn/system/2016/11/30/057458900.shtml


A Network-Based Approach on Big Data
for the Comorbidities of Urticaria

Yi-Horng Lai1(✉), Chih-Chiang Ho2, and Piao-Yi Chiou3

1 Department of Healthcare Management, Oriental Institute of Technology,
New Taipei City 22061, Taiwan
FL006@mail.oit.edu.tw

2 Medical Affairs Office, West Garden Hospital,
Taipei City 10864, Taiwan
duke5988@gmail.com

3 School of Nursing, National Taipei University of Nursing and Health Sciences,
Taipei City 11219, Taiwan

piaoyi@ntunhs.edu.tw

Abstract. This study investigates the network properties of urticaria comor‐
bidity. Comorbidities are the presence of one or more additional disorders or
diseases that co-occur with a primary disease or disorder. The purpose of this
study is to identify diseases that co-occur with urticaria. Research data was
collected from 1,154,534 urticaria outpatient department medical records out of
163,141,270 outpatient department medical records from 1997 to 2010 in Taiwan.
Through the phenotypic disease network (PDN), this study has identified the
diseases that are associated with urticaria. It has been discovered that the PDN
has a complex structure where some diseases are highly connected while others
are barely connected at all. While not conclusive, these findings can explain that
the more connected the diseases are, the higher the mortality rate is, as patients
developing highly connected diseases are more likely to be diagnosed at an
advanced stage of the disease, which can be reached through multiple paths in
the PDN.

Keywords: Medical records · Big data · Urticaria · Comorbidities · The human
phenotypic disease network (PDN)

1 Introduction

The medical record is a systematic file that provides a chronicle of a patient’s medical
history and care. Physicians, nurses and other members of the health care team may
make entries in the medical record. Hospitals, over the years, have generated large
amounts of data, driven by record keeping, compliance and regulatory requirements,
and patient care. To meet the mandatory requirements and the goal to improve the quality
of healthcare service, these massive quantities of big data hold the promise of supporting
a wide range of medical and healthcare functions, including clinical decision support,
disease monitor, and public health management.
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For many diseases, there are no definite boundaries, as diseases can have multiple
causes and can be related in different dimensions. From a genetic point of view, a pair
of diseases can be related because they have both been associated with the same gene,
whereas from a proteomic perspective, diseases can be related because disease- associ‐
ated proteins act on the same pathway [1].

Over the past half-decade, several resources have been constructed to help under‐
stand the entangled origins of many diseases. Many of these resources have been
presented as networks in which interactions among disease-associated genes, proteins,
and expression patterns have been summarized. Goh et al. built a network of Mendelian
gene-disease associations by connecting diseases that have been associated with the
same genes [2]. Besides, more and more researches have applied the network approach
to diseases, such as neurodegenerative diseases [3], infertility etiologies [4], diabetes
mellitus [5], and HIV/AIDS [6, 7].

A comorbidity relationship exists between two diseases when they affect the same
individual substantially more than chance alone. Over the years, comorbidities have
been used extensively to construct synthetic scales for mortality prediction [8, 9], yet
their utility exceed their current use. Studying the structure defined by entire sets of
comorbidities can help the understanding of many biological and medical questions from
a perspective that is complementary to other approaches. For example, a recent study
created a comorbidity network in an attempt to elucidate neurological diseases’ common
genetic origins [10].

Network-based approach can be utilized to analyze high-throughput big data, such
as medical records. In this present study, the big data of all diseases recorded in the
medical claims is presented in the form of phenotypic disease network (PDN). In order
to guide urticaria-related diseases prevention program, this study conducted the PDN of
urticaria to explore the relationship between urticaria and other diseases. The objective
of this study is to identify diseases that are highly correlated with urticaria.

2 Materials and Research Method

2.1 Data Source

The National Health Insurance (NHI) program was launched in Taiwan in 1995 and
covers nearly all residents. In 1999, the Bureau of NHI began to release all claims data
in electronic form under the National Health Insurance Research Database (NHIRD)
project. The structure of the claim files is described in detail on the NHIRD website and
in other publications [11]. NHIRD offers reliable, systematic, and complete data for
disease detection. The datasets contained only the visit files, including dates, medical
care facilities and specialties, patients’ genders, dates of birth, and the four major diag‐
noses coded in the International Classification of Disease, 9th Revision, Clinical Modi‐
fication (ICD-9-CM) format [11, 12]. In total, the ICD-9-CM classification consists of
17 different categories at the 3 digit level and 16459 categories at 5 digits [12]. To protect
privacy, the data on patients’ identities and their medical institutions had been scrambled
cryptographically.
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In ICD-9-CM, urticaria is coded 708 as urticaria, 708.0 as allergic urticarial, 708.1
as idiopathic urticarial, 708.2 as urticaria due to cold and heat, 708.3 as dermatographic
urticarial, 708.4 as vibratory urticarial, 708.5 as cholinergic urticarial, 708.8 as other
specified urticarial, 708.9 as urticaria, unspecified, and 995.1 as angioneurotic edema.

The visit files in this study represent 163,141,270 outpatient department data within
the NHI from 1997 to 2010. Demographically, the data set consists of 1,154,534 outpa‐
tient department medical records with urticarial record from 1,000,000 patients. Of all
these patients, 55.71% were females, 44.21% were males, 23.91% were over 60 years
of age, and 0.71% of these cases were diagnosed with urticaria (Table 1).

Table 1. Data characteristics of outpatient department medical records in this study.

Variable Cases %
Gender Female 90,885,007 55.71

Male 72,124,235 44.21
Unknown 132,028 0.08

Age –19 38,685,969 23.71
20–21 18,163,880 11.13
30–39 21,266,487 13.04
40–49 24,014,487 14.72
50–59 22,003,145 13.49
60– 39,007,302 23.91

Year 1997 1,810,544 1.11
1998 2,763,207 1.69
1999 5,788,164 3.55
2000 12,134,948 7.44
2001 12,279,135 7.53
2002 13,209,636 8.10
2003 13,284,444 8.14
2004 14,789,420 9.07
2005 15,029,401 9.21
2006 14,269,844 8.75
2007 14,319,129 8.78
2008 14,208,231 8.71
2009 14,662,769 8.99
2010 14,592,398 8.94

Urticaria Yes 1,154,534 0.71
No 161,986,736 99.29

Total 163,141,270 100.00

These urticaria outpatient department medical records included 272,258 medical
records with allergic urticarial (708.0), 43,116 medical records with idiopathic urticarial
(708.1), 4,874 medical records with urticaria due to cold and heat (708.2), 957 medical
records with vibratory urticarial (708.4), 1,018 medical records with cholinergic urti‐
carial (708.5), 102,716 medical records with other specified urticarial (708.8), 726,754
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medical records with urticaria, unspecified (708.9), and 2,841 medical records with
angioneurotic edema (995.1) (Table 2).

Table 2. Data characteristics statistics of urticaria outpatient department medical records in this
study.

Variable Cases %
Gender Female 645,244 55.89

Male 507,983 44.00
Unknown 1,307 0.11

Age –19 241,683 20.93
20–21 162,458 14.07
30–39 181,774 15.74
40–49 201,765 17.48
50–59 150,705 13.05
60– 216,149 18.72

Year 1997 1,750 0.15
1998 6,959 0.60
1999 20,620 1.79
2000 75,592 6.55
2001 82,966 7.19
2002 87,160 7.55
2003 93,395 8.09
2004 105,520 9.14
2005 111,321 9.64
2006 112,306 9.73
2007 113,524 9.83
2008 113,259 9.81
2009 113,426 9.82
2010 116,736 10.11

Urticaria 708.0 272,258 23.58
708.1 43,116 3.73
708.2 4,874 0.42
708.4 957 0.08
708.5 1,018 0.09
708.8 102,716 8.90
708.9 726,754 62.95
995.1 2,841 0.25

Total 1,154,534 100.00

2.2 Measure of the Strength of Comorbidity Relationships

To measure the comorbidity relationships, it is necessary to quantify the strength of
comorbidities by introducing a notion of distance between two diseases. However, a
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drawback of this approach is that different statistical measures may result in over- or
under-estimate of the relationships between rare or prevalent diseases.

In this study, the φ-correlation is used to quantify the distance between two diseases.
The φ-correlation, which is Pearson’s correlation for binary variables, can be expressed
mathematically as Eq. 1 [1, 13]. The φ-coefficient is given by

rphi =
pa − pXpY

(pXpY(1 − pX)(1 − pY ))
1∕2 (1)

if 0 < pX, pY < 1, and rphi = 0 otherwise.
The distribution of rphi values representing all disease pairs is presented in Fig. 1.

Fig. 1. Distribution of the φ-correlation between all disease pairs/groups.

2.3 Network Approach

The data from NHIRD used in this study contained the five major diagnoses codes of
all patients. This study calculated φ-correlation with Eq. 1. R 3.3.1 with Spark 2.1.0
(with SparkR) was the main software used for data linkage and processing. Descriptive
data, including frequencies, percentage and means, are presented. SparkR is an R
package that provides a light-weight frontend to use Apache Spark from R. SparkR
provides a distributed data frame implementation that supports operations such as selec‐
tion, filtering, and aggregation with big data [14]. Pajek 4.10 program [15] was used to
compute the degree of centrality and betweenness of each node and the path value (φ-
correlation).

3 Results

The set of all comorbidity associations among all diseases in the study population can
be constructed through PDN. In the PDN, nodes are disease phenotypes are identified
by unique ICD-9-CM codes, and links phenotypes that show significant comorbidity
according to the measures introduced above.

In principle, the number of disease-disease associations in the PDN is proportional
to the square of the number of phenotypes. However, many of these associations are
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either not strong or not statistically significant [1]. The structure of the PDN can be
explored by focusing on the strongest and the most significant of these associations. The
PDN can be viewed as a network of the phenotypic space. This network allows people
to understand the relationship among illnesses.

The distribution of φ-values representing all disease pairs/groups is presented in
Fig. 1. Most of them are between 0 and 0.005. A discussion on the confidence interval
and statistical significance of these measures can be found in Hidalgo et al.’s study, and
φ-correlation > 0.01 is statistically significant in this study [1].

Figure 2 shows that there is a high correlation between/among the following pairs/
groups of diseases:

(1) Allergic urticarial (708.0), contact dermatitis and other eczema, unspecified cause
(692.9), contact dermatitis and other eczema, due to oils and greases (692.1), and
contact dermatitis and other eczema, due to other specified agents (692.8).

(2) Idiopathic urticarial (708.1), contact dermatitis and other eczema, unspecified cause
(692.9), contact dermatitis and other eczema, due to solvents (692.2), and contact
dermatitis and other eczema, due to other specified agents (692.8).

(3) Urticaria due to cold and heat (708.2) and cholinergic urticarial (708.5).
(4) Vibratory urticarial (708.4) and malignant neoplasm of submandibular gland

(142.1).
(5) Other specified urticarial (708.8), other specified disorders of sweat glands (705.8),

other acne (706.1), and seborrheic dermatitis (690.1).
(6) Urticaria, unspecified (708.9), angioneurotic edema (995.1), and unspecified

pruritic disorder (698.9).

Fig. 2. The PDNs of urticaria, φ-correlations > 0.01. [ ] is the summary of φ-correlations with
other diseases of this disease, and the size of the node is dependent on the value. For example, the
summary of φ-correlations with other diseases of 477.9 is 21.00. Node color is based on the ICD9
category.
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4 Conclusion

This study provides a comprehensive view of the network characteristics of urticaria.
Through the PDN, this study has identified the diseases that are associated with urticaria.
It shows that the PDN has a complex structure where some diseases are highly connected
while others are barely connected at all. While not conclusive, these observations can
explain that the more connected the diseases are, the higher the mortality rate is as
patients developing highly connected diseases are more likely those at an advanced stage
of disease, which can be reached through multiple paths in the PDN. Exploring comor‐
bidities from a network perspective could help determine the risk between each disease,
and give the medical team a reliable recommendation for healthcare.

Both big data and graph analytics can play an important role in future clinical practice
and medical research [16]. PDN is a good tool for unsupervised learning in data mining
in medical big data, such as medical record and health insurance data. With the result
of PDN, future studies can help determine whether differences in the comorbidity
patterns are resulted from differences in races, nationalities, or socioeconomic status.
The PDN can be the starting point of researches exploring these and related questions.

Acknowledgments. This study is based in part on data from the National Health Insurance
Research Database provided by the Bureau of National Health Insurance, Department of Health
and managed by National Health Research Institutes (NHRI). The interpretation and conclusions
contained herein do not represent those of Bureau of National Health Insurance, Department of
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Abstract. We have applied the automatic theorem-prover Prover9 to
prove first eleven theorems of Part 1 of Benedict de Spinoza’s Ethics. We
have used a previous formalization of that segment developed by Blum
and Malinovich. We have found Prover9 to be very efficient, providing
proofs in tens of miliseconds. It appears that the only, but fundamental,
limitation for testing philosophical reasoning is related to the difficulty
of unique formalization.

Keywords: Automated reasoning · Theorem proving · Spinoza’s
philosophy

1 Introduction

As one might expect, automated reasoning has found its most important appli-
cations in the fields of mathematical logic, foundations of mathematics, and com-
puter science. To convince oneself about that, it is sufficient to browse recent
issues of the leading magazine – the Journal of Automated Reasoning. However,
one can readily conceive other applications. In fact, automatic theorem-provers
can also be used to any field of human thought which admits formalization. By
“formalization” we mean here (to avoid lengthy discussion) simply a procedure
which results with a set of terms, definitions, and axioms added to the classical
first-order logic with the inference rules inherited from the latter.

In particular, it should be possible to apply automatic reasoning programs
to prove, or find counterexamples to, statements made by philosophers. This is
especially so in the context of what is known as “analytic philosophy” (as con-
trasted with “continental philosophy”, usually associated with (post-)Kantian,
(post-)Hegelian, or phenomenological/existential schools of thought). This is not
because the “analytic” way of philosophical considerations is “better” or “more
rigorous”, but because it is more oriented towards solving specific problems and
closer, it seems, to the way the mathematical logic works.

c© Springer Nature Singapore Pte Ltd. 2017
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We would like to argue that the philosophical thought has always been and
remains relevant in everyday life as it can generate consistent worldviews and
help us to take more rational and more moral decisions about ourselves. We also
argue that automatic theorem proving can greatly help us to select a life philos-
ophy which is logically consistent and morally viable. This is because automatic
theorem proving can radically amend the time effectiveness and reduces costs in
every situation where it can be applied.

As our first attempt to fulfill the program outlined above, we have decided
to try and employ a well-known automated theorem-proving program Prover9
[1] written by William McCune to a part of Ethics, a fundamental work by
Benedict de Spinoza [2]. This has been done for three reasons. Firstly, Spinoza
belongs to the venerable grandsires of all the modern thought, invoked both
by Hegel and the analytic school. Secondly, his opus magnum, the Ethics, has
the structure very favorable from our point of view: it is made of definitions,
axioms, and theorems. Thirdly, the hardest work, namely, the formalization of
a segment of Ethics, has already been performed several times (see, e.g., [3,4]).
Below, we shall use the formalization provided by Blum and Malinovich [4], who
have also provided formal (human-made) derivations of the theorems. As far as
we are aware, this is the first attempt to apply automated theorem proving to
philosophy; in a sense, it constitutes the first real attempt to fulfill Leibniz’s
dream about such an application.

The main body of this work is organized as follows. In Sect. 2 we describe the
Blum-Malinovich formalization of the relevant part of Spinoza’s work. In Sect. 3
we list the theorems proved by both Blum and Malinovich and by Prover9 as well
as an example of an output file from Prover9. Section 4 contains some concluding
remarks.

2 Blum-Malinovich Formalization of Spinoza’s Ethics

In [4] the terms necessary for the formalization of Ethics have been introduced
(see Table 1).

The list appears to be rather lengthy, but all the concepts there are necessary
to characterize the Spinoza thought. Actually, additional terms, not listed here,
would have been introduced were we to check the whole body of Ethics. For
instance, we have found the relations “is conceived by” and “having more reality
than” painfully lacking in the list (Table 1).

What is more, let us provide the list of Spinoza’s definitions in the Blum-
Malinovich settings. We will use the notation of Prover9, that is, all the entries
look almost exactly the same as in the Prover9 input file. “Almost” means that →
represents the sign “−” followed by “>” and ↔ by “<” followed by “−” and
“>” in the input file. We believe the notation is self-explanatory, except that all
the formulae have to be ended with a dot.

1. all x ( C(x, x) ↔ N(x) ).
2. all x ( Kf(x) ↔ exists y (K(x, y) & L(y, x) & –(x = y))).
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Table 1. List of terms in the Blum-Malinovich formalization of Ethics.

Term Meaning

A(x, y) x is an attribute of y

C(x, y) x causes y

D(x, y) x depends on y

Et(x) x is eternal

E(x, y) x is essence of y

F (x) x is finite

H(x) x is absolutely infinite

I(x, y) x is contained in y

Kf(x) x is finite after its kind

K(x, y) x and y are of the same kind

L(x, y) x limits y

M(x, y) x is a mode of y

N(x) x has necessary existence

P (x, y) x is prior to y

Q(x) x is free

S(x) x is a substance

T (x, y) x is the effect of y

U(x, y) x knows y

W (x, y, z) x and y have z in common

3. all x ( S(x) ↔ I(x, x) ).
4. all x ( S(x) ↔ D(x, x) ).
5. all x ( S(x) → –(exists y (D(x, y) & –(y = x)))).
6. all x all y ( A(x, y) ↔ ( S(y) & E(x, y)) ).
7. all x ( exists y (S(x) → A(y, x)) ).
8. all x all y ( M(x, y) ↔ (S(y) & I(x, y) & (–(x = y)) & D(x, y)) ).
9. all x ( G(x) → ( S(x) & H(x) )).

10. all x ( Q(x) ↔ ( N(x) & C(x, x) ) ).
11. all x ( Et(x) ↔ N(x) ).

Spinoza’s axioms have been written as follows:

1. all x ( I(x, x) | exists y ( –(x = y) & I(x, y) ) ).
2. all x all y ( ( –(x = y) & –D(x, y) ) → D(x, x) ).
3. all x ( exists y ( C(x, y) → exists z ( T(z, x)) ) ) & all x ( exists y ( T(x,y) →

exists z ( C(z, x) ) ) ).
4. all x all y ( C(x, y) → all z ( U(z, x) → U(z, y) ) ).
5. all x all y ( –( exists z ( W(x, y, z) ) ) → ( (exists v ( U(v, x) & –(U(v, y)) ) ) &

( exists v ( U(v, y) & –( U(v, x) ) ) ) & –(D(x, y)) & –(D(y, x)) ) ).
6. all x ( N(x) → all y ( E(y, x) → all z ( A(z, y) → exists u ( z = u ) ) ) ).
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One additional axiom schema has been introduced by Spinoza (“A true idea
must correspond with its ideate or object”) which has not used here. There have
been, however, several concepts which Spinoza most likely considered as too
obvious to define or characterize in the axiomatic form. And yet, their explicit
introduction is necessary in the formal proofs. That fact have compelled the
authors of [4] to introduce the following additional “postulates”:

1. all x all y ( (–(x = y) & D(x, y)) → P(y, x) ).
2. all x ( D(x, x) ↔ C(x, x) ).
3. all x all y ( ( D(x, y) | D(y, x) ) ↔ exists w ( W(x, y, w) ) ).
4. all x all y all u all v ( ( E(u, x) & E(v, y) ) → ( (x = y) ↔ (u = v) ) ).
5. all x ( Q(x) ↔ (–(exists y ( L(y, x) ) ) ) ).

We have had Prover9 found proofs for the first eight- and the eleventh theo-
rem from Ethics:

1. all x all y ( (S(x) & M(y, x)) → P(x, y) ).
2. all x all y ( ( S(x) & S(y) & exists z exists v ( A(z, x) & A(v, y) &

(z != v) ) ) → (–( exists w ( W(x, y, w) ) ) ) ).
3. all x all y ( ( –( exists z ( W(x, y, z) ) ) ) → ( (–C(x, y)) & (–C(y, x) ) ) ).
4. all x all y ( ( S(x) & S(y) & (x != y) ) → ( ( exists z ( A(z, x) & –A

(z, y) ) ) | ( exists v ( M(v, x) & –M(v, y) ) ) ) ).
5. all x all y ( ( S(x) & S(y) & (–(x=y)) ) → ( –(exists z ( W(x, y, z) ) ) ) ).
6. all x all y ( ( S(x) & S(y) & (–(x=y)) ) → ( –( C(x, y) | C(y, x) ) ) ).
7. all x all y ( S(x) → N(x) ).
8. all x ( S(x) → ( ( –Kf(x) ) & ( –(exists y ( L(y, x) ) ) ) ) ).
9. all x ( G(x) → N(x) ).

As for the Theorem 9, “The more reality or being a thing has the greater the
number of its attributes.”, we believe it is actually a definition of the relation
R(x, y), “x have more reality or being than y”. Prover9 has demonstrated, how-
ever, a proposition which remotely resembles Theorem 9 without using a new
definition:

– all x all y ( ( all z ( E(z, x) → E(z, y) ) ) → ( all v ( A(v, x) → A(v, y) ) ) ).

Similarly, it is difficult to convincingly formalize Theorem 10: “Each partic-
ular attribute of the one substance must be conceived through itself.”

We have played with several formulae which, again, very remotely resemble
the meaning of the above proposition. Among other things, Prover9 has proved
the following:

– all x all y ( ( S(y) & A(x, y) ) → ( I(x, x) ) ).

The difficulties in formalization of Theorems 9 and 10 have probably been
the reason of their omission in [4].
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3 Example of the Output from Prover9

After some testing, Prover9 has been used by us as a black box. We knew in
advance that all the propositions presented to it have already been proved in [4].

The output files from Prover9 are rather lengthy as they provide quite
detailed information about the proof search. In this section we just show the
text of final part of the output file containing proof of the famous Theorem 11.

We do this mainly to demonstrate beyond any doubt that the Prover9 has
really performed the required action!

===================== PROOF ==================
% Proof 1 at 0.02 (+ 0.00) seconds.
% Length of proof is 15.
% Level of proof is 4.
% Maximum clause weight is 6.000.
% Given clauses 45.

1 (all x (C(x,x) ↔ N(x))) # label(non clause). [assumption].
4 (all x (S(x) ↔ D(x,x))) # label(non clause). [assumption].
9 (all x (G(x) → S(x) & H(x))) # label(non clause). [assumption].
20 (all x (D(x,x) ↔ C(x,x))) # label(non clause). [assumption].
24 (all x (G(x) → N(x))) # label(non clause) # label(goal). [goal].
31 –S(x) | D(x,x). [clausify(4)].
39 –G(x) | S(x). [clausify(9)].
40 G(c1). [deny(24)].
43 –G(x) | D(x,x). [resolve(39,b,31,a)].
64 –C(x,x) | N(x). [clausify(1)].
77 –D(x,x) | C(x,x). [clausify(20)].
81 –N(c1). [deny(24)].
108 D(c1,c1). [resolve(43,a,40,a)].
128 –C(c1,c1). [ur(64,b,81,a)].
135 $F. [resolve(108,a,77,a),unit del(a,128)].

===================== end of proof ==============

===================== STATISTICS =============

Given=45. Generated=95. Kept=70. proofs=1.
Usable=45. Sos=25. Demods=0. Limbo=0, Disabled=99. Hints=0.
Kept by rule=0, Deleted by rule=0.
Forward subsumed=24. Back subsumed=0.
Sos limit deleted=0. Sos displaced=0. Sos removed=0.
New demodulators=0 (0 lex), Back demodulated=0. Back unit deleted=0.
Demod attempts=0. Demod rewrites=0.
Res instance prunes=0. Para instance prunes=0. Basic paramod prunes=0.
Nonunit fsub feature tests=24. Nonunit bsub feature tests=92.
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Megabytes=0.28.
User CPU=0.02, System CPU=0.00, Wall clock=0.

===================== end of statistics ===========

===================== end of search =============

THEOREM PROVED

4 Concluding Remarks

To our best knowledge, this work describes the first attempt to employ an
automated-reasoning computer program to the philosophical thought. We have
not (or, better to say, not yet) attempted to write our own software dedicated
to that purpose. This is because the major difficulty in such applications is the
proper formalization of a philosophical theory. Indeed, every formalization is
at the same time an interpretation. And even in our case, Spinoza could have
had complained that Blum-Malinovich formalization does not fully reflect his
thought, regardless of the differences of historical epoch and in the language.
For instance, one could compare the above symbolic Definition 1 with its orig-
inal verbal counterpart: “By that which is self-caused, I mean that of which
the essence involves existence, or that which the nature is only conceivable as
existent”. Clearly, the formalization here does not only interpret the original
in some way, but also trivializes it. The last statement can, of course, be used
against any attempt to seek for computer-generated proofs. But we would like
to conclude with a more positive statement: there are many levels of possible
formalizations, and, by iterating, we can eventually approach the philosopher’s
intentions arbitrarily close. And the endeavor itself is valuable as some thinkers
sometimes have some important things to say to us.

Let us finally remark that automated theorem proving has recently found
application in the analysis of optical system [5]. That interesting development
possibly heralds new ways in which automated provers will be applied in both
theoretical thought and technology.

We would like to dedicate this work to the memory of late Professor William
McCune.
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Abstract. In Socialist Republic of Vietnam, applying the Big data to process
any kind of data is still a challenge, especially in the banking sector. Until now,
there is only one bank applied Big data to develop a data warehouse system has
focused, consistent, can provide invaluable support to executives make immediate
decisions, as well as planning long-term strategies, however, it still not able to
solve any specific problem. Nowadays, from the fact large amounts of traditional
data are still increasing significantly, if B-tree is considered as the standard data
structure that manage and organize this kind of data, B+-tree is the most well-
known variation of B-tree that is very suitable for applying bulk loading technique
in case of data is available. However, it usually takes a lot of time to construct a
B+-tree for a huge volume of data. In this paper, we propose a parallel B+-Tree
construction scheme based on a Hadoop framework for Transaction log data. The
proposed scheme divides the data into partitions, builds local B+-trees in parallel,
and merges them to construct a B+-tree that covers the whole data set. While
generating the partitions, it considers the data distribution so that each partitions
have nearly equal amounts of data. Therefore the proposed scheme gives an
efficient index structure while reducing the construction time.

Keywords: B-tree · B+-tree · Hadoop · Map-Reduce · Big data in Vietnam

1 Introduction

Nowadays, from the fact large amounts of traditional data are still increasing signifi‐
cantly, the B-tree is considered as an optimal index mechanism that will help retrieve
data quickly. A B-tree [1] is a self-balancing tree data structure that keeps data sorted
and allows searches, sequential access, insertions, and deletions in logarithmic time. The
B-tree is a generalization of a binary search tree in that a node can have more than two
children. Unlike self-balancing binary search trees, the B-tree is optimized for systems
that read and write large blocks of data. If B-tree is a good example of a data structure
for external memory, B+-tree [2] is the most well-known variation of the B-tree and it
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is very suitable for applying bulk loading technique in case of bank system, where almost
the history transactions are sorted and available. The B+-tree example is shown in
Fig. 1, where branching factor equal 3.

Fig. 1. Example of B+tree with branching factor equal 3.

A B+-tree is an index structure that enables fast accesses to one dimensional data.
However, it usually takes a lot of time to construct a B+-tree for a huge volume of sorted
data. In this paper, we propose a parallel B+-Tree construction scheme based on a
Hadoop framework. The proposed scheme divides the data into partitions, builds local
B-trees in parallel using bulk-loading technique that can maximize the number of leaf
node, so the height of B+-tree is minimized, and merges them to construct a B+-tree
that covers a whole data set. While generating the partitions, it considers the data distri‐
bution so that each partition has nearly equal amounts of data. Therefore the proposed
scheme gives an efficient index structure while reducing the construction time.

2 Related Research

2.1 Hadoop-MapReduce

A few years ago, to store or process data, most enterprises had a super computer to
perform this task. Here data can be stored in an RDBMS such as Oracle Database, MS
SQL Server or DB2. But with this approach, when it has to handle huge amounts of data,
it faces many difficulties in processing such data through a traditional database server
[2–6]. Facing those difficulties, in 2005, an Open Source Project called Hadoop was
released. In order to handle a huge amounts of data, Hadoop runs all applications using
the MapReduce algorithm, where the data is processed in the parallel way on different
nodes. MapReduce is a programming model suited for parallel computation, it handles
parallelism, fault tolerance and other level issues [5–10].

Furthermore, MapReduce consists of both a map and reduce function which are user-
defined. The input data format is specified by the user and the output is a set of
<key,value> pairs. As shown in Fig. 2, the mapper applies user-defined logic on every
input key/value pair (k1,v1) and transforms it into a list of intermediate key/value pairs
(k2,v2). Then the reducer will apply user-defined logic to all intermediate values (v2)
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associated with the same k2 and produces a list of final output key/value pair (k3,v3).
The data flow of the MapReduce framework is illustrated in Fig. 3.

Fig. 2. Input and output in MapReduce Fig. 3. MapReduce framework

2.2 B+-Tree Bulk Loading

As we discuss before, when data is available, it is very suitable to apply bulk loading
technique for B+-tree. For bulk-loading technique of B+-tree, there are two primary
way to implement: Top-down building and Bottom up building. As their name, in Top-
down insertion, the data is sorted using External MergeSort, and inserted in a top down
manner into the index.

In this approach, the nodes are always half full, as they get filled in the sorted order
and split, and none of the new entries go to the old nodes. But this approach is fast in
terms of creation time.

In Bottom up building, first the leaf node layer is created by populating nodes
completely and connecting till all the entries are finished. Then a recursive function
builds the internal node. It starts from a node which is designated as the root, and then
recursively builds the subtrees corresponding to all it’s children. The height at a point
in the recursion is maintained. The base case is reached when the recursion reaches the
node just above the leaf node level. There, the node is populated, and the pointed to the
next leaf node is passed above. Then the recursion builds the rest of the internal nodes
in the similar manner, while handling the keys and the pointers to the leaf nodes as the
recursion passes up. This approach is very efficient in terms of space efficiency of the
B+tree, as almost all the nodes are completely filled. Hence, the height is smaller, and
the accesses are faster.

3 Our Parallel B+-Tree Construction Scheme

Before we describe how to build B+-tree indexing on a MapReduce framework, there
are some notations that we will use in the rest of the paper which are as follows.

Our parallel B+-tree construction has three phases, and two of them are implemented
in the Hadoop environment using the MapReduce model:

• Partitioning phase – Partition boundary of big data set.
• B-tree construction – small B+-trees are built concurrently with bulk loading tech‐

nique in bottom up fashion.
• B-tree consolidation – merge small B+-trees into the final B+-tree.
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Firstly, let us start our description by defining the problem. The data set that we are
using is a large CVS file where each line represents one transaction, it contains <o.d,
o.t> where o.d is the time of the transaction, it is used as a unique identifier and o.t is
the transaction information such as sender ID, transaction type, money, etc., as show in
Table 1. All items in file are sorted by time.

Table 1. Transaction log data.

Date Sender ID Transaction
type

Money Receiver ID Sender after
transaction
amount

Receiver
after
transaction
amount

01/03/2015 15 Transfer 500 16 1000 3255
01/14/2015 52 Deposit 1200 52 1500 1500
02/05/2015 125 Transfer 250 168 2503 4456
04/22/2015 32 Transfer 200 88 1112 2284

Our scheme consists of three phases executed in sequence, as shown in Fig. 4. First,
we determine the partition boundary based on the transaction time. Next, data is parti‐
tioned into the corresponding partition which creates small B+-Trees.

Fig. 4. Phases involved in building a B+-tree in MapReduce.

Finally, the small B+-Trees are merged into the final B+-Tree. The first two phases
are executed in MapReduce, while the last phase does not require high computation, so
it is executed outside of the cluster.
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3.1 Data Partitioning

In this phase, to determine the partition boundary for data, our idea is to read random
objects from the input file via data sampling with a default ratio of input data. The
MapReduce algorithm runs M Mappers that take sample objects from the input file, then
in each Mapper, it reads transaction, then takes the date of each item. Then a single
Reducer, firstly, it sorts the list from Mapper’ output, then it determines a new list K of
R-1 partition boundary that split the list of sample into R nearly equal-size partition.

The specific MapReduce key/value input pairs are presented in Table 2. Mappers
read the default ratio of data from input file and take the date of each item. The inter‐
mediate key is a constant that helps to send all the Mappers’ outputs to a single Reducer.
Then Reducer determines the list splitting point K base on the date of transaction.

Table 2. Map and Reduce inputs/outputs for data partitioning.

Function Input Output (key, value)
Map (o.d, o.t) (C, transaction date)
Reduce (C, list (transaction date)) K

3.2 B+-Tree Construction

In this phase, an individual B+-tree is built concurrently. Mappers partition the input
file into R groups, then every partition is executed by a different Reducer, each Reducer,
B+-tree is built independently using bulk-loading technique with bottom up fashion.
The output of every Reducer is a root node of their constructed B+-Trees, as shown in
Table 3.

Table 3. Map and Reduce inputs/outputs for B+-tree construction.

Function Input Output (key, value)
Map (o.d, o.t) (Partition number,

transaction)
Reduce (Partition number, list

(transactions))
B+-tree, root

In traditional B+-tree construction, the item is inserted sequentially as they arrive.
But with this method, it will take a long time for B+-tree construction with a huge volume
of sorted data. If the item is inserted one by one, the nodes that are not affected by the
insertion procedure have a minimum order of keys, which causes the height of the tree
increase. To apply the bulk-loading to build the B+-tree, we believe the height of B+-
tree can be minimized, so the search performance also will be better.
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3.3 B+-Tree Consolidation

In this phase, we are going to combine the R individual B+-tree, built in the second
phase, under a single root. Because it’s not computationally intensive and the logic to
run this phase is fairly simple, it is executed outside the cluster as shown in Fig. 5.

Fig. 5. B+-tree consolidation.

4 Conclusion and Future Work

In this paper, we proposed a scheme for parallel B+-tree construction for Transaction
log data on Hadoop environment using the MapReduce model. To enhance quality of
B+-tree construction, we also use the bulk-loading technique in the second phase. With
our scheme, we hope to contribute to the improvement of the data processing in general,
and in particularly, in Bank system.

Our scheme has three phases, in which, the first two phases are executed in parallel
with MapReduce model, while the last phase is executed outside the cluster because it
does not require the high computational. Nowadays, with the amount of data is
increasing significantly, the availability of Big Data and commodity hardware, has
opened many opportunities for analyzing astonishing data sets quickly and cost-effec‐
tively for the first time in history.
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Abstract. We introduce CACU, a new deep learning algorithm framework for
CNN which using binary method to reduce the consumptions in convolution
calculating. CACU introduces bit data flow to fit the CPU platform. Using binary-
weights and xnor methods to speed-up the convolution’s computation on CPU
device. GPU is also supported in CACU. CUDA version is implemented for
accelerating large scale models’ training and inference. CACU is a C++ library
with no dependencies except Boost. CACU is not only developed for the CNN’s
usage in application, it’s helpful for researchers to take an inner investigation of
bit method in CNN. It’s a fully open-source platform which is available on
GitHub.

Keywords: CNN · Framework · Binary network · XNOR

1 Introduction

The scale and complexity of deep learning (DL) algorithms are becoming increasingly
large. Traditional CPU cannot return the convolution result with float in real-time which
is frequent appearances in CNN. So high-powered parallel calculation device GPU is
introduced into the deep learning algorithms frameworks [1, 2]. Undeniably GPU has
largely boosted deep learning’s development, it’ll play a more important role in AI
devices sooner or later. Although there are still wide gaps to hinder us using CNN on
smaller devices like smart phones. High performed GPU haven’t been extensively used
on smart phones, besides the great power consumption for running Deep Neural Network
(DNN) models. So how to setup DNN model that makes CPU running more fast is a
significant way to promote the development of deep learning.

To realize DNN model running on smart device, there are several important facts
need to be settled: (a) there must be a clean and highly portable runtime core that fits
the background model training and device sample inference. (b) Fast algorithm level bit
computation supported based on the CPU core architecture. (c) Small complied software
size.

Squeeze 32-bit float into a single bit width which is easily calculated on CPU is a
way. But till now almost all popular DL framework do not supply bit computation on
dataflow. And most of them supply different interfaces for multi-language (e.g. C++/
PYTHON/MATLAB/LUA). That makes the frameworks easily used for different
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domain users (Caffe/Mxnet), but difficult for users to transplant the work to heteroge‐
neous architectures. These frameworks are mainly used for large-scale distributed clus‐
ters or background-services.

Recently more and more works prove that bit method could take a well performance
[3, 4] on CNN. Bit method framework is extremely needed. To address the problem we
present CACU, a fully open-source framework that contains 32-bit and single bit data
bottoms for deep learning architectures.

CACU is written by C++ with CUDA for GPU. It’s very efficient for model training
on GPU device and easily model transferring to lighter computation architecture unit.
For the feature, CACU is more likely used as a dynamic library which is included by
DL module in applications or other logical computation units. In research aspect, CACU
provides an real bit computation platform for those who want to get a better under‐
standing or promote works on binary methods.

In CACU, deep learning engineers and researchers can easily create models by C+
+ code. Training the model on GPU then include the well trained model to the application
scene. CACU could speed-up the computation in convolution inference process which
cost 90% time consumption. That makes the CNN model running on mobile devices
becoming true.

While CACU is first designed for CNN models running on smart devices. We hope
to see more bit level deep learning models appearance. CACU is fully open-source. We
welcome open-source contributions at: https://github.com/luhaofang/CACU.

2 Features

CACU provides a complete toolkits for user who wants to train 32-bit or single bit
models. For engineering users, CACU will be an even more suitable choice for its easily
use.

2.1 Bit Computation High-Performace

CACU supports a true bit data bottom to maintain data which is fed to bit computation.
So in real application scenes, CPU will perform well. In our experiments, CACU makes
~X10 speed-up on CPU architecture by XNOR methods [4].

2.2 Light Equipment Application Scenes Design

No-dependencies is a really important feature for a portable deep learning frameworks.
CACU has no-dependencies except Boost. Dynamic_bitset is a bit container for C++,
we use the library for bit unit computation.

CACU is a well portable framework. It’s code programming oriented, there is no
need to install CACU. We supply a header file for those who want to use CACU in their
applications. After include the header file, all modules in CACU could be used. You can
create a model on the GPU devices, training the model, then transfer it to your applica‐
tion. All these will be easily done on CACU.
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2.3 Modularity

CACU is established by various of layer modules like Caffe. In CACU, it’s easy to add
a new layer module. There is no need to register new a layer, rather creating new layer
header file, then implement layer code. Actually we just need to implement forward and
backward functions at most of times.

Pre-trained model is provided in CACU. We provide well-trained models for
different application usage. Fine-tuning models for new applications is supported in
CACU.

3 Architecture

3.1 Data Bottom

In CACU, there are two types of data interfaces for DNN model. We use blob to load
full precision data like Caffe, bin blob is a new data container in CACU for bit data flow
technically.

Table 1. Comparison of popular deep learning frameworks. Bindings have an officially supported
library interface for feature extraction, training, while bit Computation is the real bit data bottoms
type. No dependencies is accompanied with bit computation that increase the framework’s
portability.

System Banding
language

Devices Modeling Bit
computation

No
dependencies

Pre-trained
model

CACU - GPU/CPU/
mobile

C++ code √ √ √

Caffe Python,
Matlab

GPU/CPU CONFIG √
File

Torch7 - GPU/CPU Lua code
Theano - GPU/CPU Python

code
Tiny-
Dnn

- CPU/
mobile

C++ code √ √

Blob type is similar with Blobs in Caffe. In CPU/GPU, it maintains an array of float
data. While there are still something different. CACU does not load image data from
channel by channel, but pixel by pixel.

Bin blob is an important container in CACU. It created with a dynamic_bitset data
type. Bit flip op is usually needed in the BNN [3] algorithm. We keep the real bit data
until they should be serialized. It’s necessary for bit data transform to unsigned integer
data. In fact that’s why we confirm bit method could make algorithm speed-up on CPU.
Nowadays, 32-bit float computation is the standard type in DNN algorithm, the time
consumption between sum op and multi op in 32-bit float, really have no differences on
most of CPU architectures. In XNOR-NET convolution computation with 32-bit float
is transform by xnor computation and bit count, CACU use a 32-bit unsigned integer to
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compute xnor. Theoretically, convolution computation speed-up by ~X32. Bin blob
doesn’t pass backward binary gradient, both blob and bin blob contains full precision
gradient (Table 1).

Model squeeze is also achieved by binary weights. CACU provides 32-bit float
weights on most of layers. Binary convolution layer’s weights are stored in unsigned
integer that is size of 32-bit for every block.

3.2 Memerys

CACU is written by C++, so we organize data by vector form STL on CPU, the similar
form on GPU. In CACU each layer is defined by code and contains two lists of probe,
one for maintaining the blob data spaces that passing forward the tensor data and taking
backward gradient data. Another for maintaining bin blob bit data spaces. These blobs/
bin blobs used in algorithm are manually added by the layer’s creator. CACU provides
a data container for intermediate data that created by the algorithm in each layer.

3.3 Layer Algorithms

Layers in DNN carry most of the logical computation. CACU provides foremost layers
in CNN models: batch normalization layer [6], convolution layer, element wise add
layer, max pooling layer, average pooling layer, inner product layer, softmax, cross
entropy loss, etc. Additionally, CACU contains a complete interface for layer creators.
New layers are easily created.

DNN layer’s algorithm is always presented in forward and backward processes.
CACU users just need to focus on the forward and backward functions.

3.4 XNOR Method

An typical form of NN structure like (1). Theoretically, we could activate the features
by tanh. Furthermore, if we shape the activation function to hard-tanh, all 32-bit float
features are binary to −1 or +1 that we expect. In BNN forward propagation, we change
the model into (2), compare with the backward propagation (1). So every sign-function
creates an error.

al = tanh

(

Batch_normalize

(
kl∑

i

(wl ⋅ al−1)

))

(1)

al = hard_tanh

(

Batch_normalize

(
kl∑

i

(wl ⋅ al−1)

))

(2)

We consider that the neural network will output most of nearly −1 or +1 features if
it has been well trained. Here we present an output feature distribution of the every
convolution layer after activated by tanh in Fig. 1. It denotes that the estimated error is
becoming larger when the net going deeper.
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w ⋅ x = N − 2 × bitcount
(
xnor

(
xb, wb

))
, xb, wb ∈ {0, 1} (3)

Fig. 1. The trained activation quantization for full precision cifar10 model. tanh_c1 denote the
first activation.

To minimize the error accompanied by the formal change, Rastegari et al. [4] intro‐
duces hyper parameter alpha for weights estimation. 1/0 result transform into +1/−1,
by function (3).

3.5 Network

Each network is created before the data spaces are allocated. We setup the architecture
of the network in C++ code, then allocate the model spaces. Under this mechanism,
CACU model can be transferred to different platforms, after compiling the code with
the corresponding architecture.

3.6 Training and Testing

CACU uses standard SGD with momentum for network training. When we need to
training the network, several data preprocesses are required. CACU supplies the pixel
and channel mean center tools.

If we need to train a new model, setup the network first, create a new data blob for
network to fetch the training data, turn network phrase to ‘train’, and get the training
model after every snapshot steps. Testing the model is similar with training steps.

In the repository, we supplies two simple examples, one for cifar-10 [9], another for
MNIST [10]. Figure 2 shows the models’ training performances and Fig. 3 shows the
typical cifar10 network models.
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Fig. 2. The training performances for cifar10 model. (a) Demonstrate the comparison of accuracy
between 32-bit full precision model and xnor model. (b) Is the loss curves for xnor model and full
precision model.
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Fig. 3. The demo models for cifar10 which are presented in CACU. We change the C-B-A-P
block into B-A-C-P xnor model. C is represent to convolution layer, B is batch normalization
layer, A is activation layer and P demonstrates pooling layer. First convolution layer is
corresponding to full precision type [3–5].

4 Evaluation

Recently, more and more works on deep learning are carried out for reducing the
computational complexity of the network. There are two aspects reasons: (a) Network
model is complex in computation. (b) The extension of a, we haven’t figured out why
does a complex model like DNN works well in detailed mechanism. But we see that
BNN model is performed nearly well as the full-precision model. Maybe that’s a real
question need to be considered. Under this background we present CACU for
researchers.
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4.1 True Bit Accelerate

CACU is a new and light framework which supports real bit computation for deep
learning algorithms, CACU achieve ~X10 speed-up for CNN models on CPU. CACU
provides a real bit platform for the people who want to have farther insight in this direc‐
tion.

4.2 Nice Light Equip. Portability

CACU is written by clean C++ code. The main framework is just 2 MB after compiled.
For CNN models, CACU reduce ~X32 of models size. It’s easy to transfer CACU and
models to light equipments.

5 Conclusion

CACU provides real bit computation for layer algorithms. It’s high efficient computation
on CPU for convolution algorithm makes the large scale CNN model running on light
equipment becoming true.

DNN model is becoming the tendency of the artificial intelligence. But with the great
progress carried out on the models’ precision, the model becoming more complex.
Recently complexity is beginning to be valued by the academic community gradually.
We hope CACU could help those who want to create more bit methods on deep learning
algorithms. Clearly it has not been fully completed yet, we’ll keep it on the progress.

Acknowledgments. This work was partially supported by Zhejiang Provincial Natural Science
Foundation of China (Grant No. LY14A050001) and Natural Science Foundation of China (Grant
No. 61673151).
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Abstract. This paper evaluates a structure learning method for Bayesian networks
called Stepwise Structure Learning with Probabilistic pruning (SSL-Pro). Probabil‐
istic pruning allows this method to obtain appropriate network structures while
reducing computational time for structure learning. Computer experiments were
conducted to investigate the characteristics of the SSL-Pro. Results showed that the
SSL-Pro generally provided favorable performance, and revealed several parameter-
setting guidelines to ensure reasonable learning.

1 Introduction

Stochastic models have received much attention as a leading tool for efficiently dealing with
various kinds of data. There have been many reports of research efforts to apply the Baye‐
sian Network (BN), a stochastic model visually reflecting the features of data. A large
number of structure learning [1, 2] and probabilistic inference algorithms [3] have been
proposed for BNs. Our research group has proposed a structure learning method called the
Stepwise Structure Learning (SSL), which can obtain an appropriate network structure in a
relatively short time based on multivariate sample data. Furthermore, probabilistic pruning
has been introduced to the SSL in order to further decrease learning time, after which its
characteristics were evaluated.

This paper focuses on the parameters that trigger the probabilistic pruning in the
improved version of SSL (SSL-Pro), and aims to empirically discuss desirable settings for
the SSL-Pro to perform “high-speed structure learning,” while maintaining the validity of the
obtained network. We verified the adequacy of obtained network structures by comparing
with the structures obtained by conventional structure learning methods.

© Springer Nature Singapore Pte Ltd. 2017
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2 Preparation

This section describes Bayesian networks [4] and some typical structure learning algo‐
rithms, including Stepwise Structure Learning, the basis of the proposed algorithm.

2.1 Bayesian Networks (BNs)

BNs are well-known knowledge representation models representing stochastic depend‐
ences between random variables as directed acyclic graphs based on joint probability
distribution P(X1,… , Xn). Each node in a BN corresponds to a random variable. Arcs
drawn between nodes denote stochastic dependences between them. The joint proba‐
bility distribution in an entire BN is given as:

P
(
X1,… , Xn

)
=

n∑

i=1

P
(
Xi|𝜋

(
Xi
))

, (1)

where 𝜋
(
Xi
)
 is a set of random variables that are all initial nodes of an incident arc to

Xi. The elements of 𝜋
(
Xi
)
 are called parent nodes of Xi. In addition, probabilities (i.e.,

P
(
Xi|𝜋

(
Xi
))

,∀i ∈ {1,… , n}) corresponding to each element on the right-hand side of
Eq. (1) are listed as a Conditional Probability Table (CPT). Figure 1 shows an example
of a BN with 4 nodes in a Bernoulli distribution, and its CPTs. In this example, random
variables take only two values (0 or 1).

Fig. 1. An example of a Bayesian network and CPT.

2.2 Methods for Learning Structure of BN

A network structure and CPTs of BNs are generally decided based on multivariate data,
so that the constructed BN can appropriately express the characteristics of the data. A
variety of structure learning methods have been proposed.

Stepwise Structure Learning (SSL) [5], a platform for the proposed method, achieves
learning by performing the following steps: (1) all nodes are divided into a certain
number of small sets (called a cluster), and respective structures corresponding to clus‐
ters are learned (inner-cluster learning); (2) network structure between two clusters (i.e.,
layout of arcs connecting the nodes in one cluster and the ones in another) chosen at
random is learned (outer-cluster learning); and (3) step (2) is repeated over and over
until the number of clusters equals a desired value. The SSL can learn an appropriate
network structure rapidly. Several experiments have revealed guidelines for determining
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desirable settings for division and inner-cluster learning for the SSL [6]. Meanwhile,
preferable settings for outer-cluster learning have not yet been clarified. Moreover,
computational complexity for outer-cluster learning increases with the number of nodes.
This leads to an increase in total computational time. To alleviate this problem, a revised
version of SSL that introduces an approach to improve computational performance while
maintaining adequacy of the BN has been proposed [7].

3 Stepwise Structure Learning with Probabilistic Pruning

To suppress the increase in computational time, an approach called probabilistic pruning
has been proposed for the SSL. This aims to restrict the search space for BN structure
learning. We call the method Stepwise Structure Learning with Probabilistic Pruning
(SSL-Pro). Probabilistic pruning is a process that pays attention to two clusters
Ca, Cb(∀a, b ∈ index set of clusters), which are targets of structure learning in SSL. To
estimate significance of performing outer-cluster learning for the clusters, probabilistic
pruning employs the following “meta-dependence” function md

(
Cx, Cy

)
, which

considers each cluster as a superordinate scale of stochastic dependence between nodes.

md
(
Cx, Cy

)
=

1
||Cx

||
|||Cy

|||

∑

X∈Cx

∑

Y∈Cy

I(X;Y), (2)

where I(X;Y) denotes mutual information between two nodes. We consider that if meta-
dependence between two clusters is low, the possibility of arcs being added between
respective nodes in the corresponding clusters would also be low. Outer-cluster learning
between two such clusters would not be expected to have a desirable impact on
constructing an appropriate structure. Skipping to learn between low meta-dependence
clusters contributes to a decrease in computational time for outer-cluster learning while
maintaining the adequacy of the structure for the data. An agglomerative hierarchical
clustering approach based on a group-average method [8] is employed so as to perform
probabilistic pruning effectively. Since Eq. (2) is defined from the viewpoint of distance
in the group-average method, this equation can be used for agglomerative hierarchical
clustering, as with probabilistic pruning. This approach divided all nodes into each
cluster, and repetitively merges the two clusters having the highest meta-dependence
into one cluster until the number of clusters reaches the desired value. The SSL-Pro
excludes the possibilities between clusters with low meta-dependence by performing
probabilistic pruning with agglomerative hierarchical clustering.

3.1 Procedure of SSL-Pro

This section explains the structure learning procedure in the SSL-Pro method. Before
explaining this method, we must introduce several parameters. At is defined as a set of
cluster indexes i corresponding to cluster Ct

i
 in t-th iteration, and S denotes a set of pairs

of mergeable cluster indexes. The structure of a BN with N nodes Xi(i = 1,… , N) is
learned according to the following steps:
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1. t ← 0, C0
i
←

{
Xi

}
, A0

← {1,… , N}, S ←

{
(i, j)|∀i, j ∈ A0, i ≠ j

}

2. Outer-cluster learning between two clusters Ct
j
, Ct

k
((j, k) ∈ S) is performed after the

two clusters with the highest meta-dependence are selected as Ct
j
, Ct

k

3. Ct+1
j

← Ct
j
∪Ct

k
, Ct+1

m
← Ct

m
(∀m ∈ At⧵{j, k})

4. Probabilistic pruning of Ct+1
j

 from Ct+1
m

 is performed based on three conditions as
follows ((∀m ∈ At⧵{j, k})):
(a) if (j, m) ∈ S ∧ (k, m) ∈ S, S⧵{(j, m)} is substituted for S with probability p1

(b) if (j, m) ∈ S ∨ (k, m) ∈ S, j∗ is regarded as the new cluster composed of old
clusters j and k, and the following are then applied:
(i) S⧵{(j∗, m)} is substituted for S with probability p2 only if (j, m) ∈ S

(ii) S ∪ {(j∗, m)} is substituted for S with probability 1 − p2 only if (k, m) ∈ S

(c) otherwise, S⧵{(j, m)} is substituted for S
5. At+1

← At⧵{k}, S ← S⧵{(k, n)|∀n ∈ At}

6. Step 2 to step 4 are iterated unless |At| = 1 or S = ∅

Pruning probabilities p1 and p2 in step 4 above, are defined as parameters computed
according to the following equations using the meta-dependence:

(a) p1 = 𝛼

md
(

Ct+1
j

, Ct+1
m

)

Ī , (b) p2 = 𝛼

md
(
Ct

z
, Ct

m

)

md
(

Ct
j
, Ct

k

)

,
(3)

where Ī is the average mutual information of all pairs of nodes, and 𝛼 is a meta-parameter
that suggests the possibility of performing probabilistic pruning (𝛼 ∈ [0, 1) ). Addition‐
ally, z equals j if (j, m) ∈ S, while it equals k if (k, m) ∈ S. Then p2 is greatly affected
only by md

(
Ct

z
, Ct

m

)
, in which Ct

m
 is a merging candidate of Ct

z
 (i.e., either j or k, which

is not equal to z, is ignored). This is because in Eq. (3)(b), the numerator of the exponent
is md

(
Ct

z
, Ct

m

)
, and the denominator of the exponent is fixed to md

(
Ct

j
, Ct

k

)
, corre‐

sponding with the highest meta-dependence in the t-th iteration.

3.2 Improvement Efficiency of Probabilistic Pruning

When either of Ct
j
 or Ct

k

(
Ct+1

j
= Ct

j
∪ Ct

k

)
 can merge with Ct+1

m

(
= Ct

m

)
, Ct+1

m
 may be pruned

from merging candidate of Ct+1
j

 with pruning probability p2. The exponent of p2 is less
than the exponent of p1 in most cases, since p2 uses the highest meta-dependence in each
iteration as a calculation criterion. Those of p2 thus tend to be larger than those of p1.
This tendency shows that with probabilistic pruning, it is easy to omit merging possi‐
bilities between the clusters required to obtain an appropriate structure. In addition, since
either 

{
Ct

j
, Ct

m

}
 or 

{
Ct

k
, Ct

m

}
 is ignored given the conditions of step 4(b) when calculating
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p2, learning chances of arcs that should be connected between the ignored cluster and
Ct+1

m
 can be lost. As a result, we confirmed problematic situations such that network

structures between two clusters having significant stochastic dependences cannot be
learned, while improving computational time, in the previous research.

To improve the problems described above, we introduce three kinds of p2 settings,
AVE, RMS, and EP1 (Table 1) to probabilistic pruning, and evaluate the characteristics
of structure learning and adequacy of possible structures for each p2 setting. Since the
problem of the calculating equation is out of consideration of either Ct

j
 or

Ct
k

(
Ct+1

j
= Ct

j
∪ Ct

k

)
, in AVE (Table 1), p2 takes the average meta-dependence between

both of them and Ct
m
 into account. RMS considers the average meta-dependence simi‐

larly to the AVE. However, RMS differs from AVE in the sense that it is expected to
restrain excess pruning procedures due to the influence of the clusters with low meta-
dependence. In those calculation formulae, the denominator of the exponent in α is also
the highest meta-dependence md

(
Ct

j
, Ct

k

)
 at the t-th iteration, and so the minimum value

of p2 is equal to α like the original p2 (Eq. (3)(b)). We additionally prepare another
improvement idea in which that p2 is equal to p1 in terms of the calculation method; we
call this “Equivalent to p1” (EP1), because p1 adopting Ī as a comparative basis of meta-
dependence worked relatively well in the results of computer experiments [7].

Table 1. New options for parameter p2.

AVE: p2 = 𝛼

md
(

Ct
j
, Ct

m

)
+ md

(
Ct

k
, Ct

m

)

2
md

(
Ct

j
, Ct

k

)

RMS:

p2 = 𝛼

√√√√
{

md
(

Ct
j
, Ct

m

)}2
+
{

md
(
Ct

k
, Ct

m

)}2

2

md
(

Ct
j
, Ct

k

)

EP1: p2 = 𝛼

md
(

Ct+1
j

, Ct+1
m

)

Ī

4 Computer Experiments

The experiments investigated each parameter setting by comparing computational times and
adequacy of obtained structures. The existing parameter setting (EXT) was used as the basis
for comparison. In addition, to reviewing the characteristics of learning using the SSL-Pro
itself, the experiments compared the characteristics of SSL-Pro with those of simulated
annealing (SA) [9] as a conventional method. Six datasets (data size: 2,000,000) were used
for targets of structure learning. These datasets were probabilistically generated from respec‐
tive BN (Fig. 2). In this figure, the Sachs network, available from the Bayesian Network
Repository [10], was used for research purposes. The Alarm network was available from the
same source [10]; however, the node “INTUBATION” was removed from the original
structure, and the corresponding CPTs were modified. The other network structures in
Fig. 2 were manually designed in a manner similar to [10]. Table 2 lists the characteristics
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of all the networks in Fig. 2. Both the SSL and SSL-Pro employ brute-force and hill-
climbing algorithms for inner-cluster and outer-cluster learning, respectively, because the
validity of using these algorithms was confirmed in previous research [6]. The annealing
schedule of SA was as follows: T = 10000𝛽𝜏 (T: temperature, 𝛽: rate of temperature reduc‐
tion, 𝜏: the number of steps). Unless T < 0.1, the SA repeats generation, removal, or
reversal of an arc while increasing 𝜏. The experiments evaluated the SSL-Pro using each
value from 0.00 to 0.30 as the meta-parameter 𝛼, and SA using each value from 0.990 to
0.825 as the values of 𝛽. To evaluate the network structures, the minimum description length
(MDL) criterion [11] was employed for each learning method.

Alarm Sachs D-chain N-graph B-b-tree D-cross

Fig. 2. Structures of BNs used to generate data for structure learning.

Table 2. Characteristics of BNs for generating data.

BN Nodes Arcs Degree of
freedom

BN Nodes Arcs Degree of
freedom

Alarm 35 39 1.9 × 1015 N-graph 10 11 59049
Sachs 11 17 177147 B-b-tree 10 9 59049
D-chain 10 9 59049 D-cross 10 8 59049

In the experiments, after learning methods were applied to multivariate datasets just
20 times, obtained structures were compared with the original one. Simultaneously, an
inference of P(Q|E) was compared with its true value in order to evaluate the adequacy
of obtained structures (Q: Query, E: Evidence). The node corresponding to Q and its
value were randomly chosen, while the combination of nodes and their values in E were
set similarly to those in Q. True values for probabilistic inference were computed by
Likelihood Weighting [3], an approximate inference method, based on the respective
original BNs. The number of samples generated in each iteration was 1,000,000, and
the convergence condition was that difference of probability calculated at the t-th and
(t − 1)-th iteration becomes 10−4 or less. Inference of 50 probabilities was made for each
of the obtained structures. Then, the difference in the absolute mean of inference error
(mean absolute error: MAE) between inferences and true values were compared.
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5 Results and Discussion

The experimental results are presented in this section. Unless otherwise stated, all results
represented in tables except MAEs are the arithmetic means for 20 obtained structures.
The values of MAE in Tables 3 and 4 are the arithmetic means of probability inferences
performed 50 times for each of 20 obtained structures. The discussion is roughly divided
as follows: (i) detailed investigation of the characteristics of SSL-Pro; and (ii) evaluation
of the performance depending on parameters and data features.

Table 3. Learning performance and network features of SSL-Pro and SA.

BN SSL-Pro (EXT) SA
α Time (s) MAE DA AA VMI β Time (s) MAE DA AA VMI

Alarm 0.00 4370.79 0.031 1.45 62.7 +4.73 0.990 12165.5 0.070 22.9 44.5 −3.23
0.10 762.279 0.056 11.9 29.4 +3.67 0.950 1260.10 0.095 35.0 17.4 −8.50
0.20 635.303 0.057 12.3 25.6 +3.10 0.925 737.665 0.099 36.3 11.6 −9.37
0.30 566.063 0.058 14.2 25.7 +2.95 0.825 257.984 0.102 37.9 6.65 −10.2

Sachs 0.00 7.30 0.018 0.00 9.55 +1.10 0.990 287 0.020 0.10 0.60 +0.08
0.10 3.89 0.049 1.85 9.65 +0.95 0.950 44.4 0.067 4.75 8.60 −0.08
0.20 3.53 0.055 2.45 8.70 +0.71 0.925 24.5 0.095 7.75 7.20 −0.87
0.30 3.06 0.074 3.85 8.05 +0.44 0.825 7.35 0.155 12.3 4.85 −1.95

D-chain 0.00 2.16 0.016 0.00 6.65 +0.36 0.990 96.0 0.017 0.05 0.10 −0.01
0.10 0.56 0.038 2.60 2.05 +0.16 0.950 18.3 0.031 2.10 4.60 −0.46
0.20 0.57 0.037 2.55 2.20 +0.18 0.925 11.8 0.045 3.35 6.15 −0.59
0.30 0.52 0.040 2.90 2.20 +0.24 0.825 3.79 0.069 6.00 5.45 −1.76

D-cross 0.00 2.07 0.012 0.00 5.90 +0.40 0.990 94.6 0.011 0.05 0.40 +0.00
0.10 0.60 0.041 2.15 3.55 +0.34 0.950 17.1 0.029 1.70 4.95 −0.17
0.20 0.56 0.042 2.30 3.25 +0.26 0.925 10.0 0.046 2.65 4.25 −0.54
0.30 0.51 0.050 2.75 2.45 +0.10 0.825 3.18 0.088 5.10 3.20 −1.38

5.1 Outline of Characteristics of SSL-Pro

This section evaluates the basic characteristics of SSL-Pro. In Table 3, (a) deleted arcs
(DA), and (b) added arcs (AA) denote the number of arcs which (a) exist in the original
BN and do not exist in the obtained structure, and (b) do not exist in the original BN and
exist in the obtained network structure, respectively. Neither (a) nor (b) take the arc
direction into account. Variation in MI (VMI) is the difference between total mutual
information (MI) between nodes in added arcs in the obtained network and that in orig‐
inal BN. We define total mutual information as the sum of all mutual information
between two nodes that are adjacent by arcs.

Relationships Between Computational Time and MAEs. First, trade-off relation‐
ships between Time and MAE were evaluated (Table 3). In the SSL-Pro, Time tended
to decrease, while MAE tended to increase with the value of meta-parameter 𝛼. Since
computational time depends in large part on the search space, probabilistic pruning was
able to produce a good effect from the perspective of time by the increase of 𝛼. As a
side-effect of probabilistic pruning, an increase of MAE was simultaneously observed
due to the descent of network appropriateness (SA showed a similar trend). We believe
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that coordinating the (meta-)parameters depending on the respective users’ purposes is
the key to improving learning performance for the users.

Second, we consider the relationships between 𝛼 and features of the obtained networks.
Table 3 implies that AA or DA increased (decreased): (i) as α decreased; and (ii) as the
number of nodes (i.e., random variables) increased. The above (ii) appears to be due to the
increase of chances, which judge whether an arc should be added, with the number of
nodes. Since extremely complex structures should be avoided for ease of observation, espe‐
cially when the number of nodes is large, we believe the desirable setting for 𝛼 is not too
small (e.g., greater than 0.10).

Comparison of SSL-Pro with SA. Table 3 shows that the values of DA in SA were
larger than those in the SSL-Pro in almost all datasets, despite the value of 𝛼. It was also
confirmed that VMI was smaller (less than 0 in some cases) in SA than in the proposed
method. For example, in the D-cross dataset, although the values of DA and AA in the
SSL-Pro (𝛼 = 0.20) were similar to those in SA (𝛽 = 0.925), VMI for the SSL-Pro was
larger than that for SA. Moreover, the values of “AA - DA” in SA were smaller than
those in the SSL-Pro. This means that decrement of MI because of arc deletion was
greater than increment of MI because of arc addition. These results suggest that SA has
a tendency to obtain “simple” BN structures in terms of the number of nodes, while
some arcs between two nodes having strong stochastic dependences can be deleted.

Table 3 also indicates that the SSL-Pro obtained networks that could perform higher-
accuracy probabilistic inference than SA in the same computational time. For example,
under conditions of similar computational time, MAE for the SSL-Pro (𝛼 = 0.10,
time = 762 s) was smaller than that for SA (𝛽 = 0.925, time = 738 s). Moreover, although
the SSL-Pro (𝛼 = 0.00, time = 2.16 s) could perform learning for the D-chain dataset faster
than SA (𝛽 = 0.825, time = 3.79 s), MAE for the SSL-Pro was smaller. These results indi‐
cate that the SSL-Pro can perform learning faster than SA with equal accuracy of probabil‐
istic inference. We therefore concluded that the SSL-Pro is superior to SA in terms of both
learning performance and possible network structures.

5.2 Characteristics of Parameter Settings in p2

We summarize the characteristics of the SSL-Pro using different parameters. Tables 4 and
5 represent learning performance and features of network structures, respectively obtained
by the proposed learning method (α = 0.10, 0.20, and 0.30).

To evaluate the trade-off between computational time and MAE, we defined
RDA(x, y) as ‘‘the growth rate of MAE/the decreasing rate of computational time’’ when
𝛼 is changing from x to y. A low RDA(x, y) means that benefit of time-reduction is larger
than risk of MAE-increment. As shown in Table 6, because RDA(0.10, 0.30) in Alarm
and B-b-tree was low, RDA(0.10, 0.30) was generally expected to be low in networks
having clear relationships between nodes. This means that the SSL-Pro would be able
to maintain preferable learning efficiency in terms of RDA even if it performed proba‐
bilistic pruning more frequently when the target data for learning had the above-
mentioned characteristics. Table 6 shows that the learning of the SSL-Pro with EXT can
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be improved with 𝛼 because RDA(0.10, 0.30) in EXT was the lowest of all parameter
settings.

Table 4. Learning performances of SSL-Pro using various settings.

BN Method EXT AVE RMS EP1
α Time (s) MAE Time (s) MAE Time (s) MAE Time (s) MAE

Alarm 0.10 762.279 0.056 718.057 0.055 711.245 0.055 951.066 0.054
0.20 635.303 0.057 615.652 0.058 647.195 0.057 780.308 0.055
0.30 566.063 0.058 566.482 0.060 627.292 0.057 753.281 0.056

Sachs 0.10 3.885 0.049 3.769 0.054 3.952 0.036 3.975 0.034
0.20 3.533 0.055 3.550 0.057 3.223 0.069 4.080 0.037
0.30 3.059 0.074 3.049 0.076 3.279 0.068 3.701 0.047

N-graph 0.10 0.408 0.043 0.352 0.055 0.394 0.040 0.363 0.041
0.20 0.282 0.069 0.287 0.061 0.286 0.061 0.352 0.050
0.30 0.250 0.071 0.243 0.070 0.281 0.065 0.324 0.053

D-cross 0.10 0.601 0.041 0.706 0.030 0.711 0.032 0.679 0.031
0.20 0.559 0.042 0.626 0.039 0.619 0.039 0.622 0.036
0.30 0.506 0.050 0.554 0.045 0.610 0.040 0.638 0.036

Table 5. Features of network structures obtained by SSL-Pro using various settings.

BN Method EXT AVE RMS EP1
α DA AA VMI DA AA VMI DA AA VMI DA AA VMI

Alarm 0.10 11.9 29.4 +3.67 11.4 27.7 +3.30 11.4 27.8 +3.49 10.8 33.6 +3.80
0.20 12.3 25.6 +3.10 12.5 23.0 +2.78 12.1 26.9 +3.46 11.4 27.2 +3.72
0.30 14.2 25.7 +2.95 13.3 23.3 +2.79 12.9 24.1 +2.75 12.0 28.9 +3.68

Sachs 0.10 1.9 9.7 +0.95 2.1 9.4 +0.87 1.1 9.2 +0.98 1.0 9.8 +1.01
0.20 2.5 8.7 +0.71 2.3 9.2 +0.77 3.7 7.8 +0.45 1.4 9.2 +0.97
0.30 3.9 8.1 +0.44 3.9 7.6 +0.38 3.0 8.1 +0.58 2.0 9.6 +0.86

N-graph 0.10 3.8 4.5 +0.24 4.4 3.9 +0.14 4.0 4.9 +0.23 4.2 4.2 +0.26
0.20 5.0 3.7 +0.12 4.6 3.1 +0.10 4.8 3.3 +0.06 4.3 4.0 +0.20
0.30 5.0 3.2 +0.09 5.1 3.6 +0.14 4.8 3.6 +0.15 4.5 3.9 +0.21

D-cross 0.10 2.2 3.6 +0.34 1.5 4.1 +0.41 1.6 4.6 +0.32 1.6 4.1 +0.36
0.20 2.3 3.3 +0.26 2.1 3.8 +0.29 2.0 3.7 +0.28 1.9 3.4 +0.29
0.30 2.8 2.5 +0.10 2.4 4.0 +0.33 2.1 3.6 +0.33 1.9 3.7 +0.32

Table 6. Ratio of Degradation in Accuracy (RDA) for various settings of p2.

(a) RDA(0.00, 0.30) (b) RDA(0.00, 0.10) (c) RDA(0.10, 0.30)
EXT AVE RMS EP1 Ave. EXT AVE RMS EP1 Ave. EXT AVE RMS EP1 Ave.

Alarm 0.25 0.25 0.27 0.32 0.27 0.32 0.29 0.29 0.38 0.32 0.77 0.86 0.92 0.83 0.84
Sachs 1.76 1.80 1.73 1.35 1.66 1.48 1.58 1.10 1.04 1.30 1.19 1.14 1.58 1.30 1.30
D-chain 0.59 0.54 0.55 0.61 0.57 0.60 0.52 0.61 0.60 0.58 0.97 1.04 0.91 1.01 0.98
N-graph 0.76 0.72 0.78 0.73 0.75 0.74 0.83 0.66 0.63 0.71 1.03 0.87 1.18 1.17 1.06
B-b-tree 0.64 0.56 0.61 0.76 0.64 0.77 0.66 0.80 0.72 0.74 0.83 0.84 0.76 1.05 0.87
D-cross 0.98 0.96 0.94 0.89 0.94 0.96 0.81 0.88 0.83 0.87 1.02 1.18 1.07 1.08 1.09
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Difference of RMS from AVE. We discussed the features of RMS designed to restrain
the adverse effect in AVE. Table 4 revealed that, as an overall trend, learning with RMS
requires more computational time than that with AVE. It is thought that computational
time was increased because p2 was prevented from becoming large due to the influence
of the clusters having small meta-dependence, as stated in Sect. 3.2. However, RMS did
not always provide smaller values of MAE than AVE. Therefore, we believe that
employing AVE for parameter setting is better than employing RMS.

Comparison of AVE with the Others. Table 6 (a) and (b) indicate that the SSL-Pro
with AVE was able to perform efficient learning for most datasets except Sachs, N-graph
(in α ≤ 0.1), and D-cross (in α > 0.1). For AVE in Sachs and N-graph, the
RDA(0.00, 0.10) and RDA(0.10, 0.30) showed the same tendencies: RDA(0.00, 0.10)
was the highest while RDA(0.10, 0.30) was the lowest.

Furthermore, in Table 5, we focused on the measure computed by “AA - DA”
expressing a similarity between the obtained structure and the original BN in terms of
the number of arcs added to the network. It was confirmed that the above-mentioned
measures for AVE were smaller (i.e., closer to 0) than those for EXT and EP1 in almost
all datasets and 𝛼 settings. This means that the obtained network structures based on
AVE had a lower number of arcs than those based on EXT and EP1 while maintaining
favorable learning efficiency. The SSL-Pro with AVE thus tends to be able to obtain
appropriate structures regardless of the values of 𝛼 without requiring the addition of
“superfluous arcs.”

Characteristics of EP1. The SSL-Pro with EP1 provided the best performance in terms
of MAE except in the case of N-graph (𝛼 = 0.10) and D-cross (𝛼 = 0.10), although it
occasionally took relatively longer computational time compared to the other settings
(see Table 4). It was also able to perform efficient learning when 𝛼 ≤ 0.10. This was
demonstrated by the fact that the values of RDA(0.00, 0.10) for EP1 were the first or the
second lowest in every parameter settings for all datasets except Alarm. As shown in
Table 5, DA and AA through structure learning tended to be the smallest and the largest
in EP1, respectively. This means that possible networks may have complex structures
due to many added arcs. However, as mentioned earlier, the SSL-Pro with EP1 was able
to perform well for the Alarm dataset, which has many nodes.

6 Conclusions and Future Work

We introduced new parameter settings in probabilistic pruning to the improved version
of SSL (SSL-Pro) in order to refine both computational time and adequacy of obtained
network structures. The experimental results indicated that the SSL-Pro provided supe‐
rior performance to SA. We also discussed appropriate parameter settings to allow the
SSL-Pro to perform appropriate structure learning. In the case of applying the SSL-Pro,
it should be noted that the appropriate parameter settings depended on datasets used for
structure learning and user’s preference. However, the number of datasets was insuffi‐
cient to discuss appropriate settings. Consequently, it will be necessary to carry out more
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detailed verification by performing further experiments using additional datasets on the
basis of the tendencies found in this paper.

In the SSL-Pro, there is a problem in that computation of mutual information between
all pairs of nodes involves the meta-dependence calculation. Therefore, an increase of
random variables in a dataset of learning targets causes exponential increase of compu‐
tational time. We will therefore discuss a new learning method based on probabilistic
pruning that employs an information criterion.
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Abstract. This paper investigates the problem of image classification with
limited or no annotations, but abundant unlabelled data. We propose the DBP
(Differential-weighted Global Optimum of BP Neural Network) to make the
performance of the BP Neural Network to become more stable. In details, the
optimal weights will be saved as potential global optimum during the process of
iteration and then we combine the BP Neural Network with the potential global
weights to adjust parameters in the backward feedback process for the first time.
As the model has fallen into local optimization, we replace the present parameters
with the potential global optimal weights to optimize our model. Besides, we
consider EP, CNN, SIFT image features and conduct several experiments on eight
standard datasets. The results show that DBP mostly outperforms other super‐
vised and semi-supervised learning methods in the state of the art.

Keywords: Image classification · BP neural network · Global optimum ·
Learning with limited supervision

1 Introduction

Image set classification has occupied an important status in computer vision. Image
classification almost could be divided into several approaches in recent years such as
unsupervised feature learning [1–4], semi-supervised learning [5–7], supervised
learning and image clustering [8, 9]. Semi-supervised learning [10] means taking both
labelled and unlabelled data into account when training machine learning models. That
means that semi-supervised learning merely need limited labelled instances. This is very
convenient and adaptable to the trend. Even the semi-supervised learning, most of them
usually make strong assumptions such as single Gaussian, subspace or mixture of
subspaces to represent image sets. In many complex databases, these assumptions may
not be held.

In this paper, we propose a semi-supervised image classification strategy which
exploits the BP Neural Network optimized by the differential-motivated global
optimum. The key idea of the proposed approach is shown in Fig. 1. Given each image
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feature, we first model it as a nonlinear manifold [11] can effectively describe the
geometrical and structural information. Then we can obtain the possibilities that the
image feature belongs to each class from the output layer and adjust the parameters
through the feedback acquiring from the predictable labels and real labels. Although the
BP Neural Network indeed works in some degree, it would result in the instability of
the parameters and the decline of classification effectiveness if the margin of error is too
large. Motivated by the factor that the BP Neural Network may fall into the local opti‐
mization and not be robust to image classification, we propose a DBP method to optimize
the parameters of the BP Neural Network though storing potential global parameters
and replacing the parameters when the performance is not good. Experimental results
on eight datasets validate the effectiveness of the proposed method.

Fig. 1. Schema of the proposed strategy. For each labeled data, we sampled it from image features
as training samples and pass it into multiple layers of deep neural network to nonlinearly map
each sample into another feature space. After each iteration, we replace the ineffective parameters
with the optimal values stored previously. The top of our network represents the possibilities that
belongs to each class.

2 Related Work

Our method is generally relevant to BP Neural Network, image features and datasets.

BP Neural Network: Recently, the BP Neural Network [12–14], a deep learning
method [12], has attracted increasing interest in computer version and machine learning.
The BP Neural Network has three layers which is generally divided into the input layer,
hidden layer and output layer. For image classification, we typically use image feature
as the input of the first layer and every element in the image feature as a node will be
non-linear mapped to hidden layer and output layer. As a result, the output layer repre‐
sents the possibility that the image feature belongs to each class. Then we select the
number which possibility is the highest and the number is predictable label.

Image Features and Datasets: In this work, we utilize three image features which are
CNN, EP [15] and SIFT features to evaluate our method. CNN feature [16–18] as a
mature image representation is widely used in image classification field. While EP
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feature which is relatively novel captures not only the information of individual images,
but also the relationships among images. At last, SIFT feature has the invariance for
sizes or angles of images. Eight datasets cover a variety of scenarios, including complex
and single background, outdoor and indoor scenes and so on.

3 Proposed Approach

Figure 1 shows the basic idea of our proposed DBP method, and the following subsec‐
tions present the details of the proposed method.

3.1 DBP

Let X = [X1,⋯ , Xc, , XC] be the training set of C different classes, where
Xc = [xc1, xc2,⋯ , xci,⋯ , xcNc

] ∈ Rd×Nc denotes the cth image set, 1 ≤ c ≤ C, Nc is the
number of samples in this image set, xci is the ith image in this image set, and d is the
feature dimension of each image. As shown in Fig. 1, we construct a deep neural network
which has L layers in the work. Next we will introduce the mathematical details of BP
Neural Network. The first step is the forward propagation, we assume that 𝛼x,1 = x1

ci
 as

the input activation of the first layer. For each training sample x,its output of L-1 layer
in the network is computed as follows:

zl

ci
= wl𝛼x,l−1 + b1. (1)

𝛼x,l = 𝜎(zl

ci
). (2)

where 2 ≤ l ≤ L, wl is the projection matrix and bl is the bias vector to be learned in the
lth layer of the network. 𝜎 is a nonlinear active function which applies component-
wisely, which is widely used in previous deep learning algorithms. The second step is
calculating the output error 𝛿x,L,after finishing the forward propagation, the output error
of the top layer is computed as follows:

𝛿x,L = ∇𝛼Cx ⊙ 𝜎′(zx,L
). (3)

where ∇𝛼Cx is defined as a vector and the rate of output activation, zx,L is defined in (1)
and 𝜎′(zx,L) represents derivative of 𝜎(⋅). The last step is feedback, when the output error
of the top layer is computed, we will compute the error of each layer as follows:

𝛿x,l = ((wl+1)T𝛿x,l+1)⊙ 𝛿′(zx,l). (4)

where 2 ≤ l ≤ L − 1, 𝛿x,l+1 is defined in (3).
Let fc = {w1, w2,⋯ , wL, b1, b2,⋯ , bL

} be the parameters of the network, we formu‐
late the following optimization problem to minimize the margin between the real labels
and predictable labels:
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min
fc

1
2
‖‖y − 𝛼L‖‖

2
(5)

The objective in (5) is to ensure that the possibility that real labels and predictable
labels are same is maximized.

We adopt the sub-gradient descent algorithm to solve the optimization problem in
(5) to update the parameters of our model:

wl = wl −
𝜂

m
∑

x

𝛿x,l(𝛼x,l−1)T . (6)

bl
= bl

−
𝜂

m
∑

x

𝛿x,l. (7)

where 𝜂
m

 is the learning rate, 2 ≤ l ≤ L − 1.

These are the basic ideas of BP Neural Network, we can find that although the
methods indeed optimize the parameters in some degrees, the model isn’t robust and
would result in a decline in the classification due to the fluctuation of parameters. Based
on these, we have improved the BP Neural Network algorithm by combining theory of
Differential-weighted Global Optimum. We store the parameters as follows:

wbest = wbest − 𝛼(wbest − w1). (8)

bbest = bbest − 𝛼(bbest − b1
). (9)

The potential global optimal values will be initiated and updated in (8) and (9) after
each iteration. The specific details are that if parameters trained are better than the
potential global optima, the optima will be updated, on the contrary, parameters which
are used to train will be replaced by the potential global optima. This will ensure the
stability of our method and improve the results of classification.

3.2 Classification

Given a testing image set Xq
= Xq

1, Xq
2,⋯ , Xq

Nq
, where xq

j  is the jth image (1 ≤ j ≤ Nq)

in this set and Nq is the number of images in this set. Now we put the image feature xq
j

into the model we trained, the output layer represents the possibilities that the image
belongs to each class. Then we will choose the class which has the highest possibility
as the predictable label.

4 Experimental Results

The effectiveness of our method is evaluated in the situations of semi-supervised image
classification, where the amount of labeled data is sparse relative to the total amount of
data. Eight standard datasets are used for the evaluation: Texture-25 [19], Caltech-101
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[20], STL-10 [21], Scene-15 [22], Indoor-67 [23], Event-8 [24], Building-25 [25],
LandUse-21 [26]. Texture-25 has 25 texture classes, with 40 samples per class,
Caltech-101 has 101 object classes, with 31 to 800 images per class, and 8677 images
in total, STL-10 has 10 object classes including airplane, bird, car, cat, deer, dog, horse,
monkey, ship, truck, with 500 training images per class. Scene-15 has 15 scene classes
with both indoor and outdoor environments, 4485 images in total. Each class has 200
to 400 images. Indoor-67 has 67 indoor classes such as shoe shop, mall and garage, with
a total of 15620 images and at least 100 images per class. Event-8 has 8 sports event
classes including rowing, badminton, polo, bocce, snowboarding, croquet, sailing, and
rock climbing, with a total of 1574 images. Building-25 has 25 architectural styles such
as American craftsman, Baroque, and Gothic, with 4794 images in total. LandUse-21
has 21 classes of satellite images in terms of land usage, such as agricultural, airplane,
forest, and 2100 images in total, with 100 images per class. For semi-supervised clas‐
sification, five classifiers were adopted to evaluate the method which are SVMs with
RBF kernels, Logistic Regression (LR), k-NN, BP Neural Network, Deep NNs and our
method (DBP).

(a) Texture-25       (b) Caltech-101

(c) STL-10    (d) Scene-15

Fig. 2. Classification results of DBP and the other five classifiers on the Texture-25, Caltech-101,
STL-10, Scene-15 datasets, where five classifiers are used: k-NN, Logistic Regression, SVMs
with RBF kernels, BP Neural Network and Deep NNs. All methods were tested on the EP features.
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(e) Indoor-67 (f) Event-8

(g) Building-25 (h) LandUse-21

Fig. 3. Classification results of DBP and the other five classifiers on the other four datasets, where
five classifiers are used: k-NN, Logistic Regression, SVMs with RBF kernels, BP Neural Network
and Deep NNs. All methods were tested on the EP features.

As to the parameters of our method, a wide variety of values for them were tested
in experimental setup and we fixed them to the following values: T = 100, r = 30, n = 6,
L = 20 and m = 50, which to a feature vector of 3000 dimensions.

4.1 Comparison to Other SSL Method

In the section, we compare our method (DBP) with the four SSL methods k-NN, LR,
SVM, BNN, Deep NNs. Figures 2 and 3 show the results of the six classifiers based on
eight datasets and Table 1 lists the precision of the methods when 10 labeled training
examples per class are used. From Figs. 2 and 3, we can clearly see that our method is
superior to the other four methods on the experimental results. For instance, if 10 labeled
training examples per class are used, our method (DBP+EP) improve over the best
competing method LR which is proposed in the paper [18] by 3.6% in terms of precision
on Event-8. Apart from testing the methods in the paper [18], we also compare our
method with the BP Neural Network and find that our approach increases the accuracy
and stability on the basis of the BP Neural Network by 6.7% on LandUse-21. As we can
see in the Tables 1 and 2, our method (DBP) can distinguish objects with significant
objectivity in a single context well, while in complex background such as Indoor-67,
our method (DBP) may not be effective. However, the combination of the optimized
method and EP image feature is still superior to other methods [18].
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Table 1. Precision (%) of image classification on the eight datasets, with 10 labeled training
examples per class. The first row is our method (DBP).

Methods Texture-25 Caltech-101 STL-10 Scene-15 Indoor-67 Event-8 Building-25 LandUse-21
DBP 93.2 87.3 80.6 79.3 50.3 84.5 48.9 91.2
k-NN 89.2 85.2 68.4 60.2 29.3 72.2 38.5 78.1
LR 92.0 86.3 77.2 76.1 41.6 81.6 46.2 86.2
SVM 89.1 84.1 75.1 74.3 38.2 78.4 43.1 82.4
BNN 91.5 86.1 78.0 77.0 47.3 83.1 45.2 85.9
DNNs 94.3 88.3 81.1 80.6 50.8 85.6 50.3 92.6

4.2 Robustness to Features

In this section, we examine the robustness of our method against different image features
with 10 labeled training examples per class. Different types of image features such as
EP, CNN and SIFT features were tested for the DBP classifier across the eight datasets.
It could be found from Table 2 that even though our method was used on different image
features, the mean average precision is still higher than other classifiers. This suggests
that our approach is robust to different image features.

Table 2. The mean average precision (%) of DBP on the eight datasets, with EP, CNN and SIFT
features.

Features Texture-25 Caltech-101 STL-10 Scene-15 Indoor-67 Event-8 Building-25 LandUse-21
EP 93.2 87.3 80.6 79.3 50.3 84.5 48.9 91.2
CNN 95.3 88.5 82.3 82.1 49.6 72.2 50.6 90.1
SIFT 90.5 85.6 78.4 72.3 41.6 75.5 41.9 85.7

5 Conclusion and Future Work

In order to avoid the BP Neural Network into the local optimal solution, in this paper,
we have proposed DBP, a semi-supervised image classification strategy which optimizes
the BP Neural Network. We help the model jump out of the local optimization trap
through storing potential global optimum and substituting the parameters when the result
of penalty function declines. Experiments on eight datasets and three different image
features show the superior performance of our method, especially for DBP+EP, for
image classification and different features. In addition, the method has been, in some
degrees, improved with respect to the BP Neural Network, either in accuracy or stability.

For future work, the number of the hidden layer in the neural network would waste
the computing time if we blindly pursue accuracy. We are interested in achieving how
to reduce the number of the hidden layer as well as keeping the higher accuracy or
carrying out some research in the deep-learning.
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Abstract. The problem of image classification mostly focuses on feature extrac‐
tion which depends on image data. However, the famous feature is extracted from
images using Gray Level Co-occurrence matrix (GLCM) in order to cover all
feature, which are range differently. The problem is less accuracy when it is
inputted into classification model. This idea of paper is proposed for feature
normalization 2 types called local-normalization and global-normalization from
all feature extraction using GLCM in preprocessing of classification method.
These feature values extracted from GLCM are transformed to proper normali‐
zation and given input classification model as Back Propagation in Multi-layer
perceptron and Multi-Class support vector machine methods (polynomial and
RBF) to compare these classification models. The skin disease image classifica‐
tion which occurs from skin lesions has divided into four classes: Tinea Corporis,
Pityriasis Versicolor, Molluscum Contagiosum and Herpes Zoster. The experi‐
mental results are shown comparison between non-normalization and normali‐
zation within the same class called local-normalization and all classes called
global-normalization. The accuracy of MLP with normalization by min-max
normalization with local-normalization is highest to 92%. The methods of poly‐
nomial-SVM and RBF-SVM are given accuracy as 85% and 81% respectively.
Whereas, the accuracy of classification model with non-normalization, and
global-normalization are given average of accuracy as only 35% approximately.

Keywords: Grey Level Co-occurrence Matrices (GLCM) · Multilayer
perceptron · Multi-class support vector machine · Skin lesion

1 Introduction

Diagnosis errors may cause to patients who is harm from interpreter of images or lab
testing. These are depended on experience and training of medical expertise to accurate
learning which knowledge can be diagnosed as any kinds of disease. Lesion’s dermatitis
is a type of disease of skin that occurs frequently in diary life. This disease can found
in childhood until old age. Some diseases require medical attention. Some diseases can
be diagnosed by themselves. If the patient disinterested to treat or diagnostic error is
dangerous, may cause spreading throughout the body. The image processing is very
important in healthcare research. However, the problem is various features that can be
extracted from an image. There are many researches referred to feature extraction of
skin image which has the objective is to feature extraction from lesion images in [1–3]
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and skin cancer in [4–6]. In addition, these papers have different method for feature
extraction from image such as feature extraction is performed using Grey Level Co-
occurrence Matrix (GLCM) in [1, 4–6] which are famous method, using color, texture
and RGB histogram to extract the features in [2] and using Otsu thresholding and
morphological reconstruction algorithms that was proposed in [3].

Our method integrates feature extraction based on texture feature using only GLCM
features. The feature normalization in each type of dermatitis are using min-max
normalization, which the value range [0, 1] input to classifier models which also is
compared with all types of dermatitis and non-normalization. The results are presented
to the performance between non-normalized feature and normalized feature with SVM
with polynomial kernel and Back Propagation Neural Network classifier (Fig. 1).

Fig. 1. (a) Tenia Corporis; (b) Pityriasis Versicolor; (c) Molluscum Contagiosum; (d) Herpes
Zoster [7–10]

The paper is arranged as follows, Sect. 2 presents the related work. Section 3 presents
proposed a step of feature normalization to classification for skin disease of 4 types. The
experimental results are presented in Sect. 4. Finally, the conclusion and future work
are presented in Sect. 5.

2 Related Works

In the present, the skin disease is interesting. Many researches are applied to image
processing and classifier models. The features are many ways to extracted from skin
image. Therefore, the prime objective in [1] is to feature extraction from lesion images.
Feature extraction is performed using Grey Level Co-occurrence Matrix (GLCM).
GLCM is used to calculate the different combinations of gray levels in four different
directions ({0°, 45°, 90°, 135°}). These features were used to build a model for classi‐
fication with the artificial neural network classifier. In addition, segmentation and clas‐
sification of skin lesions for disease diagnosis presented an approach for classification
of skin lesions. The proposed was using color, texture and RGB histogram to extract the
features. Also, the classification results using SVM and k-NN with 46.71% and 34% of
F-measure respectively. However, the accuracy is still inadequate. In [3], the paper tried
to a high performance algorithm to diagnosis of skin lesions deterioration in dermato‐
scopic images using new feature extraction. An algorithm was proposed four major steps
for classification of pigmented skin lesions. Otsu thresholding and morphological recon‐
struction algorithms used to segmentation. The ABCD rule used to extract features and
normalized features between [−1, 1]. The SVM classifier with RBF kernel classified
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begin and malignant lesions. The experimental results show specificity 90.03%,
sensitivity 79.89% and accuracy 84.09%.

For other researches are concerned with skin disease. In [4] feature extraction and
classification is hybrid genetic algorithm artificial neural network classifier for skin
cancer detection. Classification of non-cancerous and cancerous or malignant are from
lesion images using GLCM feature and RGB color feature extraction. The paper focused
on classifier models so the genetic algorithm was applied for artificial neural network.
The overall accuracy of the system is 88%. However, the feature extraction is important.
In [5], texture and Color feature based WLS Framework aided Skin Cancer Classifica‐
tion Using MSVM and ELM. The proposed skin cancer classification was using GLCM
and histogram of oriented gradients (HOG) to extract texture feature and color histogram
to extract color feature. In [6] GLCM and multi-class Support Vector Machine was based
automated skin cancer classification. The paper proposed an approach for classification
of four different types of skin cancers. The features are extracted by GLCM based texture
feature and classification with multi-class Support vector machine. The accuracy of
proposed method is 81.43% for 75 training images.

3 Proposed Methodology

In this paper is proposed feature normalization within the same class and all class to test
with four types of lesion image from dermatitis as Tinea Corporis, Pityriasis Versicolor,
Molluscum Contagiosum and Herpes Zoster. The proposed method includes four steps:
gray scale transformation, feature extraction, feature normalization and classification
for skin disease. The experimental result show that the performance in feature normal‐
ization and classification properties with Support vector machine and Back propagation
neural network.

The skin lesion images is used 100 images from online sources, including 25 lesion
image from Tinea Corporis disease, 25 lesion image from Pityriasis Versicolor disease,
25 lesion image from Herpes Zoster disease and 25 lesion image from Molluscum
Contagiosum disease. These images are format in .jpg extension (Fig. 2).

Fig. 2. Overview of proposed methodology for classification of skin lesion images
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3.1 Preprocessing and RBG to Gray

The images are cropped and resized lesion images to 200 × 200 pixels. After that, the
images are converted from RBG lesion images to grayscale images [11] are shown in
Fig. 3. The images are transformed to grayscale, which the Luminance value (Y) by
forming a weighted sum of Red (R), Green (G) and Blue (B) components using the
Eq. (1) as follows,

Y = 0.2989 × R + 0.5870 × G + 0.1140 × B (1)

Fig. 3. (a) Input image; (b) Grayscale image

Where,

R is weighted summation of red pixels
G is weighted summation of green pixels
B is weighted summation of blue pixels.

3.2 Feature Extraction

Feature extraction using Gray Level Co-occurrence matrix (GLCM) based on statistical
method to extract texture. GLCM are extracted from grayscale lesion image. There are
24 features for each lesion image including: Autocorrelation, Contrast, Correlation,
Cluster Prominence, Cluster Shade, Dissimilarity, Energy matlab, Entropy, Homoge‐
neity matlab, Homogeneity, Maximum probability, Sum of squares variance, Sum
average, Sum variance, Sum entropy, Difference variance, Difference entropy, Infor‐
mation measure of correlation1, Information measure of correlation2, Inverse difference
normalized (INN), Inverse difference moment normalized, Mean, Variance and Angular
second moment. [12–14], which are cover feature in image processing.

3.3 Feature Normalization

Feature Normalization used to transform very different value ranges. For example, some
values are greater than one hundred and some values are less than zeros. Therefore, we
proposed the attribute are normalized between zeros to one in each the class, which the
class is a type of disease called local-normalization as follows:

V ′ C

A
=

VC
A
− MinC

A

MaxC
A
− MinC

A

(2)
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Where,

V ′ C
A
 is the normalized value for each class (c) with that feature attribute (a).

MinC
A
 is the minimum value of an attribute within the same class.

MaxC
A
 is the maximum value of an attribute within the same class.

VC
A

 is a feature value, which will be transformed in the class (Figs. 4, 5 and 6).

Fig. 4. Average value of each feature with non-normalization: (A) Tinea Corporis; (B) Pityriasis
Versicolor; (C) Molluscum contagiosum; (D) Herpes Zoster

Fig. 5. Average value of all feature normalization within all class
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Fig. 6. Average value of all feature normalization within the same class

3.4 Classification

Normalized features are inputted to classifier model as multi-class SVM classifier with
Polynomial, RBF kernel and multi-layer perceptron with Back propagation algorithm.

4 Experimental Results

Image preprocessing (Grayscale) and GLCM feature extraction were done in MATLAB
R2008b. In Table 1 present the percentage of accuracy value with 100 images of training for
10 simulations and 4 classes obtained from different classifier as polynomial-SVM, RBF-
SVM and BP-MLP. The percentage of accuracy for polynomial-SVM is 85.21%, RBF-SVM,
the percentage of accuracy is 81% and finally, the percentage of accuracy for Multi-layer
perceptron using Back Propagation is highest to 92% applied feature normalization within
the same class (local-normalization). Whereas, non-normalization given the highest accu‐
racy only 36% and global-normalization given the percentage of accuracy as 35%
respectively.

Table 1. Performance of feature normalization

Method of normalization Accuracy (in %) obtained using Average of F-measure
SVM MLP
Polynomial RBF Back

propagation
Non-normalization 36 34 35 0.350
Global-normalization 37 33 35 0.371
Local-normalization 85 81 92 0.824

The performances are also evaluated in terms of F-measure in Table 1. The classifica‐
tion models of four difference classes with Back Propagation Neural Network used to
feature attribute normalization. The average of F-measure is 0.824 within the same class to
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normalization so the propose method is better results that non-normalized features and using
all classes to feature normalization. However, the consuming time of back propagation is
longer than other model (Table 2).

Table 2. Consuming time to build model of Classification

Method of normalization Build model (in seconds)
SVM MLP
Polynomial RBF Back propagation

Non-normalization 0.01 0.01 0.36
Global-normalization 0.01 0.01 0.29
Local-normalization 0.09 0.03 5.78

Table 3. F-measure (10 simulations) of classification

Skin lesion classes F-measure obtained from
SVM MLP
Polynomial RBF Back propagation

Tinea Corporis 0.898 0.846 0.920
Pityriasis Versicolor 0.824 0.776 0.816
Molluscum Contagiosum 0.868 0.784 0.941
Herpes Zoster 0.809 0.875 0.920

Table 4. True positive rate and false positive rate (10 simulations) of classification

Skin lesion classes Performance obtained using
SVM MLP
Polynomial RBF Back propagation
TP FP TP FP TP FP

Tinea Corporis 0.88 0.027 0.84 0.040 0.92 0.040
Pityriasis Versicolor 0.84 0.067 0.76 0.093 0.84 0.027
Molluscum Contagiosum 0.92 0.067 0.80 0.067 0.96 0.027
Herpes Zoster 0.76 0.040 0.84 0.053 0.96 0.013
Average 0.85 0.050 0.81 0.063 0.92 0.027

Therefore, the method of separated classes features normalization (within the same
classed) is used to extract features and present in Table 3. Multi-layer perceptron with Back
propagation and SVM classifier with polynomial and RBF kernels are experimented for
classification. Back propagation classifier is given the best performance to 0.899 of average
F-measure where SVM classifier using polynomial and RBF kernel given 0.849 and 0.820
of average f-measure respectively for each of the four classes.

The Back Propagation Neural Network is used all 24 features of GLCM and feature
normalization is within the same class (local-normalization) before input all feature into
input layer. There are two hidden layers each hidden layer has eight nodes and four nodes
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of output. The learning rate is 0.01, momentum is 0.25 and training time is 10000 which
given the best results. In Table 4, Back Propagation classifier has achieved as 0.92 of
average true positive (TP) rate where SVM classifier using polynomial and RBF kernel has
given 0.85 and 0.81 of average true positive rate respectively for each of the four classes.

5 Conclusion

Skin disease images are very important interpreter-image for treat skin. Our proposed
model used to extract texture feature with GLCM. These features need to be normalized
within the same class as local min-max value within a feature attribute which is extracted
from image. Using local min-max value is better than global or all min-max of feature
attributes. Therefore, the classification is performed with artificial neural network clas‐
sifier as Multi-Layer perceptron using Back Propagation and compare with other
methods as SVM using Polynomial and RBF kernel to classify four types of skin disease
from Skin Lesion Image. The experimental results found that the Back propagation
neural network has overall the higher performance than the SVM classification. In the
future, the false positive is still low value. Therefore, the proposed method will be
improved this performance value to be more effective to classify the skin lesion image.
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Abstract. Use case diagrams and scenarios are often used in the requirements
elicitation phase in software development. It is difficult for developers to create them
based on appropriate stakeholders’ requirements. Meanwhile, stakeholders can
survey existing applications to find functions and interactions that are similar to their
requirements. This paper proposes a method to generate the bases of use case
diagrams from the operation histories of existing applications. Operation histories
are divided into operations of individual windows, and the entire window-switching
sequence in an existing application is represented as a directed graph. Then the
directed graphs are analyzed to extract the window-switching sequences that corre‐
spond to use cases. Finally, use case diagrams are generated.

1 Introduction

Requirements analysis of software development consists of requirements elicitation,
analysis, specification, and validation [1]. Based on these phases, various requirements
engineering processes have been proposed [2, 3], and these subphases are iteratively
performed. Especially, more detailed processes for requirements elicitation phase have
been provided [4, 5], however, few processes have been provided for other phases. In
addition, many methods to elicit stakeholders’ requirements have also been proposed
[6]. Thus, because stakeholders often do not understand their requirements, and devel‐
opers cannot extract their requirements enough [7], researches for requirements elici‐
tation are more active than other phases, and appropriate elicitation of stakeholders’
requirements by developers considered to be quite difficult.

In the requirements elicitation phase, use case diagrams and scenarios are often used
to describe users’ requirements and to communicate between stakeholders and devel‐
opers. However, developers often have difficulty understanding the stakeholders’ intent
as use case diagrams and scenarios do not always represent the stakeholders’ require‐
ments appropriately. To describe accurately the stakeholders’ requirements as use case
diagrams and scenarios, it is desirable for the stakeholders themselves to describe the
requirements. However, stakeholders without knowledge of software development often
have difficulty describing use case diagrams and scenarios.

Meanwhile, in many cases, various applications already exist in the domain that
stakeholders’ require. Surveying existing applications is one important method to elicit
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requirements [8, 9]. Although it is difficult for stakeholders to describe use case diagrams
and scenarios, they can use existing applications as references to realize use case
diagrams and scenarios in new applications.

This paper proposes a method to generate the bases of use case diagrams from the
operation histories of existing applications operated by the stakeholders. Concretely, the
operation histories are divided into individual windows, and window-switching
sequences are represented. Next the main window, which is the window where all func‐
tions originate, is identified. Then the entire window sequence in the application is
represented. Finally, use cases are extracted from the entire window sequence, and use
case diagrams are generated. Scenarios are generated from the events of the window-
switching sequences in the use cases, and scenario generation method was proposed
previously [10]. This paper describes details of use case diagram generation.

The rest of the paper is organized as follows. Section 2 compares this work to other
research. Section 3 describes the basic concepts of this method, while Sect. 4 describes
the details of the use case diagram generation. Section 1 evaluates this method. Finally,
Sect. 6 concludes this paper.

2 Related Works

Several works support creating use case diagrams. They can be classified into three
types; languages to describe use cases and requirements, generation of diagrams, and
use case patterns.

For languages to describe use cases and requirements, Silva et al. proposed a pattern
language to describe use cases [11]. The authors defined patterns to specify the use case
type. Next they determined patterns to correspond between the use case and the main
entity of a domain model. They also defined patterns to classify four types of interaction
blocks, which represented whether scenario events were actor behaviors or system
processes. Finally, they described patterns to classify the interaction blocks as detailed
behaviors to apply Model Driven Development approaches. For another research,
Aspect-oriented User Requirements Notation (AoURN) is a requirements engineering
language combining goal-oriented, scenario based, and aspect-oriented [12]. User
Requirements Notation (URN) [13] is extended. URN is also a requirements engineering
language and consists of Goal-oriented Requirements Language (GRN) [14] for goal
modeling and Use Case Maps (UCM) [15] for scenario modeling. By these researches,
requirements and specific types of use cases can be described formally. However, it is
difficult for stakeholders to use the notations. The method of this paper does not require
any software development knowledge to stakeholders.

For generation of diagrams, A method to generate use case diagrams based on the
results of analyzing problems by problem frames [16] was also proposed [17]. First,
problems were analyzed by the problem frame approach, and subproblems were iden‐
tified. Next, two types of formal context were created based on the Formal Concept
Analysis (FCA) approach [18]. Finally, FCA concept lattices corresponding to rela‐
tionships between use cases, such as include and extend, and relationships between use
cases and actors were created. However, it is difficult for stakeholders to analyze by
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problem frame approach. In the method of this paper, stakeholders can easily prepare
operation histories of existing applications.

For use case patterns, Cruz focused on data oriented systems and proposed use case
patterns [19]. In this method, use cases were classified into two types. One was “Inde‐
pendent use cases” that had interactions with actors and were not include and extend
use cases of other use cases. The other was “Dependent use cases” that did not have
interactions with actors and were include or extend use cases of other use cases. Then,
five use case patterns were defined based on the typical operations for data management.
Also, Ko et al. proposed a method to extract use case patterns for supporting complete‐
ness of software requirements [20]. First, this method extracts agents (actors) and verbs
from event sentences of scenarios, and they are classified into high appearance group
and low appearance group. Next, semantic distances between verbs are calculated, verbs
in the low appearance group are linked to verbs in the high appearance group. The linked
verbs become clusters. Then, use case flow graphs are generated. Finally, strength of
the relationships between clusters are calculated. Use case flow patterns are extracted
applying thresholds to the calculated values. Although these methods provide or extract
use case patterns, support to create use cases are beyond.

3 Basic Concepts

To extract use cases, herein the operation histories that stakeholders try to use in existing
applications are analyzed. The operation histories record sequences of users’ events.
Events indicate operations of widgets in windows and window switching.

3.1 Event Sequence of a Function

In most applications, functions begin from the main window or top page. For a desktop
application, when users select a function in the main window, the process of the function
corresponding to the menu item begins, and windows related to the function are
displayed. Once the function process is complete, the related windows disappear, and
only the main window is displayed.

For a web application, the top page has many links and buttons. To initiate the process
of the corresponding link or button, users select a link or button and web pages are
switched. Once the function process is finished, the top page is displayed again. Here‐
after, both main windows and top pages are referred to as “main windows”, while all
other windows and web pages are called “windows”. This method targets applications
that functions start from the main window.

3.2 Role of Windows

To extract use cases, the whole window sequence is constructed from all the operation
histories. Concretely, event sequences in the operation histories are divided into
windows. Next identical windows are merged, and the entire window sequence of an
application is represented. Use cases are extracted based on the identified main window.
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Thus, identical windows must be identified. Window title indicates the contents assigned
to a window [21]. Consequently, window titles can be used to identify windows.
Windows with the same title are identical.

In this research, the locations of titles in 15 desktop applications and 15 web appli‐
cations were surveyed. For desktop applications, titles of 12 applications were located
in the title bar, and an application was the top label. For web applications, titles of 10
applications were located in the title bar, and thee applications were the first h1 tag. If
titles were displayed in both the title bar and the h1 tag, only the title bar was counted.

Most of the titles were displayed in the title bar for desktop applications, whereas
the titles were displayed in both the title bar and the h1 tags for web applications. Thus,
the character strings in the title bar are identified as the window title in desktop appli‐
cations. For web applications, if the character strings in the title bars differ by window,
the character strings are identified as the title. On the other hand, if the character strings
in the title bars of all windows are the same, the character strings in the first h1 tags of
the windows are identified as the title. The titles are used as the window identifiers.

4 Use Case Diagram Generation

Use case diagrams are generated from the operation histories by five steps:

1. Divide the event sequences by windows
2. Merge windows
3. Identify the main window
4. Extract use cases
5. Generate scenarios

4.1 Divide the Event Sequences by Windows

The input and selection of a window consist of some events in a scenario, and a scenario
can be represented by a sequence of windows. The operation histories record the events
in the executing scenarios. In this research, the operation histories are assumed to record
event sequences and window switching. Thus, the events in the operation histories are
divided into windows using the entries of window switching. In this manner, the oper‐
ation histories are represented by the window sequences (Fig. 1).

Fig. 1. Schematic of operation histories
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4.2 Merge Windows

The operation histories record many scenario executions. Certain scenarios may be
executed multiple times. That is, after dividing the operation histories into windows in
Sect. 4.1, appearances of identical windows may be exist. As described in Sect. 3.2,
window titles are used as identifiers. Thus, to specify a certain window sequence of a
scenario, windows with the same titles are merged in this step. Window sequences are
represented as a directed graph (Window Switching Graph, WSG). In a WSG, windows
and window switches are represented as nodes and edges, respectively. The number of
window switches from each window is represented by an edge.

Figure 2 depicts the merging windows. The left side shows the divided windows in
Sect. 4.1, while the right side is the merged window sequences. The number “2” indicates
that window “W1” switches to window “W2” twice in the operation histories.

Fig. 2. Depiction of merging windows

4.3 Identify the Main Window

Because a use case consists of several scenarios, execution of a use case also starts from
the main window. That is, it is necessary to identify the main window in the WSG.
Window switching from the main window to another window occurs using any function,
whereas window switching to other windows only occurs when using a specific function.
That is, more window switches occur from the main window. Thus, the number of
window switches from each individual window is calculated, and the window with the
most switches is identified as the main window.

Table 1 shows the number of window switches from individual windows shown in
Fig. 2. Because window “W1” has is most switches, it is identified as the main window.

Table 1. Identification of the main window

W1 W2 W3 W4 W5 W6
Number of window switches 4 2 1 1 1 2
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4.4 Extract Use Cases

After constructing a WSG, the use cases are extracted. As described in Sect. 3.1, because
all functions start from the main window in this research, individual window sequences
from the main window are extracted as use cases. Use cases often have precondition and
include relationships [22]. Thus, three patterns are defined to extract use cases from a
WSG; basic pattern, pre-condition pattern, and inclusion pattern.

Use case diagrams represent the interactions between actors, including users, and
use cases. In this research, the operation histories record the interactions between appli‐
cations and stakeholders. Thus, the name of the actor is “user”, and the use case diagrams
are generated as the interactions between the users and the extracted use cases.

4.4.1 Basic Pattern
This is the base for all patterns to extract use cases. For each use case, the main window
is the starting point, and each branch of a window sequence from the main window is
extracted as a use case. Because a use case often consists of several scenarios (e.g., main
scenarios, alternative scenarios, and exceptional scenarios [23]), branches of window
sequences from windows except the main window are recognized as different scenario
executions in a use case.

Figure 3 shows an example of a WSG to extract use cases based on basic pattern
where the two branches of window sequences (“M” -> “W1” and “M” -> “W6”) are
from the main window (“M”). Two use cases are extracted, such as U-B1 and U-B2.
Figure 4 shows the generated use case diagram from the WSG in Fig. 3.

Fig. 3. Example of basic pattern

Fig. 4. Generated use case diagram from basic pattern
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4.4.2 Pre-condition Pattern
Some interactions are performed before the main window is displayed. For example, in
an internet banking application, users login to the application before using functions of
the application. In this case, the login is always performed before the main window.
Hence, completing the login is a pre-condition for functions in the internet banking
application.

In this pattern, window sequences from the main window are extracted as use cases
(post-use cases) based on basic pattern in Sect. 4.4.1. Window sequences before the
main window are also extracted as use cases (pre-use cases). Then event sequences of
the operation histories in the pre and post-use cases are analyzed. If all event sequences
of the pre-use cases are executed before the post-use cases, the pre-use case is identified
as a pre-condition of the post-use case.

Fig. 5. Example of pre-condition pattern

Fig. 6. Generated use case diagram from pre-condition pattern

Figure 5 shows an example of a WSG to extract the use case of a pre-condition and
the extracted use cases. Because the window sequence (“W1” -> “W2”) is always
displayed before the main window, it is extracted as pre-use case “U-P1”. Window
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sequences after the main window “M” are extracted as post-use cases “U-P2” (“M” ->
“W3”) and “U-P3” (“M” -> “W4” -> “W5”) based on the basic pattern. Then the pre-
use case “U-P1” is identified as the pre-condition for post-use cases “U-P2” and
“U-P3”. Figure 6 shows the generated use case diagram from the WSG in Fig. 5.

4.4.3 Inclusion Pattern
Different use cases sometimes have common event sequences, and the event sequences
are often represented by dependent use cases. That is, different use cases can employ
the same event sequences as dependent use cases.

Figure 7 shows an example where two use cases can be extracted based on the basic
pattern in Sect. 4.4.1, such as the window sequences “M” -> “W1”-> “W2” -> “W3” -
> “W4” (use case (a)) and “M” -> “W5” -> “W6” -> “W2” -> “W3” -> “W7” (use
case (b)). Both use cases (a) and (b) include the common window sequence “W2” ->
“W3”.

Fig. 7. Example of inclusion pattern

Thus, this common window sequence is separated from use cases (a) and (b) and
extracted as a dependent use case. That is, U-I1, U-I2, and U-I3 are extracted as use
cases. Use case U-I2 is included by use cases U-I1 and U-I3. Figure 8 shows the gener‐
ated use case diagram from the WSG in Fig. 7.

Fig. 8. Generated use case diagram from inclusion pattern
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5 Evaluation

The appropriateness of the use case diagrams generation was evaluated using five appli‐
cations; internet banking (App A), food delivery (App B), ticket reservation (App C),
travel (App D), and e-Learning (App E). Table 2 shows the results of use case generation,
where “Actual (Basic)”, “Actual (Pre)”, and “Actual (Include)” indicate number of use
cases based on the extraction patterns of the basic, pre-condition, and inclusion patterns
in Sect. 4.4, respectively by manual. Hereafter, the strategy specifying use cases by the
author is called “actual”. “Extract (Basic)”, “Extract (Pre)”, and “Extract (Include)”
indicate the number of use cases extracted by this method.

Table 2. Results of use case generation

Actual
(Basic)

Actual
(Pre)

Actual
(Include)

Extract
(Basic)

Extract
(Pre)

Extract
(Include)

App A 2 1 2 2 1 2
App B 1 0 1 1 0 1
App C 3 0 0 3 0 0
App D 1 0 0 2 0 2
App E 6 1 0 6 1 0

The number of use cases between the actual and this method differed in App D. For
App D, the actual use case was only one, but this method extracted two use cases for
the basic pattern for hotel selection. The window titles included the area names of hotels,
preventing the windows from being merged in the step of Sect. 4.2. Thus, window
sequences of the hotel selection from the main window were separated by area, and they
were extracted as different use cases.

In addition, after the hotel selection, login and inputting customer information were
required. This sequence consisted of two windows (e.g., login and inputting customer
information), and the actual use case indicated that they were part of one window
sequence in the hotel selection. However, the inclusion pattern in this method extracted
two use cases for this sequence. Because this sequence was executed after the two use
cases, they were extracted by the inclusion pattern. In addition, once login was completed
for the first hotel selection, login for a second hotel selection was not required. To select
a second hotel, only the customer information must be inputted. Because both extracted
use cases included window sequences that executed/did not execute login, login and
inputting customer information were extracted as different use cases.

For “App E”, although the number of use cases between the actual and this method
were the same, there were window sequences that this method did not use for use case
extraction. In “App E”, the main window was identified as the window of functions to
manage a lecture. However, the window title included the lecture name. Thus, the title
of the window differed by lectures and were not merged in the step of Sect. 4.2. Conse‐
quently, window sequences of one lecture but not the other are used in the use case
extraction. In the actual case, the windows were merged because they were recognized
as the same window.

Generation of Use Cases for Requirements Elicitation 573



These results reveal some problems using window titles. Parsing a natural language
is required to merge windows. If the area names of “App D” and the lecture names of
“App E” can be deleted by parsing a natural language, windows that should be merged
in this method can be merged. However, words should not always be deleted. Thus,
strategies to delete words must be carefully considered.

Although problems merging windows due to the window titles were elucidated, other
problems were not identified. Thus, except the problems, this method could be confirmed
that use cases could be extracted appropriately.

6 Conclusion

Because developers difficultly define stakeholders’ requirements appropriately, it is
desirable for stakeholders themselves to use case diagrams and scenarios that reflect
their requirements directly. To facilitate the description of use case diagrams and
scenarios, this paper proposes a generation method that uses the operation histories of
existing applications.

To generate use case diagrams in our method, first, the event sequences in the oper‐
ation histories are divided into windows. Then windows with the same titles are merged.
Next the window with the most window switches is identified as the main window. Then
the use cases are extracted based on the main window by three patterns: basic, pre-
condition, and inclusion patterns. To confirm the appropriateness of the generation, five
existing applications with different domains were operated. Then the use case diagrams
and scenarios were generated from the operation histories. Although there were some
problems, the use cases and scenarios were almost appropriately extracted and
generated.

In the future strategies to merge windows to extract use cases must be considered.
Because window titles included proper nouns, some windows were not merged, but
should have been in the evaluations. Appropriately merging windows can realize more
suitable use case extraction. To realize this, parsing window titles as a natural language
could be considered.

Next, the types of users must be identified. Currently, the actors in the use case
diagrams are only “users”. However, use cases that users can execute often differ by the
types of user, and the use case diagrams must represent each type of user. To realize
this, recording users operating the applications and then analyzing the use cases that
each user operates can be considered. Additionally, naming the extracted use cases
should be considered. Although the names of buttons or links for window switching
from the main window to the next window can often be used as the name of the use case,
this is inappropriate in some cases.
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Abstract. This paper is concerned with knowledge delivery in learning systems.
A learning system is a system through which learners can obtain knowledge.
Providers deliver the knowledge in the way they decide is most appropriate. With
the wide popularity of e-learning, learners can obtain knowledge from any source
in any location in the world. On the other hand, each learner has his/her own
learning style(s). But current learning systems are provider oriented. We believe
that this is not sufficient. Hence, this paper introduces a smart learner-centric
architecture. Smart in the sense that it allows the learner to decide the source of
the knowledge he/she is requiring depending on his/her preferred learning
style(s). Learner-centric is in the sense that knowledge providers publish their
knowledge in a rich definition that specifies the used learning style(s). The archi‐
tecture allows knowledge requesters to control the source of the knowledge and
the learning style used to deliver the knowledge. The proposed architecture is an
extension of traditional service-oriented architectures. It extends the definition of
traditional service by adding context.

Keywords: Learning systems · Smart learners · Learning styles · Context ·
Service-oriented architecture

1 Introduction

It is essential to distinguish between learning and teaching. Teaching is usually associ‐
ated with students in schools, colleges or universities. On the other hand, learning does
not have to be associated with a learning institution. A learner does not have to be
student; every single individual can be a learner. A driver who is looking for direction
is a learner. A parent who is looking for information on available schools is a learner.
A tourist who is looking for information on attractions in a city is a learner. A student
who is doing a research on “Search Algorithms” is also a learner. Each of these learners
has different needs and abilities.

Different learning styles exist [2]. Each learner prefers a single or combination of
learning styles to comprehend information. Each learning style also has a set of techni‐
ques that improves the speed and quality of the learning process.

There are unlimited methods for obtaining knowledge by a learner, where each
method represents a learning style. Current learning systems can provide a subset of
these methods. We define a learning system to be a system through which a learner can
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obtain knowledge. For example Web sites such as Triptadvisor provide a list of attrac‐
tions with a simple description and a gallery of pictures. The available systems are
provider oriented, in the sense that they do not adapt to the different needs of learners,
specifically their preferred learning style. They can provide a specific amount of knowl‐
edge and they make this knowledge available regardless of the requirements of the
learners.

We believe that such systems are not sufficient. To be competitive in the current
market where a learner can obtain knowledge from any location over the world, the
learning system should be able to provide specific knowledge that is both adaptive and
specific to the learner requirements.

On the other hand, learners in this current age are much smarter. They know the
knowledge they are looking for and the learning style(s) that is most appropriate for
them. Current learning systems are provider oriented, in the sense that they do not
consider the smartness of the knowledge requester. They make assumptions on behalf
of the learner.

To obtain knowledge, the learner searches for available providers and then a commu‐
nication happens between the learner and the provider. This interaction closely resem‐
bles the interactions in Service-oriented architectures (SOA). The learner represents the
service requester, the knowledge provider represents the service provider, and the place
where the user searches for knowledge represents the service registry. Hence, in this
paper we propose an SOA based architecture for learner oriented learning.

Traditional SOA based architecture [5, 6] focuses on functionality. Functionality
drives service publication and discovery. Knowledge can be represented as function‐
ality. But to support learning oriented learning, a much richer SOA architecture is
necessary. Hence, in this paper we propose extending traditional service-oriented archi‐
tectures by including context as a first-class element. Context will be used in the publi‐
cation and discovery of services. Context can include any information including the
learning style and associated techniques.

The rest of this paper is structured as follows. Section 2 briefly introduces learning
styles. Section 3 discusses related work. Section 4 introduces the smart learner-centric
architecture. Section 5 presents an example. Finally, Sect. 6 presents some concluding
remarks and discussion of future work.

2 Learning Styles

Learning styles includes [2] but are not limited to: Visual (spatial), Aural (auditory-
musical), Verbal (linguistic), Physical (kinesthetic), Logical (mathematical), Social
(interpersonal), and Solitary (intrapersonal). For each learning style the learner prefers
a set of specific method to understand information. In Visual, the learner prefers using
pictures, images and spatial understanding. In Aural, the learner prefers using sound and
music. In Verbal, the learner prefers using words both in speech and writing. In Physical,
the learner prefers using body, hands and sense of touch. In Logical, the learner prefers
using logic, reasoning and systems. In Social, the learner prefers to learn in groups or
with other people. And in Solitary, the learner prefers to work alone and use self-study.
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To illustrate the different needs and abilities of learners let’s take as an example a
tourist looking for points of interest in New York.

• The tourist might prefer a map with pinpoints of all attractions in downtown
New York; “Visual”

• The tourist might prefer a list of all family friendly attractions in
New York; “Verbal”

• The tourist might prefer a gallery of pictures for a specific attraction; “Visual”
• The tourist might prefer a short movie of one or multiple attractions that are family

friendly and in downtown New York.; “Aural”
• The tourist might prefer to participate in activities with others to understand New

York culture; “Social”
• The tourist might prefer to discover downtown New York by him/her-self; “Solitary”

and “Physical”
• The tourist might prefer using a tourist-agency to arrange different tours to historical

places; “Social” and “logical”

The information required in the above example can be elucidated in single/multiple
styles of learning. To be more specific each of the requirements is associated with one
or more of the seven learning styles proposed above. It is very clear that the same learner
may use different styles of learning to get the desired information.

Current learning systems can provide a subset of these methods. We believe that
such systems are not sufficient. Learning systems should enable knowledge requesters
to select their preferred learning style(s).

3 Related Work

Research in learning and knowledge delivery goes back hundreds of years. But recently,
with the significant advancement in technology, research interest has dramatically
increased in learning and especially online learning [8–12]. The literature is rich with
approaches for knowledge delivery to learners; be it a consumer, a marketer, a student
or any sort of learner. These approaches can be categorized in the way they consider
context into: (1) Location based; where they consider the geographical position of the
learner in a variety of contexts such as health, work, personal life or any other sort of
context, (2) Consumer centric; where they are concerned with taking consumer insights
and ensuring that brands can act on them, deliver their communications, their products
and services to focus on those insights, which means it is ideally adapting to the lifestyle,
attitudinal and behavioral patterns of the target consumer in all contexts, (3) User gener‐
ated context and marketing; where users are participating, developing, writing, and
publishing the context. Web 2.0 is a good example that demonstrates the use of a browser
and an internet connection to publish any content, i.e. the user act as a provider not
learner, (4) Another approach that uses Cloud Computing as a supporting environment
in sustainable development in higher education has also emerged [1].

All of these approaches are provider centric, in the sense that they concentrate on
(1) provider oriented content and (2) provider context delivery. Different supporting
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software is available today to help in creating a learning service by taking screenshots,
record screen-casts and collaborating. Semantic web languages are used to express a
crude meaning of the page and then use it to organize and filter data to meet the user
needs [7] such as XML [3], RDF [17], OWL [18], and XSL [19].

To remedy the shortcomings of available approaches we suggest a new model that
starts with the use of service-oriented architecture (SOA). We first extend the current
SOA model to take into consideration the different requirements and abilities of the
knowledge requesters. Then we use the extended SOA model, to publish, discover and
provide knowledge that is learner-centric.

4 Smart Learner-Centric Architecture

This section introduces a Smart Learner-centric Architecture. Smart is in the sense that
learners are able to make the smart selection of the preferred learning style(s). Learner-
centric is in the sense that knowledge is represented to support multiple learning styles.
Hence, the three main goals of this architecture is to: (1) enable knowledge learners to select
the way knowledge is delivered to them, (2) enable knowledge providers to publish knowl‐
edge in different formats that support different learning styles, and (3) enable the matching
between knowledge requesters needs and knowledge providers’ knowledge.

To support the above goals this paper proposes a SOA-based architecture. This is an
extension of the work presented in [13–16]. In traditional SOA, a service provider publishes
a service definition in the service registry. The service requester searches and selects from
the services published in the service registry. After selecting a service, the service requester
interacts with the service provider by sending requests and receiving responses.

Knowledge can be represented as a service. But traditional definition of services depends
on functionality. Service providers publish service functionalities and service requesters
search for service functionalities. This is not enough for this architecture. Hence, this section
introduces an extended SOA model that supports smart learner-centric learning.

Fig. 1. Smart learning-centric architecture
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The extended SOA is illustration in Fig. 1. The architecture introduces the following
elements:

• Knowledge Requester: It is the learner that is requiring knowledge. It represents the
service requester. It is the client side of the interaction. It can also be an application
or another service.

• Knowledge Provider: It is the entity that provides knowledge. It is responsible for
representing knowledge in different learning styles. It represents service providers.

• Smart Requirement Definition: In this architecture, a knowledge requester is able
to specifically define and list all the requirements and abilities in a rich definition.
These requirements and abilities are defined and stated using smart requirements
definition.

• Learner-Centric Knowledge Definition: Knowledge providers define and publish
their knowledge using this entity. It resembles service definitions. Traditional SOA
service definitions such as WSDL [4] definitions focuses on service functionalities
and some nonfunctional properties. Our definition of it is much richer. The service
definition contains enough information to facilitate a better matching between knowl‐
edge requester requirements and knowledge provider services. This is achieved by
introducing context as a first class element in a knowledge definition. This context
information is learner-centric. It lists the different learner styles that it can meet.

• Context-aware Knowledge Registry: It represents the service registry. Traditional
service registries publish services focusing on service functionalities. In this archi‐
tecture, the published definition is much richer.

• Learner-Centric Matching and Ranking: This unit is responsible of two main
roles. First, it matches the requirements of the knowledge requester to the available
knowledge definition in the the context-aware knowledge registry. Second, it ranks
the candidates according the requester requirements.

The interactions in the newly introduced architecture can be summarized as follows:

• Defining knowledge: Knowledge providers use the learner-centric knowledge defi‐
nition to specify information about the knowledge. This information will be made
public.

• Publish knowledge: Knowledge providers publish the knowledge definition through
the context-aware knowledge registry.

• Defining requirements: The knowledge learner defines his requirements using the
smart requirements definition. The definition of the requirements will include the
required learning styles. A priority will be included in the definition to guide the
matching and ranking.

• Request knowledge: The learner will pass the requirements definition to the learner-
centric matching & ranking unit.

• Matching and ranking: The learner-centric matching & ranking unit will match the
knowledge request with available knowledge definition in the context-aware knowl‐
edge registry. It will rank the candidates while considering the required learning
styles and the assigned priorities.

Smart Learner-Centric Learning Systems 581



5 Example

The architecture proposed in independent of implementation. It can be used globally for
any type of knowledge in any domain or in a specific domain. An example would be the
domain of higher education. The implementation of the architecture would provide a
platform where Universities can publish knowledge. That knowledge can be complete
courses or a specific topic that belongs to a course. The published courses or topics will
be published with associated learning style. The learner (student), will be able to use
this platform to find the course or topic that is delivered in his/her preferred learning
style(s).

To clarify the use of the architecture, let us consider as an example a subject called
“Data Structure and Algorithm Design” from the field of Computer Science. Let us
assume that the learner would like to cover the topic “Learn the primitive term ‘type of
graphs’ and the terminology for representing a graph”. The learner can use the Learner-
centric Requirement Definition to define his/her request. Then the Learner-centric
Knowledge Matching & Ranking Unit searches the Context-aware Knowledge Registry
for a match to that request. Obviously the requested knowledge may have documented
in different styles. Knowledge providers have already published specifications of their
knowledge with associated learning styles in the Registry. The matching and ranking
unit will match the available registry entries with the student requirements to get the
best match. In many cases there might not be a specific match, so a ranking will be
necessary.

The knowledge might take different forms that belong to different learning styles.
The primitives may take a type of definitions, explanations, theories or/and analysis.

Definitions may take a form of text, audio or/and video. Explanation may take a form
of figures, drawing, diagrams or/and discussion through round table or peer- to-peer.
Theory may take a form of simulation, step-by-step solution or algorithm, video or/and
drawing. Analysis may take a form of statistical charts, data, information or/and graphs.

Accordingly, an interaction process wherein the learner may require different repre‐
sentation styles of knowledge which may be transferred to the learner as the appropriate
knowledge.

6 Conclusion and Future Work

The extended SOA architecture represents a new approach to structure the relationship
between knowledge requesters and knowledge providers. This approach is smart and
learner-centric. Smart is by allowing knowledge requesters to have an input in their
preferred learning style(s) and delivery method. Learner-centric in that it forces knowl‐
edge providers to consider learning styles and delivery methods in the way they define
and deliver knowledge. It is also noticeable that the model has given the freedom to the
provider to include any extra component demanded by the requester without affecting
the structure of the model or even its main concept.

The educational example has demonstrated the concept of learner-smartness in the
learner context request. It is very clear that the request of the smart learner has been
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reflected in the learner context of the selection process. It also shows the usefulness of
both knowledge requisition and knowledge acquisition to both of the knowledge
provider and the knowledge requester.

Moreover, the architecture has demonstrated its power of granting learners with the
privilege of selecting one or more alternatives styles of investigation and additionally
allowing the learner to follow the one that seems suitable to his/her context.

Our future work includes extending the architecture to support: learner motivation
and learning strategies. We are also working on a complete implementation of the
architecture.
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Abstract. Testing business processes and workflows in information systems,
while aiming to cover all possible paths, requires high efforts demanding con-
siderable costs. In this paper, we propose an algorithm generating a path-based
test cases from the system model, based on weighted directed graph. The
approach brings an alternative to the currently established test requirements
concept. The algorithm reflects various levels of priorities of particular functions
in the tested system, previously defined by the test designer. When compared to
simulated naive approaches based on reverse reduction of test set, our proposed
algorithm produces more efficient test cases in terms of number of the total test
steps, whilst keeping the same level of test coverage of the priority functions of
the tested system.

1 Introduction

Testing business processes and workflows of information systems represents significant
portion of the overall test efforts. The efficiency of testing strongly depends on creation
of consistent and efficient test cases. This implies the needs for an underlying model of
the System Under Test (SUT). For the majority of information system processes
documented by UML Activity Diagrams, a variant of directed graph is usually used as
such an underlying model. Multiple algorithms for generation of paths-based test cases
have been proposed and compared [1–6].

The particular intensity of testing leads into a sequence of steps that need to be
executed as well as to efforts related to the tests execution. Intensive techniques based
on prime paths are excellent measure to test critical systems with an adequate test
coverage. Despite the previous efforts to minimize produced test cases, whilst keeping
defined test coverage [2–4] for non-critical systems, these techniques lead into a set of
test cases, which would be overly extensive to execute in the economic scope of a
given project. Naive reduction of such test set can lead to uncontrolled reduction of the
coverage and to overall inefficiency of the process. Systematic prioritization and
reduction of the test set is desired. Recently, several strategies to prioritize the
path-based test cases have been explored [4–6]. Nevertheless, due to frequent demands
of the current ICT industry, we believe that this area deserves to be explored further.
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In this paper, we present the Prioritized Process Test (PPT), addressing the
described problem. The technique works with explicit prioritization of the individual
parts of the tested workflow and generates test cases with less steps, while keeping high
test coverage of workflow priority parts.

For the purpose of this paper, we define the SUT model as the directed graph
G = (D, A), where D is a set of decision points (graph nodes), D 6¼ ∅, and A is a set of
actions in the SUT (graph edges). A is a subset of D�D. In the model, one start
decision point (initial node) ds 2 D is defined. De � D is a set of end decision points
(final nodes of the graph), De 6¼ ∅.

The action a is an abstraction for either

(1) one physical step in the SUT, or
(2) a linear sequence of more physical steps in the SUTwithout a possibility to select an

alternativeway (no decision point is implemented in this sequence of physical steps).

The test case t is a sequence of decision points (nodes) d1, d2, …, dn with a
sequence of actions (edges) a1, a2, …, an-1, where ai = (di, di+1), ai 2 A, di 2 D.
Further on, d1 = ds, and dn 2 De. When these conditions are satisfied, we can further
denote the test case as a sequence of actions a1,…, an-1. The test set T is a set of the test
cases.

This paper is organized as follows. In Sect. 2 we summarize the related work. The
Prioritized Process Test technique is introduced in Sect. 3. The Sect. 4 presents and
discusses results of the experiments. In the last section we conclude the paper.

2 Related Work

In the current research on prime paths testing techniques, the common goal is to find
algorithms that minimize the produced test cases in terms of different criteria as number
of nodes, edges or paths [2, 3]. Test requirements concept is used in the majority of
published work [1]. Nevertheless, form our observations, definition of test require-
ments, which must be covered in the result test cases could not satisfy practical
demands for a prioritization of particular workflow parts. Usually, more levels are used
in practical prioritization [7] - in contrast to the test requirement concept, by which
practically only one level of priority can be set.

A number of alternative strategies to prioritize the path-based test cases have been
addressed. An example approaches base on neural network clustering [4], fuzzy
clustering [5] or Firefly optimization algorithm [6]. In these prioritization techniques,
information about internal structure of the system under test is used. Still, the problem
of production of efficient prioritized paths-based test cases (being one of the major and
the mostly used testing techniques) deserves further attention and exploration of new
alternative approaches.

In our definition of Prioritized Process Test (PPT), we use the Test Depth Level
(TDL) criterion concept of the Process Cycle Test (PCT) technique, as defined in TMap
Next [8]. The PCT uses G as SUT model and produces test cases t (as defined in the
Introduction). In our previous work, we implemented this algorithm in the PCTgen
platform [9].
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In PCT, the TDL criterion is defined as:

(1) TDL = 1 if 8a 2 A the action a occurs at least once in at least one test case t 2 T.
(2) TDL = n if the following conditions are satisfied: For each decision point d 2 D,

the Sd is a set of all possible paths in G starting with an edge (action) incoming to
the decision point d, followed by a sequence of (n-1) edges outgoing from the
decision point d.
Then, 8d 2 D, the test cases of the test set T contain all paths from Sd.

Nevertheless, importance or priorities of individual functionalities of the SUT are
not reflected in this technique. By TDL, we can set only overall test coverage level for
particular G.

3 Prioritized Process Test

Prioritized Process Test (PPT) is a technique that generates test cases focused to cover
the priority parts of the workflows with high intensity and deliberately cover the
non-priority parts with lower intensity. First, we extend the SUT model to include
prioritization. Next, we define coverage criteria for the PPT technique. Finally, we
present the PPT algorithm, which generates the test cases.

The SUT model extension includes the priorities, determining the intensity of
produced test cases. We extend G to weighted graph: for each action a 2 A, a priority
p is defined. In our model, p 2 {high, medium, low}. When priority is not defined, it is
considered as low. Then, Ah is a set of high priority actions, Am is a set of medium
priority actions and Al is a set of low priority actions, Ah [ Am [ Al = A, Ah \
Am = ∅, Am \ Al = ∅, Ah \ Al = ∅.

When modelling the SUT, the priorities are determined by test analysts. Various
techniques and approaches can be used, such as Product Risk Analysis (PRA) pre-
sented in the BDTM approach [10] or others [7].

To determine the intensity of testing in individual parts of the SUT, the Prioritized
Process Test uses two concurrent coverage criteria: (1) the Prioritized Test Level
(PTL), which we define further on, and (2) Test Depth Level (TDL) of Process Cycle
Test, which is used in a modified way in comparison to the original technique [8].

Prioritized Test Level (PTL) can be set to values {high, medium} and is defined as:

(1) PTL = high if8a 2 Ah the action a occurs at least once in at least one test case t 2 T.
(2) PTL = medium if 8a 2 Ah [ Am the action a occurs at least once in at least one

test case t 2 T.

Table 1. Specification of TDL for Prioritized Process Test.

Coverage
Criteria

PTL = high PTL = medium

TDL = 1 P = Ah P = Ah [ Am

TDL = n,
n > 1

P = set of all paths identified in G by
TDL = n criterion of PCT, which
start with any of a 2 Ah

P = set of all paths identified in G by
TDL = n criterion of PCT, which
start with any of a 2 Ah [ Am
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Next, to determine the test coverage, the Test Depth Level (TDL) criterion is used
as specified in Table 1. Let P is a set of paths in G, which must exist in the test cases of
the test set T to satisfy the coverage criteria. These paths have length 1 for TDL = 1.

The PPT test cases are generated by the Algorithm 1. Model of the SUT G and
selected TDL and PTL values are input to the algorithm. Test set T is the output.
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4 Experiments

To test functionality and efficiency of proposed PPT algorithm, we implement the
algorithm and create a set of 50 testing models of SUT (G weighted by defined
priorities of the actions). Using these testing models, we compare:

(1) Test cases produced by preliminary implementation of PCT [9],
(2) Set of PCT test cases, which has been reduced by removing of all test cases not

containing:
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a. any action with priority high for PTL = high (further denoted as DCT(h)),
b. any action with priority high and medium for PTL = medium (further denoted

as DCT(m)), and
(3) Test cases produced by the PPT, which is defined above (further denoted as PPT

(h) for PTL = high and PPT(m) for PTL = medium).

In these experiments, we compare all relevant combinations of the coverage levels
TDL = {1, 2, 3} and PTL = {high, medium}.

For the algorithm comparison we use specially modified version of the PCTgen
framework [9]. Results for 11 randomly selected SUT models and TDL = 2 are pre-
sented in Table 2. The complete result set is beyond the scope of this paper and can be
provided on demand.

In Table 2, ∣D∣, ∣A∣, ∣Ah∣, ∣Am∣ and ∣Al∣ describes properties of particular SUT model
G (refer to the definitions above), cycles denote the number of cycles in G,

∣T∣ denotes number of produced test cases,
a denotes total number of actions (graph edges) in test set T,
b denotes number of unique actions which are contained in the test set T,
ec = (b / ∣A∣) is ratio of unique actions contained in the test set T in percentage.

For PCT, ec = 100% by principle of the technique.
Da = (a for particular technique / a PCT) in percentage,
ah denotes total number of actions of priority high in test set T,
am denotes total number of actions of priority high and medium in test set T,
kh = (ah/a) is “priority path testing efficiency” metric for high priority actions for

particular testing technique. By analogy, km = (am/a) for high and medium priority
actions.

When test cases were created, we verified their consistency: all of the produced test
cases, all high priority actions have been covered by DCT(h) and PPT(h) and all high
and medium priority actions have been covered by DCT(m) and PPT(m) for all SUT
models. Further on, all of the test cases were starting in ds and ending in a dn 2 De. All
of the test cases represented a valid path in G.

The values b for individual techniques presented in Table 2 indicate, that PPT has a
weaker overall coverage than DCT and PCT in terms of unique actions, which are
contained in the test set T. Here, please note that the coverage was reduced only for
non-priority actions. All priority actions were covered by the produced PPT test cases:
high priority actions were covered for PTL = high and high and medium priority
actions were covered for PTL = medium. Nevertheless, as documented by Da and kh
(or km) values, mentioned decrease in coverage of unique low-priority actions was
amply compensated by significant decrease in number of total steps of test cases
produced by PPT. This would lead to significantly less resource demands during
practical application of the test cases. For PPT test cases, TDL test coverage was kept
in priority parts of G: TDL criterion was kept for the paths from P containing high (or
high and medium for PTL = medium) priority actions.

The results show that PPT produces consistent test cases suitable for lower intensity
tests, regression testing and smoke tests, directly focusing on priority parts of business
workflows in information systems. TDL test coverage is kept in these priority parts and
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Table 2. Properties of selected experimental models of SUT and comparison of test cases
produced by PCT, reduced PCT and PPT techniques

Value 1 2 3 3 4 5 7 8 9 10 11

∣D∣ 25 11 10 11 22 26 30 35 40 45 50
∣A∣ 27 16 13 15 27 38 45 48 54 61 74
∣Ah∣ 3 1 1 2 5 6 8 5 7 10 13
∣Am∣ 5 2 4 2 7 3 4 9 6 9 6
∣Al∣ 19 13 8 11 15 29 33 34 41 42 55
cycles 0 0 0 4 0 3 5 5 0 4 7
∣T∣ PCT 17 8 9 6 12 14 11 25 23 17 19
a PCT 69 53 38 52 97 94 200 171 197 352 292
∣T∣ DCT(h) 14 3 2 6 11 11 11 14 13 16 19
a DCT(h) 61 21 7 52 92 83 200 121 132 350 292
b DCT(h) 22 13 6 15 25 37 45 37 42 61 74
ec DCT(h) (%) 81,5 81,3 46,2 100 92,6 97,4 100 77,1 77,8 100 100
Da DCT(h) (%) 88,4 39,6 18,4 100 94,8 88,3 100 70,8 67 99 100
ah DCT(h) 19 3 2 10 21 14 26 19 8 71 49
kh DCT(h) 0,31 0,14 0,29 0,19 0,23 0,17 0,13 0,16 0,06 0,20 0,17
∣T∣ PPT(h) 4 1 1 3 4 7 4 5 6 2 6
a PPT(h) 19 6 3 18 36 39 55 40 33 58 112
b PPT(h) 13 6 3 9 17 26 29 25 24 44 61
ec PPT(h) (%) 48,1 37,5 23,1 60 63 68,4 64,4 52,1 44,4 72,1 82,4
Da PPT(h) (%) 27,5 11,3 7,9 34,6 37,1 41,5 27,5 23,4 16,8 16,5 38,4
ah PPT(h) 8 1 1 5 10 9 16 8 9 13 24
kh PPT(h) 0,42 0,17 0,33 0,28 0,28 0,23 0,29 0,20 0,27 0,22 0,21
∣T∣ DCT(m) 11 8 9 6 11 13 11 23 20 16 19
a DCT(m) 69 53 38 52 97 91 200 163 184 350 292
b DCT(m) 27 16 13 15 27 38 45 47 50 61 74
ec DCT(m) (%) 100 100 100 100 100 100 100 97,9 92,6 100 100
Da DCT(m) (%) 100 100 100 100 100 96,8 100 95,3 93,4 99,4 100
am DCT(m) 27 11 18 16 32 23 36 56 42 124 72
km DCT(m) 0,39 0,21 0,47 0,31 0,33 0,25 0,18 0,34 0,23 0,35 0,25
∣T∣ PPT(m) 8 2 7 3 10 8 5 13 10 6 9
a PPT(m) 32 11 27 29 78 46 69 81 75 140 135
b PPT(m) 19 8 12 15 25 32 35 37 40 55 63
ec PPT(m) (%) 70,4 50% 92,3 100 92,6 84,2 77,8 77,1 74,1 90,2 85,1
Da PPT(m) (%) 46,4 20,8 71,1 55,8 80,4 48,9 34,5 47,4 38,1 39,8 46,2
am PPT(m) 17 3 15 9 27 16 25 32 25 43 40
km PPT(m) 0,53 0,27 0,56 0,31 0,35 0,35 0,36 0,40 0,33 0,31 0,30
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total number of test steps is significantly reduced compared to PCT or alternatively a
naive test set reduction approach simulated by DCT.

5 Conclusion

In the paper we proposed the Prioritized Process Test algorithm generating the
paths-based test cases from SUT model abstracted as weighted directed graph, where
more levels of priority can be defined for particular SUT actions. This approach rep-
resents an alternative to currently established test requirements concept, as in this
concept practically only one level of priority can be set.

Compared to naive approach (which we simulated as DCT), proposed PPT pro-
duces consistent, but much more economic test cases exercising priority actions of
SUT. The PPT(h) has reduced the number of test steps by 53,1% averaged for all
presented SUT instances. The price for this optimization was a decrease of number of
unique low-priority actions which were contained in the test set. For the PPT(h),
average of this decrease for all presented SUT instances was 30,7%. Introduction of
more priority levels gives the proposed technique more flexibility in scaling of testing
intensity than standard concept of test requirements. In the future work we will elab-
orate the PPT algorithm to work more intensely with this prioritization leveling and,
thus, to present more significant alternative to currently published approaches.

This research is conducted as a part of the project TACR TH02010296 Quality
Assurance System for Internet of Things Technology.
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Abstract. Static testing leads to early detection of defects throughout a project
software development. This results in reduced costs and risks in the development
process. Various types of static tests can be performed. In this paper, we propose
extensions to contemporary static testing techniques based on CRUD matrices.
In particular, we consider cross-verification between various types of CRUD
matrices made by different parties at different stages of the project. This leads into
extended the verification consistency of a CRUD matrix. In our evaluation,
proposed techniques lead to significantly more consistent test Data Cycle Test
cases, when involving our static testing techniques. Moreover, our results indicate
positive impact on lowering the number of defects that usually remain undetected
under the system test.

1 Introduction

Static testing is an efficient method detecting software defects in a phase, where the
defect fixing is rather inexpensive, when compared to the later project phases. Various
concepts and methods exist in this area. In this paper, we focus on static testing related
to consistency of business data objects in the Enterprise Information Systems (EIS).
Usually data-flow based techniques apply to data consistency in EIS. On the conceptual
level, the Data Cycle Test (DCyT) [1] is considered as a template for data consistency
tests. The DCyT bases on a CRUD matrix, introduced by Martin [2]. The DCyT proposes
basic methods of static testing using CRUD matrices. We propose extensions to the
static testing methods.

To define the terms, a data entity is an object consisting of data that are stored in the
database of the System Under Test (SUT). For test design purposes, the data entities are
commonly identified on a conceptual level of the design. Typically, we are interested in
capturing principal business data entities that correspond to a reality that is modeled by
the SUT.

The function is a SUT feature, that performs any Create, Update, Read and Delete
(C, R, U, D) operation on a data entity. Further on, F =

{
f1, … , fn

}
 is a set of all the

SUT functions, and E =
{

e1, … , ep
}
 is a set of all the data entities taken into account

for the test design. Then, the CRUD matrix is defined as 𝐌 =
(
mi, j

)
n,p,n = |F|, p = |E|,
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mi,j = {o|o{C, R, U, D} ⇔ function fi ∈ F performs the respective Create, Read,
Update or Delete operations on the data entity ej ∈ E}.

This paper is organized as follows. In Sect. 2 we discuss the related work. In
Sect. 3 we present proposed approach for more extensive static testing using various
types of CRUD matrices. The Sect. 4 presents and discusses results of the experiments.
In the last section, we conclude the paper.

2 Related Work

The principle of static testing based on the CRUD matrix is introduced, for example, in
DCyT technique, previously published as a part of several testing methodologies or
textbooks [1, 3, 4]. During the research of static testing techniques, more extensive
methods have been elaborated. Previous work exploring the data-flow analysis principle
considers detection of design errors in workflow design [5–8]. In these proposals, the
main use case is validation of the process design and notations different to CRUD matrix
are used for SUT modeling.

For instance, Sundari et al. uses UML activity diagrams [6]; Ryndina et al. uses UML
state chart diagrams [7]; proposals by Trcka et al. [5] and Awad et al. [8] use Petri’s nets
as a data-flow modeling structure. In practice, this approach is suitable for static testing,
where Business Process Model Notation (BPMN) diagrams or UML state chart diagrams
are available as the test basis. Similarly, data-flow analysis is sometimes used for veri‐
fication of web services models in WS-BPEL notation [9]. In such case, data depend‐
encies are identified and reflected in the verification process.

An alternative approach to static testing of a database design stands on the Formal
Concept Analysis [10]. Conceptually, this approach is similar to a CRUD-matrix tech‐
nique, however the proposal focuses only on verification of the SUT design. Sun et al.
proposes an alternative approach to data-flow verification in SUT processes [11]. It uses
Data-Flow Matrices, which similarly to CRUD matrix contain read and wire operations
performed by workflow actions on particular data objects. The difference with the CRUD
Matrix is that the Data-Flow Matrix uses only read and write operations.

In the TMap Next description of the Data Cycle Test [1], static testing uses a standard
CRUD Matrix and bases on verification of the completeness of the C, R, U, D operations
for each entity e ∈ E. This approach is valid; nevertheless, it can be extended by some
other techniques, introduced in this paper.

3 Static Testing Using CRUD Matrices

The common presentation of Data Cycle Test technique [1, 3, 4] does not discuss the
methods of CRUD Matrix preparation. The DCyT implicitly works with CRUD Matrix
created by analyst or architect designing the SUT, or CRUD Matrix created by test
analyst from available test basis of other type. Nevertheless, there are other possible
methods, how to create a CRUD Matrix on a software development project. Having
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more versions of CRUD Matrices gives us more possibilities of static testing. Generally,
there are four ways for CRUD Matrices to be created in a software development process:

Type 1: A CRUD Matrix is constructed directly from already implemented SUT code
by a manual analysis or a semi-automated way.
Type 2: A CRUD Matrix is created by technical designer or developer during the
system design phase of the project.
Type 3: A CRUD Matrix is assembled by test designer from the business or technical
specification of SUT behavior. In this specification, data entities and SUT functions
using these data entities were identified. Respective C, R, U, D operations performed
on the data entities by these functions were then added to the matrix.
Type 4: A CRUD Matrix is designed by test designer in a way different to Type 2.
The test designer summarizes only a list of data entities and SUT functions. Then, the
designer independently proposes corresponding C, R, U, D operations by his/her
domain knowledge. In this process, the designer uses the basic facts from the test basis
only - he/she tries to create the CRUD Matrix in a most independent way, separately
from the detail of the test basis. To get more information for this process, we can
consult with the potential business users.

From our observations of industrial projects, if any type is created, the CRUD Matrix
Type 2 is the most common type. By introducing Types 1, 3 and 4, we provide new
opportunities for static testing: a cross-verification of CRUD Matrices.

3.1 Cross-Verification of the CRUD Matrices

To extend the opportunities for static testing based on CRUD Matrices, we propose the
following cross-verification method:

1. Prepare the test basis: 2 or more independently prepared types of the CRUD Matrices
M1.. Mn, n = 2..4 for the SUT.

2. For the two selected CRUD Matrices M1 and M2, E1 is a set of entities in the matrix
M1; E2 is a set of entities in the matrix M2; F1 is a set of functions in the matrix M1,
and F2 is a set of functions in the matrix M2.

3. Organize the matrices M1 and M2 to list the functions F1, F2 and entities E1, E2 in
the same order by using the same criteria (e.g., alphabetical sort).

4. If E1 ≠ E2:
a. Analyze to determine whether some of the entities from E1 and E2 appearing as

different entities are actually the same entity. If yes, unify identification of the
entities;

b. If E1 ≠ E2 is still not valid, report the difference E1–E2 to the backlog of issues
that must be clarified.

5. If F1 ≠ F2 is not valid:
a. Analyze and determine if some of the functions from F1 and F2, which appear

as different functions, are actually the same functions. If yes, unify identification
of the functions;
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b. If F1 ≠ F2 is still not valid, report the difference F1–F2 to the backlog of issues
that must be clarified.

6. For each of the cells of the compared matrices that correspond to e and f, e ∈ E1,
e ∈ E2, f ∈ F1, f ∈ F2, if the cell content differs in the C, R, U, D operations, report
the difference to the backlog of issues that must be clarified.

7. When the issues in the backlog are clarified, merge matrices M1 and M2 to a final
CRUD Matrix M, which will represent a corrected version of the expected behavior
for the SUT.

A difference reported to the backlog can denote either incomplete information in one
of the CRUD Matrices M1 and M1 or a potential defect, which is the subject of our
investigation. The next set of static tests can be defined for one CRUD Matrix.

3.2 Extended Consistency Verification of a CRUD Matrix

For static testing performed on a single CRUD Matrix, as described in TMap Next [1],
we propose the following extension:

1. For each of the cells in the matrix M, E is a set of entities in the matrix M, and F is
a set of functions in the matrix M;

2. If entities e1 ∈ E and e2 ∈ E have the same set of C, R, U, D operations in their
respective columns in the CRUD Matrix: analyze the situation to determine if the
entities are separated for a certain reason or if this situation indicates unnecessary
duplicity in the code;

3. If functions f1 ∈ F and f2 ∈ F have the same set of C, R, U, D operations in their
respective lines in the CRUD Matrix: analyze to determine whether the functions
are separated for a certain reason or if this situation indicates an unnecessary
duplicity in the code;

4. For each entity e ∈ E, verify how the deletion operation is specified in the source
documentation and how it is reflected in the CRUD Matrix:
a. Entity e has to be deleted, which should be captured by a D operation;
b. Entity e has to be archived, instead of deleted, which should be captured by a U

operation for the entity e, or by a D operation for the entity e and a C operation
for an archive entity e′, which is copied from e.

5. If there are requirements to maintain a history of changes for data entity e ∈ E after
an update of this entity by function f ∈ F, this fact may be explored in detail. In
addition to the respective U operations in the CRUD Matrix in the cells corre‐
sponding to e and f, the situation may be captured by other U or C operations in the
matrix line corresponding to the function f. These additional U or C operations would
be performed on the entity that maintains a record of the changes in entity e. The
particular situation depends on the technical details of the implementation process.

The situations described in steps 2 and 3 are interesting from the general redundancy
point-of-view in a SUT, which is a frequent source of defects. In this analysis, possible
planned future extensions of the system should be considered.
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Step 4 aims to detect another possible type of defect that is related to the proper
deletion or archival of the data entities. From our experience, this is an area where design
mistakes can occur, these are expensive to correct after the implementation phase. The
same analysis applies for step 5, which focuses on the requirements for maintaining a
history of the changes in the data entities that are processed by a SUT.

4 Experiments

To verify the proposed static testing approach, we simulated a situation where an incom‐
plete and inconsistent test basis has been used as an input to creation of DCyT test cases.
Using the defined structure as the artificial SUT, we provide a group of test designers
with a test basis and certain number of inserted inconsistencies.

The experimental group has 12 test designers, who vary by their previous praxis in
software testing area from 1 year to 8 years. First, we measure the efficiency of the
prepared test cases by TMap Next DCyT [1] without any static testing. Next, the test
designers apply the proposed static testing techniques, and again, we evaluate the effi‐
ciency of the test cases. In the experiment, the aim was to answer the following questions:
When test basis is inconsistent, (1) how many inconsistent test case steps are produced
by DCyT [1] with static testing compared to situation, when no static testing is used?
Moreover, (2) how many data consistency defects remains undetected by DCyT with
static testing compared to situation, when no static testing is used? Finally, (3) how
resource consuming is the proposed static testing method; moreover, how is this method
efficient?

For the experiment, we create two instances of artificial SUT. Also, the number of
artificial defects are defined in particular artificial SUT instances (simulating presence
of defects in the SUT). The created instances are retained as a baseline to determine the
actual state of the SUT, which is be tested (we use a term baseline SUT for these instances
further on). The baseline SUT is not known to the experiment participants.

The instance of an artificial SUT A is a six-tuple (F, E, S, D, W, L); where F is a set
of SUT functions, E is a set of data entities used by the functions, S is a set of possible
states of the SUT. The SUT changes its state when a function f ∈ F is executed.

D is a set of inserted data consistency defects. An inserted data consistency defect
is a quaternion d = (e, fc, oc, Fd); where e ∈ E is a data entity, which is in an inconsistent
state that causes a defect, fc ∈ F is the function that causes the data entity e to be incon‐
sistent, oc ∈ {C, U} is the particular create or update operation that causes the data entity
e to be inconsistent when accessed by the function fc, Fd is a set of pairs (fd, od), where
fd ∈ F is a function that activates a defect in the SUT as a result of the inconsistency of
the data entity e. This is caused by function fc, the od ∈ {C, R, U, D} is the particular
operation that activates the defect in the SUT when accessed by function fd.

W is a set of workflows implemented in the SUT. The workflows describe the
possible sequences of functions f ∈ F in the SUT. The workflow is a directed graph (Sw,
Fw), whose nodes Sw ∈ S are the states of the SUT, and its edges Fw ∈ F are the functions
of the SUT. L is a set of data entity lifecycles in the SUT. For each data entity e ∈ E,
the data lifecycle le∈ L is defined. The data entity lifecycle is a directed graph (Se, Fe),
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whose nodes Se ∈ S are states of the SUT, and whose edges Fe ∈ F are functions of the
SUT. For each of these edges, the C, R, U, D operations that are performed on an entity
e are defined.

Test case c for data entity e is a sequence of steps {s1,.., sn}, where relevant of these
steps are pair (fs, os), and fs ∈ F, os ∈ {C, R, U, D} is an operation that is performed on
the data entity e by the function fs (see an example in Fig. 1). Possible sequences of the
SUT functions in the test cases are determined by W and L.

Fig. 1. Example of artificial SUT workflow and test case.

For the experiment, two instances of artificial SUT are created (the details are in
Table 1). Then, before providing the instances to the test designers, we change the test
basis in several places, making it inconsistent with the baseline SUT. In particular, we
induce several changes to the structured map of the artificial SUT, consisting of F, E,
W, L, and I, as defined above. We also change a few randomly selected edges of selected
workflows from W and the data entity lifecycles from L. In the future, we will use the
term inconsistent test basis to describe this structure.

Table 1. Artificial SUT instances created for the experiments

Instance ID |E| |F| |W| |I| |D| C1 C2
1 12 57 5 10 22 10 14
2 14 82 6 12 35 16 20

The artificial SUT instances are randomly distributed to the test designers. The
testing group is provided with a structured map of the artificial SUT that consists of F,
E, W and L, as defined above. This artifact simulates a test basis.

In this experiment, all the test designers create a Type 2 CRUD Matrix from this
inconsistent test basis (denoted as CRUD Matrix A further on). Then two groups of
testers (each of the groups consists of six testers) are testing the following situations for
the both artificial SUT instances (see Table 1):

Group 1: The test designers create the DCyT test cases using an inconsistent test basis
(CRUD Matrix A) without any static testing. By this, we simulate a situation when an
inaccurate test basis is used in DCyT.
Group 2: In addition to the inconsistent test basis, the test designers are given another
CRUD Matrix (in our taxonomy, corresponding to Type 1), denoted as CRUD Matrix
B further on. Matrix B is created directly from the baseline SUT, but we randomly
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make changes to the C, R, U, and D operations in the matrix cells. This simulates an
inaccurate or out-of-date CRUD Matrix, which may be provided to the test designers
in an actual project. The testers in this group are performing cross-verification between
CRUD Matrices A and B and extended consistency verification of a CRUD Matrix
proposed in this paper. In this group, the designers are not told which version of the
test basis was correct (if the CRUD Matrix A or B). Actually, both of the matrices
contained inconsistencies. When asking for clarification, the designers are told the
correct information by us (this information is taken directly from the baseline SUT).
Then, the test designers create DCyT test cases.

In Table 1, column C1 specifies how many changes in edges of graphs in sets W and
L we did in the test basis of baseline SUT to create the inconsistent test basis (used by
the both groups of test designers to create CRUD Matrix A).

The column C2 specifies, how many C, R, U, D operations are changed in the CRUD
Matrix. It is created directly from the baseline SUT to produce the CRUD Matrix B
(given to the Group 2). The Group 2 then performs static testing as described above. In
this part, we measure the duration of the static testing. Then participants from the both
groups create test cases by the DCyT and finally, the test cases are simulated against the
artificial SUT. Table 2 shows the results.

Table 2. Experiment results

Instance ID Group TS TIS ΔIS TD ΔD TIME
1 1 90.7 28.3 31.2% 8.1 36.8% –
1 2 91.2 6.2 6.8% 3.0 13.6% 3.7
2 1 134.4 36.8 27.4% 11.7 33.4% –
2 2 133.9 13.8 10.3% 5.2 14.9% 5.6

In Table 2, column TS contains the total number of steps of produced test cases,
averaged for all test sets produced by testers in the experimental group. Column TIS
contains total number of inconsistent steps in produced test cases, again averaged for
all produced test sets. Column ΔIS contains relative difference between TS and TIS.

The test step s is inconsistent when two subsequent C, R, U, D, B operations
performed by the functions f1 ∈ F and f2 ∈ F in the test case cannot be performed in the
SUT. This occurs because we cannot reach a proper state in the SUT to execute the
function f2 from the SUT state reached by function f1.

The column TD contains averaged total number of undetected defects for all
produced test sets. Column ΔD contains relative difference between |D| (refer to
Table 1) and TD. In this experiment, we considered a data consistency defect d ∈ D
undetected when, for all fd ∈ Fd ∈ d, the function fc ∈ d is either not present, or it is not
followed by an fd in any of the test cases that were created for a particular instance of
artificial SUT. Finally, the column TIME contains average time in hours spent by testers
in the experimental group performing the proposed static tests.

For the total number of steps of produced test cases, no significant change has been
observed using the static testing technique (column TS). Nevertheless, test cases
produced by DCyT with static testing have significantly less inconsistent steps by
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approximately 25% (question 1, columns TIS and ΔIS). Moreover, the number of defects
that remained undetected after the simulation of test cases in the baseline SUT was lower
by approximately 20% when applying the proposed static testing technique (question 2,
columns TD and ΔD). Next, as the results show, an initial time investment in static testing
(column TIME) is most likely to be amply returned, especially when we consider the
possible overhead caused by inconsistent test cases and potential defects, which remain
undetected in the SUT (question 3).

5 Conclusion

In this paper, we proposed an extension to the common approach of static testing based
on CRUD Matrices [1, 3, 4]. In particular, we propose (a) cross-verification between
various types of CRUD Matrices created by different parties at different stage of the
project, and (b) extension of consistency verification of the CRUD Matrix.

In the conducted experiment, was simulated a case, when the test basis is inconsistent
with the SUT. When the test basis differs from the SUT, the situation leads to inconsistent
test cases and a higher ratio of undetected defects. In our experiment, the proposed static
testing (even when using a CRUD Matrix with defects) led to significantly more consis‐
tent DCyT test cases when using a test basis corrected after these tests. The result led to
a lower number of defects, which remained undetected in the SUT. Moreover, initial
time investment in performed static testing (in our experiments 5 h on the average) can
be considered much lower than potential overhead arising from further detection and
fixes related to defects caused by a wrong or inconsistent test basis.

This research is conducted as a part of the project TACR TH02010296 Quality
Assurance System for Internet of Things Technology.
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Abstract. Recently, in the photovoltaic energy integrated monitoring software
system, it has more complex, and accordingly may be possible to occur more errors.
In this industrial services, a small error can lead to a huge accident to make the power
failures. To completely build this system, it should verify whether it is or not stability
of software through measuring the full coverage with generating test cases in detail
level based on a message sequence model. In this paper, we apply to verify a system
stability of this monitoring system with our previous research such as the automatic
test case generation based on UML 2.4.1 message-sequence diagram via cause-effect
diagram. With this, we extract automatically test cases on coverage.

Keywords: Automatic test case generation · Message-sequence diagram ·
Renewable energy · Integrated monitoring system

1 Introduction

Approximately it occurs sixty percent of the software errors in the pre-design stages as well
as the design stage, while only 40% of them in the post-design stages [1]. Furthermore, the
requirements from the pre-design stages are likely to have uncertain and incomplete defects,
so they are not easily detected. Also, when the requirement is misinterpreted, it would cause
another issue that new software needs to be redeveloped. That is, one of the main reasons
that causes software errors is a test case based on incomplete requirements [2].

Model-based testing tools generally decrease the number of incomplete test cases caused
by requirements. If requirement-based test cases are generated in the design stage and test
cases are implemented for a system development, the modules being developed based on
misinterpreted requirements would be identified more quickly.

The existing methods generate model-based test case with Use Case Diagram [3]. In this
paper, we use Message-Sequence Diagram method [4, 5]. Using the Sequence Diagram, we
are to generate test cases satisfied with 100% coverage of software with “Metamodel
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oriented Test Case Generation Method Based on transforming UML 2.4.1 Message-
Sequence Diagram via Cause-Effect Diagram” [6].

In this paper, a test case would be extracted by applying a Message-Sequence Diagram
drawn in the design stage to the previous approach [6] in order for the stability of the solar
energy total monitoring system to be verified.

The outline of this paper is as introduced below. Section 2 describes related works
including a method of metamodel oriented test case generation on the new & renewable
energy total monitoring systems. In Sect. 3, Message-Sequence Diagram of solar energy
total monitoring system is to be designed. And Sect. 4 describes the test case extraction of
the solar energy total monitoring system, followed by conclusion and further studies.

2 Related Works

2.1 The Integrated Monitoring System for New and Renewable Energy

On the integrated monitoring system for new & renewable energy, we need to have a
standard interface that interprets different types of data to be delivered to various kinds of
energy plants. Because the standard interface is designed based on metamodel, a new data
type is easily added into it. This is, plug and play on heterogeneous solar devices. There‐
fore, it provides total monitoring services based on web server, so each customer can easily
track the current power via web browser. It also may provide prediction of the power using
statistical methods for big data [7]. Figure 1 shows its total structure of this system.

Fig. 1. The total structure of integrated monitoring system
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2.2 Metamodel Oriented Test Case Generation

We use Message-Sequence Diagram to be transformed to Cause-Effect Diagram, and then
generate test cases based on Cause-Effect Diagram with 100% of functional requirement
coverage, which would be fulfilled by using minimal test cases only.

Fig. 2. A mechanism of test case generation in detail level from requirements

Figure 2 shows the detail of the process of test case generation that we analyze and
design Use Case Diagram; Message-Sequence Diagram is designed by using each Use Case
in the Use Case Diagram; Message-Sequence Diagram is transformed to Cause-Effect
Diagram; Cause-Effect Diagram is transformed to decision table; and decision table turns
into a test case.

Fig. 3. The flow of saving the power data at most cases

3 A Message-Sequence Diagram in the Integrated Monitoring
System

In this paper, with requirements, we draw the interaction with the system, that is, Message-
Sequence Diagram in order to increase stability of the integrated monitoring system for new
& renewable energy. As an example, the saving function of the power data in the system is
drawn with Message-Sequence Diagram. From the diagram, test cases are to be extracted.

The saving of the power data into the server is a function to store data delivered from
inverters. The flow of saving the power data at the most cases is seen in Fig. 3. The M-PVMS
Client delivers data of inverter to M-PVMS server, and stores it into FileDB. M-PVMS
server then stores the delivered data into WebDB.
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Table 1. Message-sequence diagram codes for power data saving function in most cases

<?xml version="1.0" encoding="UTF-8"?>
<sed:SEDModel xmi:version="2.0" xmlns:xmi="http://www.omg.org/XMI" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xmlns:sed="http://sed/1.0" name="Model">

<mMessage name="savePowerData" startMessage="//@mLineline.0" 
endMessage="//@mLineline.1"/>

<mMessage name="savePowerDatatoFileDB" startMessage="//@mLineline.1"
endMessage="//@mLineline.2"/>

<mMessage name="returnFileSaveResult" startMessage="//@mLineline.2" 
endMessage="//@mLineline.1"/>

<mMessage name="sendPowerDatatoServer" startMessage="//@mLineline.1" 
endMessage="//@mLineline.3"/>

<mMessage name="savePowerDatatoWebDB" startMessage="//@mLineline.3" 
endMessage="//@mLineline.4"/>

<mMessage name="returnWebSaveResult" startMessage="//@mLineline.4" 
endMessage="//@mLineline.3"/>

<mLineline name="Inverter" type="Actor" ownedMessage="//@mMessage.0">
<mObkind xsi:type="sed:Actor"/>

</mLineline>
<mLineline name="M_PVMS_Client" type="Control" 

ownedMessage="//@mMessage.0 //@mMessage.1 //@mMessage.2 
//@mMessage.3">

<mObkind xsi:type="sed:Control"/>
<ecaRule mMessage="//@mMessage.0 //@mMessage.1"/>
<ecaRule mMessage="//@mMessage.2 //@mMessage.3"/>

</mLineline>
<mLineline name="FileDB" type="Service" ownedMessage="//@mMessage.1 

//@mMessage.2">
<mObkind xsi:type="sed:Service"/>
<ecaRule mMessage="//@mMessage.1 //@mMessage.2"/>

</mLineline>
<mLineline name="M_PVMS_Server" type="Control" 

ownedMessage="//@mMessage.3 //@mMessage.4 //@mMessage.5">
<mObkind xsi:type="sed:Control"/>
<ecaRule mMessage="//@mMessage.3 //@mMessage.4"/>

</mLineline>
<mLineline name="WebDB" type="Service" ownedMessage="//@mMessage.4 

//@mMessage.5">
<mObkind xsi:type="sed:Service"/>
<ecaRule mMessage="//@mMessage.4 //@mMessage.5"/>

</mLineline>
</sed:SEDModel>
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The designed Message-Sequence Diagram needs to turn into XMI codes. In the
power data saving function, Message-Sequence Diagram codes of the most cases are as
seen in Table 1.

4 Test Case Extraction for New and Renewable Energy Monitoring
System

The process to extract test case for solar energy total monitoring system is as described
below. The XML codes for Message-Sequence Diagram are to be inputted to the auto‐
mation tool, and then test case is to be extracted. The automation tool is applied by the
model transformation rules based on ATL [6].

Generated XMI code for test case can be showed a chart format in Microsoft Excel.
The Fig. 4 shows a test case extraction for power data saving function.

Fig. 4. Test cases for the power data saving function

In model based testing based on requirements, we generate test cases from message
sequence diagram via the cause effect diagram, which covers in detail level of the system.
To validate the right requirements, we should generate all possible test cases which are
satisfied by the requirements.

5 Conclusion

The volume of software is positively related to the number of errors in software. Because
there are possibilities of life damage in the industrial field, an emphasis on development
should have one of methods to increase reliability of software to industrial system.

By using “Metamodel oriented Test Case Generation Method Based on Trans‐
forming UML 2.4.1 Message-Sequence Diagram via Cause-Effect Diagram” we auto‐
matically generate test cases with any, and accordingly would be reduced the probability
of inaccurate implementation in software.

In this study, test case is extracted by applying “Metamodel oriented Automatic Test
Case Generation Method based on Transforming UML 2.4.1 Message-Sequence
Diagram via Cause-Effect Diagram” in order to verify reliability of solar energy total
monitoring system. Also, it is ascertained when the system functions are consistent with
the demands.
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In the future, we would be researched in the further study on methods of automated
transformation of Message-Sequence Diagram into XMI codes.
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Abstract. For safe software development on the solar integrated monitoring
system, it is very important how to identify safe behaviors of the system behaviors.
Therefore, it needs to test the system behaviors after the software development.
To solve this problem, the existing studies have proposed the use case based test
coverage analysis at all software development stages [1]. With this method, we
identify the test cases based on priority of the system behaviors. In this paper, we
proposes automatic test case extraction method based on state diagram among the
use case-based test coverage extraction methods. That is, we can use state diagram
for a system behaviors with which generates test cases to validate the system. We
show an applicative case on the system behaviors of a solar integrated system
with this approach.

Keywords: Automatic test case generation · State diagram · Use case based test
coverage · A renewable energy integrated monitoring system

1 Introduction

With the recent development of convergence software, the relative importance of soft‐
ware is increasing in the automobile, aviation, and railroad industries. Also, software is
applied in various fields and thus requires complex functions. Therefore, it is the impor‐
tance of quality in increasing software, for example, safety, reliability, etc. As suggested
in 2010 Toyota recalls, software defects cause personnel and material loss. For this
reason, safe software development is an important issue.

To development a safer software, software test is very important. Software defects
are discovered after carrying out a test. If software test is executed earlier for that error
can be discovered quickly, we can reduce period of development and cost. That is, the
actual cost for correcting deficiency becomes cheaper. But the actual test of the system
behaviors is executed after the software is implemented. The existing studies have
focused on a use case-based testing combined with software development stage [1]. This
method can discover and modify the problem that can occur in early development stage
in advance as it conducts a testing from the requirement stage. The current method can
test all possible input values. Also, the more the generated test cases are existed, the
more the time and cost are consumed for testing. This method extracts all possible test
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cases and focuses on effective testing. The finally extracted levelled test case identifies
order of priority. The identified order or priority executes maximum coverage testing
through minimum test case. This paper proposes an automatic test case establishment
method through State Diagram. This method is included in Use case-based test coverage
extraction method. The extraction process is generating State Diagram, State Table, and
State Transition Tree and extracting test case. This method can detect error quickly and
reduce period of development and cost because it can conduct a test in design stage.
HIMEM, developed in this research laboratory as case study was applied to photovoltaic
monitoring system [2].

This paper is as introduced below. Section 2 describes our test coverage on use
case approach. Section 3 describes automatic test case generation with state machine
based on the system behaviors. And Sect. 4 describes a case study on apply the solar
energy total monitoring system with this approach, followed by conclusion and
further studies.

2 Our Test Coverage on Use Case Approach

Figure 1 shows the use case oriented testing procedure [1]. For use case oriented testing,
users should analyze domain and set business goals. In other words, users should under‐
stand the entire system clearly through domain analysis and set business goals. This is
why the testing should also appreciate for business organization to be a great expense.

Fig. 1. A procedure of use case oriented testing

If such test is conducted despite unclear goal, it may lead to indiscriminate tests. This
may result in a waste of time and cost, which has also the most critical impact on the
entire cycle of development. Most entire software errors occur in requirement analysis
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stage. If such requirement is analyzed through exact identification, it can reduce the time,
cost, and personnel for software test. Requirement analysis identifies functional and non-
functional requirements. The identified requirements can have a 1:1 or 1: n relationship
through the existing requirement analysis. Use case is extracted from the functional
requirements. Sequence and State Diagram are generated from Use case. Test scenario
is extracted from non-functional requirements. Test scenario has a 1:1 or 1: n relation‐
ship. Finally, all possible test cases is extracted from use case, sequence, and state
diagram. Test case has a 1:1 or 1: n relationship. Through this process, a test is conducted
based on requirements. Table 1 shows the abstract levels of a test case coverage matrix.

Table 1. The abstract levels of a test case coverage metrics

3 Automatic Test Case Extraction Based on State Diagram

State transition testing is a model based technique. This technique generates test case
based on the system behaviors of the solar integrated monitoring system. We implement
a test case extraction tool based on state diagram.

Figure 2 shows a test case generation procedure [3]. First, we model the state diagram
of a target system. The state model is converted to state table. The state table is composed
of all events of states and events. The state can express each one of all situations. The
event is a factor to cause the transition of state. The state table displays each state in the
top side of table, and also represents the event in the left side of table. And the rest
displays a movable state when a state meets an event. N/A represents a case that can’t
be movable. After then, we use the information of state table, and generate state transition
tree. The state transition tree includes all information that a next state is transferred by
the event in state table. Therefore, to look for the transition route of state and generate
test case, the state table is converted to the state transition tree. This transition tree
generation method displays all states in the upper side of table. The next stage represents
all accessible states. Through this process, the test case is made by considering all
accessible cases. The generated test case is a scenario executed by each state in state
transition tree.
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Fig. 2. State transition testing method

4 A Case Study

This study is an automatic test case generation based on a state diagram, that is, the
system behaviors of our integrated renewable energy monitoring system. For this, we
use our tool, that is, Hongik MDA based Embedded Software Development Method‐
ology (HIMEM v1.0), developed in our research laboratory of this study. HIMEM v1.0
is an automatic test case generation tool.

This System monitors such information of electric energy and temperature collected
from the solar cell. Figure 3 shows the communication architecture of a photovoltaic
monitoring system. This system stores the data transmitted from many power plants into
our web-sever. And the data sent from each power plant are integrated through meta-
model based standard interface. This meta-model is used because the inverter installed
to each power plant uses different communication packet. Meta model converts different
packets to the same types of packet.

Fig. 3. The communication architecture of a photovoltaic monitoring system
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Figure 4 shows the whole system structure of Integrated monitoring system. In this
current system, a central server does manage information data occurred from the existing
monitoring system. An individual user can possibly monitor the generated energy on
the web. Therefore, we can diagnose and resolve problems through monitoring at the
central server. Figure 5 shows a test case extraction method based on state diagram for
validating the system behaviors. We use our HIMEM v1.0 tool to draw the state diagram
to represent the system behaviors of our monitoring system. In the state diagram of our
integrated photovoltaic monitoring system in Fig. 5(A), the ‘Idle’ state is the initial state
of the integrated monitoring system. The ‘Ready’ state represents the beginning state
and resetting state of monitoring system. The ‘Run’ state represents the execution state
of system, and processes the data, graph, and connection information of electric energy.
‘Run’ state is divided into two sub states like data collection (collectData) and data
analysis (analyzeData). In a case of data collection, the data of electric energy and envi‐
ronmental sensor are collected through the inverter in a power plant. After then, the
collected data are transmitted to monitoring system. If it does occur defects of the
equipment, Alarm sends a message to administrator. In other case of data analysis, the
collected data are analyzed. This data are printed out in graph after daily/monthly/yearly
electric energy analysis. If disorderData occurs, the system is converted to watch out
state. At this time, the system checks MPVMSClienct, MPVMSServer, or MPVMSMo‐
nitor and sends a warning message. Figure 5(B) shows a state table of integrated moni‐
toring system. The state table represents a state and event when a particular event is
generated in an applicant state from the state diagram. The upper side of table represents
state, and the left side of table represents an event. The intersection represents an acces‐
sible state, that is, to the next stage. Figure 5(C) shows the state transition tree of inte‐
grated monitoring system. The State Transition Tree is generated based on state table.
The state transition tree expresses all possible states in the form of tree. The test case is
generated based on state transition tree. Figure 5(D) shows the finally extracted test case.
The extracted test case shows an event and action occurred in the current state. Also,
the next state can be identified in the current state. The total of 107 test cases were
extracted.

Fig. 4. The whole system structure of integrated monitoring system
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Fig. 5. Test case extraction method with the state diagram

5 Conclusion

Software error is discovered after testing the system. How to validate the behaviors of
the system? How to automatically generate test case to check the system behaviors? To
solve such problems, we propose an automatic test case generation based on a state
diagram for validating the behaviors of a system. In further studies, we will apply the
use case-based test coverage extraction method. Also, Future studies need to look at the
test case extraction method from Use case and sequence diagram.
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Abstract. One of the main challenges in software development is the complex
structure of a system. The software development for event sequences is complex.
It is a challenge to define a complexity metric for event sequences application.
Lack of knowledge in complexity metric can lead to issues such as rises in soft‐
ware cost and delays in project timing. Numerous complexity metrics have been
proposed and published, such as information flow complexity, lines of code,
function points, and unique complexity metric. However, in the context of the
event sequences, most of the research focuses on measuring web graphs, meas‐
uring the web traffic and how the complexity of the web impacts the customer.
In this paper, the researchers studied and compared five different software
complexity metrics. This paper describes the on-going research that addresses the
issue to produce a unique weight to prioritise event sequences test cases.

Keywords: Software complexity metric · Event sequences · Unique complexity
metric

1 Introduction

The software process model to develop a system comprises a sequence of steps. A system
that has high performance in terms of the reliability, testability, safety, availability,
maintainability and security can be categorised as a high-quality system [1]. The meas‐
urement is needed to make sure that the system fulfils all the aspects mentioned above.
The measurement results allow us to conclude whether the structure of the system is
easy or difficult to understand and whether the relationship between modules needs to
be reengineered or not [2]. The software complexity measurement is needed to under‐
stand the boundaries and requirements of the system, behaviour of the system and
connections between components.

Understanding the complexity of the system is the first step before customising it to
achieve the desired usability, reliability, availability, maintainability and performance
[3]. More recently, literature has emerged that few factors such as the number of lines,
the total occurrence number of operators and number of control structure in the program
and function affect the complexity of the program [4]. There is a relationship between
complexity and number of detected faults [5]. If the complexity measurement of a system
is a complex system, most probably the number of detected faults is high. The
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relationship between the complexity results and number of detected faults can be used
as a surrogate for fault measurement in the subsequent testing phase. Understanding the
complexity of the event sequences in a test case is the first step towards the solutions to
cater for a large number of test cases that may exist for the event sequences application.
Although a number of software complexity metrics have been proposed and published
for the research on the event sequences application, they do not analyse the complexity
of events.

For this reason, in this paper, the researchers studied existing complexity metrics
and compare five commonly used complexity metrics: Lines of Code (LOC), McCabe
Cyclomatic Complexity, Information Flow Complexity, Function Points (FP) and
Unique Complexity Metric (UCM). The main addressed issue was to find the complexity
value for each of the event sequences that probably occurred in a test case. The rest of
the paper is organised as follows. In Sect. 2, the researchers summarise numerous
existing software metrics, while in Sect. 3; the researchers present the results of applying
the five complexities metric on two functions from a case study and two functions from
the industry. The last Sect. 4 includes the conclusions drawn.

2 Related Work

2.1 Lines of Code

Line of code (LOC) is the most common measure of source codes program size.
There are four types of LOC; blank lines, comment lines, data declarations and lines
that contain several separated instructions. Each type needs to be clearly understood
before applying it to avoid confusion resigns. However, there is a possibility for the
function to have closer behaviour and characteristic. It is an easy metric whereby the
LOC is a physical entity, and normally people will do it manually. In reviewing the
literature, some researchers stated the disadvantages of LOC. First is a lack of cohe‐
sion with functionality. This will happen when expert programmers may develop the
same function with the intermediate programmer with far less code [6]. Second is the
difference in languages. The amount of effort would be different writing in COBOL
and C++ [6].

2.2 McCabe Cyclomatic Complexity

Thomas McCabe defined McCabe Cyclomatic Complexity in 1976. It will calculate
based on the graph-theoretic concept where the number of linearly independent paths
in a program will be counted. McCabe claimed that a greater value of v means that the
modules are likely to be fault-prone and hard to maintain. The threshold for the value
of v is 10. If the value is greater than 10, McCabe classified the program as possibly
problematic. One of the most significant current issues by McCabe is, does the counting
number of nodes give the true measure of complexity [7], while some researchers
believed that relying on the cyclomatic complexity can be misleading. The cyclomatic
complexity is calculated using the formula shown below:
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v(F) = e − n + 2n (1)

The formula can only be applied for a program with flow graph only, where e is the
number of edges and n is the number of nodes available in the program. It is not satisfying
if it is applied to the structural program. Besides that, the cyclomatic complexity fails
to differentiate the difference between simple cases. When one program with single
conditions and another program opposed the multiple conditions in conditional state‐
ments [8], both programs will present the same flow graph, but they have different
complexities as the logical expression is different.

The following two segment codes illustrate the above scenario:

IF (a % 2 == 0) THEN x=1
ELSE x=2

IF (a % 2 == 0) && (b % 2 == 0) THEN x=1
ELSE x=2

2.3 Information Flow Complexity

The information flow complexity is suitable to measure a large scale system because it
reflects the system structure [1]. The information flow complexity was validated in
UNIX and proposed in 1981 [9]. It measures the total information flow between modules
by considering the data structure of the modules. Three steps and two definitions have
been defined by [1] to make it easy to understand the theories mentioned by [9]. The
fan_in means information flowing into the function while fan_out means information
flowing from the function.

Definition 1. The fan_in belongs to a number of parameters from the outside function
and number of global variables read by the function.

Definition 2. The fan_out is the number of the return value and global variables written
by the function.

The fan_in and fan_out represent the total possible number of input and output
combinations. The given weight for the fan_in and fan_out is based on the assumption
that the complexity is more than linear in terms of the connections between function.
After listing the numbers of fan_in and fan_out, the information flow for each of the
function will be calculated as follows:

IFC = length ∗ ((fan_in) ∗ (fan_out))2 (2)

This metric is good for data-driven programs. However, some researchers stated
that for a function that has no external interactions with other function, the
complexity value is 0.

2.4 Function Point

The Albrecht’s function points (FPs) is one of the approaches to measuring the
complexity of the software. FPs is used to measure how well the functionality of a system
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achieved the requirements. FPs involves three steps. First, it needs to compute an unad‐
justed function point count (UFC). To calculate the UFC, the item in the software first
needs to be categorised first. There are four categories, and each of the categories repre‐
sents different functionality. They are the external inputs, external outputs, external
inquiries, external and internal files. The external inputs involve inputs provided by the
users of the system excluding the inquiries. Inquiries are under the external inquiries.
External outputs are those items produced by the system to the users such as reports and
messages. While the external files are those items that are machine readable from other
systems. Lastly, the internal files are logical master files stored in the system. To get the
final value for the UFC, the weight needs to be assigned to the item. The weight value
is based on three ordinal scales, simple, average and complex. The UFC formula is as
shown below:

UFC =
∑n

i=1
(No of items of varietyi)X(weighti) (3)

Second, the technical complexity factor (TFC) needs to be computed. There are 14
contributing factors already defined as depicts in Table 1. The following formula
combines the 14 technical complexity factors:

TCF = 0.65 + 0.01
∑14

i=1
Fi (4)

Table 1. Components of the technical complexity factor

Factor name Description
F1 Reliable backup and recovery
F2 Data communications
F3 Distributed functions
F4 Performance
F5 Heavily used configuration
F6 Online data entry
F7 Operational ease
F8 Online update
F9 Complex interface
F10 Complex processing
F11 Reusability
F12 Installation ease
F13 Multiple sites
F14 Facilitate change

If each Fi is set to 0, the factor varies value will start from 0.65, while if each Fi is
set to 5 then the factor varies from 1.35. By multiplying the UFC and TFC, the final
value of FPs will be produced.
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2.5 Unique Complexity Metric

The unique complexity metric (UCM) includes all major factors that consider the effects
of the complexity of programs. In the UCM, it focuses on the internal attribute and most
of the researcher believed that it is important to focus on the internal attributes respon‐
sible for complexity [4]. Examples of internal attributes are complexity, bugs, testability
and size of the systems. Three factors have been identified as the major contributing
factors for the complexity of a system in UCM. First is the size of the code.Second is
the total occurrence of operands and operators in the program. The last factor is the
researchers believed that the complexity depends directly on the cognitive weights of
Basic Control Structure (BSC). [4] reviewed a few factors that may influence the
complexity of a system and came up with three opinions as follows:

1. The size of the code as the first factor with the assumption complexity for any single
line of code is considered as 1.

2. [4] also suggested to measure the total of operators and operands and the complexity
due to ith line of code that can be calculated as

SOOi = Ni1 + Ni2 (5)

Ni1: Total number of operators at line i
Ni2: Total number of operands at line i

3. The complexity of the system should be directly correlative with the cognitive
weights and basic control structures (BSC).

Cognitive weight is the degree of difficulty or effort taken to understand the number
of BSC in a program [4]. Most of the existing software metrics only cover the internal
structures of the program which differs from this cognitive complexity where it also
covers the input-output as its processes. BSC is a basic flow control mechanism in any
software system. The sequence, iteration, function call, recursion, parallel, interrupt, and
branch are the common BCSs [10]. The cognitive weight is known as the maximum
time and effort needed to understand the number of BCS in a software system [10].
Table 2 depicts the weights for BCSs which is defined by [4]. Those weights are assigned
based on the classification of cognitive phenomenon discussed by [10]. In the effort of
calculating the complexity of event sequences, the researches applied three factors
mentioned above and calculated the UCM for the two simple programs using the cogni‐
tive weights as depicted in Table 2. The UCM is calculated as follows:

UCM =
∑n

i=1
(1 + SOOi ∗ CWi) (6)

[10] reviewed the BCSs details to determine the complexity and component func‐
tionality which are based on the theory of cognitive informatics. The cognitive infor‐
matics refer to the functional complexity found in the software and it depends on input,
output and internal processing [10]. The UCM followed the discipline, and some of the
basic measurement requirements are stated in the Measurement Theory (MT) [11].
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Table 2. Assigning weights for the BCSs

Category Basic control structures Cognitive weight
Sequence Sequence 1
Branch If-Then-Else 2

Case 3
Iteration For-do 3

Repeat-until 3
While-do 3

Embedded component Function Call 2
Recursion 3

Concurrency Parallel 4
Interrupt 4

3 Case Study

The complexity of the software depends on two factors [9]. First is the complexity of
the function and second is the complexity in terms of connections with other functions.
In this research, the researchers look into the complexity of events in each of the test
cases. Two small functions written in Java taken from the circular queue program will
be used for the analysis of the case study. The segment codes are given in Table 3. In
order to hold an enduring fascination with the industry, the researchers extracted two
functions from the industry that consist of more line of codes and the operations are
more complex compared with the small functions shown in Table 3. The programs were
written in VB.Net. Table 4 shows segment codes for Move Change Language in Textbox
Fields Function and Move Textbox Fields to DB Function. Those functions are possible
events that may occur in a test case.

Table 3. Segment codes function add and function remove.

Function Add Function Remove
/** This is add function
*/
private void add(int inVal) {

if (len < QSIZE) {
rear = (rear + 1) % 

QSIZE;
dataQ[rear] = inVal;
dataQori[rear] = inVal;
len = len + 1;

}  else if (len == QSIZE) {
}

/**end of if statement
*/

}

private void remove() {
if (len > 0) {

dataQ[front] = null;
front = (front + 1) % 

QSIZE;
len = len - 1;

} else if (len == 0) {
}

} 
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Table 4. Segment codes function move change language in textbox fields and function move
textbox fields to DB

Function Move Change Language in 
Textbox Fields

Function Move Textbox Fields to DB

Private Sub

sbMoveChangeLanguageInTextBoxFields

()

If ddlQUES_LANG.SelectedValue = 

"BS" Then txtQUES_QUESTION.Content=  

bQUES_QUESTION_BS.Text 

Private Sub 

sbMoveTextBoxFieldsToDBFields(ByVa

l strMode As String)With objBE 

.QUES_CERTTYPE = 

hdnCERT_TYPE.Value

.QUES_UID = 

txtQUES_ANS1.Text = 

txtQUES_ANS1_BS.Text

txtQUES_ANS2.Text = 

txtQUES_ANS2_BS.Text

txtQUES_ANS3.Text = 

txtQUES_ANS3_BS.Text

txtQUES_ANS4.Text = 

txtQUES_ANS4_BS.Text

ElseIf ddlQUES_LANG.SelectedValue = 

"EN" Then

txtQUES_QUESTION.Content= 

lbQUES_QUESTION_EN.Text

txtQUES_ANS1.Text = 

txtQUES_ANS1_EN.Text

txtQUES_ANS2.Text = 

txtQUES_ANS2_EN.Text

txtQUES_ANS3.Text = 

txtQUES_ANS3_EN.Text

txtQUES_ANS4.Text = 

txtQUES_ANS4_EN.Text

ElseIf ddlQUES_LANG.SelectedValue = 

"CN" Then

txtQUES_QUESTION.Content=      

lbQUES_QUESTION_CN.Text

txtQUES_ANS1.Text = 

txtQUES_ANS1_CN.Text

txtQUES_ANS2.Text = 

txtQUES_ANS2_CN.Text

txtQUES_ANS3.Text = 

txtQUES_ANS3_CN.Text

txtQUES_ANS4.Text = 

txtQUES_ANS4_CN.Text

End If      

End Sub 

SysUtility.clsEmbeddedQuote

(txtQUES_UID.Text.Trim)

If RDBTN_Single.Checked = True 

Then .QUES_TYPE_MOD = "S"

ElseIf RDBTN_Scenario.Checked 

= True Then .QUES_TYPE_MOD = SC"

End If

.CR_LVL_STRING_MOD= 

hdnCR_LVL_STRING.Value

.QUES_QUESTION_MOD= 

SysUtility.clsEmbeddedQuote

(txtQUES_QUESTION.Content.Trim)

.QUES_ANS1_MOD= 

SysUtility.clsEmbeddedQuote(txtQUE

S_ANS1.Text.Trim) 

.QUES_ANS2_MOD= 

SysUtility.clsEmbeddedQuote(txtQUE

S_ANS2.Text.Trim)

.QUES_ANS3_MOD= 

SysUtility.clsEmbeddedQuote(txtQUE

S_ANS3.Text.Trim)

.QUES_ANS4_MOD= 

SysUtility.clsEmbeddedQuote(txtQUE

S_ANS4.Text.Trim)

.QUES_CORRECTANS_MOD= 

ddlQUES_CORRECTANS.SelectedValue

.QUES_RMK_MOD= 

SysUtility.clsEmbeddedQuote

(txtQUES_RMK.Text.Trim)

.QUES_VERIFY_STATUS = 1

.QUES_STATUS = 0

If rdbSTATUS10.Checked = True Then

QUES_AVAILABLE_MOD = 0

End Sub
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Complexity values for each of the functions above are calculated and results are
shown in Table 5. However, the details of the calculations are not included in this paper
because of lack of space. Based on the LOC values in Table 5, it show that add function
and move textbox fields to DB function have high values since both have more lines of
codes. Line of code is based on counting the lines of the codes. However, the values
become not realistic if one of the functions has more comments since LOC will calculate
comments as one line. Because of that, some researchers agree that one of the lines of
code drawback is in terms of the language syntax and style.

Table 5. Complexity values calculations

Complexity
metric

Simple case study (Java language) Industry case study (VB.Net
language)

Function add Function remove Function move
change language
in textbox fields

Function move
textbox fields to
DB

Line of code 13 8 49 53
McCabe
cyclomatic
complexity

3 3 7 10

Information flow
complexity

16 4 121 256

Function points 28.08 20.28 38.0 46.06
Unique
complexity
metric

37 29 180 205

For example, practically programmers will leave blank spaces in their codes so that
it will be easy for others to read. However, to estimate the programming effort, in reality,
the blank space does not contribute anything compared to the lines that involved calcu‐
lations or algorithms. Since line of code is sensitive with the issue of language syntax
and style, this metric will not be selected for future research. McCabe cyclomatic
complexity is based on measuring the linearly independent path. Basically, there are
four categories assigned by McCabe. If the complexity value is below 10, the code is
simple program and without much risk. If the complexity value are ranges between 11
and 20, the code is more complex and under moderate risk. For the complexity value
ranges from 21 to 50, the code is complex and high risk. While for the complexity value
above than 50, the code is under category not testable and very high risk. Based on values
stated in Table 5, it shows that all the functions are simple program since their complexity
value is under 10. Some researchers stated that the codes are structured and easy to
maintain if the complexity value is fewer than 10.

However, the researchers conclude that if the structures of functions are almost same
like add function and remove function, there is a possibility to have similar complexity
value even tough number of nodes and edges are different. McCabe cyclomatic
complexity is a quality metric as it can produces relative complexity value for various
designs but it only focus on the flow of the program. Some researchers agree that the
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weighing scheme in McCabe cyclomatic complexity is too simple. With that reasons,
the researchers will not select McCabe cyclomatic complexity for future research. For
the information flow complexity, add function and move textbox fields to DB function
still have high value compared to other functions as well. Based on the concept of the
information flow complexity, the calculation is based on the flow of information through
available input parameters, output parameters and global data structures. Many
researchers agree that it is a good complexity metric as it can be derived during the
design phase but it will produce complexity value 0 if there are no external interactions
in the functions. There is a possibility for the event sequences test case to have simple
functions whereby no external interactions. For that reason, researchers believed that
information flow complexity is not suitable for theirs research. Function points are
known as a metric that focus on to measure the amount of functionality in a system.
However, because of the evaluation of FP from a specification of the system, it cannot
be done automatically. It will be evaluate manually and different group and expertise
will evaluate each of the specifications differently. FPs is not suitable to measure the
complexity event sequences in terms of the differentiating specified items. There are
similarities in opinions between previous researchers regarding limitations of the FPs.

Some of the limitations discussed are problems with the subjectivity in the TCF since
the range is between 0.65 and 1.35 and problems of accuracy, changing requirements
and subjective weighting. This metric will not be selected by the researchers for the
future research even though the differences complexity value for the function points
metric is realistic. In Table 5, under the UCM metric, add function and Move Change
Language in Textbox Fields function are consider complex since both functions have
high values. The difference of UCM values are realistic even the number of lines codes
not too different. In UCM, function that has highest UCM value means the function is
complex compared with other functions. One of the reasons the Move Change Language
in Textbox Fields function has high UCM value because the segment code consists many
function calls. In the classification of cognitive phenomenon, function call is categorised
under embedded component which is under category medium complex.

Furthermore, different languages will not affect the UCM values since UCM is
language independent. However, UCM does not assign the upper and lower bound
complexity values. Further analysis should be done for this restriction to make sure the
complexity values more comprehensive to be used. The determination of the complexity
of event in this paper is used to assign appropriate weight before calculating the priority
value of event sequences test cases. The event needs to be ranked to identify the most
important events. The researcher will choose UCM as a complexity metric to measure
the complexity of event sequences because of the reasons mentioned above. Besides
that, the weight is given based on classification of the BCSs. Like previous work done
on GUI test cases, the assigning weight is based on the sensitivity for each of the events
that may occur in a test case.
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4 Conclusions

In this paper, the researchers studied and compared five commonly software complexity
metrics. Two functions taken from a simple case study and two functions taken from
the industry has been chosen to evaluate the effectiveness of applied each of the software
complexity metrics. This is part of on-going research which aims to find a technique
that can produce a unique priority value while prioritize event sequences test cases. The
researchers believed that the complexity value gained from this analysis can help future
work to create new technique to produce a unique priority value for each of the test
cases. UCM is selected as a metric to calculate the complexity of event sequences based
on discussions on the importance, strengths, and weaknesses during the analysis. UCM
is a simple metric but can fulfill the requirement of a good metric and it will aid devel‐
opers to evaluate the software complexity as an analyser for the software engineering
measurement.
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Abstract. High Available share storage becomes one of the important resource
information to expand our system especially for Big Data implementation system.
To consider the world demand of reduce high risk data corrupt and improve the
reading and writing storage performance, through our research we mainly apply
Ceph storage with Big Data Performance testing in order to solve the best reading
and write speed performance and data backup. This system is started from Hadoop
operations. The data is stored in the Hadoop Distributed File System (HDFS) and
copied to Alluxio MEM space. The data through Map Reduce processing
(Mapping – Sorting – Filtering – Reducing) got the result and the output will be
stored in to Alluxio MEM space. For the first experimental, we use S3 API and
Rados Gateway of Ceph components as a bridge between Alluxio and Object
Storage Daemon (OSDs). The second experimental is the same like first envi‐
ronment, but the output of Map Reduce will be directly connect to Object Storage
Daemon using Ceph File System (CephFS). The data is more safety in the Ceph
than in the Alluxio MEM only, because OSDs can back up the data with object
storage levels. We also can use S3 browser (GUI) to maintenance the OSD’s data,
e.g.: grant access, keep folder, create user account, move data location etc. The
last one, we use Inkscope to monitor all system, if there is any problem the system
will respond the error or giving warning alerts to the user.

Keywords: High available · Big data · Share storage · Recovery · Monitor

1 Introduction

In recent years, the importance of continuous delivery tooling continues grown up and
needed, the requirements for availability and scalability also increase. Tools must be
High Available so engineers can always deliver new software. Many companies need
to have automatically expand share storage and their system service to remain available
even when a component of that service fails. A component could for example be some
kind of process. To make that more reliable you can run multiple instances of this process
and load balance between them. A component can also be a collection of data. Data can
be stored in a database or on a file system, or whatever, but it will end up on some kind
of storage device, like an SSD, a Hard Drive or even a Tape.

Many things can go wrong with storage, it need High Available share storage to
reduce high risk of device breaks, the file system get corrupt, the system that is attached
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to the device can break and so on. To avoid outages, it would like to have multiple
instances of all components. If something wrong happened, the other components could
automatically take over and both of replicated and distributed all data. Users do not
worry any outages happened.

In this paper, we use Ceph Storage, Alluxio and Apache Hadoop integrated tech‐
nology to collect a fully working system and using Hi-Benchmark performance testing
tool to measure sequential and partial read/write speeds then found increase the perform‐
ance solution that looked for many developers and enterprises nowadays.

2 Background and Related Work

2.1 Background – Ceph Storage

Ceph is an object storage based free software storage platform that stores data on a single
distributed computer cluster, and provides interfaces for object-, block- and file-level
storage. Ceph storage clusters are designed to run on commodity hardware, using an
algorithm called CRUSH (Controlled Replication under Scalable Hashing) to ensure
data is evenly distributed across the cluster and that all cluster nodes can retrieve data
quickly without any centralized bottlenecks (Fig. 1).

Fig. 1. General Ceph architecture

Ceph consists of three component services, that are RADOS Gateway (Ceph Object
Gateway Daemon), Block Device and CephFS.

• RADOS Gateway is a bucket –based REST gateway, compatible with S3 and Swift.
• RBD is a reliable and fully-distributed block device, with a Linux kernel client and

QEMU/KVM driver
• CephFS is a POSIX-compliant distributed file system, with a Linux kernel client and

support for FUSE.
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2.2 Background – Alluxio

Alluxio (former known as Tachyon) is an open source memory speed virtual distributed
storage system. It unifies data access and bridges computation frameworks and underlying
storage system. Applications only need to connect with Alluxio to access data stored in any
underlying storage systems.The following is Alluxio Architecture layout (Fig. 2).

Fig. 2. Alluxio architecture

2.3 Background – Apache Hadoop

Apache Hadoop is now the most popular solutions of big data processing, which is
Apache Software Foundation open source framework. The Apache Hadoop framework
is built on top of the Hadoop Distributed File System (HDFS), which supports a stable
and automatic distributed processing system. Hadoop implements Map Reduce
programming framework, which composed by the map and reduce and the input divided
into the same size, it allow data fragment executed on any node in the cluster (Fig. 3).

Fig. 3. Map reduce architecture

3 System Design and Implementation

3.1 Experimental Environment

In order implement Ceph integration system well, we prepare 9 CPUs as servers of 12
CPUs available as an experimental environment. We use internal physical IP Address
on whole servers and putty.exe as client remote tool (Fig. 4).
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Fig. 4. Experiment servers

3.2 System Architecture

Figure 5 overall system architecture that we deployed on our system. In this figure shows
you rough sketch system that consists of Ceph, Alluxio, Hadoop and Inkscope.

Fig. 5. Experiment architecture

Above experimental environment is described as below:
First experimental, this system uses word count data loads to Map Reduce environ‐

ment. This data can be adjusted based on user requirement. In here, we set three kinds
of sample data size: 5 GB, 10 GB and 15 GB. Through Map <key, value> , sort by key
and Merge [key, [value-1, value-2, value-n]] algorithm, the data is sent in to Alluxio
memory-speed virtual storage system. We also activate S3 API (one of Ceph compo‐
nents) in the Alluxio file configuration, through S3 and RADOS Gateway the data is
also stored in to the Object Storage Daemon (OSDs). For the second experimental, this
system is the same data load like the first one system, but in this system there is not
through S3 API and RADOS Gateway to store the data in to Object Storage Daemon
(OSDs), OSDs directly connects to the Alluxio plugin. The second experiment reduces
S3 API and RADOS Gateway levels. These environments have monitored by Inkscope
monitoring system. Inkscope monitor all system in Ceph. If there is any outstages, the
Inkscope will appear alerts for user.
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4 Experimental Environmental and Results

4.1 Experimental Environment

For the hardware specification of the computer that we use 6 servers for Ceph, 1 server
for Hadoop and Alluxio and 1 server for Inkscope. These servers are the physical
machine. Ubuntu 14.04 with 64 bit is adopted as our operating system.

4.2 Experimental Results

4.2.1 MapReduce Input and Output
First, we show the real-time Map Reduce in Hadoop environment. The source data is
stored to HDFS and then copy to Alluxio memory space environment. The data will be
stored in to alluxio/wordcount/myfile (Fig. 6).

Fig. 6. Data source in Alluxio

The output result is stored in the Alluxio memory space like below (Figs. 7 and 8):

Fig. 7. Map reduce output 1
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Fig. 8. Map reduce output 2

Besides that, all the MapReduce data have been store in to the Ceph OSDs that used
S3 API and Rados Gateway as the first way and directly CephFS for the second way
(Fig. 9).

Fig. 9. Ceph OSD output

4.2.2 Inkscope Monitoring System
The following is our monitoring system for Ceph environment by Inkscope. Inkscope
monitors all server hardware, network, pools, and services that show as below (Fig. 10):
If your OSD servers in Ceph have any problem, this system will give you alert as the
following layout (Fig. 11).
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Fig. 11. Inkscope Ceph pools management

4.2.3 The Performance Between RadosGW and CephFS Comparison
After this system has been built, we are also using FIO tool to measure the performance
using Rados Gateway and CephFS. The following is our experimental result (Table 1).

Table 1. Speed Performance Test with Read, Write, Randomize for each OSDs
osd1 osd2 osd3 CephFS
1G 3G 5G 1G 3G 5G 1G 3G 5G 1G 3G 5G

S.Read 2.4 6.1 5.8 2 4.9 2.1 1.9 2.1 2.1 4 3.8 7.3
S.Write 10.3 17.6 19.1 11.9 16.3 18.5 18.3 17.7 17.7 33.5 32.7 32.1
Rand.Read 0.9 1.6 1.6 0.7 1.2 1.1 0.8 1.3 2.4 0.9 0.8 0.8
Rand.Write 1.5 1.7 0.9 1.4 1.5 1.2 1.4 1.7 0.9 2.6 0.5 0.5
S.Read(30%) 1.9 3.3 3.4 1.7 4.1 4 2 4.2 3.8 4.8 5 5
S.Write(30%) 0.8 1.4 1.5 0.7 1.8 1.7 0.8 1.8 1.6 2 2.1 2.1
Rand.Read(30%) 0.6 0.8 0.9 0.6 0.5 0.8 0.6 0.8 0.5 0.6 0.5 0.4
Rand.Write(30%) 0.2 0.3 0.4 0.2 0.2 0.3 0.2 0.3 0.3 0.2 0.2 0.1

Fig. 10. Ceph pools management
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The following is each OSDs speed based on above table.

Table 2. IOPS each OSDs environment

osd1 osd2 osd3 CephFS
1G 3G 5G 1G 3G 5G 1G 3G 5G 1G 3G 5G

S.Read 156 383 362 131 306 134 123 133 134 252 240 461
S.Write 645 1103 1198 749 1022 1159 1143 1109 1109 2099 2044 2009
Rand.Read 56 104 104 45 80 71 49 82 152 54 51 53
Rand.Write 98 107 55 88 94 81 92 111 58 37 34 31
S.Read(30%) 121 208 218 110 259 254 126 263 241 304 314 317
S.Write(30%) 50 90 94 46 112 110 53 113 103 130 134 135
Rand.Read(30%) 37 53 60 37 34 52 37 54 54 37 34 24
Rand.Write(30%) 15 21 24 15 14 20 15 21 21 15 14 10

Based on above table, three OSDs (osd1, osd2 and osd3) is using Rados Gateway
and S3 API way to store the data in to OSDs. We measured each OSD speed and got
above result. The second way is through CephFS stored the data to OSDs. According
to both of experiment, we can conclude that CephFS performance is better than through
Rados Gateway & S3 API. Based on IOPS measuring, it is the same result. The higher
the value, the better the read/write performance (Fig. 12 and Table 2).

Fig. 12. Speed performance test with read, write and randomize for each OSD

IOPS (Input/Output Operations per second) is a performance measurement used for
Ceph Storage. This is used to give the response time on workload per seconds, the higher
value the better performance (Fig. 13).

Fig. 13. IOPS performance test with read, write and randomize for each OSD
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5 Conclusion

This experimental uses open-source software components that are Ceph, Alluxio and
Hadoop environment. The benefit of its operating performance as below:

1. High speed read/write storage and flexibility to expand storage size with OSD addi‐
tional and NFS formatted.

2. Ceph data is more secure because it consists of RADOS Gateway as a middle level
security.

3. CephFS way is better performance than Rados Gateway performance, because the
data is directly connected from HDFS to OSDs.
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Abstract. Over the past few years, many people have been concerned about
declines in organic reach for their Facebook Pages. This has been a pain for many
businesses, especially those small businesses and startup. Organic reach refers to
how many people you can reach for free on Facebook by posting to your page.
The declined organic reach results from some key changes to improve how News
Feed chooses content. News Feed is aimed at becoming more engaging, even as
the amount of content being shared on Facebook continues to grow. This paper
presents a technique to increase Facebook organic reach. The method investigates
some promising factors to predict the engaging content posting on business Pages,
so that the post would gain exposure in News Feed of the liking users on Facebook.
The proposed approach provides the alternative for businesses to increase the
organic reach without more expense on advertising posted on Facebook Pages.

Keywords: Social commerce · Decision support · Engaging content · Organic
reach · Social network

1 Introduction

Facebook users have probably felt that more and more content is being created and
shared on social media every day. Thanks to devices like smartphones, many people can
share important moments and experiences, photos and videos, or articles with just a few
swipes of the finger or taps on a button. In addition to the growth in content, people are
also liking more Pages. As a result, competition in Facebook News Feed is increasing,
resulting in harder for any story to gain exposure in News Feed.

News Feed is the place on Facebook where people view content from their family
and friends, as well as businesses [1]. It is designed to show each person on Facebook
the content that is most relevant to them. Some key changes to improve how News Feed
chooses content have resulted in declined organic reach. Organic reach refers to how
many people you can reach for free on Facebook by posting to your page [2]. Declines
in Pages’ organic reach have been a pain for social commerce. Many businesses, espe‐
cially small businesses and startup, are concerned about the rising expense of advertising
their business Pages. This research has thus investigated some factors potentially predict
the engaging content posting on business Pages, so that the post would gain exposure
in News Feed of the liking users on Facebook. Finally, this would result in the increase
of organic reach on Facebook Pages, and less advertising cost for businesses.
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2 Facebook

2.1 Facebook Pages

Pages are for brands, businesses, organizations and public figures to create a presence
on Facebook, whereas profiles represent individual people. Anyone with an account can
create a Page or help manage one, if they have been given a role on the Page like admin
or editor. People who like a Page and their friends can get updates in News. There are
6 primary categories [3–5] to choose from, including: Local Business or Place;
Company, Organization or Institution; Brand or Product; Band or Public Figure; Enter‐
tainment; Cause or Community.

2.2 Facebook Graph API

The Graph API is the primary way to get data in and out of Facebook’s platform. It is a
low-level HTTP-based API that can be used to query data, post new stories, manage
ads, upload photos and a variety of other tasks that an application might need to do [6].

3 Similarity Measurement

Term Frequency–Inverse Document Frequency, or TF-IDF, is a numerical statistic used
as a weighting factor in information retrieval and text mining [7]. The intent is to reflect
how important a word is to a document in a collection or corpus. Zhang and Pennacchiotti
[8] studied the correlation between Facebook categories and eBay meta-categories. The
result suggested that the set of Facebook categories may be predictive of purchase
behaviors. The list of Facebook categories contains 214 features. For each user u and
Facebook category f the feature value is computed using TF-IDF to reflect the user
interest associated with a particular category.

4 Research Methodology

Figure 1 illustrates steps of the proposed method. In brevity, to predict the engaging
content, the process starts with creating the selected business Page, then comparing the
similarity of user interests between people found in the business Page and content page
sources. Cosine similarity and Pearson correlation are applied for the similarity analysis
in this work. It is observed that many null values exist in the dataset. However, it does
not mean there is none of interests on null category. It might be pages not found in null
category. Therefore, Pearson correlation is used to test the result by minus with the
average for shifting the value to centre.
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Fig. 1. Process of identifying engaging contents to increase Facebook organic reach

4.1 Create Business Page

For the experiment, a new business Page was created. The audience was built by
promoting the Page with Facebook ads to the target goal of 1,000 fans (Page likers).
Meanwhile, we had been posting to sell products on the business Page timeline.
Figure 2 shows the findings reported by Facebook Insight. We found that 96% is Women
and 4% is Men. The information suggested that the target group would be women. The
post plan will then focus on the engaging content for women.

Fig. 2. Findings of created business page reported by Facebook insight

4.2 Calculate Sample Size

Based on Yamane [9] formula, the size of dataset containing 400 users is used as the
sample size n in this work, while the population size N = 1.18 Billion daily active users.
The result provides 95% confidence level, and level of precision e = 0.05.
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4.3 Collect User Liking Pages’ Categories and Names

A set of 400 users liking the created business Page was randomly selected. The library
of Python 3, Selenium Webdriver [10], is used to control Firefox browser to scrape the
information of all 400 users liking FB pages’ categories and names. This is the chal‐
lenging step to collect the important data of the counts and categories of other FB liking
Pages from the 400 users who likes the created business Page. Table 1 summarized the
details of the top three liking FB Pages of the selected 400 users.

Table 1. Top three of liking FB pages collected from 400 users liking created business Page

FB page Content type Fans’ likes Like(u, f)a

1. Spice Beauty, Healthy 686,563 197
2. Vonvon.me Entertainment, Game 28,922,326 149
3. Jatiewpainai Travel 788,509 145

aLike(u, f) is the number of page likes by user u in page f

Figure 3 shows the Facebook users’ interests based on Pages they like. Although
there are many reasons for users to like their Pages, we assume that people want to get
more useful information from Facebook Pages. In this work, the amount of liking page

Fig. 3. Collected data of liking user Pages’ categories
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categories is used to measure similarity of user interests between the business Page and
content page sources.

4.4 Measure Similarity

Currently, the list of Facebook categories contains 156 features. User page’s categories
in terms of frequency is used to calculate the similarity of people [11]. The sampling
data of 400 users are used for the computation of cosine similarity between the business
Page and sources of content page. If pairwise vectors are same orientation, then cosine
similarity equals 1, whereas 0 denotes both vectors are not similar. The similarity
threshold is set to 0.5 or 50% in this work. Example similarity results are:

Spice (41%), Jatiewpainai (32%), Starvingtime (43%), WomenBeautyCommunity
(40%), SistaCafePage (38%), Jeban(30.5%).

4.5 Collect Post Data on Pages with Facebook Graph API

The post data on Page were collected from Facebook timeline to calculate engagement
scores and post scores. The collected fields consist of: “status_id”, “status_message”,
“link_name”, “status_type”, “status_link”, “status_published”, “num_reaction” are
summation of all user reactions such as “num_comments”, “num_loves”,
“num_wows”, “num_hahas”, “num_sads”, “num_angrys”, “num_shares”,
“num_likes”.

4.6 Calculate Engagement Score

There are many Facebook engagement score formulas. Equation 1 shows the engage‐
ment score formula from the website unmetric.com. The formula is derived from user
research and observations on features and functionalities of different social media plat‐
form [12, 13]. Table 2 describes the variables used in Eq. 1. The default unmetric values
of 𝛼, 𝛽 are used in the formula.

Escore =
(Nlike + 𝛼 Ncomment + 𝛽 Nshare)

Naudience

× 104 (1)

Table 2. Variable description.

Symbols Meaning
Escore Engagement rate
Nlike Number of likes on for each posts
Ncomment Number of comments for each posts
Nshare Number of shares for each posts
Naudience Audience reception rate = (Number of brand fans)0.8

𝛼 5
𝛽 10
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In this work, Share is considered as the factor with more influence on the audience
reach, compared to Like and Comment. We focus on the highest shares of content page
post and then calculate the engagement score for prediction. The result of extrapolation
is not sensible scoring because the similarity of each page does not equal. The Similarity
score is thus applied as the weight to adjust the engagement score in order to obtain the
Post score as shown in Eq. 2.

PostScore = Escore × Simscore (2)

The Post score will then be used to pick the content for posting on the business Page.
Next, the evaluation of the effect results of engagement scores between two pages is
carried out. The content with the highest score from Facebook source pages was posted
as well as a variety of contents posted in random time within the same day.

Figure 4 illustrates how to derive the values of Simscore, Escore, PostScore in sequence.

Fig. 4. Steps to derive values of similarity score, engagement score, and post score

4.7 Multiple Linear Regression

Multiple Linear Regression as Eq. 3 is used to predict Ŷ  on the basis of p predictors
(X1, X1, …, Xp).

Ŷ = b0 + b1X1 + b2X2 +…+ bpXp (3)

The initial set of 12 predictors consisting of:
Escore, Simscore, PostScore, Reactions, Comments, Shares, Likes, Love, Wows, Hahas, Sads, Angrys

was used as independent variables to predict organic reach using multiple linear regres‐
sion. Throughout several iterations of adjustment, we obtain the best regression model with
three independent variables: (1) Similarity scores, (2) Shares, and (3) Wows, used as the
factors to predict the value of dependent variable, organic reach, in this work.
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5 Results

The highest twenty E-score engaging contents were posted on the created business Page
in each period of content page sources. It is observed that some contents can penetrate
the reach baseline. This may assume that the posts could be considered as affinity
contents. The multiple correlation between reach and the three predictors = 0.9246 and
R2 = 0.8549 or 85.49%. However, we are more interested in Adjusted R2 = 0.779, that
is 77. 9% of the variation in organic reach can be predicted on the basis of the three
predictors. The value of standard error is 130.874.

The hypothesis was established as below:
H0: If there is no relationship between organic reach and selected factors.
H1: If there is relationship between organic reach and selected factors.
According to Table 3, where 𝛼 = 0.05; then p − value = 4.05E − 07 < 0.05,

Table 3. ANOVA Summary

Source df SS MS F Significance F
Regression 3 1715860.74 571953.58 33.392 4.05E-07
Residual 17 291176.25 17128.01
Total 20 2007037

H0 is rejected because significance F is less than the predetermined value 0.05.
We found that all the p-values of each independent variable were significant:

SimScore = 0.000941, Shares = 0.00001713, Wows = 0.0001152. The regression coef‐
ficients can be used for weighing three predictors, that is, let b0 represent the inter‐
cept = 0, b1 = 387.771, b2 = 0.3759, b3 = −7.818.

Equation 4 shows the model derived for supporting the prediction of organic reach
on Facebook with the use of three factors: Similarity score, Shares, and Wows.

Ŷ = 387.771 SimScore + 0.3759 Shares − 7.818Wows (4)

6 Conclusion and Future Work

The News Feed ranking system offers people a better, more engaging experience on
Facebook. However, the policy has affected social commerce since it causes Pages’
organic reach to decrease. This paper presents an approach to supporting the decision
for post plan. Rather than spending on more advertising, small businesses and startup
could selectively post contents on their business Pages to increase Facebook organic
reach, so that businesses can succeed on Facebook. We present a method to predict the
engaging content for increasing organic reach on Facebook. A set of 12 factors was
investigated whether they are potential predictors for engaging content. With multiple
linear regression, the preliminary results on the clothing category showed that there is
relationship between Facebook organic reach and the selected factors, which are Simi‐
larity score, Share, and Wow. The findings support the assumption that posting the viral
affinity content could raise organic reach on Facebook. This would alleviate pain on
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social commerce due to the policy of Facebook News Feed. However, further investi‐
gation of the relationship type, the potential predictors associated with individual coef‐
ficient need be carried out so that the output model could be extrapolated to other similar
domain business Pages.
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Abstract. With the prevalence of Internet, eLearning provides a platform for
education that enables students to take classes online. While eLearning provides
a flexible learning environment, it also has drawbacks. This research investigated
the potential benefit of the proposed method in an informal formative web-based
assessment. The data were collected from college students in three separated
groups. The statistical analyses showed mixed results. Some possible reasons
were discussed along with other methods that could be further explored in the
future.

1 Introduction

Nowadays, many people have experiences with Internet. In Taiwan, the estimated
Internet users are 18.83 million out of the total population, 23 million. There are more
than 83.7% of the people who can access broadband network. Most users access Internet
at home with a high frequency of 91.2% [1]. These bring about new alternatives in
pursuing higher education. ELearning provides opportunities that utilize Internet tech‐
nologies to access educational curriculum outside of a traditional classroom.

Among Internet applications, eLearning offers a flexible learning environment, an easy
access to online learning resources, and a feasible solution to self-learning [2]. Since
eLearning provides a flexible learning environment, one could learn without the restriction
of time and space [3, 4]. However, there are some drawbacks in eLearning, such as, the
basic computer manipulation skills are necessary, and it may be inconvenient to the indi‐
viduals who seldom use a computer. Hence, it minimizes the learning results and learners’
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satisfaction [5]. In addition, eLearning environment usually lacks interaction [6, 7]. The
learners may misunderstand the learning materials. The learners in the eLearning platform
may perform worse than the students in the traditional classes. As to the drop-out rate, in the
traditional course is around 10%–20%. And, it rises to 25%–40% in eLearning [8].

In the traditional face-to-face learning environment, students have to attend the
classes and arrive on time. They have to schedule study time regulated by the instructor.
In contrast, in the eLearning environment, students could study whenever they have free
time without the regulations from their instructor. Although eLearning has the advantage
of flexibility, it lacks face-to-face regulations and enforcement. If students are short on
motivation, they could become procrastinating or even stop using the eLearning system
altogether [9].

Comparing with the traditional classrooms, eLearning may have no real-time inter‐
actions, learners could study passively, unable to ask the instructor questions and to
discuss study materials with classmates. In the meantime, they could have difficulty
navigate the eLearning system, resulting in low satisfaction, thus discourage students in
the eLearning environment. Positive correlations were found between user satisfaction
and system interactivity investigated by a previous research [10]. In addition, the forma‐
tive assessment is often used as a separated part embedded in the eLearning system.
Although the feedbacks from students who have taken the formative assessment are
mostly positive [11], this assessment needs to be taken by students voluntarily in the
eLearning environment. If the students do not self-regulate to use it, the effect of the
formative assessment may be lower than that it should be. Thus, it brings about embed‐
ding an assessment in the eLearning system. This setting forces students to study the
learning material and to take the assessment in the same eLearning session. It could be
helpful in increasing the successful rate of the eLearning system. Hence, this paper
proposes a scheme to prompt students’ interest in using eLearning and to increase
students’ usage of the system. The scheme contains a formative assessment that
embedded in a lecture video. It is designed to use the informal formative assessment to
prompt the student’s interest in the eLearning.

The following section introduces the formative assessment in the eLearning, and the
evidence that the assessment supports students’ learning by keeping their interest in the
eLearning. The third section describes this research’s research method. The fourth
section gives the discussions about research hypothesis and the statistical analysis of the
experiment results. Finally, the conclusion and research challenges are addressed in the
last section.

2 The Formative Assessment

There are two kinds of assessment in general: the summative assessment and the
formative assessment. The summative assessment is used for the purpose of
grading. It is used to judge the degree of understanding. An exam is a good
example of summative assessment. On the other hand, the formative assess‐
ment is used to help students’ learning. It provides the instructor insight in terms
of what students have understood and confused. Similar to the summative
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assessment, it could be an exam and its result could be considered part of
grading. However, the grade for formative assessment is not as important as that
for summative assessment. The initiation–response–evaluation or initiation–
response–feedback sequence is the best to describe formative assessment [12].
The instructor initiates the process and asks a question. S/he retrieves responses
from the students and provides a feedback to the students. This way, instruc‐
tors can gather all information from the students and know what the students
don’t understand. Then, they adjust teaching style if it is necessary. With a
different teaching style, students could get a deeper understanding from the
feedback. Hence, the formative assessment is helpful to improve learning.

There are two different types of formative assessment [13]. One is the formal forma‐
tive assessment. Instructors pre-schedule the assessment and they can manage the
content and get feedbacks from the students. The other one is the informal formative
assessment. As its name suggests, the assessment can be held during the interactions
between teachers and students. Both of these two formative assessments have a similar
process including initiation–response–evaluation and collecting student’s learning
progress. Because the formal formative assessment is planned ahead, the instructors can
predict what types of information will be collected and how to evaluate such information.
Informal formative assessment is only implemented at times during the course of the
term. Both formal and informal formative assessments are helpful to student learning.

Since the purpose of the formative assessment is used to help students to learn, it
could be significantly related to the positive learning performance. Most researchers use
the formal formative assessment for the experiments [14]. They built the assessment
separated from the teaching material. This paper proposes an informal formative assess‐
ment method in the eLearning environment, which is similar to the traditional classroom.
The purpose is to explore whether the informal formative assessment still has the same
effectiveness in the eLearning environment.

3 Research Questions and Research Method

As mentioned in section two, the formative assessment can be used to improve students’
learning, and the feedbacks from the students are also positive. In that thought, the
proposed eLearning system has an informal formative assessment embedded. This
research is designed to investigate whether the proposed embedded assessment could
prompt students’ interest and increase their eLearning usage.

There are four questions that are related to our experiment:
Question 1: Does the formative assessment prompt students’ eLearning usage?
Question 2: Does the informal formative assessment improve students’ learning

performance?
Question 3: Is there a significant relationship between the usage frequency and the

learning performance?
Question 4: Does the roll call increase students’ eLearning usage?
Due to the limitation of resources, this research has held an experiment in an under‐

graduate course, Introduction to Statistic. This course is one-year long spanning in two
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semesters. There were 55 students registered for this course in the first semester. In the
subsequent semester, there were 68 students including the 51 students from the previous
semester. Only the 51 original students taking the class from the previous semester were
chosen for the experiment for the obvious reason. According to the performance on the
mid-term exam before the experiment, students are randomly clustered to 3 groups
named with Question-Embedded eLearning System group (QEES), Roll-call-Embedded
eLearning System group (REES) and Control group. Each group consists of 17 students.
The composition of students is shown in Table 1.

Table 1. Summary of group composition

QEES REES Control
Gender Male 6 6 10

Female 11 11 7
Age 20 9 15 13

21 7 2 4
25 1 0 0

*Notice: Every participant is a sophomore majored in MIS.

The eLearning system used in this research is implemented with PHP and MySQL.
There are two parts in the system. One contains the information related to class and the
other contains the teaching material including PowerPoint slides and the teaching videos.
Depending on the experimental groups, there are 3 different appearances to play the
videos as follows.

1. QEES group: The students will have a screen with two areas. One area is used for
playing a teaching video and the other area is used for showing an assessment ques‐
tion. The video playing area attaches with a functional control panel bar including
Pause, Play, Forward or Backward and Seek. Beside to the video playing area is the
question showing area. When the instruction video reaches a specific time, the video
player will pause and display an assessment question in the question showing area.

2. REES group: Without the meaningful assessment questions, the system contains an
area to play a teaching video, similar to the one for QEES group. There is no area
to show the question. Instead, there is a text entry to record that the students are using
the system.

3. Control group: This system only contains an area for playing a teaching video.
Without any inspection, it recognizes the students are studying with the eLearning
after logging in the system. Comparing to the system for REES group, there is no
inspection to assure if the students are using the eLearning. However, the mechanism
is still existing for checking the usage frequency.

4 Hypothesis and Experimental Results

In order to answer the research questions, we have derived the hypotheses and variables
from the proposed questions.
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Hypothesis 1: students in the QEES group will use the eLearning system more
frequently than those in the control group.

Hypothesis 2: students in the REES group will use the eLearning systems more
frequently than those in the control group do.

Hypothesis 3: students in the QEES group will have a better learning performance
than those in the control group.

Hypothesis 4: students’ learning performance is positively correlated with the
eLearning usage frequency.

After the experiment, we analyzed the collected data and obtained the following
results. Because Hypothesis 1 and Hypothesis 2 discuss the eLearning usage frequency,
their results are presented together. We investigated the usage frequency for each chapter
and determined any difference. The results of the ANOVA analysis with respect to the
Average Usage Frequency are shown in Table 2. The significance value is 0.004 which
indicates a significant difference among the groups. Then, LSD test is used to compare
these groups and the result is shown in Table 3. The control group is significantly
different from the other two groups because of the p-values. Furthermore, the mean
differences between Control group and the other two groups are positive. It shows the
Control group has the highest usage frequency. Hence, the students in Control group
use the eLearning system more frequently than those in the other groups do. Since the
usage frequency in the eLearning system is related to the students’ intention of using a
specific technology, this research adopts Technology Acceptance Mode (TAM) [15] for
the experiment.

Table 2. ANOVA analysis to average usage frequency

Sum of squares df Mean square F Sig.
Between groups 222.275 2 111.137 6.352 .004
Within groups 839.765 48 17.495
Total 1062.039 50

Table 3. Pairwise comparison of average usage frequency

Mean difference
(I) Group (J) Group (I-J) Std. error Sig. 95% Confidence interval

Lower bound Upper bound
QEES QEES

REES 1.88235 1.43466 .196 −1.0022 4.7669
Control −3.17647(*) 1.43466 .032 −6.0610 −.2919

REES QEES −1.88235 1.43466 .196 −4.7669 1.0022
REES
Control −5.05882(*) 1.43466 .001 −7.9434 −2.1742

Control QEES 3.17647(*) 1.43466 .032 .2919 6.0610
REES 5.05882(*) 1.43466 .001 2.1742 7.9434
Control

*Notice: The mean difference is significant at the .05 level.
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The results of ANOVA analysis with respect to the mean grade are given in Table 4.
According to the results, there are no significant differences among these groups because
of the p-values. The students in the different group have the identical performance
without the influence of the assessments. From the previous related works, the formative
assessment is able to increase students’ learning performance. However, the analysis
result is not able to demonstrate such effect in this research. The reason could be that
informal formative assessment does not have a similar effect to that the formal formative
assessment does in the eLearning environment.

Table 4. ANOVA analysis of mean grade

Sum of squares df Mean square F Sig.
Between groups 16.193 2 8.096 .007 .993
Within groups 55835.216 48 1163.234
Total 55851.408 50

With the regression analysis, the usage frequency is the independent variable and
the score of the exam is the other dependent variable, the results are given in Table 5.
According to the standardize coefficient, Beta, it is significantly positive. It shows the
learning performance is positively related to the usage frequency. Comparing with the
pure eLearning courses, there still exists some external influential factors. For example,
the registered students in this course are familiar with each other. They could get the
knowledge of the course by using the eLearning system, or by studying and discussing
the material with other students. It is difficult to determine if the eLearning prompt
students’ learning.

Table 5. Regression analysis

Beta t Sig.
Frequency of use .309 2.276 .027

*Notice: Dependent variable is Grade.

5 Conclusion

This research attempts to apply an informal formative assessment in the eLearning
environment. Due to the research limitation of time and available research subjects, it
adopts a hybrid approach from a traditional course in Statistics. TAM model is employed
to obtain the results. The students in Control group can use the system easily without
any interruption. It is reasonable to explain they have the highest usage frequency in the
eLearning.

Referring to the hypothesis of this work, the proposed method should have added
the interactivity to the eLearning system to increase learners’ interest and willingness
to use the system. However, the results have shown otherwise. Other methods, such as
applying Web 2.0 technologies, may increase the desired interactivity. Web 2.0 is a Web
service in which the users could also be the contributors. Such service often requires the
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high involvement of users and possesses high interactivity. Hence, Web 2.0 is a good
candidate with the potential to solve the concerned problem.
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Abstract. Improving and stimulating teaching and learning are an interesting
topic among educational researchers. As technology advances and with mobile
technology and the Internet being used widely, it has become a vital tool for
knowledge gathering and information sharing. It can foster new directives for
teachers and stimulate the minds of learners, improving learning outcomes.
However, the process of this triangulation of interaction has been overlooked in
the Southeastern Asian region and requires an in-depth study into its culturally
diverse background to identify its core problems and benefits. We propose Student
Motivated Integrated Learning & Education with culture (SMiLE c) model in
order to integrate education with web and mobile technology with an emphasis
on Asian learning culture to promote active learning reduce overall costs and
improves student learning outcome. We illustrate how this model can be imple‐
mented in Southeast Asian schools to improve teaching to suit students’ learning
style during lessons through an alert system and motivates student to participate
in discussions which can be used by the institution to identify student’s skill set
early in the learning process.

Keywords: Mobile education · Education with social media · Technology and
education · Biometric and education · Technological and pedagogical · Smart
learning · ICT in southeast Asian schools · Culture and pedagogical approaches

1 Introduction

For more than a decade, technology has been a tool for success in every industry. The
diversity of technology advancement has projected a new era of science and technology
development in which technology developers are inspired by innovating and impro‐
vising technology features. Integration of the Internet, social media, web 2.0 and mobile
devices are the current focus for industry players in this modern digital age, thus
harnessing the power of social media and web technologies to advance their knowledge
and businesses to the next level [1].

Proper technology integration guides students toward a better understanding of all
concepts taught in class. It boosts student capacity, motivates students, increases student
performance, amplifies and guides the cognitive process of learners [2].
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However, technology integration process in the education industry is challenging
due to the constantly changing nature of technology. Ravenscroft argues that “we cannot
truly transform educational practice for the better through using new technologies unless
we examine the roles the computer can play in truly stimulating, supporting and favoring
innovative learning interactions that are linked to conceptual development and improve‐
ments in understanding” [3].

Measuring students’ progress and the learning outcome requires a systematic and
gradual update for the educators in identifying issues with delivery in a progressive
manner. Social media can facilitate the creation of Personal Learning Environment that
help learners to share results of learning achievement and participate in collective
knowledge generation [4].

The underpinning factor for student excellence is motivation. Motivated students
perform better in class and ultimately improve learning outcomes. Adopting technology
in education and streamlining knowledge attainment are inimical for schools. Modifying
the education curriculum with the essence of technology requires intense study, which
necessitates the optimization of features for an optimal learning outcome as well as
identifying cultural resistance.

Our proposed method includes a background survey on literature on the applications
of ICT in education. The result identifies the efficiency and deficiency in technology
application and approaches in the Southeast Asian education industry. The significance
of the result proves the differences between Western and Asian culture in teaching and
learning and Asian teachers who do not understand the potential of technology. These
deficiencies provide the foundation on a proposal for an integrated learning model for
teachers who can identify students learning style during lesson and motivation on student
participation due to cultural barriers.

The rest of the paper is organized as follows. Section 2 includes literatures which
are categorized in ICT applications; Learning style and culture and Approaches.
Section 3 provides discussion on the analysis and findings and the result is illustrated in
a diagram. Section 4 identifies the proposed model and implementation approach and
Sect. 5 concludes the paper.

2 Background and Survey on ICT in Education

In order to address the problems faced by teachers in using the right technology and
student motivation during lessons with cultural issues that we stated, we have conducted
a systematic survey of eighty (80) recent research articles. We briefly summarized the
main themes and trends in this section, and the meta-analysis results of the survey are
discussed in Sect. 3.

2.1 ICT Applications

Wastiau’s study attempts to determine the optimal usage of mobile devices under certain
technical and organizational conditions. The findings show that teachers who are confi‐
dent in their digital skills and positive about ICT’s impact on learning organize more
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ICT-based activities with their students and confident and supportive teachers are needed
to use the ICT infrastructure effectively to understand its potential [5].

Clark’s study was designed to explore learners’ perceptions and their experience of
technology-mediated activity in school. A mapping study was used to explore these
technologies and their use in greater detail with relation to technologies, practices, and
context. There was evidence in Clark’s study that few learners use these technologies
with a high level of sophistication and institutions and teachers do not fully understand
their potential benefits [6].

Spires’ study was focused on students’ perspectives of school and the use of tech‐
nologies during school activities. The results show that students want the school to be
aesthetically a pleasing environment that inspires and motivates them to learn and
achieve with creative and ubiquitous use of technology. They find that learning is more
fun when they get to use technology [7].

2.2 Learning Style and Culture

Tweed assessed whether Western-influenced students approach to learning more by
questioning, evaluating and generating ideas compared to Chinese-influenced students.
The findings from Tweed’s study suggest that Western and Chinese-Canadian students
have a more Socratic approach to learning compared to Asian-born Chinese students.
The Western students were more likely question their instructors publicly. In contrast,
Chinese-influenced students were more passive learners [8].

Liu’s study was to find “a negative attitude toward participation” among students in
Hong Kong Polytechnic University. The survey results show that 43% of students feel
uncomfortable speaking in English as they lack practice. Students’ had inadequate
opportunities to practice spoken English and they adopted passive roles in the class‐
room [9].

Hofstede’s study identified four dimensions: power distance, uncertainty avoidance,
individualism versus collectivism and masculinity versus femininity. Hofstede’s study
on dimension shows that the largest universal shift is individualism and showed diver‐
gence among the countries rather than convergence [10].

2.3 Approaches

Cain used audience response systems (ARS) as a tool to aid faculty members in engaging
and interacting with students. This tool allows instructors to pose questions to students
and receive immediate feedback. Students’ immediate feedback via ARS assist
instructor to allocate more time on topics of which students lack an understanding. The
results from Cain’s study show that almost every student (n = 110) responded that ARS
usage helped them maintain attention, and 98% (n = 109) felt that discussions stemming
from the ARS were beneficial [11].

Joyce used remote-sensing computer-aided learning (RSCAL) to facilitate students’
active engagement with foundational knowledge & skills, which was responsive to
newer pedagogical perspectives and emerging learner needs. RSCAL incorporates
video, animation, narrations that align with lectures, interactive play and quizzes that
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appeal to different styles of learners, such as auditory- and visual-style learners. The
system facilitated students’ learning and engagement with materials extremely well [12].

3 Analysis and Finding

We did the survey in the previous section in order to find the efficiency and deficiency
of technology (mobile technology, social media, cloud services & E-learning applica‐
tion) use among students, teachers, schools and government. Figure 1 summarizes the
result in a wheel. Technology usage and acceptance level in secondary education were
categorized using the four main factors: students, teachers, schools and government.
The outer layer specifies the deficiency in each section, and the second outer layer
specifies the efficiency of using technology in the classroom. The cluttered area of
efficiency in students’ use of technology indicates the promising features students benefit
from in classroom learning. It shows the positive change and influence of using tech‐
nology in the learning domain. However, the cluttered area in the teachers and schools
sections is a deficiency and indicates the lack of the use of technology in the teaching
domain and practices and policies supported in the schools that will fail to facilitate the
positive integration of technology into the teaching and learning domain.

Fig. 1. Result summary

Improving Teaching and Learning in Southeast Asian 655



The presence of insufficient technology support in the teachers and schools sphere
confirms students’ inability to use high standards of technological tools and services and
hence affects successful learning outcomes to achieve better results. The crux of the
issue lies in the staff and organization’s inability to understand the perfect match between
teaching and technology, particularly by exploiting the anonymity that such technology
entities could provide in the learning realm. One vital deficiency found in the schools
domain, “D1-Coordinating technology with Asian learning culture,” can be closely tied
to the deficiency found in the teachers domain, “D2-Negative adaptation to promote
active learning,” “D3-Do not understand technology potential,” and “D4-Adapt different
teaching approach;” hence; these factors affects students’ learning processes, as there
are “D5-cultural learning differences presence between Asian and Western students” in
the students domain that require profound attention and transformation of the teaching
and learning approaches.

The current teenage generation (Gen Y) is more familiar with new technologies, and
hence, using technology in the classroom seems to be a crucial factor in achieving
effective results in teaching and learning. The identified barriers can be manifested into
a positive approach if the right perspective is executed.

The five main deficiencies, D1–D5 were chosen as the base factors in developing
the new model. These barriers were considered influencing factors for an effective
learning outcome for the Asian region, and it is prudent to reflect upon these factors in
future research. Institutions and teachers play a dynamic role in their manifestation, and
a higher degree of study and analyses is required to provide a concrete foundation in the
best interest of all parties and to move to the next phase of secondary education in the
technological era. Keeping up with advancements is pivotal to improving performance
and learning. The inseparability of modern technology and modern teenagers can be
used to our advantage to motivate their educational journey; the education industry
should consider the SMILE c: model an acronym for “Student Motivated Integrated
Learning & Education with culture” to educate and motivate students using modern
technology with appropriate cultural values for an effective teaching and learning
approach: “giving them the tools to achieve what they want to achieve in an effective
way”.

The Table 1 below summarizes the factors considered for the model construction.
The table shows the five deficiencies (D1–D5) identified as the main factors for defi‐
ciency and the second column shows the method to overcome the deficiency (OD1–
OD5) and the third column highlights the features (F1–F5) that will be considered in
the proposed model which tackles the deficiency.

4 Proposed Model and Approach

Figure 2 illustrates SMiLE C: model which is designed to motivate students for active
learning during the lesson and for an effective learning outcome. Teachers can post
questions during lessons from the smart library repository (F3), which consists of a pool
of discussion questions and quizzes to promote interactive and active learning sponta‐
neously (F2). Students post their answers using smartphones; this process attempts to
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resolve issues for non-participative students (F1) who are not willing to voice their
answers or opinions verbally during lesson. This process also draws students’ attention
and maintains student’s attention span during lesson for an effective learning outcome.
In this process, the teacher becomes more of a facilitator or motivator during the lesson.
Students’ answers are added to the smart repository, which can categorize students’
special qualities and skills (F5) as artistic, creative, innovative and intellectual early in
the learning process. Teachers and the school can use these reports for future planning
and activities. The poll system detects the number of responses from students in real
time, and the teacher receives an alert (F1) if the number of responses falls below the
threshold level (number of students) with a graphical representation. The teacher can
adjust the mode of teaching based on the number of responses received. If the response
is low, teachers can switch to more interactive game-based learning or a short video on
the topic to accommodate students’ negative learning curves (F4). This system also
delivers paperless technology to the education industry and hence improves the envi‐
ronment and helps cut back on costs.

A few secondary schools in Southeast Asia will be selected to test the SMiLE c:
model. Teachers and school administrators will be briefed on the model, and an empirical
test will be conducted during lessons. Teachers and students will be surveyed before
and after the usage of the SMiLE c: model to discover the model’s ease of use and its
efficiency in producing an effective learning outcome. This model can be implemented
using web and mobile technologies.

Table 1. Deficiency to features matrix

Deficiency Overcome deficiency Features
D1-Coordinating technology
with Asian learning culture

OD1-Integrating Asian
learning behavior

F1-features to identify weak or
passive learners (Asian
students)

D2-Negative adaptation to
promote active learning

OD2-Promote active learning
during lesson

F2-Post discussion questions
to motivate active learning

D3-Do does not understand
technology potential

OD3-Provide a smart learning
model

F3-Easy to use model for
teachers with readily available
repository of questions/quiz

D4-Adapt different teaching
approach

OD4-Changing teaching
methods quick to adapt weak
students

F4-Alert notification on the
lack of students participation
& teachers can change mode of
teaching instantly

D5-Cultural learning
differences presence between
Asian and Western students

OD5-New model required for
teaching Asian students

F5-Feature to identify and
categorize students skills
(passive & active) early for
future planning
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Fig. 2. SMiLE C:

5 Conclusion

Traditional classroom teaching requires a boost in energy and a vibrant atmosphere for
active learning and to accommodate different learning cultures. As technology becomes
a vital tool for knowledge gathering and information sharing, it can foster new directives
for teachers and stimulate the minds of learners during the lesson, improving the learning
outcome. The analysis of SMiLE c model shows that an integrated system is required
for teachers to simplify their teaching and learning domain which can identify the lack
of student participation and to accommodate student learning style during lesson for an
effective learning outcome. This can be an integral part of student motivation and effec‐
tive learning in classroom education. The features of SMiLE c: are efficient for imme‐
diate feedback in real time for teachers to understand students’ learning progress; the
model identifies types of students early and categorizes students’ expertise level for
future planning and activities. It promotes active learning, and most importantly, it
reduces overall costs and improves student learning outcomes.
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Abstract. The rise of the computer as an “entertainment medium” has been
achieved today only through computer games. But computer or video games have
the potential and capability to function as “mediums of education” too. Can game-
based learning provide learning experience and yet there is fun in changing
behavior (assertive communication) for the individual? Game-based learning has
been used to teach various skills to people with quite encouraging results. In this
paper, a study was carried out to confirm the hypothesis that game-based learning
can be a good platform to teach assertive communication delivering learning and
fun because of its benefits and encouraging results from other research. A high-
fidelity game-based learning prototype, ClickTalk was created for this purpose
and it was evaluated with some interesting results.

Keywords: Game-based learning to teach assertive communication

1 Introduction

The first computer game was played on a PDP-11 computer (Bellis 2016) and over the
years, the rise of the computer as an “entertainment medium” has been achieved only
through computer games (Jayakanthan 2002). But computer or video games have the
potential and capability to function as “mediums of education” too (Jayakanthan 2002).

Games–based learning (GBL), is also known as “Serious Games” (Corti 2006).
Kevin (2006) mentioned that GBL has the potential to greatly improve training activities
and initiatives in the organisation.

Game-based learning has the motivational virtues of video games and allows a
simulated environment, learning by experience and make the experience compelling so
that the learners can remember what and why something happened (Corti 2006).

Thus, game-based learning has been employed in various contexts such as teaching
social skills to children (Thomas and DeRosier 2010), database analysis and design to
IT graduates and post-graduates (Connolly et al. 2006), and historical knowledge to
secondary schools students with quite encouraging results (Huizenga et al. 2009).

Incidentally, the global games market has now reached $99.6 billion this year
(NewZoo 2016) and is growing rapidly. Is game-based learning a good platform to teach
assertive communication delivering learning and fun because of the benefits and encour‐
aging results from other research mentioned above?
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As such, a study was carried out to confirm the above hypothesis that game-based
learning can be a good platform to teach assertive communication delivering learning
and fun because of the above benefits and encouraging results from other research.

In order to carry out this study, a high-fidelity game-based learning prototype was
created for this purpose and it was evaluated with some interesting results. (Note: a low-
fidelity game-based learning prototype by the author in a different paper has proven the
hypothesis that game-based learning is more effective than traditional classroom
teaching or presentation).

What is novel or different about this paper’s approach as compared to previous
research is that users were recruited to develop game-based learning prototypes besides
the one created by the author. Further research will develop on the one or two good
prototypes. In other research papers, a development team designed only a single game
prototype for evaluation and further research.

Section 2 of this report then looks at the background research on game-based learning
and provides a summary of applications of game-based learning and their respective
previous approaches.

Section 3 presents the details about ClickTalk, the high-fidelity game-based learning
prototype that has been used to teach assertive communication in this study.

The methodology adopted for this paper is covered in Sect. 4. Section 5 looks at the
results. Section 6 discusses the results and Sect. 7 presents the conclusions. The refer‐
ences for this paper are in Sect. 8.

2 Background

Here, we cover the background research related to game-based learning and also take a
look at overall summary of previous game-based learning applications and the
approaches used.

It has been mentioned that the trend is now going towards serious games - interesting
games that inject learning for the individual (Squire 2003). Kurt (2003) mentioned that
game-based learning is basically using computer technology to delight and “engage”
players for the purpose of developing their new knowledge and skills.

It has been said that the younger generation of learners who have grown up in the
midst of mobile phones, IPADs, graphic-rich movies, Xboxes and so forth cannot
continue to be taught using traditional classroom teaching methods (Prensky 2001).

Kevin (2006) also mentioned that it is the motivational virtues of a game that
“initially prompted training and development professionals” to look to games-based
approaches. Games-based learning has more things to offer than just using fun to engage
learners (Corti 2006).

In the past, “game-based learning environments were rather expensive” for many
organisations (Pho and Dinscore 2015). However in recent years, health care organisa‐
tions and medical schools have started to rely on games and simulations, and using such
tools for practice is now the norm or even encouraged. In the US for instance, medical
staff need to undergo virtual reality training for the placement of some stents and also
many medical schools have come up with centres dedicated to simulation training.
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Table in sub-Sect. 2.1 below shows some game-based learning employed over the
years.

2.1 Summary of Applications and Previous Approaches used

Main category Application areas Title of
approaches

Methods Result
1: Significant
2: Mild
3: No
improvement

Soft skill training Collaboration,
communication

Controlled study Computer game 1 (Thomas and
DeRosier 2010)

Hard skill
training

Computer
science

Experimental
approach

Computer game 1 (Connolly et al.
2006)

Science Experimental
approach

Mobile game 1 (Sung and
Hwang 2013)

History Experimental
approach

Mobile game 1 (Huizenga et al.
2009)

3 ClickTalk

ClickTalk is a high-fidelity game-based learning prototype created using HTML5, Java‐
script and the popular Phaser game engine for the purpose of teaching assertive commu‐
nication to young adults and above. Its creation was inspired in fact after the focus group
of users has created six game-based learning prototypes.

ClickTalk initially starts with a basic assertive quiz of five questions and if these
questions are successfully answered, the learner can proceed to three stages.

Stage 1 – In this stage (Fig. 1), the learner is introduced to team communication. By
pressing relevant keys on keyboard(one player use A,S,D,F keys and the other player,
the arrow keys), two players can communicate assertively and help “rescue” koala bears
to safety in a van from an impending earthquake. The notion here is that team commu‐
nication is crucial as koala bears’ lives are at stake in such a dangerous situation. With
a score above 20, the player can proceed to next stage of the game. A successful rescue
of big koala bear fetches 40 points while that of a small koala bear fetches only 20 points.
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Fig. 1. Stage 1 Fig. 2. Correct dialogue selected and a proceed
next choice to go to last stage

Stage 2 – In this stage, the learner will learn the use of I-message in assertive conver‐
sation and its format. In Fig. 2 above, there is an initial request given (“Hi John, can you
be my partner for workshop activity?”). The learner has two choices as shown by the
two yellow highlighted dialogues. The correct choice selected will gain for the learner
some points and with that, the learner can proceed to the last stage. If wrong choice is
selected, then points will be deducted.

Stage 3 – this is the only fun part which is a shooting game to “shoot down” arguments
using “fog” fired from a machine gun turret.

4 Methodology

Currently, there has been little published research that get participants to actually
“design” a game-based learning prototype. Much research has been on many participants
using an already-designed game-based learning prototype and how they evaluated the
results of using the game.

As we know, nowadays people from all walks of life play games. Go around the city
and you will notice many people play mobile games. People have ideas from the many
games they played but their ideas are not being tapped. In general, people(users) around
us may offer fresh perspectives or creative ideas on a game-based learning prototype to
teach assertive communication.

To capitalise on such a great source of ideas, this paper therefore decided to employ
a user-centred design approach to develop a game-based learning prototype to teach
assertive communication.

With this in mind, six participants were recruited on the James Cook University
Singapore campus to form a focus group. Informed consent was first obtained from the
participants before their participation in the study commenced.

The six participants attended a workshop session conducted on the topic of basic
assertive communication for half an hour. They were then briefed on what is needed in
game-based learning - such as assessment, scoring, some fun element and learning. With
that knowledge in hand and some basic requirements and guidelines, they went on to
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design their own game-based learning prototypes. Their prototypes are mentioned in the
Results section.

From here, we also created ClickTalk mentioned earlier in Sect. 3 above (a high-
fidelity prototype using HTML5/Javascript and Phaser game engine) and the focus group
then helped to evaluate this ClickTalk prototype. Their evaluation is discussed in the
Results section. The entire data collected was hence analysed and evaluated and alter‐
natives were considered in the design. The response format being used in the question‐
naires was the 5-point Likert scale.

5 Results

A total of six students of James Cook University formed the focus group. The following
diagrams showed their demographics (Figs. 3, 4 and 5):-

Fig. 3. Age group of participants Fig. 4. Gender of participants

Fig. 5. Country of origin of participants

On evaluating the game-based learning HTML app prototype, ClickTalk, the partic‐
ipants views are summarised as follows:-

• All agree that ClickTalk makes the participants more effective, gives them a good
overview of team communication and it is a good way to learn assertive communi‐
cation.

• All also agree that ClickTalk is simple, user-friendly, pleasant, easy to learn and
convenient to use.
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• All agree that the app helps them to understand the different behavior types (passive,
assertive and aggressive) and it will be popular in future classrooms and it is a good
supplement to traditional classroom teaching.

• Majority feels ClickTalk is refreshing, fun to use, need to have and can be used
successfully every time. Majority also finds it is productive to use ClickTalk and it
gives them an idea of what to say during conflict and control over activities in a team.

• However, half of the participants prefers a neutral stand when it comes to whether
there is any inconsistencies in using ClickTalk or whether they have seen anything
like ClickTalk before.

The six user-designed prototypes are “Assertive Car Race”, “Multi-Scenarios”,
“Assertive Trust”, “Shoot the Alien”, “Learn and Play” and “Just Coin It”.

6 Discussion (Results Compared to Previous Works)

The six prototypes created by the focus group of participants are rather promising and
the ideas are quite fresh. They are also of different game genres. From the evaluation of
ClickTalk prototype given by the six participants in the previous section, the hypothesis
about whether game-based learning is a good platform to teach assertive communication
with learning and fun has therefore been proven right - participants agreed there is fun
as they learn assertive communication concepts at the same time and they recommend
the game-based learning app to anyone who wants to know more about assertive
communication.

What then does this paper offer as compared to previous research?
Firstly, this paper employs user-centred design and the prototypes created are the

“solutions” of users to the problem of a game-based learning prototype that can teach
and yet fun to play.

Secondly, such an approach is more efficient and effective as compared to someone
creating only one prototype and that may not be the best prototype. In this case, we can
easily select one or two best prototypes out of the seven prototypes created (six proto‐
types including ClickTalk, the one created by author).

Also, the adage “users know what they want” has never been more true than in this
instance. Users will always create something they like to see.

Overall, the results obtained are very encouraging as the case with other previous
research on game-based learning.

ClickTalk can be further improved with more features to cover a basic assertive
communication curriculum employed in classroom or business setting and possibly with
more clearer learning outcomes. In further research, a bigger group of participants will
be recruited and ClickTalk game can also be enhanced with the use of more sophisticated
game engine and more random questions to test learner. The current prototype is a
showcase of game-based learning.

Further research will also involve selecting one or two prototypes from the seven proto‐
types and develop them into interesting games for teaching assertive communication.
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7 Conclusions

This paper uses a high-fidelity game-based learning (HTML5/Javascript/Phaser) proto‐
type to conduct its experiment.

From the evaluation of the game-based learning prototype, it is worth to note that
all participants agree that ClickTalk is simple, easy to use and remember, user-friendly,
easy to learn, convenient and pleasant to use, refreshing and fun – all the adjectives of
good product usability.

It is also important to note that the majority of participants want more fun than
learning or equal amounts of fun and learning in a game-based learning app if it is to be
implemented.

The above study shows how user-centered design involving users can help provide
quite refreshing insights and solutions.
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Abstract. Cloud storage is one of the leading technologies to address
todays data storage demand. However, facing Big Data storage chal-
lenge relying on a single cloud storage provider is almost impossible.
Cloud storage federation model provides the integration of multiples
cloud storage providers into a single virtual storage pool, eliminating
the dependency on a single provider and decreasing vendor lock-in prob-
lem. Moreover, federating multiple cloud storage providers improve data
availability, storage scalability and data processing performance. In this
paper, we propose a reference architecture for Cloud Storage Federa-
tion Service implementation. Moreover, a demo cloud storage federation
service implementation is presented.

Keywords: Cloud storage federation · Reference architecture · Cloud
storage service

1 Introduction

As a consequence of the constantly increasing data volumes and the hetero-
geneous data sources and formats, IT industry is facing enormous challenges
regarding data storage and management. For instance, 2013 worlds generated
data was more than duplicated by 2015, going from four to nine zettabytes, and
is expected to reach 40 zettabytes by 2020 [1]. Todays data growth and speed
are being driven for the enormous amount of devices connected and transmitting
data in real time through the Internet (IoT) [2]. One of the leading approaches
addressing this reality is Cloud Storage. However, Big Data storage continues
being a big challenge for any cloud storage provider.

Cloud storage federation brings to the table a suitable and scalable way
to improve cloud storage technologies. It integrates multiple autonomous cloud
storage providers into a common management service that takes care about how
data is distributed, managed, and migrated through the participant providers.
Furthermore, the federation model is useful for improving data availability, reli-
ability, durability and storage scalability, as well as preventing vendor lock-in
issue. General cloud federation model allows different cloud providers to work
c© Springer Nature Singapore Pte Ltd. 2017
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in collaboration, meaning that some kind of interoperability is present between
providers, more specific, one provider can ask for resources to other provider in
order to fulfill its customer needs. Nevertheless, Vellante [3] defined federated
storage as “the collection of autonomous storage resources governed by a com-
mon management system that provides rules about how data is stored, managed,
and migrated throughout the storage network”. Therefore, the federation model
we are proposing does not required interoperability between providers since it is
managed by an external entity.

In this paper we aim to step toward into a Cloud Storage Federation as a Ser-
vice, providing a reference architecture for future federation services implementa-
tion. Furthermore, an example cloud storage federation service is presented. The
rest of this paper is organized as follows; Sect. 2 describes our proposed Cloud
Storage Federation service reference architecture. Section 3 introduces a demo
Cloud Storage Federation service. Section 4 discusses related work. Section 5
summarizes our contributions and recognizes future work.

2 Cloud Storage Federation as a Service Reference
Architecture

This section describes our proposed reference architecture for implementing a
Cloud Storage Federation Service. A Cloud Storage Federation Service allows
clients applications to manage multiple cloud storage accounts as a single and
unified one. It provides a single access and control point for vast heterogeneous
cloud storage providers APIs. Moreover, it must implement a policy mechanism
that allows clients to define their own data processing rules. Detailed Cloud
Storage Federation service architecture is shown in Fig. 1. The architecture shows
seven main components:

Fig. 1. Cloud storage federation service reference architecture
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2.1 Management Web Portal

This component provides users a web UI for accessing the Management Console
functionalities. As we are proposing a Cloud service it should have a self-service
interface for user registration and resource management.

2.2 APIs

The APIs provide resources access for third-party application. Application must
be registered by a user through the management web portal in order to grant the
access to the APIs. Two technologies are shown in the architecture but it does
not mean that it must be limited to them. REST APIs are suitable for resources
management and application development, while WebDAV allows to access the
service as a network drive on a PC.

2.3 Security

Obviously a security must be present on any service design. This module provides
authentication and authorization for the Management Portal and the APIs. A
token-based authentication should be used, like OAuth 2.0.

2.4 Management Console

This component exposes an interface for managing all the service resources and
more. Its functionalities can be summarized as: User registration and account
information management; Client applications management, to grant third-party
applications credentials the access to the APIs endpoints or revoke them; Add or
remove Cloud Storage accounts in order to scale or reduce the federated storage
size, cloud Storage Providers that provides OAuth 2.0 protocol are recommended
since it eliminates the need of storing user credentials; Setting policies, users must
be able to create their own storage policies in order to automatically manage
how data is processed by the federation service; Allows users to browse the
virtual storage pool and manage the data in it, though the Management Portal;
Monitoring the virtual storage properties, like performance, capacity and logs.

2.5 Metadata Storage

Provides a persistent storage for all service’s metadata. Moreover, it exposes an
interface that allows other components to easily access the metadata.

2.6 Automated Policy-Based Management Engine

This component provides automated and optimal decisions based on predefined
policies by the users. It is in charge of executing users policies and based on
them take care of how data is distributed across all cloud storage providers
or how it is retrieved from them. Moreover, it is responsible for data protection
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and performance decision making. In case of data protection, it should be able to
replicate and migrate data in order to improve availability and durability. On the
other hand, to improve data performance, techniques like caching, auto-tiering
and data striping can be implemented.

2.7 Virtual Storage Pool Interface

Component responsible to provide access to the virtual storage as a seamless
unified storage pool based on users configured cloud storage accounts. The com-
ponent distributes and redirects the access request to the corresponding cloud
storage providers, utilizing parallel processing technique in order to improve
access performance, finally it collect provider’s responses and unify them into
a single response to the client. Furthermore, requests and responses logging is
done for further analysis and monitoring.

3 Personal Cloud Storage Federation Service

Personal cloud storage is a widely used technology today and there are plenty
of providers to choose from. Often people end using more than one account for
different reasons, e.g. free space offers or inclusion of account with other services
as Google and Microsoft do with their emails accounts. Managing multiple cloud
storage accounts can be very difficult and most of the time there are not fully
exploited. As a proof of concept for our proposed model, we developed a personal
cloud storage federation service, which integrates multiple cloud storage accounts
into a single one. This section presents the results achieved and implementation
details.

Our service allows users to self-register, add or remove their cloud storage
accounts, create their own policies and browse the unified virtual storage. For
data protection and performance, replication and data striping techniques are
used. Other functionalities like client applications management and resource
monitoring are not yet implemented.

Fig. 2. Cloud storage accounts management
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3.1 Cloud Storage Account Management

After users registration and account verification they are allow to register their
cloud storage accounts through our service portal. Storage accounts from four dif-
ferent providers are supported; Google Drive, Microsoft OneDrive, Dropbox and
Box. Moreover, a user can register multiples accounts from the same provider.
Thanks to OAuth 2.0 protocol our service can access user accounts without
storing their credentials. In first place, user selects the provider he wants to
aggregate. Then, he is redirected to the provider’s authentication page, where
the user has to login and grant full access to our service. Finally, our service
receives an authentication token, a refresh token, and an expiration date. These
parameters are stored and used for transparently accessing user data. Figure 2
shows the cloud storage account management interface.

3.2 Policy Management

Our service offers two kind of policies, static and dynamic policies. There are
three static policies that manage the default behavior of our service. The first,
global replication factor, specifies the number of replicas must be stored for any
uploaded file through our service. The second, restrict to service’s folder, it allows
our service to control all the files on the user accounts or be restricted only to its
own folder. Finally, account selection factor, tells our service how to select where
to save files in case of no dynamic policies were created. Policy management
interface is shown in Fig. 3.

On the other hand, users can create as many dynamic policies as they want.
Dynamic policies are composed by three parameters. The first one is the trigger
action, e.g. uploading or deleting a file. The second one is the trigger condition,
it specifies with files are going to be affected for the policy, e.g. file of a specific
type, files with a size between a range or files uploaded to a specific folder. The
third and last parameter is the policy action, it specifies what should our service
do with the files, e.g. change the replication factor, store in a specific folder,
store in a specific account or change the account selection factor. Figure 4 shows
dynamic policy creation interface.

Fig. 3. Policy management interface
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Fig. 4. Dynamic policy creation

Fig. 5. Cloud storage provider performance evaluation

As can be noted in our static policies, Fig. 3, our decision model relies on
three factors; cost, available space, and performance. The cost was measured
according to 1 TB of space price. The available space depends on each account.
For performance a previous evaluation of each provider was done, see results on
Fig. 5.

3.3 Browsing Virtual Storage

Our service provides a unified storage view for the users. User are allowed to
browse the virtual storage the same way as any other cloud storage provider
interface. Moreover, file management operations are also provided; upload, down-
load, delete, move, share and search. Figure 6 shows the storage browsing inter-
face. Column “Location” was added for demonstration purpose.
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Fig. 6. Virtual storage browsing interface

Fig. 7. File striping performance analysis results

3.4 File Striping

We conducted experiments with big files and distinct block sizes in order to
evaluate the feasibility of using striping technique in our service. Results show
that data performance and throughput can be improved with the combination of
parallel processing and file striping. Figures 7(a) and (b) show achieved results
for upload and download performance respectively.

4 Related Work

Several works regarding cloud storage federation and multi-cloud storage systems
were studied. Yang and Ren [4], provide a framework for federating open cloud
storage providers. Vernik et al. [5], present an on-boarding federation mechanism
for adding a special layer on cloud storage providers allowing them to import data
from other providers. Janviriya et al. [6], approach consist in a Multiple Cloud
Storage Integration Systems based on RAID 0 stripping technology. Zhao et al.
[7], propose a middleware that enable any end-user application to automatically
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and securely store files in multiples cloud storage accounts. However, none of the
reviewed approaches provides a policy-based decision model for data distribution
and retrieval, their decision models are fixed. Moreover, the focus point of these
studies is end-user, while we are focusing on heterogeneous clients.

5 Conclusion and Future Work

We have introduced our reference architecture for the implementation of new
storage federation services. Our approach presents a federation model where no
interoperability between providers is required since it is managed for an external
service. Moreover, we have described our personal cloud storage federation ser-
vice as a proof of concept. Finally, an evaluation of the performance that can be
achieved with the combination of file striping and parallel processing was shown.

Our future work is driven to improve the proposed decision model, allowing
our service to make more complex selection of providers as well as using more
aspects of storage (e.g. availability, workload and QoS). In addition, we aim
to continue extending our service with the research and implementation of the
concepts introduced in our reference architecture.
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Abstract. The Republic of Korea’s ginsengs are a high-priced special produce
cultivated since the Koryo Dynasty (AD 918–1392) in the Middle Ages. Their
efficacy has been studied for a long time and published in both domestic and
foreign papers of internal medicines. Several Korean pharmaceutical companies
are producing the immune enhancers with them and some of them are waiting for
the FDA’s approval while conducting clinical trials, during which their excellent
efficacy has been proven. Having the cultivation period of 3 to 6 years, ginseng
farmers can draw a high income if they keep an adequate growing condition for
these expensive produce favored by many Koreans and foreigners. Thus, by
grafting the IoT technology onto the ginseng growing conditions, the farmers will
be able to increase their outputs and incomes, as well as increasing the competi‐
tiveness of the Korean ginseng. Such a method can also contribute to the reduction
of labor force which is one of the serious problems in the agricultural sector where
the population is continuously declining. While this study focuses on the
designing of an IoT framework considering the characteristics in ginseng culti‐
vation conditions, the results can be standardized and used for the other special
produce that require a long-term cultivation period.

Keywords: IoT · Framework · Ginseng cultivation · Smart farm

1 Introduction

In recent years, the Smart Agriculture or Smart Farm has become an issue in the Republic
of Korea (ROK) along with the IoT technology as the FTA agreements have been
completed between US, China and Vietnam. Accordingly, the ROK government is
implementing a subsidy package totaling up to 5.4 billion dollar in financial and taxation
support to compensate the expected damages to the Korean farmers and improve their
competitiveness by transforming the agricultural sector as an export-oriented industry.
The administrative supports include various strategic export support in production and
promotion of fresh and processed agricultural products. The government is also planning
to lead uncompetitive crop or fish farmers to find other more lucrative businesses.
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Due to the development of IT-related technologies in the ROK, more and more
unimaginable things in the past are now being actualized. The smart agriculture is one
of them. The existing labor-intensive crop cultivation methods are currently in the
process of automation which is becoming much more effective, efficient and sophisti‐
cated as the result of integration of IT technology with farming technology. For example,
the irrigation, light adjustments and crop-dusting process have been automated in several
major farmlands where a variety of advanced technologies and statistical data are
applied. It has become quite clear that only those who are able to analyze and use the
data wisely will remain competitive in a fierce global competition. For this reason,
development of ICT and its equipments has become essential.

Meanwhile, the ‘framework design’ in this study refers to a designing method that
provides a consistency and user convenience by adopting a model where all the compo‐
nents used for the separate technical developments are being integrated.

Understanding the information related to the crop or fish cultivation is possible owing
to the development of various sensors such as temperature, illuminance, and steering
sensors, and the data obtained through these sensors must be processed in the form of
signal that can be recognized by the users who will be receiving them with their commu‐
nication equipments or devices. Also, it is important to miniaturize the sensors for port‐
ability, usability or power saving purpose. In the end, farmers can receive or find
adequate information related to the current cultivation technologies and environments
through their smartphones just by entering basic present data of their crops or fishes.
However, these technologies still have shortcomings to overcome: inaccurate statistical
data, unclear signals, equipment/device malfunctions, power consumption rate, or etc.

2 Related Research

Korean crop farmers are facing difficulties from FTAs, weather anomalies, aging work‐
force, and etc., especially when cultivating special produces that require a long growing
period and more careful attention to maintain their quality. Accordingly, the researches
for the ICT-integrated smart farms are being actively carried out to deal with these
problems [1]. The Free Trade Agreement (FTA) refers to an agreement that lowers or
eliminates all the trade barriers to ensure free movement of goods between nations. The
trend in the world’s agriculture industry is to promote the smart farming technology that
is expected to provide safe foods and solve the problem of price inflation or decrease in
yield caused by typhoons, cold weathers or other natural disasters. Additionally, this
technology can be used to produce crops in hostile environments like deserts or wild
lands. Thus, a platform building plan based on the Internet of Things (IoT) technology
is introduced in this study to promote smart farming [2–8].

Ginsengs are species of Araliaceae which are usually cultivated in the shaded soils
where water drains well and propagated with seeds. However, it is not easy to grow them
as their seeds are hard to obtain and require much effort to sprout from them so that, as
a herbaceous perennial plant, it is practical to transplant one-year-old ginseng in shaded
areas where their roots will become thicker over the years [8–17].
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Most of the shade net-covered farms around the country are ginseng-growing farms.
The shade nets are used to create shadows artificially but otherwise, farmers have to
choose the naturally shaded areas. The water in the soil must be drained well all the time
but the soil still has to maintain adequate humidity. Choosing the one-year-old tiny plants
with much dirt covering their roots is advised but it is better to buy the nursery plants
exclusively grown for a seeding purpose even if they are more expensive. Each plant
should be planted in a 20 cm x 20 cm area to let the roots spread sufficiently. As it takes
at least 4 years to be marketable, ginseng farms should be located at the quite desolated
shaded areas where shades are so dense that other foreign seeds or grasses cannot grow
easily. The ginsengs artificially cultivated at the farm are usually harvested after 3 years
but recently, 6-year-old ginsnegs are more welcomed at the market and receive much
better prices. If composts or exclusive fertilizers are not added to the soil, it is estimated
that the farmers may have to wait around 10 years before harvesting. The suitable
harvesting period is from September to November when the leaves fall. In the end, water-
draining, adequate level of humidity, shade and grass controls are essential for ginseng
cultivation but they will have keep in mind that the ginseng population in each growing
ground will be decreased over the years. As mentioned earlier, ginsengs become market‐
able after 3 to 6 years but the 6-year-old ones account 1/10 of entire production as they
often become vulnerable to the gray mold and rot when they approach 6th years, reducing
the number of harvestable 6-year ginsengs. It is advised to set up the farm where its
temperature is cool, well-ventilated, and has a reddish soil. The disinfection works
should be conducted 8 (min.) to 15 (max.) a year.

3 The IoT Framework Design for Ginseng Cultivation

It is quite difficult and unproductive to cultivate ginsengs by just observing them with
farmer’s eyes or conducting pest control, fertilization and management based on the
immediate forecasting. Also, the knowledges obtained through relevant websites or
other information sources may not be useful as the farm environments are not the same
everywhere. Therefore, utilization of sensors that measure the condition of the farm soil
(e.g., temperatures, humidity and etc.) along with the big data is proposed to carry out
precise management of cultivation process (Fig. 1).

Fig. 1. Farm IoT base solution layer (Natures of OSI Layers).
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Through 7 OSI layers, check the basic network resources need to construct a ginseng
cultivation environment. In a ginseng cultivation IoT environment, the most important
part of its network should be designed based on the standardized design. Above table
presents a re-interpreted design model of an IoT cultivation system based on the 7 OSI
layers. This aims to establish a systematic network through these OSI layers whose
purpose is to process every aspect associated with the electrical specification, physical
connection, physical address, transfer time and reliability when one device in the
network support layer attempts to transfer data to another device through the Physical
Layer, Datalink Layer and Network Layer. In the ginseng cultivation environment, the
construction work of a stable network and wireless control have been designed based
on the Physical layer. This is to design various standard interfaces through the Transport

(a) Configuration of a multi-farm house network in the farm 

(b) Simulation of a pest control spray method based on sensors 

(c) An overall communication flow for the cultivation 

Fig. 2. Configuration of an IoT-based ginseng cultivation environment.
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Layer and to achieve realtime data transfer. Also, a Middle Ware environment has been
provided between the transfer Layer and the Application Layer to store and integrate
various data. The Application Layer (a user support layer) was designed focusing on the
user interface in a realtime environment and the factors involved in data management/
operation by providing a form that enables interactions between separate and unrelated
softwares.

Figure 2 shows the IoT network design for the ginseng growing houses. The houses
with a basic cultivation environment can communicate with other houses but they are
bound in a single network group. Similar to other plants, more profits can be guaranteed
for the ginseng farmers if they grow more such that this study aims to establish an
integrated management system that can be used for the multiple number of houses. The
sensors installed in each house performs Bluetooth communications and the data are
delivered through the central communication system. Individual houses can control
temperatures, humidity, water levels and sunlight amount through sensors and the
collected data are delivered and stored at the integrated server through the gateway. The
involved functions are: control of DC motor and fans based on the measured temperature
and humidity, operation of ventilation fans and windows by the temperature and
humidity levels, plant LED light control after sensing the level of illumination, and
realtime monitoring of ginseng’s growth in the house through CCTVs. The IoT-based
ginseng cultivation management system is comprised of the Gateway system and the
mobile program. The former operates multiple actuators (e.g., water pump, fans, DC
motor and plant LEDs) based on the stored sensor data collected by the temperature,
humidity and illuminance sensors. At the server, collected data are analyzed to set an
adequate growing environment.

4 Implementation of the IoT Framework for Ginseng Cultivation

If the collected data from the database is for the germination phase and the sensor
temperature obtained through Arduino is not in a temperature range between 10°C to
15°C, system fans will be operated until the temperature fits in the range. The same
process will be carried out for the blooming phase but the temperature range will be
21°C to 25°C instead. The temperatures will be checked repeatedly in realtime.
Figure 3 shows temperature sensor data processing in each growing phase and execution
algorithm.

Figure 4 shows flow chart of storage process of temperature sensor data. Temperature
is a key factor that affects the yields of ginseng products and their remedial effects. The
temperature control sensor in a growing house sends the data to the web server through
its network in realtime [18]. Then, the web server delivers the realtime data of house’s
environment and temperatures to the DB server where the Ginseng Cultivation Table is
located. All the data containing house information, dates, and sensor temperatures are
stored and managed here.

A Study on the IoT Framework Design for Ginseng Cultivation 683



Fig. 3. Temperature sensor data processing in each growing phase and execution algorithm.

Fig. 4. Flow chart of storage process of temperature sensor data.

Figure 5 shows flow chart of sensor data processing using the scheduling service.
The realtime sensor controls based on the data analysis service at the DB server will be
performed at the growing house(s) through network communications.

Fig. 5. Flow chart of sensor data processing using the scheduling service.
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The web server will than use the scheduling service (realtime notifications) to
compare the DB-stored sensor temperature data with the optimal temperature database
and calculate the optimal temperature which will be then used to execute house control
commands automatically. This process will reduce much operation time and prevent
operational mistakes.

The signal control process between a client and a web server has been put to the test
through simulation using socket programming. First connection was made between the
client and web server, followed by later connection between the web server and Rasp‐
berry Pi that acted as a gateway. The signal was then transmitted to Arduiono (serial
communication) where the sensor values were collected. This process was reversed and
the values were delivered to the client. Additionally, the streaming-based tests (Picture-
image data transmissions) through the camera device have been conducted. The results
of from these tests were satisfactory. Figure 6 shows Simulated implementation test And
Arduino UNO R3 (+Duemilanoves).

Fig. 6. Simulated implementation test and arduino UNO R3 (+Duemilanoves)

5 Conclusion and Future Work

In this study, a platform for the IoT-based ginseng cultivation system was designed
instead of other popular produces such as mushrooms or strawberries, which have been
considered in other preceding researches, as ginsengs are an expensive produce and
difficult to cultivate due to their long-term growing process and sensitive environment.
By constructing the platform, farmers will be able to reduce the damages by diseases
and insects or rapid weather changes and increase their output, in addition to reducing
the labor cost and manpower problems, both of which are becoming serious problems
in rural areas.

Our future extended study includes implementation of the Ginseng History Infor‐
mation System which allows identification of fake Ginsengs and provision of safe and
reliable products through Origin Checking system. This study proposes a basic platform
design for the IoT-based ginseng cultivation system and the system should be discussed
further for its implementation.

Even if an appropriate IoT technology has been applied to the ginseng farms, the
priority is to solve the problems associated with diseases and insects to maintain
ginseng’s growth and remedial effect. In the future system implementation, an integrated
communication network will be constructed between 2 or 3 small-scale model houses.
The data from the earth moisture, temperature and illuminance sensors will be processed
through Arduino and delivered to the central system server with Raspberry Pi. Also, by
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constructing a database concerning the cultivation environment, data-based sensor
operation will be implemented for the test.
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Abstract. The indoor positioning system (IPS) has been attracting great
attention from researchers, thanks to the rapid adoption of smartphone tech-
nologies. Although there are many IPS proposed in the past decade that claimed
to have good performance, all of them use their own method to evaluate and
compare the accuracy of the proposed solution. During the evaluation phase, the
method of gathering ground truth data (original position) is often not well
described. As such, it is very difficult for other researchers to reproduce the work
and improve on the existing methods. In this paper, we proposed a simple to
implement framework to facilitate the process of evaluating IPS accuracy. Under
this framework, the IPS position coordinates and ground truth are sent to the
server using REST protocol when the phone reads an event triggered from tags
scan placed on a fix position. We evaluated an existing well-known IPS tech-
nique, the Pedestrian Dead Reckoning (PDR) technique using our IPS evalua-
tion framework. From our experiments, we showed that in addition to measuring
the accuracy of IPS, the proposed solution can also measure the IPS accuracy
deviation over time. Instead of relying on precision and recall, the framework
also includes visualization tool for researchers to observe the overall accuracy of
an IPS.

1 Introduction

An indoor positioning system (IPS) is a system that tracks and locates objects within
indoor spaces (e.g. inside a building, underground and etc.). The need for IPS has been
attracting a lot of attention in recent years because the Global Navigation Satellite
System (GNSS) does not work well in indoor environment even though it enjoys great
success in outdoor environment. The inaccuracy of GNSS in indoor is caused by
multiple interferences from the indoor environment such as pillars and ceilings which
reflected the transmitted satellite signals. On the other hand, modern smartphones are
widely used to implement many important indoor positioning techniques such as Wi-Fi
fingerprinting [3–5, 10], magnetic fingerprinting, Pedestrian Dead Reckoning (PDR)
[2, 6, 9] and many others.
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Proper visualization and interpretation of gathered data from the smartphones
sensors and the ground truth are crucial to verify the accuracy of proposed IPS.
A survey conducted by Adler et al. [7] concluded that many authors did not report the
detailed process of gathering ground truth data. As such, it is assumed that “manual
measurements using rulers and distance meters were used for ground truth positions”
[7]. Furthermore, calculation of accuracy percentage in the IPS is not well described
and solely depends on the manual measurements from the ground truth. This may
create confusions among the readers and prevent a fair comparison for various IPS
proposed in the literature.

In this paper, we introduce an easy to implement framework to show the IPS
accuracy deviation over time instead of portraying only the final positioning error by
evaluating a well-known IPS using the PDR technique. Besides that, every developed
IPS has more than one methods to be implemented and compared. For example, there
are more than one way to obtain the step length estimation of the PDR technique (e.g.
Weinberg approach, fixed step length, etc.). This makes the comparison among them
cannot be fair when every sampling for each method is collected at a different point of
time as they are affected by several factors like time drift and noise and also the human
walking attitude. With this framework, every position coordinates from all of the
methods of the developed IPS can be sent to the server simultaneously which can
minimize the errors mentioned.

Furthermore, besides measuring the mapping accuracy, this framework also enables
visualization comparison between various IPS proposed in the literature with the
ground truth in a 2D plane via a web browser. The system can also show more than one
positioning in the same 2D plane. The proposed framework can reduce the time and
effort spent in the positioning error measurement process, which in turn helps to create
a fair platform to compare existing proposed solutions. To ease the deployment of
gathering data from the smartphones, position coordinates will be sent to the server in
real time.

The rest of the paper proceeds in the following order. In Sect. 2, we present the
related existing IPS solutions and in Sect. 3, we describe the method of implementation
of our proposed solution, followed by evaluation and discussions in Sect. 4. Then,
directions of future work and conclusion will be in Sect. 5.

2 Related Works

According to a survey done by authors in Adler et al. [7], they concluded that a high
percentage of publications describe their methods to gather ground truth data poorly.
Many authors did not present the detail process and it is assumed that manual mea-
surements using rulers and distance meters were used for ground truth positions.
Without full disclosure of the experiments, it is hard to validate and reproduce the
results independently.
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2.1 Methods Employed in the Evaluation of Positioning Accuracy
from Existing IPS that Uses Dead Reckoning Technique

Another popular study on indoor positioning solution is the PDR technique. This
technique uses smartphone sensors like accelerometer, magnetometer and gyroscope to
observe pedestrian movement [6]. User’s stride length and heading orientation were
derived from the raw data of these sensors. [9] The basic idea of dead reckoning is to
derive the user’s current location based on the previous location by extracting the
current stride length and the respective heading orientation.

An experiment done by Radu et al. evaluate their accuracy by calculating the
localization error using Euclidean distance between the known position of these ref-
erence points and their proposed IPS location estimated at the time of encounter. The
experiments were conducted by selecting a corridor track of 100 m and along the
corridor track, 20 reference points representing entrances to offices is set.

Kang et al. evaluate the accuracy of proposed solution by representing them on a
two-dimensional building floor plan. Before starting their experiments, a walking path
is set on the floor plan with total length of 165.55 m and the walking path is tracked
with a step counter multiple times to get the approximate number of steps walked under
normal walking speed. Then, the trajectory of proposed solution is mapped on to the
same building plan and compared with the pre-set walking path. Localization error is
calculated based on the walking distance. For example, for every 20 m distance
walked, the localization error was computed by subtracting 20 m with the distance
walked produced by the proposed solution.

Chen et al. conducted their experiments in an office zone. To obtain the ground
truth data, a camera is used to record the whole walking process and each step walked
is manually marked. Then, to evaluate the performance of proposed solution, the
criterion of Root Mean Square Error (RMSE) calculation is applied at the end of the
experiment.

2.2 Summary

Based on these reviews, we can conclude that many existing works presented its own
method to gather ground truth data and evaluate the performance of their proposed
solution in many different ways. In addition, the same conclusion is also found in [7],
whereby the authors concluded that there is no standard benchmarking framework to
measure the accuracy of IPS solutions. Therefore, we are motivated to design a
framework to measure the effectiveness and efficiency of IPS solutions, which is also
simple to be implemented.

In this paper, the proposed framework describes clearly the process to gather
ground truth data and allows visual comparison on multiple IPS. With this framework,
benchmarking can be performed between existing IPS and newly developed IPS easily.
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3 Methodology

In this section, the concept of our framework will be discussed. First of all, for every
developed IPS solution, the overall percentage of positioning accuracy and their
positioning errors are often obtained based on the ground truth. As mentioned in the
literature review, many existing works did not describe well on how they gather the
ground truth for their IPS.

In this paper, ground truth coordinates will be set permanently with every coor-
dinate representing a checkpoint. Then, in every checkpoint, tags will be set up as a
means for triggering an event depending on the required precision. Tags like QR or
barcode scan or even NFC scan can be used for triggering the event. With this triggered
event in every checkpoint, coordinates of the ground truth and coordinates of devel-
oped IPS will be sent to the server simultaneously. This automation is proposed to
reduce the error due to time drift, noise and the human walking attitude. The com-
munication between the smartphone with the framework is basically carried out via
REST protocol. This makes the process of collecting ground truth to be in a more
systematic manner and by sending the data to the server in real time instead of man-
ually transferring the data from the smartphone to the PC, it speeds up the process in
performing the experiments.

3.1 Calculation of Distance Error Between the Ground Truth
and the IPS

Calculation of positioning error is performed for every developed IPS at every
checkpoint by using two methods as shown below.

1. Euclidean distance function.
The Euclidean distance function can be defined as a straight line
between two points. If x = (x1, y1) and y = (x2, y2), then the dis-
tance is given by

d x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ððx2� x1Þ2 þðy2� y1Þ2Þ

q
ð1Þ

2. Manhattan distance function.
The Manhattan distance function can be defined as the distance
travelled to get from one data point to the other if a grid-like path is
followed. If x = (x1, y2) and y = (x2, y2), then the distance is
given by

d x; yð Þ ¼ x1� x2j j þ jy1� y2j ð2Þ
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3.2 Evaluation of Overall Positioning Accuracy

The overall percentage of positioning accuracy can be determined by using a method
called precision and recall which is usually used in evaluating search strategies as
shown in Fig. 1.

In every search topic, there is a set of items which is relevant and items are assumed
to be either relevant or irrelevant. The actual retrieval set may not perfectly match the
set of relevant items.

Precision is the ratio of the number of relevant items retrieved to the total number of
irrelevant and relevant items retrieved. On the other hand, recall is the ratio of the
number of relevant items retrieved to the total number of relevant items. These ratios
are usually expressed as a percentage.

With this, the overall percentage of the positioning accuracy of the IPS can be
calculated.

Besides precision and recall, this framework also allows visualization perspectives
in a 2D plane to show the comparison of coordinates between the ground truth and the
developed IPS in every checkpoint. The main features of the visualization components
are listed as follows:

• Allows visualized comparison of multiple IPS solutions with the ground truth in a
single graph.

• Trend lines of accuracy deviation over time shown from the first point to the last
point for each IPS.

In the web page, checkboxes with all the files from experiment will be prompted.
User can choose to view the positioning graph of each developed IPS separately or
choose to view the comparison between ground truth data with the developed IPS on
the same graph in a separate browser. With this feature, positioning error can be seen
clearly through the graph when several of them were being compared. In addition, this
graphical view of the positioning coordinates can support unlimited number of files for
comparison in a single graph.

Fig. 1. Simple diagrams on precision and recall
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4 Evaluation and Discussions

In this section, we present the experimental setup, software features and discuss our
findings. The experiment on this framework is done in a lab environment with layout
illustrated in Fig. 2.

Firstly, the distance between each checkpoint from checkpoint A to J is set to be 4
meters apart each other. The ground truth coordinates is set as shown in Table 1 and a
simple example of visualization of the ground truth coordinates is shown in Fig. 3.
Every coordinate generated from developed IPS will be compared with this ground
truth to determine its positioning accuracy. Then, in every checkpoint, barcode scan
were used for the event triggering.

Fig. 2. Checkpoints set for experiment in a lab environment

Table 1. Checkpoints set with its own coordinates

Checkpoint A B C D E F G H I J

Coordinate (in cm) 0,0 0,400 0,800 0,1200 400,1200 800,1200 800,800 800,400 800,0 400,0

Fig. 3. Graph of ground truth visualized in web page
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Then, an IPS application is installed in the smartphone. When user reaches a
checkpoint and scans the barcode, selected data like position coordinates will be sent to
the server and saved into specific text files accordingly. Example file types are ground
truth files and developed IPS (e.g. dataPDR) files. These files will be automatically
generated every time the application is made to run with unique numbering so that all
the files generated in each run will not be erased when new experiment takes place.

Positioning error in each checkpoint will be done by using the calculation formula
from the Euclidean and Manhattan distance function in this experiment. Then, trend
lines of accuracy deviation over time from point A to point J will be shown with
accumulated Euclidean and Manhattan distance functions respectively.

4.1 Developed IPS Using the PDR Technique

To evaluate this framework, an IPS solution using the PDR technique is implemented.
As mentioned, PDR technique greatly relies on not only the heading orientation but
also the step length estimation. Several methods to obtain the step length were
reviewed as follows

i. Fixed step length.
ii. Weinberg Approach.

step length ¼ k � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
amax � amin4

p
; k

¼ 0:41; amax and aminare accelerometer peaks value

iii. Preconfigured height of a person.

step length ¼ height � kð Þ; k ¼ 0:413 for womenð Þ and k ¼ 0:415 ðfor menÞ

When a barcode scan is performed, the position coordinates derived from every
method is sent to the server simultaneously.

Based on Fig. 4, the web page is firstly equipped with checkboxes for user to
choose which files to be compared. After checking the desired files, click the submit
button, then, the comparison of the coordinates can be visualized on a separate browser
as shown in Fig. 5.

Fig. 4. Checkboxes on web page to select files for visualization
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Fig. 5. Comparison of ground truth and developed IPS solution

Fig. 6. Accumulated error from Euclidean distance function

Fig. 7. Accumulated error from Manhattan distance function
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The trend lines of accumulated distance error from the first point to the last point
calculated using Euclidean distance function and Manhattan distance function are
shown in Figs. 6 and 7 respectively.

With this framework, the positioning accuracy between ground truth and developed
IPS can be evaluate in a systematic manner and wireless transfer of data to the server
also helps ease and speed up experiments process whereby the outcome can be viewed
instantly. Furthermore, by sending the position coordinates of several different IPS at
the same time, the time drift is reduced. In future, this framework will be expanded to
evaluate IPS using the Wi-Fi Fingerprinting technique and newly developed IPS can
also adopt our proposed framework to perform fair benchmarking against other existing
solutions.

5 Conclusion and Future Work

This work presents a visualization framework for IPS solutions that allows visual
comparison between the ground truth data and multiple IPS solutions on the same
graph. Instead of manually transferring the data and put them into excel files for
interpretation, real-time data collection and automation of transferring data to the server
eases the development during experiments. Besides, the collection of position coor-
dinates from every developed IPS at the same time reduces the time drift as well.
Although this work is in the preliminary stages which only applied for the PDR
technique, but in future, this framework can be adopted in the development of new IPS
solutions (e.g. by using the Wi-Fi Fingerprinting method) whereby the new position
coordinates can be compared with existing IPS directly. With this, it allows fair
comparison between the newly developed IPS with the state-of-the-art.
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Abstract. The Internet of Things (IoT) has been one of the influen-
tial paradigms in the development of logistics transport functions. The
introduction of IoT in logistics has impacted application areas such as
capacity sensing, planning, route optimization, and energy management.
However, most works presented so far assume the existence of physical
addresses for all applications. This paper, as a result, deals with the logis-
tics delivery inefficiency represented by the lack of physical addresses that
is common developing countries. We adopt an IoT approach to propose
a virtual addressing framework for tracking, monitoring, and managing
package deliveries efficiently. The framework consists of a node network
that provides address information virtually to enable better deliveries.

Keywords: IoT · Internet of Things · Logistics · Intelligent transporta-
tion systems

1 Introduction

The IoT paradigm provides the promise of connected devices to all objects that
surround humans. This enables a multitude of solutions for problems that existed
traditionally in various areas. Most importantly, it could provide a positive
impact on the environment, economy, and society. Moreover, developing coun-
tries in particular have unique problems that can be addressed by the promise of
IoT. An example of such an area with unique problems is logistics. Logistics has
long been considered by academics and practitioners as a dynamic function of
business that would provide substantial savings for organizations. One problem
particular to developing countries is the lack of a physical address for delivery
targets in both rural and urban areas. In a recent market research by the united
postal union (UPU), structural constraints has been cited as one of the common
trends preventing the growth of postal systems in some developing regions [9].
Needless to say, this results in a lot of inefficiencies when attempting to manage
a logistical operation.

c© Springer Nature Singapore Pte Ltd. 2017
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The logistics industry itself has witnessed in the past few years a rise in the
use of van freight for secondary transport within cities and residential areas [1,2].
This has resulted in a rising challenge of arranging efficient and responsive deliv-
eries to end-users. From a logistics and operations management perspective, this
falls under what has been termed in recent literature as city logistics [5]. The
concept was first coined in the logistics and operations management literature
in order to optimize the last-mile delivery of goods. Despite the large body of
research on logistics and transport systems in the field of supply chain manage-
ment, recent literature suggests that the last-mile delivery logistics still holds a
substantial research opportunity [1,5,7].

The purpose of the framework presented in this paper is to develop and
exploit a virtual address framework for the efficient delivery of mail and parcels.
The virtual addressing framework proposed, as a result, would facilitate the effec-
tive and efficient management of transport and delivery of packages. Although
virtual addressing has been suggested by recent literature [8], the question that
remains is how to achieve highly efficient delivery systems in the absence of
physical addresses to delivery companies. The context of developing countries is
particularly relevant to this framework due to the limited accessibility to physi-
cal addresses in most cities. Hence, the proposed framework in this paper tries to
fill this gap for the last-mile challenge being faced by express delivery companies
in the context of insufficiency of the physical address information.

2 Background and Related Work

Much work has been done trying to improve the logistics framework based on
existing physical addresses. In addition, the use of ICT technologies in the
transport and logistics industry is mostly limited to track-and-trace applica-
tions [3,4,6]. Harris et al. [3] review 33 EU framework program projects in freight
transport to examine the major efforts in ICT developments in this field. Perego
et al. [6] found that the most common applications for wireless technology in
the logistic industry focus on order tracking and vehicle location monitoring.
Verdouw et al. [11] proposed an IoT-based logistic information systems in agri-
food supply chains. The framework introduced in [11] focused on preservation
of perishable products. The cited works, however, do not consider solving the
barrier of physical addressing in developing countries.

The United States Postal Service introduced the concept of virtual addressing
in [8]. However, the idea was to transform existing physical addresses to a virtual
addressing framework to provide more or better services. [8] also addresses the
challenge of transforming the existing information technology systems to adopt
the virtual addressing system. The framework introduced in [8], nevertheless is
still dependent on the existence of a physical home address.

The framework proposed in this paper addresses the physical addressing
problem by introducing virtual addresses for areas that lack physical addresses.
The virtual addresses, through an IoT framework, would map to a physical loca-
tion that is determined by a static node. Nevertheless, the framework does have
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challenges that have to be addressed adequately. Going forward, this type of
framework, enables also global logistics in such a manner that everybody would
have one unique virtual address that could map to any physical location.

3 Case Study

The motivation for conducting this research stemmed from a logistical ineffi-
ciency facing the package delivery companies in the developing countries that
lack physical addresses [10]. In order to gain a greater understanding of the chal-
lenges faced by delivery companies, this paper adopts a case study approach. We
studied the day-to-day operations of a local logistics service provider. Moreover,
the logistics provider studied is considered one of the largest express operators
in terms of market share and reach. The case study is used in this paper to pro-
vide an understanding of delivery operations in developing regions, but also to
provide a context-based case for implementing the framework proposed in this
paper. Also one of the authors of this paper, based on his background in logis-
tics, provided insight on the daily operations and the challenges faced by package
delivery companies. This allowed us to understand the phenomenological context
in which the operations occur and identify challenges and gaps.

In addition to the traditional delivery challenges facing most delivery compa-
nies worldwide in terms of dealing with incorrect addresses, the unavailability of
physical addresses in developing countries has been a big challenge in the logis-
tics business. Package delivery companies in developing regions depend largely
on the knowledge and experience of their ground couriers in a particular area
in order to allocate the accurate consignee’s address. Nevertheless, operations
and ground couriers still face challenges in identifying the exact home address,
although the street address might be correct. As a result, most deliveries either
fail or are retried after multiple delivery attempts due to poor addressing.

Other challenges faced by package delivery companies are that customers do
not provide accurate address because of the oral culture. Therefore, customers
tend to provide the name, city, town, and phone number of the consignee. The
delivery function becomes even more challenging when the consignee is located
in urban areas or a small village. Most villages in developing countries still lack
a street name, house, or even block number. Moreover, some areas like refugee
camps do not have street names or lot numbers.

This case study background suggests that the lack of a proper address system
has resulted in logistical challenges for delivery companies. Hence, the purpose
of this research is to explore and develop a virtual addressing system to address
the problem at hand. Needless to say, such a framework would benefit more than
just delivery companies.

4 IoT Virtual Addressing Framework

Virtual addressing as a concept would provide an address space larger than
what can be physically addressed. As a result, and in the context of logistical
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operations, utilizing IoT to enable virtual addressing would provide tremen-
dous assistance to package delivery services among others. The following sections
describe in detail the main aspects of the proposed framework.

4.1 Architecture

The physical architecture of the virtual addressing framework is based on a
centralized model as depicted in Fig. 1. The framework includes the following
subcategories:

Static Node Network. The static node network includes multiple components
including the static nodes that would be attached to a physical location or a
building. The nodes would store location information and collect geographical
data. Each node would have a unique ID and is fixed in a certain location.
Additionally, the nodes can collect information about existence of individuals
that can receive a package at a particular location. This would save the courier
the trip if nobody is available for pick up.

The local networks connected to the individual nodes are tasked with the
collection of the geographical data and node information from all the nodes.
The local networks could be either a cellphone network or a nearby wifi net-
work. The local networks are also tasked with sending the collected information
over the internet to a central database.

Fig. 1. Simulation results for the network.
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Users. The users include the individuals each using a virtual link to map to a
physical address. Although each user may bear a unique virtual address, multiple
virtual addresses can be mapped to a single physical address. For example, family
members living in the same home or employees of a single company.

The idea here also is that every user or individual will always have the same
virtual address even if their physical addresses changes. This enhances the user
experience such that the user would update only one central location when their
physical address changes. This also prevents the user from having to update
their address for all services individually.

Services. The services combine all services that could benefit from access to
a virtual addressing framework. This includes, but is not limited to: emergency
services, governmental services like delivery of court order notifications or driving
violation notices, banks, package delivery services, and vehicle routing devices.

Mapping Database. The mapping database maps the users unique virtual
links to the unique IDs of static devices. The unique IDs in turn maps to the
physical information of the node ex. a GPS coordinate or a drop pin in a map.

4.2 Package Delivery Algorithms and Data Analysis

Figure 2 shows the various data processing modules for a package delivery use
case described in this paper. The data flow involves mapping package data to
address data and then providing updates to operation managers in addition to
couriers picking up or making deliveries. The data flow consists of the following
pillars:

Geo Data Collection and Address Verification. This module represents
the collection of geographic data from the different static and dynamic nodes.
Static nodes are the physical nodes that exist at static addresses representing a
delivery target. The static nodes are expected to be also equipped with a short
range wireless communication scheme (ex. Bluetooth) to enable short range or
indoor guidance. Delivery couriers often can reach to a general area but have
trouble finding the address when on foot. The short range communication scheme
aids in that regard.

The dynamic nodes represent nodes with location data that changes fre-
quently. The dynamic nodes could be either part of a fleet management system
or nodes that are integrated into courier end devices (ex. PDA with GPS).

This module also has an address verification part for security purposes. In
the framework proposed in this paper, the location data of the static nodes is
stored along with a unique ID in a central data store. The address verification
part is expected to verify every time the address is accessed for mapping in the
data store that the static node has not been moved from its original position. In
order to do address verification, a process needs to be introduced for first time
installation that guarantees the authenticity of the location data.
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Fig. 2. Data flow

Intelligence. The intelligence module delivers intelligent analysis of the data to
operation managers. This includes real time and projected package delivery data.
The real time delivery data is compiled from the current positions of all couriers
in a certain region and the package information. The package delivery data can
be used by operation managers to proactively take actions and monitor couriers.
On the other hand, the projected delivery data of packages are used to forecast
package delivery statistics for various geographical locations. This is then used to
derive possible future failed or late deliveries. The outcomes of this module can
be viewed graphically on the client application. In addition, the alerting module
creates and broadcasts alerts to operation managers. The alerts include current
courier deviation from route that exceeds a predefined distance threshold, and
possible future failed deliveries that exceeds the predefined limit. The module
also allows the operation managers to provide route updates in case a pick up
order comes in or a change in delivery priority occurs. The module would update
the route data and provide new statistics to the operation managers.
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Guidance. The guidance module delivers the route that needs to be taken by
the courier. It includes real-time optimized vehicle routing data in addition to
on-foot directions when the courier is in range of the address. The vehicle routing
data would be compiled from the package data, operation manager updates, and
route data essential for efficient route calculation (ex. traffic, road closures...etc.).
The outcomes of this module can be viewed on courier end devices such as PDAs
or smart phones.

5 Challenges

The proposed framework faces multiple challenges that need to be individually
addressed. Some of the challenges, however, already have proposed solutions
through other IoT works though some others do not. The challenges can be
divided into the following two main categories:

5.1 Security Challenges

As in all of IoT applications, security is of paramount importance. In the pro-
posed framework, security challenges exist at multiple levels. Security challenges
include ensuring that the node remains static, detection of device tampering,
information privacy, and user authentication.

5.2 Infrastructure Challenges

As evident through the proposed framework, the amount of data that has to be
collected and managed will be significant. This results in challenges for managing
the framework, being able to log all the change history, and ensuring that the
infrastructure is reliable. Moreover, a question arises about the entity responsible
for managing and paying for the framework infrastructure. Processes have to also
be identified for items such as change of address, new node installation, and node
removal among others.

6 Conclusions

In this paper, an IoT based framework for tracking, monitoring, and managing
package deliveries efficiently has been presented. The solution framework archi-
tecture and the data analysis methodologies that have been developed have been
described in detail. The value of this paper is that it proposes a novel framework
for solving this delivery logistics problem. IoT has been considered by much of
recent literature as a major contributor to the development of the field of trans-
port logistics [7]. This work contributes to the extant literature on the role IoT
in supporting different disciplines, in particular, the logistics function. Thus, this
work has both theoretical and practical implications.

For future work, a full evaluation of the proposed framework in partnership
with a local delivery courier is planned.
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Abstract. Current trends aim to extend software applications with context-
awareness. Nowadays, there are already various approaches enabling security
based on context, unfortunately there have limitations. However, the challenging
topic is how to obtain as much context information about user as possible. Current
progress in Internet of Things domain could be leveraged to obtain more context
data. We propose a method to formalize context based on Internet of Things
devices and use it for application context-aware security. Our approach is based
on composition of a tree topology correlating to the user’s devices for recurring
situations. Based on changes in the tree we determine unusual behavior, trigger
events or invoke specific actions.

1 Introduction

The emerging amount of mobile technologies [4], as well as the growing users’ demands
for personalized applications provide a base for current trends moving software appli‐
cations towards context-awareness (CA) [1, 6]. Applications provide personalized
content based on user’s context or the application’s context [5]. This brings novel expe‐
rience to the applications users. However, securing applications is usually done the
traditional way, assigning users various application roles, permissions for resources or
security rules independent to the context. There are only few applications having the
security based on context information. Nevertheless, we can expect that users and appli‐
cation owners would take the advantage of application security that uses context to
provide specific resource control.

Applications using Context-Aware Security [11] (CAS) can be much less obtrusive
for users. They can be asked for different authentication methods based on context. The
result of the authorization for specific resource may vary depending on their context.
For example, access from City A can have different access rights then access from City
B. They can even sometimes omit authentication because their context is trustworthy
by itself (e.g. access from inner company network). The context even could be created
based on devices that a user uses. Each device has unique ID and it communicates with
another devices that also communicate with another devices, therefore their interaction
and position could be used to create user context. Similar to users, also application
operators can profit from the context-based authentication. Different application might
define stricter security rules for suspicious users’ behavior (e.g. Internet access to
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system’s confidential resources at night). The usage of context allows system adminis‐
trators to manage more fine-grained security rules, which would otherwise tangle
through multiple rules and make them unsustainable for maintenance. Another
advantage is that system may automatically flag suspicious users and prevent them from
doing certain actions.

However, the problem is how to obtain context from the user. Some information is
obvious for the system (e.g. time, frequency of log-ins, history of application-user
communication), other can be guessed but not guaranteed (e.g. geographical location
determined from the IP address) while a lot of information are difficult to obtain (e.g.
biometric information about the user). All of those mentioned information about the
user’s context may significantly increase security of the system, while significantly
improving the application’s user experience. In the following pages we will describe
our approach to the issue by involving Internet of Things(IoT) devices to obtain user’s
context.

This paper is organized as follows: The following section describes related work,
followed by our promising solution. The solution is demonstrated in case study section
and the paper ends with conclusion remarks.

2 Related Work

Kranz et al. [8] describes the general interaction of the IoT devices with people. It focuses
on few use cases with various augmented objects to verify that those areas are suitable
for the concept of IoT interaction and that there are benefits. The results of this work
indicate that certain areas of the IoT interactions are repeating in all scenarios, while
some are unique. Nevertheless, there is no conclusion (or even framework/method
proposal) and the paper just states that IoT is promising solution for many areas of human
activities.

Petriu et al. [9] discusses possibilities and usage of the sensor-based real-time appli‐
cations using information from users. They propose multiple communication processes
and management system for heterogeneous functions of such system. While there are
numerous significant methods and proposals, there is none that would use user’s context
for application security.

Ho et al. [7] describes framework involving user’s context in mobile devices to
reduce the amount of communication from different devices. This work focuses more
on timing of the messages and their aggregation. It uses innovative ways how to obtains
user’s context. However, security is not addresses in the paper.

Interesting way how to retrieve user’s context is to integrate sensors with items of
daily use. Farringdon et al. [12] describes the usage of wearables, especially jacket, to
retrieve real-time information for context awareness. The methods described in the paper
addresses very well context retrieval, but it does not discuss the further usage of the
context.

Context-aware security architecture for next generation applications is well
described by Covington et al. [10] in his research. It describes all advantages of the
context usage as well as its implementation. It only uses basic context that can be
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obtained about the particular user through the application. Therefore, the context infor‐
mation is very limited and does not provide the big picture about user.

Another method for context-aware security describes Hu et al. [11]. This work
proposes extending the role-base access control [13] model with context aware elements.
Similar to beforementioned works, it does not address the issue with retrieving the
context from the particular user.

3 Promising Solution

The notion Internet of Things is currently getting a lot of attention and the first real
deployments are taking place in real-world scenarios. For instance, Gartner Inc. [3]
predicts that by 2020 there will be 26 billion units installed in IoT products. Those
devices can provide tremendous amount of information about the user’s context. Espe‐
cially the ones called “wearables”. Nevertheless, even other forms of personal IoT
devices, like smart homes, could provide us with plentiful of useful and valuable infor‐
mation.

Phone with GPS can provide precious location of its owner. Smart watches can do
the same plus they can provide, for example, user’s body temperature and pulse. First
step of using those biometric information is to use them to form some kind of user’s
signature. For example, consider a car that would could measure weight and height of
the owner. If someone with different body proportions would try to start the car, the car
would require additional credentials (e.g. password entered through the entertainment
system). This context-aware security system would solve the issue with passive keyless
entry or keyless start that are vulnerable for theft [2].

Nevertheless, we can also use additional context data to alter security rules of the
system. If we could measure blood pressure and pulse, we could guess the user moods
e.g. stressed, angry, etc., and adjust the security of the system corresponding to it.
Consider a very critical system, like stock trading or internet banking, if system would
determine the user is nervous during performing the transaction with significant and
unusual amount of money, it could ask for additional approval. For example, it could
ask approval from a second trader or two-phase authorization to prevent wrong decisions
based on actual emotions.

We focus on user context that is created based on near by devices to the user. This
context helps the system to decide whether it should require additional approval or not.
The reason is that most applications signs in or verify the user for the first time and then
the session is maintained. An example is the OAuth protocol, when a token is created
and assigned to the user. The token has a specific expiration time and when it expires
then a new token is created based on the refresh token. However, the user is not asked
to log in again. These approaches come with significant issues, for example: “How to
decide whether the token was stolen?” or “How to decide whether this is really the user
who was authorized in the first place?”. The system could open sign in dialog and ask
for username and password again or the system should use the two-factor verification
(explained in case study), but this process should be initialized based on clues that alert
the system. These clues might be user interaction with the system, or device that is used
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or others devices that might be not directly involved in the interaction process between
the device and software. The combination between the user interaction and IoT devices,
that represent the indirect devices, are great choice for this type of situation.

We may observe IoT from several perspectives. We can focus on device itself or we
can monitor the users, because every person has a specific set of behaviors and most of
them has predictable time schedule. For example, the Google is able to decide where
you work, where you park your car, etc. Based on that Google provides you morning
traffic information and travel time estimation to the job. Your secretary knows when you
usually come to work and what is your preferable restaurant, as well as she knows which
car you use and what are your favorite hobbies, moreover she recognizes some of your
friends. This implies the following: If somebody asks your secretary what are you doing
in concrete time then she is able to predict what you are actually doing, because she
knows you. In this section, we present a technique that helps machines to know you and
based on your habits determine whether you should do additional verification when you
want to use a specific part of software.

Unlike secretaries the IoT is not a human being and it does not pose prediction logic,
but on the other hand it has access to sensors and devices on different places at same
time. Your computer is connected to network via cable or Wi-Fi, therefore there is a
specific device near to your location. The same applies for smart watch, fit bracer or
another wearables device. When you are in a car then your mobile phone is connected
with car via Bluetooth. Given the nature of the IoT, we can even use information from
devices that are not connected directly to the user, but to one of his primary devices. We
consider only devices that are connected with each other and we do not consider uncon‐
nected devices, because it is out of scope this paper.

Our solution represents connected devices as undirected graph. The edges connect
two devices that interact with each other. There exist specific graphs for different situa‐
tions. This means that the graph for office is different from a graph when the user is at
home or when she or he moves from office to home in a car. The graph is also different

Fig. 1. Data structure to hold nearby devices
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when the user practices any type of sport. The graph is created for the specific time and
place, therefore it contains devices that the user usually uses in concrete time and place.
Besides of graph we need meta-information of the graph. We created basic data structure
that holds these types of information. It is represented in the Fig. 1. The data structure
holds information about the device itself, time with place where it is used and the person
who uses it.

The principle of this solution is to store data anytime when the user uses application.
The user sends information about device that is used and he/she also sends information
about other devices which are connected like smart watch, car Bluetooth or Wi-Fi. When
the system has these types of information, then it is able to decide whether it is user’s
regular environment or it is not. The system stores signification amount of data, therefore
it is critical to be aware of the time frame and aggregate data based on it. The basic
aggregation and usage of this solution is demonstrated in a case study section; the detail
information about how to implement this aggregation and how to make decision about
user’s confidentiality is matter of implementation and it should base on security rules in
concrete usage.

4 Case Study

The proposed solution is demonstrated in the case study. We have chosen bank envi‐
ronment. The bank clients usually use internet banking. The software’s task is to manage
bank accounts. The user can work with transaction history, accounts, credit cards, loans,
mortgages etc. For example, the user can change name of the accounts, create standing
order, make request to offer, create payment, etc. The supported functionalities are
different in each bank institution. However, most banks have one common functionality.
It is two-factor verification when the user wants to create a payment. The payment could
be created only by authorized user who is logged into internet banking. There exists a
lot of login method for example: the user uses certificate with password or she/he uses
login and password or combination with login, password and SMS authentication. We
will consider only authenticated users and we will focus on the process of creation of a
payment.

The process itself involves a lot of actions and preconditions. The user must be
logged into internet banking, choose the source account, know the destination account,
enter an amount and other details and finally, confirm the payment. There are a lot of
processes that are triggered after the payment confirmation. The bank system has to
verify whether it allows the user transfer the given amount from the source bank account,
whether it is normal or suspicions operation and needs to authenticate the requesting
user. The SMS two-factor verification is used to check the user’s identity. This approach
has various disadvantages. The user’s identity and mobile phone could be stolen,
unreachable, broken, or the provider is unreachable.

We simulated the data that could be obtained during the process in the Table 1. We
store data from computer. The computer is connected via cable or Wi-Fi to Internet and
it is also connected with mobile phone via Bluetooth.
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Table 1. Examples of harvested data

DeviceID Time Lat Lng Operation Source User
Computer1 15:30:29 49.224 16.577 Login Yes mtomasek
Router1 15:30:29 49.224 16.577 NONE No mtomasek
Phone1 15:30:29 49.224 16.577 NONE No mtomasek
Computer1 15:32:15 49.224 16.577 Payment

create
Yes mtomasek

Router1 15:32:15 49.224 16.577 NONE No mtomasek
Phone1 15:32:15 49.224 16.577 NONE No mtomasek
Computer1 15:32:49 49.224 16.577 SMS

verification
Yes mtomasek

Router1 15:32:49 49.224 16.57 NONE No mtomasek
Phone1 15:32:49 49.224 16.577 NONE No mtomasek
Computer2 18:10:35 50.075 14.419 Login Yes mtrnka
Router2 18:10:35 50.075 14.419 NONE No mtrnka
Phone1 18:10:35 50.075 14.419 NONE No mtrnka
Computer1 15:25:58 49.228 16.577 Login Yes mtomasek
Router1 15:25:58 49.228 16.577 NONE No mtomasek
Phone1 15:25:58 49.228 16.577 NONE No mtomasek
Computer1 15:29:38 49.228 16.577 Payment

create
Yes mtomasek

Router1 15:29:38 49.228 16.577 NONE No mtomasek
Phone1 15:29:38 49.228 16.577 NONE No mtomasek

The table contains various information. It shows which device was used to access
the network, the place where the user is and another device that she/he uses. The column
Source indicates if the device is source of information that are in the table. The table is
ordered based on date therefore, first twelve records are stored one day and the rest
records are stored another day. The devices are the same when logging in, making the
payment and verifying the payment. This is an initialization state and we require SMS
verification in this state, because we do not know the user’s behavior and environment.
If the user creates another payment next day around 15:30 then we can compare
connected devices with previous state in which was payment authorized. Moreover, we
can compare place where the user is and if the place is the same, but the devices are
different then the payment could be suspicious. We are able to create graph of devices
that the user usually uses and their place in time. We can store any user who uses our
application, therefore we can connect it together and compare their location in time to
verify if their time schedule is usual.

The table represents another state. The second user (mtrnka) logged into internet
banking at 6:10 PM. This is nothing special, however his computer is connected with
the Phone1 that was used by another user mtomasek. If the phone is the authorization
phone that belongs to mtomasek, then every payment creation by mtomasek should be
suspicious. There is another case. It is the payment creation next day. We can compare
connected devices, place and time and we can decide if the two-factor verification is
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necessary or not. In this case, we might not to send the SMS on target device, because
the phone is already somewhere around the computer, the user uses the same device, he
is almost on the same position and he does the same action that he did yesterday in this
time frame. We also could use these information as a fraud indicators and we can decide
to use a different authorization method or to ban this transaction.

5 Conclusion

We presented an approach that targets the user rather than the system itself or actions
in the system. Information from the user’s nearby devices are used to obtain user context.
The user’s position, date, time and nearby devices by itself are critical parts of our
method. The information is kept for future usage. When any decision about user behavior
is needed, we can correlate current data with the historical data and tell whether the
security rules should be altered. The basic data structure was presented in addition to
the usage in an internet banking use case. We showed that our approach helps system
to decide on the additional level of authorization necessity when the user’s context is
suspicious or unusual.

In future we would like to focus on the human health sensors. The sensor provides
crucial data about the user, such as weight, hearth beat rhythm, etc. These data combined
with nearby devices could provide more detailed information about user’s context.
Based on our approach we could decide more precisely whether the user exhibits some
suspicious behavior. Integrating machine learning techniques in our decision scheme
another direction we like to explore.
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Abstract. Internet of Thing (IoT) technology has enabled efficient crop
monitoring to support decision making in precision agriculture. The mon-
itoring system collects environmental data in fields. A major challenge
in the monitoring system is limited energy power of IoT sensor nodes.
Consequently, we propose an energy-efficient transmission framework for
IoT sensors in the monitoring system. Our proposed framework allows
the sensor nodes adaptively collecting the data upon the environmental
change. Furthermore, we propose an energy-efficient transmission algo-
rithm for the proposed framework. The objective is to minimize the
energy power at the sensor nodes while guaranteeing the transmission
rate. A data-driven algorithm based on a greedy method is used to solve
the problem with low complexity. We compare the performance of our
algorithm with two traditional transmission protocols, called SPIN and
ESPIN, through an experiment. From the results, our algorithm can pro-
vide better energy efficiency about 81.53% than SPIN and 36.84% than
ESPIN.

Keywords: Energy efficiency · Internet of Thing · IoT sensor network ·
Monitoring system · Precision farming

1 Introduction

The development of agriculture is important for economic development in many
countries, especially, those in the Southeast Asia. To improve the crop produc-
tivity, a monitoring system is introduced to apply in a farm field in order to
collect the information of farm conditions (e.g., light intensity, humidity and
temperature). This information can be later used in precision agriculture for
improving crop productivity.

Nowadays, Internet of Things (IoT) technology has become more popular to
employ in various fields, especially, in monitoring systems for agriculture [1,2].
In [1], authors proposed an IoT as a monitoring system to sense soil moisture
conductive for irrigation management. Furthermore, authors in [2] monitored
the environmental data (e.g., temperature, carbon dioxide and light intensity)
in a greenhouse by using an IoT technology. As a result, the operational effi-
ciency could be improved. However, a monitoring system consists of several
c© Springer Nature Singapore Pte Ltd. 2017
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sensor nodes which communicate together as a network, also called a sensor
network. Although the sensor network can be both wired and wireless, wireless
sensor networks are favor to used in IoT since the networks support mobility and
easy to change the network structure. Particularly, the wireless sensor networks
offer more advantage when they come to difficult-to-wire areas (e.g., across a
river or farm fields that are physically separated but operate as one). One of the
major challenges in the wireless senor networks of IoT monitoring system is how
to efficiently utilize energy in the network.

Recently, there are several researches about transmission protocols for IoT
sensor networks in monitoring systems [3,4]. [3] introduced a traditional routing
protocol called Sensor Protocol for Information via Negotiation (SPIN) which
floods a negotiation message such as current resources to neighbor sensor nodes
before performing a data transmission. SPIN can conserve the energy by choosing
a resource-efficient route which calculate from the negotiation messages. On the
other hand, the flood information will dissipate much energy. Therefore, authors
in [4] illustrated an enhanced SPIN called Energy-efficient Sensor Protocol for
Information via Negotiation (ESPIN) with the purpose of reducing redundant
data and improving the network performance as well as decreasing energy con-
sumption of the whole network. Although, ESPIN can decrease some consuming
energy, the overall consuming energy is still high due to the use of multicast in
the data transmission phase.

In this paper, we focus on the energy-efficient data transmission algorithm
for an IoT sensor network in an IoT monitoring system. The proposed algo-
rithm is divided into two main steps. The first step is data selection. Since each
data transmission consumes most energy power of the sensor node, only useful
information should be selected to transmit. The second step is energy-efficient
data transmission. All the selected data will be transmitted by using our pro-
posed data-driven transmission protocol. The objective of the algorithm is to
find an optimal route for each sensor node to transmit the collected data to the
server with lower transmission energy while the overall sensor node throughput
is guaranteed. Finally, we evaluate and compare performance of our proposed
algorithm with existing algorithms [3,4] by using an experiment.

2 A Data Collection Framework for an Energy-Efficient
Monitoring System

To utilize the energy efficiently, the sensor nodes should be able to capture
the important data adaptively to the change of environmental conditions. For
example, a soil humidity sensor must work more frequently when the crop gets
watering or raining while the sensor will rarely work when it is sunny. We consider
that each sensor node has only one antenna. Therefore, it can either receive or
transmit data at a time. Five important modes of a sensor node are (i) listening,
(ii) collecting data, (iii) transmitting data, (iv) sleep, and (v) idle mode as shown
in Fig. 1. The detail of each mode in the monitoring process is as follows:
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Fig. 1. Our proposed data collection framework for a monitoring system

– Listening Mode: Since the sensor nodes are sparsely located in a crop field,
some sensor nodes cannot directly reach the server. These nodes need to relay
the data through their neighbor nodes. As shown in Fig. 2, node 3, 4, and 5
must relay their data through either node 1 or 2. To successfully collect data
from all the nodes, every node must start with this mode in order to help
relaying data for their neighbors.

– Collecting Data Mode: Each sensor node can compose of various types of
sensors (e.g., air temperature, air humidity, soil moisture, and light intensity).
After the farm conditions are sensed, the data will be kept in the buffer before
transmitting to the server. From our experiment, the data transmission con-
sumes the highest energy power compared to other activities. To reduce the
energy usage, only useful data should be transmitted to the server. Also, the
buffer size of a sensor node is limited. Consequently, only useful data will be
kept in the buffer. Otherwise, it will be removed.

– Transmitting Data Mode: When there is the sensing data in the buffer,
the sensor nodes will try to transmit the data to the server. The detail of the
proposed algorithm is presented in Sect. 3.

– Sleep Mode: Since the environmental conditions are slowly changed in most
of the cases, the sensed data is slightly different from the recent sensed data.
To save the energy power, the sensor nodes can fall asleep for a while. In
this mode, the sensor node will disable communication ports and unnecessary
operations.

– Idle Mode: After waking up from the sleep mode, the sensor node will enter
to idle mode in order to set up the buffer, input pin, output pin, and other
components in the sensor node being ready for working in other modes. The
duration in this mode is less than 2 s.

3 The Data-Driven Transmission Algorithm

3.1 Problem Formulation

In this paper, we focus on energy-efficient data transmission in an IoT sensor
network for a farm monitoring system. The monitoring system consists of N IoT
sensor nodes (as shown in Fig. 2).

From our experiment, the highest energy power is utilized for data transmis-
sion. Consequently, we focus on the energy efficiency of the data transmission in
the monitoring system.
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Fig. 2. An example of IoT sensor topologies in a monitoring system

The objective of our data transmission algorithm is to minimize the overall
consuming energy power while the achievable data rate is guaranteed. Conse-
quently, the optimization problem can be formulated as:

min
N∑

n=1

1
μn

(1)

subject to rn ≥ τn,∀n ∈ N (2)

where μn is the energy efficiency at node n. μn can be defined by rn
En

where rn
is achievable bit rate of node n (bits/s) and En is electric energy at node n (J).
τn is the threshold of the data transmission rate at node n that makes the buffer
at node n not overflow. Note that this value can be calculated from the arrival
rate of the sensing data, the buffer size, and the data removal rate (i.e., the rate
that insignificant sensing data is removed from the buffer). N is the set of sensor
nodes in the monitoring system.

3.2 The Proposed Algorithm

Due to the complexity of the problem shown in (1)–(2), we propose a data-driven
algorithm based on a greedy method. Since the buffer size is limited, when the
data is available in the buffer, the sensor node will try to transmit the data
as soon as possible to avoid the buffer overflow. This is so called data-driven
algorithm.

The complexity of selecting the best route for each sensor node is an NP
problem. This causes the long computation time. Consequently, we use a greedy
method for selecting the route. Although the greedy method cannot provide the
optimal solution, it can provide the approximate value close to the optimal value
with low complexity. As a result, our algorithm can quickly adapt to the change
in the monitoring system.

From the Shannon’s equation, the maximum bit rate depends on signal-to-
noise ratio (SNR) as shown in Eq. (3).

Brate = Bw log2(1 + SNR) (3)

where Brate (bits/s) is proportional to the bandwidth of specific channel
Bw (Hz). The SNR can be obtained from the received signal strength indicator
(RSSI).
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From Eq. (3), an IoT sensor node will select the best signal route at the
time to transmit the data in order to achieve the best transmission rate. The
overall process of our algorithm is illustrated in Fig. 3. The proposed algorithm
is executed at the sensor nodes as a distributed manner.

Fig. 3. The proposed transmission algorithm

When the useful data is available in the buffer of a sensor node, the node will
find its neighbor nodes and evaluate their RSSIs by extracting and considering
the received beacon signals. Then, the sensor node will select the neighbor node
with the highest RSSI and closer to the sink node than itself as a relay node.
Then, the sensor node transmits data to the selected relay node. However, the
transmission can fail if SNR at the relay node is lower than a threshold. For
example, there exists a simultaneous transmission from other nodes to the same
relay node or there exists high interference at the relay node. If the transmis-
sion is unsuccessful, the sensor node will repeat the steps to find the new relay
node. To avoid the wasting energy power with unsuccessful transmissions, we
set up the maximum number of attempting transmission At. If the number of
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contiguous unsuccessful transmissions is greater than At, the sensor node will
stop transmitting data to the relay node and then go to the sleep mode.

4 Experimental Results

To evaluate our proposed framework, we set up an experiment by using
Atmega328p micro-controller unit (MCU) [5] based on Arduio technology and
ESP8266 WiFi [6] module to create IoT sensor nodes. Each node consists of a
temperature and humidity sensor, a soil humidity sensor, and a light intensity
sensor as shown in Fig. 4a and b. We deploy five sensor nodes in a crop field with
one access point to transmit data to our remote server. A layer topology is used
to locate our sensor nodes as shown in Fig. 2. In the experiment, we set listen
duration and sleep duration as 120 and 600 s, respectively. The maximum num-
ber of attempting transmission (At) is set to 5. The total experimental duration
is 8 h.

(a) IoT sensor node (b) Sensor node in farm field

Fig. 4. Sensor node in actual experiment

We compare our proposed transmission algorithm with SPIN and ESPIN
in three performance metrics which are the average duration time until the
transmission successes, the total number of successful transmission bits, and
the average energy consumption for every 10 min. Figure 5 shows the average
transmission time until the transmission successes for each protocol. We can
see that our proposed algorithm can spent less transmission time than other
algorithms. Also, our proposed algorithm can achieve the highest number of
successful transmission bits as shown in Fig. 6.
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Fig. 5. The average duration time until the transmission successes

Fig. 6. The total number of successful transmission bits

Fig. 7. The average energy consumption for every 10 min



An Energy-Efficient Transmission Framework for IoT Monitoring Systems 721

Finally, we illustrated the average energy consumption for every 10 min over
the overall experimental duration (as shown in Fig. 7). Our algorithm consumes
energy lower than SPIN and ESPIN about 20.81% and 11.34%, respectively.
Consequently, our protocol can outperform SPIN and ESPIN in term of energy
efficiency about 81.53% and 36.84% for SPIN and ESPIN, respectively. This
results from that our proposed algorithm does not need to multicast an adver-
tisement to many other nodes every time before transmitting the data as they
do in SPIN and ESPIN. Moreover, SPIN and ESPIN must wait for the request
messages from the relay nodes before starting the transmission. This process
wastes energy consumption and provides the big overhead in the transmission
process.

5 Conclusion

This paper has proposed an energy-efficient transmission framework for an IoT
monitoring system in a precision farming. The proposed framework consists of
five modes which are listening, collecting data, transmitting data, sleep, and idle
mode. For each mode, we focus on energy efficiency so that the energy power
for the overall monitoring process is efficiently used. We have also proposed a
data-driven transmission algorithm based on a greedy method to employ in the
transmitting data mode of our proposed framework. From the experiment, the
results have revealed that our proposed algorithm can achieve higher energy effi-
ciency than SPIN and ESPIN protocols about 81.53% and 36.84%, respectively.

Acknowledgement. This work is supported by the Thailand Research Fund (TRF),
under Grant No. TRG5780059 and the Higher Education Research Promotion and
National Research University Project of Thailand (NRU), under Grant No. 59000399.

References

1. Baranwal, T., et al.: Development of IoT based smart security and monitoring
devices for agriculture. In: Proceedings of the 6th International Conference - Cloud
System and Big Data Engineering (Confluence), Noida, pp. 597–602 (2016)

2. Dan, L., et al.: Intelligent agriculture greenhouse environment monitoring system
based on IOT technology. In: Proceedings of International Conference on Intelligent
Transportation, Big Data and Smart City, Halong Bay, pp. 487–490 (2015)

3. Pattani, K.M., Chauhan, P.J.: SPIN protocol for wireless sensor network. Int. J.
Adv. Res. Eng. Sci. Technol. (IJAREST) 2, 2394–2444 (2015)

4. Li, J., Shen, C.: An energy conservative wireless sensor networks approach for pre-
cision agriculture. Electronics 3, 387–399 (2013)

5. ATmega328P. http://www.atmel.com/devices/atmega328p.aspx
6. ESP8266 Datasheet. http://espressif.com/en/support/download/documents

http://www.atmel.com/devices/atmega328p.aspx
http://espressif.com/en/support/download/documents


Piezoelectric Voltage Monitoring System
Using Smartphone

Nazatul Shiema Moh Nazar(✉), Suresh Thanakodi, Azizi Miskon,
Siti Nooraya Mohd Tawil, and Muhammad Syafiq Najmi Mazlan

Department of Electrical and Electronic Engineering, Faculty of Engineering,
National Defence University of Malaysia, 57000 Kuala Lumpur, Malaysia

{nazatul.shima,suresh,azizimiskon,nooraya}@upnm.edu.my,
alongkp07@gmail.com

Abstract. This paper proposed to develop the voltage monitoring for piezoelec‐
tric system. The piezoelectric wireless monitoring system will enable voltage
monitoring by utilizing a smartphone, piezoelectric sensor and Bluetooth to a
device that installed with designated application. The Bluetooth system is the
method used to connect the piezoelectric sensor and the smartphone. Thus, this
research is aimed to monitor the voltage produced by the piezoelectric system
wirelessly. The produced data can be monitored in real time as well as being
extracted in excel data format for recording purpose. In the previous research, the
piezoelectric were embedded in army boots for energy scavenging purpose to
charge hand phone. Monitoring the voltage output utilizing multimeter not
feasible at all, hence this research solves the challenges of monitoring the piezo‐
electric voltage output.

1 Introduction

The discovery and usage of piezoelectric materials dates back to the year 1880, when Curie
brothers demonstrated that certain materials such as quartz, tourmaline and topaz, upon
application of stress, exhibits accumulation of charges. This effect was later termed as
“Piezoelectricity” [1]. In recent years, Wireless Sensor Network (WSN) has had a large
increase in real applications which is main advantage over other peer technologies [2].

A wireless communication technology that provides semi–autonomous radio
network connection, short range and to establish an ad hoc network. The most significant
part of this project is the selection of the most developed monitoring system possible
when analysing the data during experiment to ensure accurate results. In aspect of
voltage monitoring system via smartphone, any kinetic energy exerted to the piezoelec‐
tric sensor will transfer the sensing result to the mobile phone through wireless trans‐
mission, namely the Bluetooth.

This research represents the significance of android phone application system devel‐
opment capable of monitoring the voltage reading produced by the piezoelectric sensor.
This research uses sensors & smart phone technology to monitor wirelessly.
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1.1 Smartphone

A mobile phone with an advanced mobile operating system which combines the useful
features for mobile or handheld use and also features of a personal computer operating
system with another is called smart phone. Usually smartphone has a high-resolution
touch screen display, Web browsing capabilities, Wi-Fi connectivity and the ability to
accept sophisticated applications [3]. A Smartphone is expected to have more storage
space, more powerful CPU, larger RAM, greater connectivity options and larger screen
compared to a regular cell phone.

1.2 Operating System

A Smartphones are operating with a mobile operating system that operate small handheld
devices, have become an integral part of our lives [4]. To run the program, operating
system software or ‘OS’ is used to communicate with its hardware [5]. System software,
or the fundamental files your computer needs is the main element to boot up and function.
An operating system provides basic functionality for the device, such as smartphones,
desktop computer and tablet.

Android is one of the operating system developed by Google available for Smart‐
phone. In 2007, android was unveiled along with the founding of the Open Handset
Alliance (Google, HTC, Sony, Intel, Qualcomm) – a consortium of software, hardware,
and telecommunication companies devoted to advancing open standards for mobile
devices.

1.3 PIC Microcontroller

This research used PIC 16F767 as the main microcontroller to detect the voltage of
piezoelectric and send to smartphone via Bluetooth. The data sheet of the PIC micro‐
controller gives detail about the microcontroller. There are two types of 28-pin micro‐
controller which is PIC16F737 and PIC16F767. There are several differences among
these two PICs although these PICs have a common architecture.

PIC16F737 and PIC16F767 devices are 28-pin packages, whereas PIC16F747 and
PIC16F777 devices are 40-pin and 44-pin packages respectively. The common archi‐
tecture of PIC16F7X7 devices are same. Though with the same architecture, there are
several differences between them.

• The total on-chip memory of the PIC16F747 and PIC16F777 are more than
PIC16F737 and PIC16F767 by one-half.

• The 40/44-pin devices have five I/O ports, whereas 28-pin devices have three I/O
ports.

• The 40/44-pin devices have 17 interrupts whereas 28-pin devices have 16 interrupts.
• The 40/44-pin devices have 14 A/D input channels, whereas 28-pin devices have 11

A/D input channels [5].

Figure 1 shows the PIC16F737/767 pin configuration and Table 1 shows the feature
differences between PIC16F737 and PIC16F767.
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Fig. 1. PIC16F737/767 pin configuration

Table 1. Features of PIC16F737 and PIC16F767 [5]

Key features PIC16F737 PIC16F767
Operating frequency DC–20 MHz DC–20 MHz
Resets and delays POR,BOR(PWRT,OST) POR,BOR(PWRT,OST)
Flash program memory (14-bit
words)

4 K 8 K

Data memory (bytes) 368 368
Interrupts 16 16
I/O Ports Ports A, B, C Ports A, B, C
Timers 3 3
Capture/Compare/PWM
Modules

3 3

Master serial communications MSSP, AUSART MSSP, AUSART
Parallel communications – –
10-bit Analog-to-Digital
Module

11 Input Channels 11 Input Channels

Instruction set 35 Instructions 35 Instructions
Packaging 28-pin PDIP 28-pin SOIC 28-

pin SSOP 28-pin QFN
28-pin PDIP 28-pin SOIC 28-
pin SSOP 28-pin QFN

1.4 Bluetooth

A global wireless communication standard is using Bluetooth technology that connects
devices together over a certain distance [6]. Radio waves are used instead of cables or
wires to connect to a computer or phone to a Bluetooth device. It needs to pair each other
when two Bluetooth devices want to interconnect. Short-wavelength UHF radio waves
in the ISM band of 2.4 GHz is used to communicate between Bluetooth devices over a
short-range. This is how mobile phones, computers and personal digital assistants
(PDAs) can be easily interconnected using a short-range wireless connection [7].
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2 Methodology

2.1 Overall Process and Components

The system consists of a PIC16F767 microcontroller on a circuit board with App Link
Bluetooth module, piezoelectric voltage detector and an Android smartphone with
Magnetcode application. All of this is the main components that assembled and ensured
the objective of the research was achieved.

Basically the research works with a device assembled with a PIC16F767, App Link
Bluetooth module and a Piezoelectric on a circuit board which was attached to an indi‐
vidual and connected wirelessly by Bluetooth connection to an Android smartphone.
The android smartphone can orientate the data of the device by installing an application
known as Magnetcode and programming the PICF767 to detect the output voltage
produce by piezoelectric at the certain time. Figure 2 shows the flowchart system for
this research.

Fig. 2. Flowchart of the system

2.2 Assembling

This research required a software and hardware in the process of detecting the output
voltage from the piezoelectric via Bluetooth. In the software, assembling are using PIC
C Compiler to construct the program logic and PICkit 2 v2.55 to upload the coding into
PIC16F767 microcontroller. The logic of the program can be shown in Fig. 3.
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Fig. 3. The logic program coding using PIC C compiler

The logic program in Fig. 3 are installed into the PIC16F767 microcontroller using
PICkit 2 v2.55 software. The installation of the program is using PIC adapter. Thus,
Fig. 4 shows the coding flowchart for this research.

Fig. 4. The coding flowchart of the program

The assembling of hardware on this research which is fitted onto the main board
includes the PIC16F767 microcontroller itself has shown in Fig. 5. In order to operate
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the system, a 240 V power adapters was used to the main board. Figures 6 and 7 shows
the connection and the pin configuration of the main board respectively.

Fig. 5. PIC adapter

Fig. 6. The connection of the main board

Fig. 7. The pin configuration of the mainboard

2.3 Execution

Figure 8 shows the hardware for the piezoelectric voltage monitoring system consists
of piezoelectric, monitoring system and android smartphone. The input of this system
was the vibration from the piezoelectric. After that, the signal has been processed to the
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monitoring system and the monitoring system has been sent the data to the Android
smartphone. The data that have been appearing has voltage readings by the smartphone
and appear in Microsoft Excel spreadsheet format.

Fig. 8. Piezoelectric voltage monitoring system without casing

3 Analysis

3.1 Tabulation of Data

Table 2 depicts the voltage reading using the Applink Bluetooth and Multimeter for this
research. This research has been taken for three readings for each device.

Table 2. Reading of voltmeter using applink bluetooth and multimeter

Reading Types of devices Voltage
displayed (V)

Time taken for the voltage
to return 0 V(ms)

Reading 1 Applink Bluetooth 0.13 300
Multimeter 0.18 26

Reading 2 Applink Bluetooth 0.14 300
Multimeter 0.12 30

Reading 3 Applink Bluetooth 0.16 300
Multimeter 0.14 66

3.2 Analysis of Data

From the tabulated data, the Applink Bluetooth was compared to other monitoring
device that is Multimeter. There are two significant differences that can be seen between
the devices which are the time taken for the voltage to return to 0 V and the value of
voltage output displayed when the piezoelectric applied with the mechanical pressure.
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Fig. 9. The reading of voltmeter using applink bluetooth

Firstly, the time taken for the voltage to return to 0 V. The time taken for the Applink
Bluetooth to display the voltage output has been set in the programming. The delay time
is being set to 3 s. It provides time to the person to monitor the voltage output. Besides
that, the values are directly recorded in the Excel format with the exact date and time.
Compared with the Multimeter, the time taken to display the value of the voltages are
very fast which is in millisecond(ms) as shown in Fig. 10. Thus, it will be difficult to
monitor and capture the value of the output voltage as the value is too small. Moreover,
the value cannot be automatically recorded by the Multimeter itself.

Fig. 10. Voltage reading using practical multimeter

Secondly, the value of voltage output displayed when the piezoelectric applied with
the mechanical pressure. The value of voltage output by the Applink Bluetooth is
discrete as shown in Fig. 9. The value will remain for 3 s, then it will automatically
return to 0 V. When there is another mechanical pressure applied, the value displayed
will stay for 3 s and it will return to zero instantaneously. When using the Multimeter,
the value of voltage displayed is continuous. The value keeps on decreasing before return
to 0 V. The continuously changing values of voltage displayed give the difficulties to
monitor the value displayed by the Multimeter.

Although this research has achieved the main objective of the research, but there are few
limitations in the research that could be improved in future. Throughout the experiment
held, the data saved in the internal storage of the Smartphone depends on the delay time set
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in the programming. When the delay time is too small, too much data being saved and it
will cause disruption to the operating system of the Smartphone. But it still reliable to
monitor the value of voltage output due to the program set in the PIC microcontroller.

Other than that, the durability of the piezoelectric sensor itself also part of the limi‐
tation of this research. This research only focused to monitor the output voltage produced
by the piezoelectric. In order to increase the quality of this research, durability element
is important to ensure that the device is sustained and can function in its best condition.

This monitoring system also has limited range of data connection through Bluetooth
because Bluetooth ranges of connection are limited to 10 m or 33 feet. Improvements
for these limitations need further researches so that it will be a monitoring device with
no limit in data connection to a larger area and more durable in the future.

4 Application

In the military application, the soldiers often doing their exercise such as long marching for
the training purpose before it comes to real situations. As it was a mandatory exercise, this
system should be applied in order to improve and wider the application by using piezoelec‐
tric. Studies of piezoelectric in previous application shows that the embedding of piezoelec‐
tric itself into combat boot and how its harvest energy to charge a device. When a long
marching exercise is conducted, walking with a combat boot will then produce the voltage
as the piezoelectric is a voltage producing by the mechanical pressure. This monitoring
system is an advance of the previous studies that monitor the voltage produce in every steps
taken with time. Furthermore, this system is using wireless technology compared of using
practical ways to collect data and record simultaneously.

5 Conclusion

The main objective of this research has been achieved to monitor the output voltage
produced by the piezoelectric system wirelessly. There is no real time wireless moni‐
toring system yet in the market for piezoelectric and many other small scale energy
scavenging materials. This research suits very well in providing solution for monitoring
voltage wirelessly and record it in real time data as well.
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Abstract. A classroom environment monitoring system was developed as a
demonstration to Computer Science and Information Technology undergraduate
students to enhance their learning experience. Monitoring and controlling the
classroom environment, including the lighting and temperature levels in real-time
was the primary functionality of the system. Using data on the optimal light and
temperature setting, the demonstration system was able to monitor and assess the
environment to ensure the comfort of the students. The system demonstrated to
the students the concepts and practices of the Internet of Things (IoT) and cloud
computing can be beneficially applied and to provide services in specific appli‐
cation areas, this time in education, with simple system design and implementa‐
tion. While such an application is not new in concept or implementation, the
important features of similar systems discussed in previous systems related to the
classroom environment monitoring were identified and analysed, and the best and
most important features incorporated in our system, together with our own ideas,
to provide the students with a significant learning experience based on a real
application, which we implemented and presented as a prototype. The attributes
of our system are discussed, and the success in providing a good learning expe‐
rience for the students are discussed. We suggest that argue that more research is
needed on this topic, and encourage other researchers to participate in the topic.

Keywords: Classroom environment monitoring · Internet of Things · Cloud
computing

1 Introduction

Our purpose in this project was to build a prototype system using current technology to
demonstrate to students a modern approach to system development, including the signifi‐
cant range of development tools now available within the technological context of the
Internet of Things (IoT) and the Cloud. As such it is an exercise in project-based learning,
which is an aspect of Teaching and Learning that was considered important to enhance
student learning. For our purpose we selected a familiar environment, the classroom, and
a useful system type, environment monitoring and control, to ensure the students could see
an example of a real world, useful, potentially commercialisable system.

© Springer Nature Singapore Pte Ltd. 2017
K. Kim and N. Joukov (eds.), Information Science and Applications 2017,
Lecture Notes in Electrical Engineering 424, DOI 10.1007/978-981-10-4154-9_84



As students, the classroom is an important place in which they spend a significant
amount of their time. It is essential that the classroom environment is conducive to
studying and is comfortable and an optimal studying environment is created. As has
been noted elsewhere, inappropriate environmental factors, particularly light and
temperature levels can reduce students’ ability to study [1]. The selection of this system
type met all the education criteria we considered important, and therefore, as discussed
in [7], an environment monitoring system is entirely appropriate for our educational
purposes. Using technology to monitor the indoor environment of buildings has been
an application of computing and communication technology for many years, but the
quite recent advent of the Cloud and the Internet of Things has provided the opportunity
to create more sophisticated systems, and these technologies are now an imperative part
of ICT students’ learning.

Our project therefore leveraged the combination of these two recent technologies.
The Internet of Things or IoT refers to the ability to combine smart objects with the
Internet and enable these objects to interact with other objects connected to the Internet
[2]. Cloud computing provides on-line computing resources such as storage, operating
systems, applications and infrastructure, allowing these resources to be accessed via the
Internet [31], importantly without the need for expensive local infrastructure. We inves‐
tigated previous reported development of similar systems to identify the essential
elements of this type of system, and also to identify what aspects of our thinking had
not been included. For example, in [4], two aspects which we consider important, meas‐
uring of ambient light levels and the availability of comparison data were not mentioned.
Our comparison with various other prior studies is discussed more fully in the following
Literature Review.

According to [5, 6], the optimal temperature range for studying is between 20°C and
23.33°C and the optimal light levels range between 400 lx and 600 lx, lux being the SI
(International system of units) unit which denotes luminous density [10] (also stated as lx).
A classroom environment monitoring system should be able to assess the classroom envi‐
ronment as being at these desirable levels and provide a feedback system with constant, or
frequent, manipulation of these environmental factors. To simplify our system prototype
we did not include this full feedback mechanism, but included a display of the current
temperature and light level readings to provide this information to classroom caretakers
who could then take action, manually, to adjust the settings. The further development of
our system will include this more extensive feedback and control system.

Summary of Contributions: We consider that there are two main aspects to our
contribution to the field. First, there is the educational contribution in that we demon‐
strate the effectiveness and success of our project-based learning approach. The students
were introduced to the concept and practice of prototyping as a successful development
approach, they were able to gain in-depth knowledge of the contemporary development
environment including the Internet of Things and Cloud computing, and the principle
of system usefulness was clearly embedded in their learning. As well, the student’s
knowledge of the marketplace for software development tools was significantly
enhanced, and the symbiotic relationship between modern development tools and
contemporary development methodologies, such as prototyping, was clearly
demonstrated.
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We do admit to the possible over-kill in the selection of tools, but this was done to
ensure a wide understanding of the marketplace; this was not a commercial development
demanding a lean approach. From a technology point of view we have applied these two
relatively recent technologies, The Internet of Things and Cloud computing to a previ‐
ously well understood application thereby enhancing that system type and extending our
understanding of the applicability of these technologies, and the advance in development
productivity offered by these tools. The proposed system, and the method of develop‐
ment, illustrate how the Internet of Things and Cloud computing benefit applications
and services in the education area with simple system design and implementation.

2 Literature Review

2.1 Environment Monitoring Systems, the IoT, and Cloud Computing

An environment monitoring system includes one or more sensors and data storage [7].
To monitor the classroom environment, a system also requires sensors to continuously
monitor the environment and send the data to a storage server. The classroom environ‐
ment is the subject and focus of this paper. The IoT refers to the interconnectivity of
smart objects over the Internet. The concept is to enable any smart object connected to
the Internet to be able to interact with any other smart object or objects connected to the
Internet [2]. In this paper, the smart objects being considered are environment sensors
in the classroom which have the ability to connect to the Internet, and which are able to
send data of changes in environmental variables (light and temperature level) to a cloud
server, regardless of where the classroom is situated. Cloud computing offers compu‐
tational resources to customers, such as networking, processing, and storage [32]. A
server in the cloud allows remote access, and it includes both hardware and system
software that can deliver services over the Internet [3]. The cloud can be remotely
accessed by any Internet connected device at any time and from any location, and can
send and receive data to and from the cloud through the Internet. Many previous work
apply the cloud such as in [3]. With the benefits of IoT and the cloud, monitoring the
classroom environment by using both is ideal. [8] state that IoT and cloud share their
benefits to reduce IoT weaknesses. The IoT has four important problems of reliability,
performance, security and privacy. To solve these problems, cloud computing provides
at least a partial solution. One reason can be that the cloud has huge storage capacity,
processing power and level of reliability. To deal with data generated by the IoT, cloud
is the most convenient and cost effective solution to most information processing
requirements and solves most of the problems inherent in IoT. This paper exploits the
benefits of IoT and cloud, demonstrating ease of use, convenience and power of IoT
coupled with cloud.

2.2 The IoT Technologies in Teaching, Learning and Basic Education
Management

IoT technology is explored to assess its ability to improve learning, teaching and educa‐
tion management [9]. The application of IoT technology is classified under various
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headings such as health in education, teacher education, learner support, social mobili‐
zation and support services, planning and delivery oversight, quality assessment, inclu‐
sive education, curriculum policy, support and monitoring, and administration [9]. In [9]
the learner support classification is addressed. It focuses on a climate-controlled class‐
room environment and lighting factors, as part of learner support. This paper also focuses
on the learner support category.

2.3 Previous Works Related to Environment Monitoring

[4] describes a system using the cloud and IoT for monitoring the classroom environ‐
ment. That system monitors humidity and temperature through sensors and sends the
data to Google Drive® which is a cloud computing service provided by Google. This
service stores the data as an excel file. Graphs of the data can be generated and presented
on a website. The objective of this study was to show a solution by using Google Drive®
and the possibility of using it for both data storage and especially for charting. [4] did
not discuss the optimum values of the environment or conditions conducive to study.
According to [11] the cloud and IoT are technologies that have been used to monitor the
saturation line, water levels and possible deformation of dam walls in a tailings dam at
a mine site. The system remotely monitors these aspects and creates pre-alarm infor‐
mation automatically and in any kind of weather conditions. [12] used various sensors
for detecting and monitoring temperature, humidity and CO2 in an in-door environment.
The system changes the colour of displayed pictures if these environmental conditions
deteriorate to poor levels. This system did not connect to the cloud network, but used a
local server.

The researchers in [13] give an example of using IoT, cloud and Near Field Commu‐
nication (NFC) to control the environment in a classroom. NFC technology is used with
the information being communicated over a radio frequency. The collected data are sent
to the Internet and cloud. The outcome of this study is to allow the monitoring of class‐
rooms and to display the status of each classroom graphically. This work did not discuss
possible optimum values of environmental conditions conducive to study. [14] used IoT
and cloud to monitor air quality of different classrooms at a university. Each classroom
had a number of wireless nodes and each node had a number of sensors. This system
monitored, stored and analysed the data collected. This work also did not discuss
possible optimum values for the environment conducive to study. [15] Investigated the
effect of temperature in call centres. Two call centres, each in a different time zone with
different weather conditions, were investigated. This work did not involve light level
measurement which is also an important factor.

2.4 Features Summarization and Comparison of Previous Systems

Regarding environmental monitoring systems, the appropriate features of some systems
described in Sects. 2.1 to 2.3 are summarized. Then we will design and implement our
system based on combination of these features, as this enables our proposed system to
be applicable in the current situation of emerging technologies (such as IoT) and the
meeting of educational needs. These features are as follows. (1) The proposed system
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should be a monitoring system used to continually receive environment values as agreed
by [7], without continually monitoring the environment the environmental values could

Table 1. Comparing table

Topic (1)
Monitoring
system

(2) Focusing
on the
classroom

(3) Using IoT (4)
Incorporatin
g cloud

(5) Measure
temperature

(6) Measure
light level

(7) Compare
data to be
suitable for
studying

A cloud
solution for
monitoring
classroom
environment
al conditions
in a smart
university
[4]

/ / / / / x x

The IoT and
cloud
computing
based
tailings dam
monitoring
and pre-
alarm system
in mines [11]

/ x / / x x x

The IoT at
school and at
the CES in
Las Vegas
[12]

/ / / x / x x

An IoT
Example:
Classrooms
Access
Control over
Near Field
Communicat
ion [13]

x / / x x x x

Indoor air
quality
monitoring
though
software
defined
infrastructur
es [14]

/ / / / / x x

The effect of
air
temperature
on labour
productivity
in call
centres – a
case study
[15]

/ x / x / x x
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not be known in real time. (2) It should focus on a classroom environment to improve
student learning because the classroom environment may affect student learning ability
as argued by [1]. (3) The system should use IoT to detect environmental values and send
the values to the Internet. This should enable the system to easily send the values to a
cloud server as agreed by [2]. (4) The system should be incorporated into the cloud
server to solve problems of IoT [8] and reduce costs [3]. (5) It should measure the
temperature as inappropriate temperature conditions may reduce student learning [1].
(6) The system should measure light levels because unsuitable light levels may reduce
student learning [1]. (7) The proposed system should compare the captured temperature
and light values to accepted optimal values to ensure that the environment is not too hot
or too cold, therefore suitable for studying. Regarding the environmental monitoring
systems, Table 1 shows the appropriate features of some systems as described in
Sects. 2.1 to 2.3. The notation ‘/’ in the table means that a system applies that particular
feature, and ‘x’ is otherwise. From the table, there is no systems that achieve all these
features. Our proposed system aims to meet all the features.

3 Design and Implementation of the Proposed System

3.1 System Architecture of the Proposed System

The proposed system is designed to meet the features described above. Figure 1 illus‐
trates the architecture of the proposed system. There are 4 steps in the figure and each
step is in a small circle with a number 1, 2, 3, or 4. Each step can comprise related
components. Each component is in a pair of brackets such as (1). The system deploys a
light sensor [17] as used by [18–20], in similar research. The system also deploys a
temperature sensor [21] to detect temperature levels as used by [22–24] in similar
research. The cloud server from [25] is used by researchers and system developers,
including IBM, HP, MIT, and etc. The system is connected to a wireless USB adapter
[26] for Internet connections. Lastly, Raspberry Pi 2 model B v1.1 which is a small low
cost, computer [16] is used to control the sensors, and connected to the Internet via the
USB adapter. Pi also has a program for sending data to the cloud server. The cloud has
MongoDB [33] which is a free and open source database program.

Step 1, the light sensor (see (1)) and temperature sensor (see (2)) send data of the
classroom environment to a Raspberry Pi, see (3). Pi receives the data and sends it to
the cloud server (see (5)) through the adapter, see (4). Then, the wireless USB adapter
receives the data. Step 2, the adapter forwards the data to the cloud server. Step 3, then
the program in the server that received the data stores it in the database. Step 4, when
users of the system (see (6), (7)) request a monitoring information webpage, the infor‐
mation can be transferred through HTTP (9) by the cloud server, regardless of the device
or operating system; such as a personal computer running Windows (see (6)) or a mobile
device running Android or IOS (see (7)).
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3.2 Implementation

Raspberry Pi is connected with the light and temperature sensors by following the
instructions in [29, 30] respectively. A Python program to collect data from the sensors
and send the data to the cloud server is created and in Pi. For this program, it is necessary
to install Node.js to run JavaScript files and MongoDB program to store captured envi‐
ronmental data. Note that, Node.js is a JavaScript runtime built on Chrome’s V8 Java‐
Script Engine, and is used to create a web server in the cloud server (see (5)) in Fig. 1
Then we create three files as following. (1) Server.js, this file is used to create a server
with functions to receive data from Pi and store it to MongoDB. The file also creates a
HTTP server to serve the monitoring information website. (2) Index.html, this file allows
users to see the structure of the classroom and its monitored information. (3) Function.js,
this file is used to receive data from the cloud server and compare it to the optimal ranges.
All the files can be found in [34].

4 Research Results and Discussion

4.1 Results

After running the proposed system, there are two main parts to the results, as illustrated
in Fig. 2. Firstly, from the figure, A1–D3 represent student tables in a model of a typical
classroom. Each table, such as the one labelled ‘A1’, has its own light and temperature
data. Both data can be seen in the figure as 438.33 lx and 29.12°C respectively in the
first line text under the labelled text. Again according to [5, 6], the optimal temperature
and lighting ranges for study is between 20.00°C–23.33°C and between 400 lx – 600 lx
respectively. These ranges are illustrated at the top right of the figure. Thus, A1 table
has a ‘GOOD’ light level and a ‘TOO HIGH’ temperature level, see in the second line

Fig. 1. System architecture
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text under the labelled text ‘A1’. In this case, the temperate level is not suitable for study
and may reduce student learning according to [1].

Fig. 2. The results

After running the proposed system, there are two main parts to the results, as illus‐
trated in Fig. 2. Firstly, from the figure, A1–D3 represent student tables in a model of a
typical classroom. Each table, such as the one labelled ‘A1’, has its own light and
temperature data. Both data can be seen in the figure as 438.33 lx and 29.12°C respec‐
tively in the first line text under the labelled text. Again according to [5, 6], the optimal
temperature and lighting ranges for study is between 20.00°C–23.33°C and between
400 lx–600 lx respectively. These ranges are illustrated at the top right of the figure.
Thus, A1 table has a ‘GOOD’ light level and a ‘TOO HIGH’ temperature level, see in
the second line text under the labelled text ‘A1’. In this case, the temperate level is not
suitable for study and may reduce student learning according to [1].

Secondly, the summarized information of temperature and light averages and the
status of all tables in this classroom can be seen at the two text lines on the top left of
Fig. 2. In this case, this information is spurious due to the limitations of equipment and
the fact that only table A1 was fitted with sensors in this experiment. Then only the
table’s light and temperature level data is taken to calculate the overall averages and
status as illustrated on the top left of the figure. Each table of A2–D3 shows the text
‘N/A’. This is because they do not have their own sensors. When all are fitted with
appropriate sensors, all the texts will be changed to the correct ones in the same way as
table A1. Then, the overall averages and statuses will be given according to the available
recorded information. Thus, this information can be used to decide whether the class‐
room environment is suitable for students to study or not.

4.2 Discussion

Due to the system storing light and temperature level data, the data can be used to
calculate the amount of energy consumed. Researchers in [28] studied energy consump‐
tion by placing sensors in classrooms to monitor indoor climate conditions. Their system
can calculate the energy consumption of this classroom. We could enhance our system
based on the guide lines from their research to calculate efficient energy consumption.
This could plan an effective energy consumption in classrooms, while theses classrooms
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are suitable for studying. Due to the system being able to monitor not only light and
temperature factors, new sensors can be added to monitor other appropriate factors to
improve student learning ability. According to [1], sound can reduce student learning
efficiency, also [5] states that acoustic and air quality can reduce student learning. The
proposed system can apply to monitor these new environment factors. This can enhance
our system to collect all significant environment factors, enable students to study in
comfortable and appropriate environment, then increase student learning ability. In
Fig. 2, if the system can automatically adjust the temperature and light levels of table
A1 to the optimal range for study, the student in A1 position may yield a higher learning
ability. Additionally, when a classroom has a table layout that differs from the one in
Fig. 2, the proposed system in this paper could apply the new layout. Lastly, we believe
this paper can apply to the monitoring of the environment in other types of room such
as meeting rooms, based on the rooms’ conditions and the appropriate optimal ranges
of levels of temperature, light, or, other essential factors.

5 Conclusion and Recommendations

This paper summarizes important features of previous systems used in similar research
which can be considered as relating to classroom environmental monitoring. These
features are important for applications and services in developing classroom monitoring
environment systems. Based on these features, a prototype system was designed and
tested. Lastly, we discuss the proposed system and its results in other aspects. For
example, the proposed system can achieve all the important features, such as the meas‐
uring of light and temperature and the use of a cloud system. Moreover, with further
research, the system also can be enhanced to yield more of its abilities such as automatic
environment control to reduce energy consumption. The proposed system demonstrates
how Internet of Things or IoT and cloud computing could benefit applications and serv‐
ices in education with simple system design and implementation. [27] discuss an air
conditioning control system. Based on guide lines of this study, one of the future research
directions could be to enable our system to automatically control the monitored class‐
room environment to be continuously suitable for studying in real time. This same
possibility could be extended to other applications such as monitoring the conditions in
libraries and meeting rooms.
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Abstract. As the large hadron collider (LHC) community has requested a high-
performance network for the transmission of massive physics data, the large
hadron collider optical private network (LHCOPN) and the large hadron collider
open network environment (LHCONE) have provided a support internationally.
For the LHC research groups in the Republic of Korea as well, the connection
with LHCOPN and LHCONE has been necessary. Therefore, this study attempted
to briefly review the LHCONE linked to the backbone of the Korea Research
Environment Open NETwork (KREONET) and propose basic site architecture
to accept the LHC community.

Keywords: LHCONE · KREONET · End site architecture design

1 Introduction

The European Organization for Nuclear Research (CERN) has configured worldwide
LHC computing grid (WLCG) for the analysis of physics data in a massive volume,
which are generated by the LHC test and worked with nearly 200 global computing
centers. [1] For data exchange with these global computing centers, the LHCOPN and
LHCONE have been used. The KREONET has also connected the CERN with the global
science experimental data hub center (GSDC) through the LHCOPN in 2015. In addi‐
tion, it has constructed the LHCONE in 2016 for connection with the ESnet’s LHCONE
and acceptance of domestic LHC research groups. This study briefly reviews the
LHCONE and suggests basic site architecture to introduce the LHC community.

1.1 Large Hadron Collider Open Network Environment (LHCONE)

The conventional WLCG computing model has shifted from the hierarchical to distrib‐
uted structure. [2] As illustrated in Fig. 1 above, therefore, tier2-tier2, tier2-tier3 and
tier1-tier3 connections have been required. To meet these needs, a new network is now
needed. The LHCONE is a network specially designed for the HEP community which
enables direction connection among tier1, tier2 and tier3. At present, the LHCONE is
available in diverse R&D network providers such as ESnet, GEANT, Internet2,
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SURFnet and NORDUnet. The KREONET has also established the LHCONE in its
backbone network and connected it with ESnet’s LHCONE in Chicago. The LHCONE’s
core services include virtual routing and forwarding (VRF)-based layer 3 VPN, band‐
width-guaranteed P2P service and perfSONAR designed to measure network conditions
and performances.

Fig. 1. Shift in the structure of WLCG computing model (from hierarchical to distributed)

1.2 L3 VPN Service in LHCONE

The L3 VPN service provides any-to-any connectivity among tier1, tier2 and tier3. It
creates a virtual routing instance in the physical router, using VRF and forms a HEP-
only network which transmits HEP data only by connecting each VRF. [2] As show in
Fig. 2, tierX is connected to either national or continental VRFs. The national VRFs are
connected via the continental VRF. In contrast, the continental VRFs are connected
through trans-continental links.

Fig. 2. LHCONE layer-3 VPN architecture

1.3 L3 VPN for LHCONE in KREONET

The KREONET is a research network which provides a high-performance network to
high-tech science & technology researchers in the Republic of Korea. To build a virtual
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overlay network on a physical network as illustrated in Fig. 3, the KREONET has formed
VRF in Seoul, Daejeon, Daegu, Hong Kong and Chicago routers. Then, it connected
iBGP peering among VRFs and eBGP peering with external VRFs such as TEIN. It is
slated to be connected with LHCONE networks later such as GEANT and SRUFnet.
According to the BGP filtering guide, the LHCONE does not have the BGP prefix
obtained from the other LHCONE network exchanged [3].

Fig. 3. LHCONE in KREONET

For example, the BGP prefix acquired from the TEIN in Fig. 4 is not sent to the
ESnet. Basically, therefore, ESnet does not communicate with TEIN via the KREONET.
In addition, whether or not the TEIN is connected with the KORENET is unknown. In
other words, security is guaranteed by this kind of limited connection.

Fig. 4. BGP peering between KREONET and ESnet, TEIN LHCONE

2 LHCONE Basic Site Architecture

2.1 LHCONE Basic Site Architecture #1

This structure reveals the supply of VRF by the KREONET. As illustrated in Fig. 5, the
KRONET’s routing instance is divided into the followings: general routing instance in
which general traffic is handled through the VRF in router A, LHCONE VRF routing
instance which handles the LHCONE traffic. In addition, the site is separated into two
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subnets: LHC tier-X center and core network. Then, the LHC tier-X center’s traffic is
forwarded to the LHCONE VRF while the core network’s traffic is sent to the general
routing instance through two VLANs. A key to this structure lies in fast data transmission
because the LHC tier-x center’s traffic transfers data by avoiding firewalls. This structure
is similar to the science DMZ and safe because reliable IP bandwidths are only accessible
through policy base routing [4, 5].

Fig. 5. Basic architecture #1 Fig. 6. Basic architecture #1-a

2.2 LHCONE Basic Site Architecture #1-a

Basically, there should be no connection between the core network and LHC tier-x
center. Sometimes, however, there might be a demand for this connection. In this case
as well, the traffic from the LHC tier-x center to the core can be forced to go through
the security device as stated in a blue arrow in Fig. 6 to protect the core network. Then,
the traffic from the core network to the LHC tier-x center should not directly pass through
the security device as marked in a red arrow.

2.3 LHCONE Basic Site Architecture #1-b

Sometimes, the LHC tier-X center may ask for the connection with the general Internet,
not with the LHCONE domain. In this case, the outgoing traffic should be forced to
avoid the security device as stated in a blue arrow in Fig. 7, using policy base routing.
In contrast, the incoming traffic is designed to pass through the security device to assure
security.
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Fig. 7. Basic architecture #1-b Fig. 8. Basic architecture #2

2.4 LHCONE Basic Site Architecture #2

This architecture configures VRF in the institute’s border router B, as shown in Fig. 8.
Under this structure, an institute is able to directly control traffic flow with a right to
control policy base routing. In this architecture as well, internal and external connections
are enabled just like Architecture #1-a and Architecture #1-b.

Fig. 9. LHCONE implementation design in GSDC
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2.5 LHCONE Implementation Design in GSDC

Figure 9 reveals the network of the GSDC, an Alice tier1 center connected to the
KREONET at present. The GSDC cannot transmit LHCONE, LHCOPN and the Internet
traffic separately. Therefore, the three traffics are separated in the router A’s general
routing instance, using policy base routing and delivered to each network. It reveals that
the architecture mentioned above reveals can be adjusted according to the situation of
each site when constructed in the actual site as an example.

3 Conclusion

This study briefly introduced LHCONE, L3VPN service in the LHCONE and estab‐
lishment of the LHCONE in the KREONET and proposed basic site architecture to
accept the LHC community. In addition, it investigated the architecture of the GSDC.
In the architecture mentioned in this study, increase in performances is expected because
of the fact that it avoided the security device. However, it failed to present objective data
for performance improvement. Therefore, there should be further studies on the meas‐
urement of performances by connecting the perfSONAR server on the LHCONE
network with the one on the LHCONE network of the KREONET and improvement of
performances in an objective measure [6].
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Abstract. The objective of this study is to discuss the application of u-Healthcare
System to play educational environments and its effects. It is expected that this
application will contribute to addressing various problems among Korean chil‐
dren such as negative habitual behaviors, pressures in the education system, etc.
In addition, positive effects are expected in terms of the changing meaning of
wellness, educational aspects, and psychological aspects of leisure play for chil‐
dren. To this end, IT-based data collection and analysis was conducted on changes
in behaviors and emotions among children during their physical play activities:
Specifically, the brainwave bio information collecting technology and physical
activity information collecting technology are utilized so that teachers can
monitor them easily. It is expected that this method will contribute to the estab‐
lishment of a new child play environment as well as physical, mental, and social
health of children.

Keywords: U-healthcare system · Brainwave bio information collecting
technology · Physical activity information collecting technology

1 Introduction

Originally, ‘wellness’ is a compound word of wellbeing and fitness, but in modern
society, it means rather wellbeing + happiness: the pursuit of an optimal status in phys‐
ical, emotional, social, mental, and intellectual areas [1]. As such, the concept of this
term has changed to include space, behavior, and effort for healthy and lively activity
[2]. Social interest in the changed meaning of wellness has been expressed with such
words as convergence, complexation, smart, etc., and accordingly, there is a demand for
convergence among various industrial sectors such as IT [3].

In the utilization of IT, the new paradigm of wellness affects child play educational
environment as well. An approach in a psychological perspective on leisure play is as
follows: In terms of leisure play, the utilization of new mechanisms affects leisure moti‐
vation, leisure flow, leisure satisfaction, and leisure continuation positively so much so
that it sustains educational environments and prevents dropouts [4]. According to devel‐
opmental psychology, cognitive skills in the preoperational stage of child classification
can handle a far larger amount of symbols than in the traditional Piaget theory, and it is
possible to represent characteristics of thinking in the concrete stage during which
thinking and acting specifically are possible [5]. In other words, this theory suggests that
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children are more capable than generally expected and that they can think specifically.
Thus, if new tools are developed and utilized properly, they can help develop general
aspects of children including various social and cognitive interactions [6–10].

It is reported that health-related habitual behaviors among Korean children are not
positive [11]: The daily sleeping time of 0 to 3-year-old infants are 11 h and 53 min on
average, which is shorter than that in Western (13 h and 1 min on average) and Asian
(12 h and 19 min on average) countries [12], and 85.5% of 3 to 9-year-old children use
the internet frequently [13]. Habitual behaviors include physical movements, sleep and
sitting acts in which there is little or no energy consumption, physical activity of low
intensity, and energy-consuming physical activity of middle or high intensity [14]. It is
thought, therefore, that various factors are involved in the health deterioration among
children and youths in Korea, and it turned out that the most outstanding factors are the
competitive education structure, fixed priorities in the education fever, and pressure from
such intense school work [15].

Thus, it is necessary to address various problems such as negative habitual behaviors
among Korean children and various pressures from the education system. In addition,
demands in academic and industrial circles and participant groups are increasing for
new instruments in the area of play educational environment that are expected to
contribute in terms of the changing meaning of wellness, education of children, and
psychological aspects of leisure play. Accordingly, this study discusses the establish‐
ment of play educational environment for children based on u-Healthcare System and
its expected effects.

2 Body

Play provides children with opportunities to act freely, develop essential factors for
holistic growth such as imagination, and find joy from a process itself rather than
intending a certain result [16].

Play is defined as ① a voluntary act that is distinguished from work; ② stimulating
imagination among children; ③ aiming at behaviors themselves rather than certain
results; ④ facilitating creativity; ⑤ having unique rules and likely to be demolished once
the rules are violated; ⑥ likely to involve competitive elements; and ⑦ represented with
active participation of players (Fein, 1983).

In particular, a play that involves physical exercise lets players generate energy and
satisfy physiological desires through movements. According to Geum-ja Hong (1999),
children aged 4 to 5 start expressing secondary needs based on their physiological desires
with the society as a medium. These are high-level desires – social desire, personal
desire, and self-actualization desire. The joy of participating in a group is another
example.

The play is an act that combines physical and emotional characteristics. It would be
helpful for child development if patterns of the act and emotional aspects of children
can be grasped. Accordingly, this chapter presents the results of IT-based data collection
and analysis on changes in behaviors and emotions during play that involves physical
exercise. This method will make teachers’ monitoring easier.
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2.1 Brainwave Bio Information Collecting Technology

When it comes to technology trends in the area of biomechanics, such factors as heart
rates, respiration, blood pressure, and calorie consumption are measured by means of
special sensors on a body, and information on exercise intensity, distance, and quantity
is provided to exercise participants by means of devices that make scientific sports
activity possible [2]. Such technologies utilized in sports activity may be applied to
grasping the play conditions of children. One of them is the brainwave technology.

It is likely that children’s emotions change significantly depending on the type of
play. In a physical activity which requires a high level of concentration, for example, a
group of children confident of their athletic abilities would display Mid-β waves that
indicate the status of concentration and activity while a group of children with a rela‐
tively low level of athletic abilities would display γ waves that indicate intense stress,
anxiety, and nervousness. Psychological states may be different depending on the place
of physical activity: small or large areas. Such differences in mental states and interests
can be indicators of psychological changes among those who participate in physical
activity.

When the types of activity are matched with psychological states among children
properly, it is possible to expect psychological states depending on each individual’s
play preferences. Brainwave signals applicable to child play are presented in Table 1

Table 1. Brainwave signals

Frequency band Frequency name Characteristics
8–12 A Relaxation and rest
12–15 SMR Attention
16–20 Mid-β Concentration and activity
21–30 Β Anxiety, excitement, and stress
30–50 γ Intense stress – anxiety, nervousness, etc.

2.2 Physical Activity Information Collecting Technology

In the era of new media, play cultures for children are changing the modern society.
While various types of play and physical activity were in broad areas such as playground
and athletic field in the past, children are recently facing new play cultures in indoor
areas due to safety problems and limited space. As a result, the areas and extent of
physical activity are reduced, and it is possible to monitor how children move and how
their emotional states change in a relatively small space real-time.

Because this experiment was conducted among children, indoor network digital
cameras were installed on the ceiling instead of wearable devices. Children’s movements
were traced and identified by means of these cameras: specifically, children’s movement
distance and time, duration at a certain location, etc. This way, it is possible to grasp
how much children move, on which location they stay long, and what kind of play they
prefer.
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2.3 Application

In this study, changes in children’s psychological states depending on their movement
in a limited space and changes in movement depending on psychological states are
examined. Figures 1, 2 and 3 show the diagrams of children’s movements and psycho‐
logical states. While many children enjoy playing in each interesting zone of the play
room, play elements that interest or do not interest them are grasped. For children not
to feel stress or anxious feelings during the leisure play time, a teacher can monitor their
psychological states constantly (Fig. 4).

Fig. 1. Play room

Fig. 2. Psychology data transmission
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Fig. 3. Network camera location tracking

Fig. 4. System configuration

3 Conclusion

The objective of this study is to discuss the application of u-Healthcare System to play
educational environments and its effects. It is expected that this application will
contribute to addressing various problems among Korean children such as negative
habitual behaviors, pressures in the education system, etc. In addition, positive effects
are expected in terms of the changing meaning of wellness, educational aspects, and
psychological aspects of leisure play for children. To this end, IT-based data collection
and analysis was conducted on changes in behaviors and emotions among children
during their physical play activities: Specifically, the brainwave bio information
collecting technology and physical activity information collecting technology are
utilized so that teachers can monitor them easily. It is expected that this method will
contribute to the establishment of a new child play environment as well as physical,
mental, and social health of children.
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Abstract. NFV enhancing the infrastructure agility, thus network operators and
service providers are able to program their own network functions (e.g., gateways,
routers, load balancers) on vendor-independent hardware substrate. One of the
main challenges for the deployment of NFV is the efficient resource (e.g. virtual
network function (VNF)) allocation of demanded network services in NFV-based
network infrastructures. However, the effective mapping and scheduling of VNFs
are essential to successfully provide NFV services. In this paper, we proposed
revised online (dynamic) virtual network function allocation scheme to cope with
successive network service (NS) requests. Unlike previous research on resource
allocation, we assumed that each virtual node processes one or more functions at
a time using multiprocessing technologies as in the real environment.

Keywords: Resource allocation · Virtual network · Network function
virtualization

1 Introduction

With the advent of cloud and virtualization technologies and the integration of various
computer communication technologies, today’s computing environments can provide
virtualized high-quality services. The network traffic has also continuously increased
with remarkable growth. With such a huge trend, due to the flexibility and significant
economic potential of these technologies, software defined networking (SDN) and
network functions virtualization (NFV) are emerging as the most critical key enablers
[1, 2]. As shown in Fig. 1, NFV enhancing the infrastructure agility, thus network
operators and service providers are able to program their own network functions (e.g.,
gateways, routers, load balancers) on vendor-independent hardware substrate. They
facilitating the design, delivery and operation of network services in a dynamic and
scalable manner. NFV allows for the decoupling of physical network equipment from
the services or functions that run on them, such that a given service can be decomposed
into a set of virtual network functions (VNFs), which could then be implemented in
software that can run on one or more industry standard computing nodes [3–5].

Funding for this paper was provided by Namseoul university.
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Fig. 1. Typical NFV network components and architecture

One of the main challenges for the deployment of NFV is the efficient resource (e.g.
virtual network function (VNF)) allocation of demanded network services in NFV-based
network infrastructures. However, the effective mapping and scheduling of VNFs are
essential to successfully provide NFV services. In this paper, we proposed revised online
(dynamic) virtual network function allocation scheme to cope with successive network
service (NS) requests. Unlike previous research on resource allocation, we assumed that
each virtual node processes one or more functions at a time using multiprocessing tech‐
nologies as in the real environment [6–8].

The composition of this paper is as follows. We first highlight some mapping and
scheduling challenges of VNFs in the NFV in Sect. 2. The proposed coordinated
mapping and scheduling scheme of VNFs are presented in Sect. 3. Finally, the paper
concludes in Sect. 4.

2 Related Works

Resource allocation in NFV requires efficient algorithms to determine on which high
volume servers (HVSs) VNFs are placed, and be able to migrate functions from one
server to another for such objectives as load balancing, reduction of CAPEX and OPEX,
energy saving, recovery from failures, etc. [9].

In the NFV architecture framework the component that performs the resource allo‐
cation is the orchestrator. The orchestrator manages VNFs through the VNF manager
(VNFM) and the virtualized infrastructure manager (VIM). The orchestrator evaluates
all the conditions to perform the assignment of VNFs chains on the physical resources,
leaning on the VNF managers and the virtualized infrastructure managers. The resource
allocation in NFV has carried out in three stages: (1) VNFs Chain composition (VNFs-
CC), also known in the literature as Service Function Chaining [1, 10] (2) VNF
Forwarding Graph Embedding (VNF-FGE)2 and (3) VNFs Scheduling (VNFs-SCH).
Next section deeply details the NFV-RA problem and its derived sub-stages.
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Considering that NFV is still seen as a concept under investigation, little research
has been conducted on VNFs scheduling. Riera et al. [4] provided the first formalization
of the scheduling problem in NFV as a Resource Constrained Project Scheduling
Problem. Recently, Mijumbi et al. [5] proposed an approach to tackle the online VNF-
FGE and VNFs-SCH by proposing greedy and metaheuristic (tabu search) approaches
aiming at reducing the flow execution time. The algorithms perform both mapping and
scheduling at the same time (one-shot) resulting in high acceptance ratio, low average
flow time and low embedding cost. This work considers a resource sharing approach
that allows a given VM to process multiple VNFs, one after another (possibly) from a
queue.

3 Proposed Virtual Network Function Allocation Scheme

The features of the proposed dynamic NFV-RA scheme in this paper are as follows.
Unlike previous research on resource allocation, each virtual node processes one or more
functions at a time using multiprocessing technologies.

• Support one or more VNF component instances (VNFCIs) that provide the same
functionality within a VNF through scale out

• Online RA algorithm supporting integration of VNF-FGE and VNF-SCH
• Multi-tenancy support

To explain the proposed VNF allocation scheme, we define the following variables
and functions.

• N: A set of all virtual nodes, N = {1, 2, 3, 4,… , n}

• n: The number of virtual nodes
• m: The number of VNFs
• S: NS, consists of m sequential VNF, F = {1, 2, 3, 4,… , m}

• 𝜌i,j: Processing time of VNF i at node j
• 𝛿i: The buffer used by the node to which function i is mapped
• Bj: At some point, the available buffer size at node j

• 𝛽i,j: 1 if node j can handle function i, 0 otherwise
• tl: Deadline time for which service to process
• ti: Completion time of VNF i
• tc: Current time of VNF i
• ta: The time at which mapping and scheduling requests for the service arrived on the

physical network
• 𝜋j: Expected completion time of the last function waiting for processing at the corre‐

sponding virtual node j
• 𝜇i: Start time of the first function waiting for processing at the corresponding virtual

node j

The NFV-RA problem is to select a virtual node for j ∈ N(i) each VNF i and to select
a completion time ti. Therefore, the NFV-RA problem is divided into two stages. First,
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a virtual node j ∈ N(i) (mapping problem) to which each VNF should be mapped is
selected, and the order in which VNFs are executed in each node is determined (sched‐
uling problem). Figure 2 shows the pseudo code of the proposed dynamic NFV-RA in
this paper and Fig. 3 shows the VNFs supported by each node and each node constituting
the network. Assume that the request for S1 = {f 8 − f 2 − f 3 − f 6 − f 5} arrives at time
T1. Then S2 = {f 6 − f 8 − f 4} arrives. Figure 4 shows the scheduling map of the existing
algorithm [5] and Fig. 5 shows the scheduling map proposed in this paper. Figures 4 and
5 show the scheduling map after S2 has been allocated, respectively. For the proposed
algorithm, f8 is performed at n7 to reduce the queue latency at n1.

Fig. 2. Pseudo code of the proposed VNF allocation scheme
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Fig. 3. Node capabilities and architecture of example node

Fig. 4. Static virtual network function scheduling

Fig. 5. Proposed virtual network function scheduling
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Through the comparison of Figs. 4 and 5, it can be seen that the proposed algorithm
reduces the execution time by one time unit.

4 Conclusion

One of the main challenges for the deployment of NFV is the efficient resource (VNF) allo‐
cation of demanded network services in NFV-based network infrastructures. However, the
effective mapping and scheduling of VNFs are essential to successfully provide NFV serv‐
ices. In this paper, we proposed revised online (dynamic) virtual network function allocation
scheme to cope with successive NS requests. Unlike previous research on resource alloca‐
tion, we assumed that each virtual node processes one or more functions at a time using multi‐
processing technologies as in the real environment. Compared with existing algorithms, it can
be seen that the proposed algorithm reduces execution time by 10% time unit.
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Abstract. Metadata is the clue to connecting videos and individual users. For a
successful personalization, collecting more detailed and concrete metadata is
important. This paper proposes a method to create and utilize metadata more
precisely as a result of research on how to do the personalization better. For that,
we propose a way to consume and utilizing a video in a series of segmented images
so that can get the user’s taste on specific sections or points of the video. Proposed
method is implemented on the web site and the effectiveness of proposed method
is revealed by comparing the site stay time and number of video usage per session
between new visitors and returning visitors.

1 Introduction

The role of IPTV service providers can be defined as connecting videos to users, and
the success of connection can be judged as the number of video consumption. To
promote the IPTV users’ video consumption, personalization is appealing solution but
the problem is how to do. Because providing videos tailored to the user’s tastes can
surely increase the video consumption, but improper personalization will make not just
decreasing the video consumption but make users to leave the service.

To successfully display the videos custom to individual users, it is very important to
catch the user’s preference and taste on video contents both in general and for the
moment correctly. Metadata, which contains additional, explaining, and helpful infor‐
mation around the videos, service, user, and the user’s community activity, gives all the
information required to analyze the user’s appetite and generate the personalized
program guide.

In this matter, this paper proposes an enhance metadata creation and utilization
method, i.e., serving a video into an image carousel form. Extracting multiple key frame
images with full script of the video and serving in image carousel form increases the
potential and efficiency of the video linkage and usage especially in social network
services. As shown in Fig. 1, by allowing users’ to consume segmented image based
video content and tracing their activity in image unit while saving them as specific
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metadata, IPTV service provider can collect and utilize more detailed, concrete, and
precise metadata.

Fig. 1. Concept of the proposed method

Rest of this paper is composed as follows. Section 2 explains the proposed image
carousel based video consuming method and the generation process. In Sect. 3, the list
of newly created and extracted metadata elements by applying proposed method and
their usage is introduced. Section 4 shows the implementation and service test results
of the proposed method and concludes in Sect. 5.

2 Proposed Method for Generating Image Carousel

In this paper, we have studied how to divide video into several segments and package
into a convenient form in order to understand user’s taste on video. In addition to
consuming video in each video unit, we have invented a way to play, share, and utilize
specific segments of video to create and reflect the new and more specific metadata while
keeping the original video’s content.

Proposed method extracts keyframes representing each segment and to combine them
into an image carousel. To ensure minimum loss in the original video content while saving
playtime and data traffic, proposed method keeps the entire script automatically generated
by audio mining which are actively researched owing to the development of the recent
advances on audio recognition [1–3, 10, 12]. By doing so, users can grasp the content of the
video without playing but reading and can share or play from any keyframe image on the
image carousel. In addition, proposed method reduces the long play time and the demand
for high data traffic, which are the disadvantage of existing video services.

Technically, serving video in image carousel can be regarded as one of the method
in the video abstraction or video summary [4, 5, 11]. However, in the sense that proposed
image carousel generation does not shorten the voice of the video but keeps the entire
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story written in script, it is different from the existing approaches [6–8]. Also, generating
image carousel can be regarded as one of the methods in the keyframe extraction [9].
However, proposed scheme extracts keyframes from the meaning unit which is distin‐
guished from the script, not from the entire video or by image processing.

The process to generate the proposed image-carousel from a video is done by the
following steps as shown in Fig. 2.

• Script generation: Generating script of the video by audio mining
• Script parsing: Time based script parsing and keyword extraction
• Video segmentation: Segmenting the video based on the maximum length of one

script unit
• Keyframe extraction: Select a keyframe of each segment using key-word, expression,

and extracting information
• Packaging: Overlay the script on the keyframe and packaging as image carousel

format

Fig. 2. Proposed image carousel generation process

3 Enhanced Metadata Creation and Utilization

When videos are served and consumed by proposed method, then new types of metadata
elements are created from the video segmentation and extracted while the users are
enjoying the image based video service. The list of new metadata elements are as
follows:

• Newly created metadata elements from video segmentation
– Script on video
– Each script on time period
– Keywords

      Keywords on entire video
      Number of times the keyword appeared in each segmented script

• Newly extracted metadata element from proposed service
– Impressions by image
– Inter-image exposure time
– Image playback conversion frequency per image (conversion rate)
– Number of shares per image
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– Number of plays after conversion (conversion rate)
– Ad impressions by image
– Image-specific ad impression keywords
– Ad clicks by image (conversion rate)

Table 1 shows a comparison between the metadata provided by legacy service, i.e.,
YouTube and the metadata generated by the method of this paper. Also, the table is
listing which new services are possible using the new metadata, not limited to but as
typical examples including enhanced IPTV service personalization.

Table 1. Usage of newly created metadata

YouTube (Legacy service) New metadata from proposed
method

Advances and new service
opportunities

Watch time (Estimated total
audience watch time for
videos)

♦ Inter-image exposure time
♦ Keywords on entire video
♦ Number of times the
keyword appeared in each
segmented script

♦ Individual Ad service by
enhanced advertisement
matching
♦ Effective Ad insertion in the
video
♦ Effective Ad placement in
service page
♦ Upgraded content
recommendation
♦ Sophisticated service
personalization

Views ♦ Impressions by image
♦ Number of shares per image

Average watch duration ♦ Impressions by image
♦ Inter-image exposure time
♦ Each script on time period
♦ Number of times the
keyword appeared in each
segmented script

Average view rate ♦ Impressions by image
♦ Image playback conversion
frequency per image
(conversion rate)
♦ Number of shares per image
♦ Number of plays after
conversion (conversion rate)

When a video is played, the reason that the user likes the video can be different for
actors, writers, directors, backgrounds, and so on. This difference in video consumption
is hard to understand by tracking the consumption history on video units, but it can be
better distinguished from the generation and consumption histories of the proposed
specified metadata elements. The precisely seized user’s preference can be used to
recommend videos and create a personalized IPTV service program guide that is more
tailored to each user.

4 Implementation and Test Results

Figure 3 is the screenshot of the implemented web site to test the effectiveness of the
proposed method. As shown in the figure, on each video has two overlaid buttons. When
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a user chooses the left-hand side button, then the video is played, and when the right-
hand side button is selected, then the video is served as the proposed image carousel.
By running implemented service for one month, we could collect site stay time and
content consumption information via google analytics. The drop-off rate of moving
between contents is 21.55% based on the total users, 6.9 contents used during the visit,
and the stay time is 5:57 min. When we divide this by the number of contents usage
compared to the visit time, it can be understood that the use time for each piece of
contents is about 51 s.

Fig. 3. Screenshot of the web site for running proposed method

The effectiveness of proposed method for making users to consume the more videos
is revealed by comparing the site stay time and number of contents usage between new
visitors and returning visitors. As shown in Table 2, from the aspect of drop-off rate, it
can be seen that the drop-off rate of returning visitors is lower than that of new visitors.
This implies that more content is consumed on the site by returning visitors, and that is
confirmed by the fact that the number of content usage per session of returning users is
more than 4 more than that of new visitors. Also, it was confirmed that the site stay time
was very high as 9:01 min for returning visitors compared to the 3:45 min for new
visitors. This data can directly or indirectly explain the satisfaction of return visitors to
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the service and that shows the use of newly generated concrete metadata facilitates video
consumption by video service visitors.

Table 2. Statistics on the implemented service with proposed method

Session Drop-off
rate

Number of video usage
per session

Average session time

All visitors 100% 21.55% 6.91 5:57 min
New visitors 58.16% 26.26% 5.2 3:45 min
Returning
visitors

41.84% 15.00% 9.28 9:01 min

5 Conclusion

To link proper contents with different users, grasping the characteristics of contents and
the interests of each user is very important. Proposed method for enhanced metadata
creation and utilization for IPTV service personalization offers a new way of consuming
video on IPTV. By providing multiple key frame images in carousel form with full script
of the video, proposed method enables users can ‘read’ the content rather than ‘watch’.
Segmenting the video and re-generate it in image carousel form allowed IPTV service
providers to get the metadata on user’s preference and activity in specific sections or
points and lead to the longer site stay time and the more video consumption as shown
in the field test results.
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Abstract. Possibility of using ICT to the education of physical activities is
becoming a reality due to the increased interest in the field of physical activi‐
ties that applied technologies such as motion recognition or virtual reality. This
study sought to present the possibility of using ICT and education model for the
education on the physical activities. Education of physical activities faces a
number of limitations. In particular, share of the time and space limitations is
high. Virtual reality can be cited as the ICT technology that can complement
these limitations. Sports virtual reality system that enables sports experience
service with high sense of immersion since sports and fun elements get mixed
together is likely to be used for the education of physical activities since it is
possible to complement the fun element while complementing the time and
space, and environment limitations. When physical activity task is delivered,
the following process is performed in order; searching for information via web
or VOD, setting up the strategy for learning sports techniques, executing
virtual reality simulation and evaluating the accuracy level of motions, carrying
out physical activities by using related virtual reality sports program, feed‐
back. The teaching strategy by applying virtual reality technology will be
effective for learning exercise function.

Keywords: ICT · Virtual reality · Physical activity · Education

1 Introduction

In case of the information society where knowledge and information are the core of
individuals’ and nation’s competitiveness and that serve as the sources of value crea‐
tion, individuals’ ability to use information by searching and analyzing information
by taking initiative, re-configuring information according to purpose and creating new
information have become the basic capabilities required in life. Thus, there was a
demand for making active attempts for the development of education method for the
cultivation of competent human resources who are suitable for the information society
[1]. Even in the education field where technological change’s impact is relatively less
significant, application of information communication technology is increasing
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incrementally. Numerous countries in the world are planning to strengthen support for
the ICT education and striving to implement accordingly. Moreover, efforts are
underway to develop and disseminate diverse contents for the use of the digital text‐
books and learning materials. Transformation of the learning and teaching environ‐
ment into a wireless one, and digitalization of the educational contents do not stop
merely at using ICT devices. Instead, these trends can lead to the cultivation of the
students’ creativity, and problem-solving, communication and cooperation abilities
through the two-way interaction between teachers and students. In case of the educa‐
tion on the physical activities, physical experiences take place through movements at
the locations outside of the classrooms such as playground or gym. Thus, this was a
field where use of ICT may be difficult [2]. However, possibility of using ICT to the
education of physical activities is becoming a reality due to the increased interest in
the field of physical activities that applied technologies such as motion recognition
or virtual reality. Accordingly, this study seeks to present the possibility of using ICT
and education model for the education on the physical activities.

2 Education and ICT

Information communication technology, ICT (Information & Communication Tech‐
nology) is the compound word of Information Technology and Communication Tech‐
nology. When interpreted narrowly, it means, “hardware and software for searching,
collecting and delivering information.” However, when interpreted broadly, it refers to
“all the methods related to the collection, production, processing, preservation, delivery
and use of information by using hardware and software technologies and all these tech‐
nologies.” [3]. Diverse changes are in demand to adapt to the rapid changes of the knowl‐
edge information society in the entire society. Use of the ICT is increasing worldwide in
the field of education as well to cultivate competent human resources. Use of the ICT in
the Korean education field entered into the era of smart education after undergoing the
infra development and e-learning generalization process, starting from the ‘informatiza‐
tion of education’ in 1996. Figure 1 shows the development history of the education
information using ICT in stages.

In the beginning, ICT was applied to the combination of education contents such
as Internet lectures and e-learning, and lecture system. Later, services such as
Clouding Computer, Big Data analysis and Artificial Intelligence technology and
flipped learning that strengthened interaction were enabled (Fig. 2) [2].
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Fig. 1. Transition of education informatization using ICT (Source: KERIS, 2014) [4]

Fig. 2. Type of ICT application in education

Flipped learning is the education method in which teacher records the contents for
the students to study in the form of VOD, and the VOD is provided to the students. Then,
the students watch the VOD at home or school prior to the class time via Internet or TV.
Then, it is an education method for carrying out discussions, experiments and in-depth
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Q&A centered learning regarding the contents of the VOD during class time. As such,
this can be used extensively in school education.

3 Value of Using ICT in the Education on the Physical Activities

In the sports curriculum, reality of the ICT use is at a very elementary stage. Some of
the root causes are teachers’ lack of the ability to use information devices and lack of
the structured training. Compared to this environment reality, PE teachers’ expectation
on the use of the ICT is very high. Value and impact of using ICT for the education of
physical activities are as follows [1].

• Learning accurate motions: Accurate motions are very important for carrying out
physical activities effectively. Sequence of physical activities appears instantly.
Thus, it is not easy to recognize the accurate motions by observing with the naked
eyes. Accordingly, use of the image devices such as digital camera enables obser‐
vation and analysis of multi-dimensional motions.

• Supply of detailed and instant feedback: Result of undesired execution ability results
when the students practice continuously using an incorrect method when it comes to
the learning about physical activities. Motion correction and learning are made easy
through students’ motion analysis, and visual feedback via specific and instant feed‐
back.

• Teaching proxy enabled at the situation when the demonstration cannot be carried
out in actuality: Hazard of unexpected situation that may result during physical
activities is difficult to produce or to show in actuality. This can be demonstrated or
produced by searching the Web, and by using graphic and simulation software.

• Diverse changes in the environment and conditions for physical activities: Main
spaces for the physical activities such as playground, gym and other space that is
needed depending on the type of physical activities is sensitive to weather change.
Use of the ICT is resourceful for overcoming this environment and condition limi‐
tations. Physical activity simulation in the virtual space can overcome limitations of
time and space. Reduction in the labor cost and expenses results since dynamic envi‐
ronment and physical activities can be provided.

• Motivating and increase in the learning speed: Since use of ICT enables supply of
vital data to the students, enables recognition of the detailed physical activity related
tasks, and instant feedback, this can lead to interest and fun, which helps to improve
learning ability.

4 Physical Activity Education Model Using Virtual Reality

As examined above, education of physical activities face a number of limitations. In
particular, share of the time and space limitations is high. In fact, some of the key reasons
that the PE classes are not carried out effectively in elementary, middle and high schools
are weather, place and decrease in students’ interest. Virtual reality can be cited as the
ICT technology that can complement these limitations. Adoption of virtual reality
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technology is becoming active in the sports field. Sports virtual reality system can be
classified into four areas, and can be applied in a diverse manner according to the educa‐
tion goal (Table 1).

Table 1. Product classification of sports virtual reality system

Major field Major field Major field Major field
Virtual reality
sports system

Virtual reality sports
of the sensory game
type

Golf simulator,
Baseball simulator,
Tennis simulator,
Shooting simulator,
Virtual martial arts,
Virtual clay shooting,
Realistic table tennis
game, Dance
simulator

Virtual reality system that
realized all types of sports
into game from with the
sensory type of interaction
based on the recognition of
users’ motions

Virtual reality on
sports training

Running simulator,
Cycling simulator,
Rowing simulator,
Archery simulator,
Cyber fitness,
Physical fitness
estimation simulator,
Cyber sport lesson

Virtual reality system that
enables user to verify the
effect on the body parts
during exercise by
experiencing science
principles such as
somatology/kinematics
that is hidden in the sports,
and that enables finding the
optimized training method
through sports players’
sports ability and pattern
analysis

Rider type virtual
sports

Bike simulator, Ski
simulator, Snowboard
simulator, Racing
sports, Riding
simulator, Bungee
jump simulator

sensory type of sports
simulation, developed
based on the motion base
for delivering sense of
exercise to the users

Functional virtual
reality sports

Training and sports
system, Customised
exercise rehabilitation
assistant system,
Exercise assistance
system for the
disabled

Virtual reality sports for
using for special purpose
that entails adding on the
diverse resourcefulness
(education, PR, treatment
and rehabilitation, military
drill, and mind control) in
addition to the
entertainment’s fun
element

According to the research conducted by Son (2001), students are interested in the
use of the ICT for the practical PE training class and that their interest increases more
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than textbook oriented education [5]. Sports virtual reality system that enables sports
experience service with high sense of immersion since sports and fun elements get mixed
together is likely to be used for the education of physical activities since it is possible
to complement the fun element while complementing the time and space, and environ‐
ment limitations.

When physical activity task is delivered, students search information via web or are
provided with information via VOD, and set up the strategy for learning sports techni‐
ques by carrying out team discussions. During this process, it is advised that the teachers
provide feedback on the information’s appropriateness and cooperative behavior. Later,
accuracy level of motions is evaluated by executing virtual reality simulation that
enables interaction for accurate motion learning. Physical activities by individuals or
teams are carried out by using related virtual reality sports program, and improved exer‐
cise function learning is enabled with provided feedback (Fig. 3).

Fig. 3. Model of physical activity education using VR

5 Conclusion

As the smart world is emerging, use of the ICT is expanding in diverse fields. Education
field is no exception. In particular, adoption of ICT technology is effective for the sports
or exercising to complement environment limitations since there are many environment
limitations such as space and weather. When virtual reality is applied to the physical
activities to provide adequate feedback, it is possible to benefit from the educational
effect by inducing active participation along with the fun element. This study searches
for the strategy for learning exercise function after physical activity assignment is noti‐
fied. Moreover, simulation is carried out by applying ICT technology. Possibility of
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applying ICT during the PE class or physical activity education process was suggested
via the model for executing processes such as feedback supply, team assignment and
game.
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Abstract. This paper presents the design and implementation of headend servers
for a downloadable conditional access system (DCAS) that can securely transmit
CA code via a broadband channel. To design DCAS headend server, we define
core functions to be performed in the headend and categorize them into four
sections such as authentication, provisioning, personalization and key manage‐
ment. In order to verify the stability and effectiveness of the implemented headend
servers, we construct a testbed using them and a legacy cable headend system in
a laboratory. The experimental results show that the DCAS headend servers are
well designed.

Keywords: DCAS · Downloadable CAS · DCAS network protocol

1 Introduction

The Conditional Access (CA) application modules, which execute methodology to
extract the secured keys for descrambling and decryption, are locked-in into STBs as
unchangeable elements. DCAS uses a secure microprocessor (SM) soldered onto a
circuit board instead of a removable. DCAS technology can remove the lock-in issue
for CAS or STB vendors, and it is also much more flexible and easier to manage and
distribute a CAS module onto an STB [1]. As shown in Fig. 1, the DCAS headend server
communicates with a trusted authority (TA) to authenticate an STB which accesses to
a cable network. The DCAS host includes a secure micro (SM) and a transport processor
(TP) for supporting DCAS [4]. The SM performs a DCAS protocol and stores a CA
code transmitted from a download server. The TP is used for decryption of video
encrypted by the CA code [2].

In this paper, we improve the previously proposed protocol for reducing the
processing time of DCAS messages without degrading a security level and apply it to a
DCAS headend server. In Sect. 2 we analyze the security vulnerability about the previous
proposed DCAS network protocol and describe the improved protocol to solve known
problems. Also, it includes an efficient session control management. In the Sects. 3 and
4, the design and implementation of DCAS headend server are described and experi‐
mental results are provided respectively. Finally, the conclusion is followed.
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Fig. 1. System architecture for DCAS in HFC network.

2 Improved DCAS Protocol and Session Control Management

A DCAS network protocol requires the mutual authentication between DCAS headend
server and DCAS host so that two parties establish a session key securely. The session
key is used for content encryption and key transmission. The designed protocol is based
on pre-shared key and related in 3rd party authentication among TA, AP, and SM.
Accordingly, it is very important that the needed key materials among them should be
delivered without an exposure. We estimated the secrecy of the key establishment phase
on a formal security analysis tool of Burrows-Abadi-Needham logic [6].

The designed DCAS protocol include the initial assumptions which both TA and SM
share a pre-shared key(Ki), and Session_ID, NONCE_SM, RAND_TA, Kc are
randomly generated every session, and an SSL session key(KBS) is applied between
TA and AP.

A| ≡ A
KAB

⟷ B B| ≡ A
KAB

⟷ B (1)

A| ≡ B| ≡ A
KAB

⟷ B B| ≡ A| ≡ A
KAB

⟷ B (2)

Let’s generalize the protocol messages related to session key generation in order to
verify (1) and (2). In (3) B can decrypt the message using B’s private key as shown in
(9). We can get (10) by message syntax rule from the initial assumption and (9). In (10)
B cannot confirm the freshness of RA, therefore logical postulates cannot be applied to
(3) no more. Because (4) and (5) are communicating over a known SSL protocol and
KBS is secured, they are verified for themselves.

In (6), A can decrypt the message using A’s private key as shown in (11). We can
get (12) by message syntax rule from the initial assumption and freshness rule. Also, we
can get (13) from nonce verification rule, and additional logical postulates. We can get
(14) by belief rule in (13). In the same method, (7) and (8) can be concluded in (15) and
(16) respectively.

AuthRequest message: A − > B
{RA, {IDA}KS

}KB
, {RA, {IDA}KS

}K−1
A

(3)
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AuthRequest message: B − > S
{{IDA}KS

}KBS

(4)

AuthResponse message: S − > B
{RS1, RS2}KBS

(5)

AuthResponse message: B − > A
{RA, RS1}KA

, {RA, RS1}K−1
B

(6)

SKeyShare message: A − > B
{R

′

A
, RA}KB

, {R
′

A
, RA}K−1

A

(7)

SKeyShareConfirm message: B − > A

{RA, A
KAB

↔ B}KAB
, {R

′

A
, {RA, A

KAB

↔ B}KAB
}K−1

B

(8)

B ⊲ RA, {IDA}KS
B ⊲ {RA, {IDA}KS

}K−1
A

(9)

B| ≡ A| ∼ (RA, {IDA}KS
) (10)

A ⊲ RA, RS1 A ⊲ {RA, RS1}K−1
B

(11)

A| ≡ #(RA, RS1) A| ≡ B| ∼ (RA, RS1) (12)

A| ≡ B| ≡ (RA, RS1) A| ≡ B| ∼ RS1 (13)

A| ≡ B| ≡ RS1 (14)

B| ≡ A| ∼ R
′

A (15)

B| ≡ #(A
KAB

↔ B) (16)

But because B cannot confirm that A trusts KAB, logical postulates cannot be
progressed further. By applying BAN logic to the designed protocol, it has been found
that AP server needs the fact that SM module trusts the session key (KAB). Accordingly,
the proposed DCAS protocol need be improved abut known vulnerabilities. To solve it,
a SKeyShare message includes a hash value of the session key which is generated by
SM module. The SM’s session key is regarded as a temporary key until it is confirmed
from AP server.

AP server verifies the own hash value of the session key which generates together
key materials extracted from the SKeyShare message. The DCAS network protocol is
to accomplish session key share in order to deliver SM client for safe keeping onto STB.
Figure 2 shows the timing that session keys are generated, validated, and destroyed.
Firstly, the announcement phase (DCASAnnounce, DPRequestInfo) is to inform MSO’s
DCAS region and information needed to invoke terminals.
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Fig. 2. Session request and response in DCAS network protocol.

The AP periodically sends out announcement messages to STBs including SM.
Secondly, the keying phase (AuthRequest/AuthResponse) is to request, register, and
pair keying information among SM, AP, and TA. The trust for keying information is
guaranteed via TA. Thirdly, the authentication phase (SKeyShare/SKeyShareConfirm)
is to establish the secured channel.

3 Design and Implementation of DCAS Headend Servers

A configuration of DCAS headend is shown in Fig. 3. The DCAS headend consists of
four servers, authentication proxy (AP), DCAS provisioning server (DPS), the local key
server (LKS) and integrated personalization server (IPS). The AP authenticates SM in
a DCAS host according to DCAS protocol and generates several encryption keys. The
DPS manages an SM configuration and distributes a policy for CA download. The LKS
stores all keying information in the headend and provides a secure interface for the

Fig. 3. The configuration of DCAS headend.
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retrieval of key records. The IPS encrypts a CA code using the key delivered from AP
and controls a mechanism for downloading.

The AP server includes five function blocks as shown in Fig. 4. The DPPB performs
DCAS protocol for the mutual authentication and f or downloading a CA code. To reduce
the processing time of DCAS messages without degrading a security level, we apply an
HMAC instead of an RSA signature for message authentication and add several param‐
eters to strengthen a security level. The SCB controls a creation and deletion of session
related to a DCAS host. The ABM authenticates a DCAS STB with TA using informa‐
tion transferred from SCB and transmits the result to an SCB. The KMB stores keying
information into DB and simultaneously transmits it to LKS. The DCB delivers a down‐
load command to IPS using download policy received from DPS when an authentication
process is finished.

Fig. 4. Block diagram of AP server

4 Experimental Results

By testing various conditional environments, we verified that any SM or AP does not
generate any unexpected state under even random message flow. The experimental
conditions are as follows:

• Condition – 1: the STB with virgin state SM attachés into DCAS network, and then
authenticates with AP. Successfully the STB downloads and runs SM client.

• Condition – 2: the STB with authenticated SM receives update info of SM client from
AP, and then authenticates with AP.

• Condition – 3: the STB with authenticated SM receives update info of SM client from
AP, and then stops in process of authentication with AP.

• Condition – 4: the STB with unauthorized SM tries authentication request in order
to obtain SM client, and then sends a fake info to AP.

Figure 5 shows four DCAS headend servers. In the experiment test, a CA code was
downloaded successfully from the DCAS headend to the DCAS host according to the
DCAS protocol and it was installed in the SM automatically.
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(a) AP              (b) IPS

(c) DPS                                  (d) LKS

Fig. 5. Implemented DCAS headend servers

5 Conclusion

In this paper, we designed and implemented DCAS headend servers for downloading a
CA code securely via a broadband channel. According to the categorized core functions
into four sections, four headend servers for authentication, provisioning, personalization
and key management was designed and implemented. In order to reduce the processing
time of DCAS messages without degrading a security level, we improved the previously
proposed DCAS protocol and applied it to a DCAS headend server. For verifying the
stability and effectiveness of the implemented headend servers, we construct a test-bed
using them and a legacy cable headend system in a laboratory. Through experimental
results, we confirmed that our enhanced DCAS protocol and the implemented DCAS
headend servers can operate stably, securely, and effectively.
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Abstract. The Republic of Korea (ROK) has emerged as a country of supe‐
rior medical tourism in the last decade among the people of China, Japan,
Southeast Asia, Russia and the Middle East for the plastic surgery or others
requiring precision skills. Although the ROK’s medical tourism industry grew
quantitatively in its revenue and the number of visitors, the report from the
2015 World Economic Forum concerning the competitiveness of ROK’s
tourism including the medical tourism showed that its rank had dropped to 29th
position, a drop of 4 places from 25th in 2013. Thus, it is about time to improve
the situation by investigating the actual conditions of tours taken by the foreign
tourists to establish new strategy, which is the main contribution of this
research. As a research method, a big data analysis has been performed on the
basis of machine learning and using R-studio. During the analysis process,
there were some relevant regularities which were difficult to be found in the
big data and based on these findings, we have attempted to find the solutions
for the bad images that foreign visitors had shared in common. The result of the
big data analysis showed that the their purpose of visit was different from each
other depending on the age groups and the details of their experience of incon‐
venience varied as well.

Keywords: Big data · R · Machine learning · Medical tourism · Apriori algorithm

1 Introduction and Background of Analysis

The Republic of Korea (ROK) has emerged as a country of superior medical tourism
in the last decade among the people of China, Japan, Southeast Asia, Russia and the
Middle East for the plastic surgery or others requiring precision skills [1–6]. Although
the ROK’s medical tourism industry grew quantitatively in its revenue and the
number of visitors, the report from the 2015 World Economic Forum concerning the
competitiveness of ROK’s tourism including the medical tourism showed that its rank
had dropped to 29th position, a drop of 4 places from 25th in 2013. Thus, it is about
time to improve the situation by investigating the actual conditions of tours taken by
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the foreign tourists to establish new strategy. For this purpose, a big data analysis has
been performed on the basis of machine learning and using R-studio. During the
analysis process, there were some relevant regularities which were difficult to be
found in the big data and based on these findings, we have attempted to find the
solutions for the bad images that foreign visitors had shared in common.

2 Bigdata

The big data used in this study was made by referring [7] to ‘The Survey on the
Public Tours’, ‘The Survey on Foreign Tourists’ and ‘A basic statistics on Tourist
Service Companies’ provide by the Korea Culture and Tourism Institute. Individual
data indicates the responses for the survey carried out for the foreign tourists from
2009 to 2015, where the questions (variable contents) and responses are represented
as variable names and variable values, respectively. Figure 1 shows the big data of
2015 survey on the foreign tourist.

Fig. 1. The big data of 2015 survey on the foreign tourist.

2.1 Data Integration

Figure 2 shows the integrated variables after Variable-conversions, the data in 2014
& 2015 have been integrated. The 2014 Survey on Foreign Tourists’ is a big data
consisting 205 variables and survey size of 12,888 and the same survey in 2015
consists of 209 variables and 12,02 survey size. Their variables are changed and the
categories are integrated to analyze these data acquired in both years.
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Fig. 2. The integrated variables after variable-conversions (data in 2014–2015).

2.2 Data Analysis and Results

Figure 3 shows the statistics where a represents the number of visits by foreign tourists
and b is the proportion of foreign tourists’ visits in each year, while c is the number of
visits of foreign tourists by country and d represents the main purpose of foreign tourists’
visits.

Fig. 3. Statistical analysis.
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3 A Machine Learning Approach Using Apriori Algorithm

The explosive growth of data (Big Data) makes the data analysis technique more sophis‐
ticated and require additional computing power. As a result, a larger and more interesting
data can be gathered and it largely affects the machine learning field. Thus, in this data
analysis, we have applied the machine learning process using R-Studio.

3.1 Apriori Algorithm

This algorithm is a kind of machine learning algorithm which is to find and learn the
association rules between the data. Analysis of association rules is used to find the some
a number of interesting associations between a large number of variables. That is, this
algorithm is quite suitable to the big data-oriented analysis so that one can obtain the
results that are easily comprehensible. Also, the algorithm is useful for the data mining
operations and able to find some unexpected knowledges in the database.

3.2 Data Gathering

As in Fig. 4, an integrated dataset (2014–2015) has been retrieved using R-Studio. In
machine learning it is required to exclude the first variable ‘id’ as this variable can cause
an erroneous prediction in the machine learning process so that the model that includes
identifiers could become ‘Overfitting’ and do not generalize with other data.

Fig. 4. An integrated dataset (2014–2015) has been retrieved using R-Studio.

3.3 Data Preparation and Exploration

As in Fig. 5, R reads data as an ordinary matrix. Several variables will be created to store
data in a matrix but this method could cause handling of unintended rules in the machine
learning process. Such a problem can be solved by the data structure called ‘Sparse
Matrix’.
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Fig. 5. Generation of a sparse matrix for the data.

3.4 Data Preparation and Exploration

As in Fig. 6, the ‘Arules Package’ provided by R-Studio was used for the machine
learning. The Apriori () function, which was to find the association rules, read the data
in a ‘total2’ sparse matrix and generated the rules based on the respective minimum
values of support and confidence. As the difference in the number of rules that can be
generated based on the values of support and confidence could be quite large, some
adequate values were used for support and confidence.

Fig. 6. Training with data-applied model
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3.5 Performance Evaluation for the Model

As in Fig. 7, the summary statistics of an object ‘totalrules’ can be checked with
Summery () function. There were 825 association rules. The specific rules can be viewed
with Inspect () function. For example, inspect (Totalrules [10:20]) will show 10th to
20th rules. Here, the 10th rule has approx. 0.79 support level and 0.99 confidence level.

Fig. 7. Performance evaluation for the model

4 Conclusion and Future Work

Due to the explosive expansion of database size, the probabilistic techniques for
analyzing the large-scale data have developed and the needs for additional computing
power have increased as well. This leads to a virtuous circle of technical revolution in
gathering the larger, precise and interesting data and largely affects machine learning
practices. Thus, the authors used an Apriori algorithm to analyze the big data as they
believe that it works better than other ones and can find some unnoticeable association
rules in the target databases. The result of analysis showed that the foreign visitors’
purpose of visit varied depending on the age groups, as well as their inconvenient expe‐
riences. In the future research, the authors plan to present several novel tourism strategies
and policies based on the analysis of such uncomfortable experiences shared by the
foreign tourists from both nearby Asian and Western countries who are unfamiliar with
Asian or Korean culture.
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Abstract. The purpose of this study is to examine the current status and problems
pertaining to the applications on the Korean elderly’s exercise in the Korean
android market using smart phone, for the development of the exercise program
application customized for the elderly and to provide services. Moreover,
improvement measures are analyzed to provide the base data to provide
resourceful information to the elderly, leaders, trainees interested in the elderly
and institutions and to develop customized elderly exercise application for the
Active Aging. When the elderly exercise applications in Korea were examined,
there is only one exercise program with standardized contents. Only the program
called the “Health Ewha” present convergence of food, nursing and sports, but
this application cannot be searched easily with keyword. Thus, this study planned
customized elderly exercise for Active Aging, and this is the base data for devel‐
oping application that can input information, measuring current state (exercise
strength level setting, physical strength via heart rate measurement), and custom‐
ized exercise program (cardio, muscular strength, flexibility, equilibrium, and
coordination exercise for healthy elderly and exercise by disease).

Keywords: Health management · The elderly · Active aging · Application

1 Introduction

A society is referred to as an aging society when the share of people who are 65 years
old or older exceeds 7% of the total population. It is called the aged society if the share
is over 14% and the super aged society when the share is 20%. As of today, Korea had
already entered into the aged society stage in 2000. Likewise, people who are at least
65 years old comprise 13.53% of the total population with 2.91 million men and 3.97
million women [1].

Increase in the elderly population is causing problems such as lack of health manage‐
ment, decrease in labor productivity, decrease in activities compared to the extension of
lifetime, imbalance in the working population due to early retirement, increase in the 1
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person households, severance of the social relations due to the loss of the family’s and
society’s role, and mental issues such as depression and suicide.

Active Aging which is the concept that includes human beings’ state and behavior
and effort for the healthy and active activities during the senescence is the concept
defined by the World Health Organization (WHO). It means leading of comfortable and
comforting old age everyday life by participating actively and continually in the effort
to maintain health, everyday life and life in the society by actively coping in order to
purchase after the optimal state in the physical, mental, emotional, social and intellectual
domains [2]. In other words, this signifies importance of healthy lifetime more than
average lifetime. Interest in the contents that increase healthy management during aging
and on the program development for Active Aging are emerging as the individuals,
society and nation’s interest. Thus, effective research is needed. To back up this research,
development of the contents and programs for increasing health management during
aging with our country’s superb IT technological capability in this age of fusion and
convergence age in which IT industry is active, is considered to be effective.

Accordingly, purpose of this study is to examine the current status and problems
pertaining to the applications on the Korean elderly’s exercise in the Korean android
market using smart phone, for the development of the exercise program application
customized for the elderly and to provide services. Moreover, improvement measures
are analyzed to provide the base data to provide resourceful information to the elderly,
leaders, trainees interested in the elderly and institutions and to develop customized
elderly exercise application for the Active Aging.

2 Exercise Application for the Elderly in Korea

2.1 Current Status on the Elderly Exercise Application in Korea

Applications produced as of today are diverse in terms of the types such as the contents
on the elderly health, health care and others. However, elderly exercise program is
planned with the elderly exercise movement that is provided with Information Bank for
Technology & Standards in Korea (http://www.ibtk.kr) [3] and Korean Agency for
Technology and Standards.

Exercise program for the elderly for each application is the VOD that is based on
the Korean Agency for Technology and Standards, and it presents the same exercise
contents by suggesting five exercise programs by each domain in the following order;
warm-up, cardiovascular endurance, muscular strength strengthening, flexibility
strengthening, strengthening of the sense of equilibrium/physical strength and wrap-up
exercise (Fig. 1).
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Fig. 1. Elderly exercise related application in the Korean Android market

In addition to the basic exercise, customized exercise program, “Health Ewha”
application (convergence of Ewha Womans University’s Food Nutrition, Nursing and
Sports departments) was produced to carry out as three year-long business (Fig. 2).

Fig. 2. Elderly exercise application in Korea (Health Ewha) [2]

2.2 Problem on the Elderly Exercise Application in Korea

Applications produced today provide the official elderly exercise program with the
elderly exercise motions that are provided by the Korean Agency for Technology and
Standards. However, customized exercise program cannot be expected by each elderly
age, elderly disease, each posture and each tool with the even, general and standardized
exercise program.

Accessibility of the application called Health Ewha is difficult to approach when
searching with the elderly exercise, silver exercise, aging exercise and others since it is
comprised of food, and disease control in addition to exercise program.
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3 Development of Customized Exercise Application for the Elderly

It is deemed that the Korea’s elderly exercise related application will help to build the
foundation for the elderly health business due to the drastic increase in the elderly popu‐
lation as the country that is becoming a aging society fast. Thus, this paper seeks to
assess current status on the application in the elderly exercise in Korea and to present
the direction for development system.

3.1 Research Timeline

This study is carried out in Stage 1 and Stage 2 as shown on Fig. 3, and research execution
process is planned in a total of five stages.

Fig. 3. Research timeline

3.2 Direction for the Composition of Application

• There is a need to develop differentiated program following physical strength char‐
acteristics by each elderly age.

• There is a need to develop program following the precautions by each disease.
• There is a need to plan customized exercise program for the elderly by each posture

and each tool.
• Even when selecting title for the elderly exercise application for the energetic senes‐

cence, it is planned with the keyword related to the ease of access by elderly, leaders,
and elderly related subjects. Accordingly, title of this application is “customized
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elderly exercise for health” since it entails planning for the customized elderly exer‐
cise for Active Aging (Fig. 4).

Fig. 4. Elderly customized exercise application development and planning

3.3 Contents of the Application Composition

1) In put information
• Select gender (male, female)
• Input age (select the standard that suits standard for the elderly physical strength

in Korea suggested by Korean Citizen Physical Strength 100 by classifying into
60–64 years old, 65–69 years old, 70–74 years old, 75–79 years old, 80–84 years
old, 85–89 years old, and at least 90 years old)

2) Measurement
• Measure heart rate: Measure heart rate when stable, calculate target heart rate by

setting up the exercise strength level
– Target heart rate (THR) = exercise strength level (%)* (maximum heart rate-

heart rate while stable) + heart rate while stable, [Maximum heart rate
(MHR) = 220-age]

– Exercise strength level adjustment (beginner: 40%, medium strength level:
50-60%, super high strength level: 70%)

• Measure physical strength (elderly physical strength test)
– Lower body muscular strength: Stand up from the chair during 30 s (lower

body muscular endurance)/Frequency of repeating the following process;
standing up from the chair after sitting down on the chair for 30 s while
the two arms are gathered together in front of the chest
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– Upper body muscular strength: grasping power come-back
– Cardiovascular endurance: Step test during 2 min/Frequency of complete

steps carried out during two minutes while lifting up the right and left knees
to the middle of each kneecap and crista iliaca (at least knee high)

– Upper body’s flexibility: Touch the back with the hand/Distance between
middle finger while having one hand touch the top of the shoulder and
having the other hand extend out to the center of the back (cm)

– Lower body’s flexibility: sitting trunk flexion/Bend the upper body towards
the front while the knee and two legs are stretched out

– Agility and dynamic balance: Returning to the 3 m target while sitting on
a chair/Time required to return to the sitting down posture after getting up
from the chair and after walking for 2.44 m (second)

3) Customized elderly exercise plan for health for Active aging
• Move to customized exercise after checking the physical strength that suits the

listed age when the information was input (Check physical strength: Set up the
standard for elderly physical strength carried out by Korean Citizen Physical
Strength 100)

• Elderly customized exercise program plan
– Exercise program to increase health: Plan into five exercises including the four

exercises (plan for the exercise program to increase health by age based on the
muscular strength, cardio, flexibility and lower body balance) needed for the
elderly as suggested by the National Institutes of Health of the US and coordi‐
nation exercise needed by the elderly for carrying out everyday life activity.

– Exercise program by disease: Compose by incontinence, diabetes, arthritis, high
blood pressure, elderly depression and dementia and plan exercise by listing
down the characteristics by each disease and by listing up the precautions by
exercise

– Plan elective exercise by posture and by tool:
By posture: Posture of sitting down on a chair / standing state / state of sitting
down on the floor or lying down
By tool: Theraband / new sports tool / foam roller / foam mat (Fig. 5).
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Fig. 5. Flow chart of Elderly customized exercise application

4 Conclusion

This study is the planning stage for developing application for elderly using smart phone
that is easy to access amidst the IT industry that can be accessed fast and diverse ways
now that the issue regarding healthy elderly is expanding along with the increase in the
elderly population in Korea that is entering into the aging era fastest. Increase in the
number of elderly in Korea who are not prepared is leading to physical, emotional and
social problems during the senescence. Although need for elderly exercise is highlighted
to reduce medical cost to ensure active senescence, elderly in Korea are not accessing
exercise due to the lack of the awareness on the need for elderly exercise, lack of infor‐
mation, and lack of specialized and diverse programs.

When the elderly exercise applications in Korea were examined, there is only one
exercise program with standardized contents. Only the program called the “Health
Ewha” present convergence of food, nursing and sports, but this application cannot be
searched easily with keyword. Thus, this study planned customized elderly exercise for
Active Aging, and this is the base data for developing application that can input infor‐
mation, measuring current state (exercise strength level setting, physical strength via
heart rate measurement), and customized exercise program (cardio, muscular strength,
flexibility, equilibrium, and coordination exercise for healthy elderly and exercise by
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disease). Moreover, this data is the base data for planning program for each posture and
tool, and for developing elderly related exercise application to the leaders, public health
clinic and related institutions in addition to program diversity and the elderly.
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Abstract. In collaborative filtering-based recommender systems, items
are recommended by consulting ratings of similar users. However, if the
number of ratings to compute similarity is not sufficient, the system may
produce unreliable recommendations. Since this data sparsity problem
is critical in collaborative filtering, many researchers have made efforts
to develop new similarity metrics taking care of this problem. Jaccard
index has also been a useful tool when combined with existing similar-
ity measures to handle data sparsity problem. This paper proposes a
novel improvement of Jaccard index that reflects the frequency of rat-
ings assigned by users as well as the number of items co-rated by users.
Performance of the proposed index is evaluated through extensive exper-
iments to find that the proposed significantly outperforms Jaccard index
especially in a dense dataset and that its combination with a previous
similarity measure is superior to existing measures in terms of both pre-
diction and recommendation qualities.

Keywords: Recommender system · Similarity measure · Collaborative
filtering · Memory-based collaborative filtering · Jaccard index

1 Introduction

Internet users are very often overwhelmed by the amount of information provided
by the web. A popular method to solve this problem is the recommender system.
This system is usually utilized in commerce to recommend products that might
be preferred by customers. Collaborative filtering (CF) is a well-known type of
implementation of a recommender system. It refers to other likeminded users
and recommends items which have been highly rated by them. This filtering
method has been successful in many systems such as GroupLens, Ringo, and
Amazon.com [1].

As CF basically performs by incorporating ratings of similar users, determi-
nation of similar users is a critical aspect of the CF system. Several approaches
have been developed to calculate similarity. They are usually classified into
correlation-based and vector cosine-based [1,2]. However, similarity calculation is
based on the history of ratings of users, thus insufficient amount of rating data
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in the system often producing unreliable similar users. This problem, known
as data sparsity, is fundamental due to the principle of CF. Detailed analysis
of drawbacks resulting from the data sparsity problem of traditional similarity
measures can be found in [3,4].

Various techniques in literature have addressed the data sparsity problem of
CF, while the simplest technique to compute similarity may be the incorporation
of Jaccard index into the previous similarity measure [4–8]. Jaccard index reflects
the number of common items rated by two users. As Jaccard index becomes an
important component of measuring similarity and reportedly improves perfor-
mance of CF, this paper focuses on this index and proposes a novel improvement.
To verify its novelty, we conducted extensive experiments using two datasets with
vey different characteristics. The results state that the proposed index outper-
forms Jaccard index on both datasets. Especially, the degree of improvement
is higher on a denser dataset. Furthermore, the proposed index is incorporated
into a previous measure to produce a new similarity measure which proves to
perform the best among or comparably to existing measures experimented.

2 Related Work

Jaccard index measures the proportion of the number of items commonly rated
by two users out of the total number of items rated by them [7]. Let Iu be the set
of items rated by user u and |Iu| be its cardinality. Then Jaccard index between
users u and v is calculated as follows.

Jaccard(u, v) =
|Iu ∩ Iv|
|Iu ∪ Iv| .

As seen from the above formula, Jaccard index does not take the ratings into
account, but only considers relative number of common items. Hence, it seems
improper to use the index to estimate similarity between two users.

Several researchers propose new similarity measures that incorporate Jaccard
index into traditional measures [4,5,9]. These approaches surely compensate the
defects of previous similarity measures which are mainly caused by data spar-
sity or cold-start users. Bobadilla et al. proposed a new similarity measure that
combines mean squared differences with Jaccard index [5]. Saranya et al. cal-
culate similarity by incorporating Pearson correlation and Jaccard index which
is reported to achieve a little improvement in recommendation quality [4]. In
the meantime, a measure named UOD (Uniform Operator Distance) is sug-
gested by Sun et al. [9]. This measure is combined with Jaccard index to better
estimate similarity between two users. The authors report that their combined
similarity measure called JacUOD leads to better prediction quality than when
Jaccard index is combined with Pearson correlation. We examined performance
of JacUOD through several experiments, whose results are presented in Sect. 4.
The formula of JacUOD is defined as follows. Let ru,i be the rating of item i given
by user u and ru,max be the maximum rating given by u. Also let m = |Iu ∩ Iv|.
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Then

UOD(u, v) =

⎧
⎪⎨

⎪⎩

√
m(ru,max−ru,min)2

0.9+
√∑

i∈Iu∩Iv
(ru,i−rv,i)2

, if ru,i = rv,i for all i
√

m(ru,max−ru,min)2√∑
i∈Iu∩Iv

(ru,i−rv,i)2
, otherwise.

JacUOD(u, v) = Jaccard(u, v) × UOD(u, v)

3 Proposed Index

3.1 Motivation

The idea of our study is based on the work by [5]. This work examines the
mean and deviation of the ratings of MovieLens (http://www.movielens.org)
and NetFlix datasets (http://www.netflixprize.com). Within the integer range
of [1..5] allowed in these datasets, it is found that users tend to give ratings
higher than the median and avoid the extreme values. The highest frequency of
ratings is associated with the rating of four, followed by the rating of three. It
is also found that the standard deviation of ratings is seldom larger than 1.2.
This result implies that two users giving a same extreme rating can be treated
as more similar than those giving a more common rating.

The above observation motivated our research to improve Jaccard index. This
index calculates the number of commonly rated items by two users, regardless
of the rating values. However, as discussed above, it is worth considering that
the rating of a common item is normal or extreme.

3.2 Formulation of the Index

We are interested in how many items are commonly rated with normal or extreme
values. Hence, in our index, the rating range allowed in the system is divided into
three sub-intervals, within each of which Jaccard index is computed separately.
Specifically, let Lbd and Hbd be boundaries of the sub-intervals, where Lbd < Hbd.
That is, when [rL, rH ] represents the range, rL < Lbd < Hbd < rH . We divide
the set of items rated by user u, Iu, into three sets as follows, based on the rating
values assigned by u.

IL,u = {i ∈ Iu|ru,i ≤ Lbd}, IM,u = {i ∈ Iu|Lbd < ru,i < Hbd}, IH,u = {i ∈ Iu|ru,i ≥ Hbd}.

Then three types of Jaccard indexes between users u and v are defined as
follows.

JacL(u, v) =
|IL,u ∩ IL,v |
|IL,u ∪ IL,v | , JacM (u, v) =

|IM,u ∩ IM,v|
|IM,u ∪ IM,v| , JacH(u, v) =

|IH,u ∩ IH,v|
|IH,u ∪ IH,v|

Finally, our metric, named as JacLMH, is calculated as an arithmetic average
of the three Jaccard indexes as follows.

JacLMH(u, v) =
1
3
(JacL(u, v) + JacM (u, v) + JacH(u, v))

http://www.movielens.org
http://www.netflixprize.com
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Table 1. Characteristics of the datasets

Matrix size (users × ratings) Rating scale Sparsity level

MovieLens 1000 × 3952 1∼5 (integer) 0.9607

Jester 998 × 100 −10 ∼ +10 (real) 0.2936

4 Performance Experiments

4.1 Experiments Plan

We conducted extensive experiments using two popular datasets with very differ-
ent characteristics, as presented in Table 1. Sparsity level represents how sparse
the dataset is. It is defined by 1-(total number of ratings/matrix size).

The baseline similarity measures of our experiments are Jaccard index
(Jaccard), Pearson correlation (PCC), JacUOD, UOD, the proposed JacLMH,
and JacLMH×UOD (JLMHUOD). The last measure is experimented to compare
the degree of improvement made by incorporating JacLMH instead of Jaccard
into UOD. We adopted five-fold cross validation [10] to obtain more reliable
results, where the ratio of training and testing data is set to 80:20 for each
experiment.

Performance is evaluated based on two well-known standards in related
studies, prediction quality and recommendation quality. MAE (Mean Absolute
Error) is usually used to measure prediction quality, which is the mean differ-
ence between the predicted rating of an unrated item and its corresponding real
rating. The rating prediction is typically made by referring to ratings of users
similar to the current user, while weights are imposed according to the degree of
similarity. Recommendation quality is usually measured by precision and recall
metrics or their harmonic mean F1 [11]. We employed only F1 due to the space
constraint.

4.2 Effect of Bounds

To examine how Lbd and Hbd parameters used in our index affect performance,
we measured MAE with various combinations of these parameter values. Figure 1
shows the results with two datasets. With MovieLens, it seems that (1,3) is
definitely worst, while others are almost competitive. In particular, MAE results
using (2,4), (2,5), and (3,4) are virtually no different with one another. Hence,
we chose (2,5) for ensuing experiments of our metric. With Jester, the results
using different parameter values are more distinguishable than with MovieLens.
We used (−3,3) yielding the obviously lowest MAE in our further experiments.

4.3 Performance Results

Figure 2 shows performance results with MovieLens with varying number of near-
est neighbors (topNN). To view any performance improvement of our index
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Fig. 1. MAE results with varying bounds of (Lbd, Hbd) pairs: (a) MovieLens (b) Jester

over Jaccard index more clearly, two metrics, Jaccard and JacLMH, are pro-
vided together, separately from the others. It is observed that JacLMH yields
better MAEs consistently, implying that our idea of separate application of
Jaccard index to sub-ranges of ratings proves successful with respect to pre-
diction accuracy.

Fig. 2. MAE and F1 results with MovieLens dataset
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Note that PCC performs very poor compared to JacUOD and JLMHUOD,
although it consults specific ratings of neighbors, which is not the case for the
latter two metrics. The reason for this poor performance of PCC comes mostly
from sparseness of the dataset, as many researchers discussed the resulting draw-
backs of traditional measures [3,4]. JLMHUOD, somewhat against our expecta-
tion, outperforms JacUOD only slightly, compared to the performance difference
between Jaccard and JacLMH shown in the left figure. Nevertheless, it is notable
that JLMHUOD performs best among all the metrics experimented, even though
it divides the rating range and so may be disadvantageous with a sparse dataset
such as MovieLens. F1 results of the proposed metric are vastly superior to the
others, better achievements than MAE results. One thing to note is that JacLMH
is slightly better than JLMHUOD, although it does not reflect any ratings but
only the number of ratings.

Performance of metrics with Jester dataset is presented in Fig. 3. As seen,
Jaccard and JacLMH differ greatly in MAE performance, where its difference
is much bigger than with MovieLens. This is because Jester dataset is much
denser, thus providing much more meaningful Jaccard indexes in sub-intervals
of JacLMH. JacLMH improves about 4.35 to 7.1% of Jaccard results with Jester.

MAE of JLMHUOD is also the lowest and even better than that of PCC
overall, especially with lower topNNs. This result is surprising, since one of most
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popularly used similarity measures such as PCC is thought to perform bet-
ter. The other two metrics, JacUOD and UOD are very competitive through-
out topNNs. This means that considering the number of common ratings as
in Jaccard index is no longer effective with sufficient number of ratings data
provided. Comparison of F1 performance between metrics is analogous to
MAE, as observed in the figure. Roughly, the metrics are grouped into two,
in terms of performance. Note that different from MAE results, PCC, followed
by JLMHUOD, yields the best F1 results. In conclusion, the proposed metric
and its combination with UOD are proved to yield the best overall prediction
and recommendation qualities regardless of the rating data density.

5 Conclusion

This study proposed a novel improvement of Jaccard index. The proposed idea
takes the frequency of rating values assigned by users as well as the number of
common items into consideration. We investigated the performance of the pro-
posed index when used for collaborative filtering and found that it outperformed
Jaccard index especially on a dense dataset. Furthermore, the combination of the
proposed index with a previous measure is used as a similarity measure for col-
laborative filtering, whose experimentation results are found superior to those of
previous measures, regardless of the data sparsity of datasets. One possiblve lim-
itation of the proposed index is determination of the boundaries of sub-intervals,
on which extensive experiments are conducted with various boundaries and their
performance results are provided in the text.
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Abstract. A temperature recorder system is based on the changes of the patients’
temperature over a fixed time that uses the advantages of a smartphone. This paper
proposes a wirelessly controlled system to achieve reliability and mobility of the
user. The wireless system was achieved by utilizing a smartphone, PIC Controller
and Bluetooth to a device that’s been installed with the temperature sensors. This
system can be used for medical purpose to monitor and record 24/7 of the patient’s
temperature consistently which can systematically save manpower, time and lives.

1 Introduction

Body temperature is affected due to many reasons that give us a sign of the condition of
a person. Heart beat rate, blood pressure, sugar level and so on are also an indicator that
gives general information on the condition of a person [1]. In this paper, body temper‐
ature is measured and recorded as the main indicator to monitor a certain patient. This
body temperature readings and patterns can indicate the severity of a patient’s illness.

Dengue fever is a common disease that easily leads to death. Research already came
with a common pattern of dengue fever and effects to the patient body temperature. The
sequence of rise and decline of body temperature gives us as a sign either the patient is
in a severe condition or not [2]. This also allows the doctors to give the exact amount
medicine need of the particular patient.

The main problem is when the body temperature is monitored manually, the medical
assistants or nurses would have to contact with the patient directly and numerously that
would affect the patient’s quality time of recovery physically, mentally and emotionally.
If the body temperature could be monitor wirelessly, it would defiantly give an oppor‐
tunity to the patient to have quality time to recover. Thus, this project is tested to over‐
come this matter.

As the Bureau of Labor Statistics (2012) report that the medical field and health care
careers with the most projected employment are increasing. Some of these jobs need
less than one year of medical field education. Based on the Fig. 1, medical field education
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reduces the period of training and learning to fulfil the high demands of people in social
market these days.

Fig. 1. Clinical course of DHF12 [2]

This points out the reason for the medical field carrier expected to rise at a yearly
rate of 2.6%, accumulating 5.0 million jobs between the year 2012 and 2022 stated by
the Bureau of Labor Statistics (2012) [4]. Form this statement is true that employees in
the medical field are a high demand, but the quality of employees in this field is very
essential. It’s unreasonable to produce employee that is trained for 1 year to have a
standard quality. Thus tools and devices are developed to overcome errors occurring in
treating a patient.

2 Technologies

2.1 Smartphones

A smartphone is a portable phone with an innovative mobile operating system which
syndicates features of an individual computer operating system with other useful
features for handheld or mobile use. Smartphone usually combines the features of a
telephone with those of other famous mobile devices, such as a media player, personal
digital assistant (PDA), and GPS navigation unit [3]. Most of the smartphones have a
touchscreen user interface, can access the Internet and run third-party apps, camera
phones and music players. Furthermore, smartphones that’s been produced from 2012
ahead have high-speed mobile broadband which called as the 4G LTE internet, mobile
payment mechanisms, and motion sensors.

2.2 Mobile Operating System

Android is known as an open-source platform by Andy Rubin, founded in October
2003 and supported by Google, along with major hardware and software developers
such as HTC, Intel, Motorola, LG, and Samsung and ARM that create the Open
Handset Alliance.
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IOS is a portable working framework created by Apple Inc. and appropriated only
for Apple equipment. It is the working framework that powers the organization’s
i-Devices. In 2007, Apple presented the iPhone, the primary gadget to utilize iOS and
one of the principal cell phones to utilize a multi-touch interface. The iPhone was
remarkable for its utilization of a vast touch screen for direct finger contribution as its
principal method for cooperation, rather than a stylus, console, or keypad as regular for
cell phones at the time. Windows Phone this product stage runs the Microsoft Mobile
cell phones, and has gotten some positive gathering from the innovation press and been
lauded for its uniqueness and separation.

2.3 PIC Microcontroller

In this paper, the controller for the development is PIC microcontroller. This paper
contains gadget particular data about the accompanying gadgets. PIC16F737/767
devices are available in 28-pin packages only. Meanwhile, PIC16F747/777 devices are
available either in 44-pin and 40-pin packages. All the devices in the PIC16F7X7 family
share common architecture and ideas with the following differences as shown in
Table 1. Thus, (Fig. 2) shows the pcb schematic circuit for temperature recorder system.

Table 1. PIC16F7X7 Device Features [5]

Key features PIC16F737 PIC16F747 PIC16F767 PIC16F777
Operating
frequency

DC–20 MHz DC–20 MHz DC–20 MHz DC–20 MHz

Resets (and Delays) POR, BOR
(PWRT, OST)

POR, BOR
(PWRT, OST)

POR, BOR
(PWRT, OST)

POR, BOR
(PWRT, OST)

Flash program
memory (14-bit
words)

4 K 4 K 8 K 8 K

Data memory
(bytes)

368 368 368 368

Interrupts 16 17 16 17
I/O Ports Ports A, B, C Ports A, B, C, D, E Ports A, B, C Ports A, B, C, D, E
Timers 3 3 3 3
Capture/
Compare/PWM
modules

3 3 3 3

Master serial
communications

MSSP, AUSART MSSP, AUSART MSSP, AUSART MSSP, AUSART

Parallel
communications

– PSP – PSP

10-bit analog-to-
digital module

11 Input channels 11 Input channels 11 Input channels 11 Input channels

Instruction set 35 Instructions 35 Instructions 35 Instructions 35 Instructions
Packaging 28-pin PDIP

28-pin SOIC
28-pin SSOP
28-pin QFN

40-pin PDIP
44-pin QFN
44-pin TQFP

28-pin PDIP
28-pin SOIC
28-pin SSOP
28-pin QFN

40-pin PDIP
44-pin QFN
44-pin TQFP
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Fig. 2. Schematic circuit diagram

2.4 Bluetooth

Bluetooth is a wireless innovation standard for trading data over short distances (using
short-wavelength UHF radio waves in the ISM band between 2.4 to 2.485 GHz) from
settled and cell phones, and building personal area networks (PANs). Developed by
telecom merchant Ericsson in 1994, it was initially considered as a remote other option
to RS-232 data cable. It can interface a few gadgets and thus, overcoming issues of
synchronization [7].

Furthermore, the Bluetooth Special Interest Group has managed more than 25,000
members of an organization in the areas of computing, telecommunication, consumer
electronics, and networking. Bluetooth has been standardized using IEEE standardized
as IEEE 802.15.1. However, the Bluetooth is no longer followed and maintains the
standard. The Bluetooth Special Interest Group supervisory manages the qualification
program, development of the specification, and protects the trademarks. The manufac‐
turer must create a device that meets the Bluetooth Special Interest Group standards to
commercialize it as the Bluetooth device. Besides that, a system of patents has utilized
to the technology, which are registered to personal qualifying devices.

3 Methodologies

3.1 Overall Process and Components

In this paper, the system produced consists of a PIC-16f767 micro controller on a circuit
board with a heartbeat detector, App Link Bluetooth module, and an Android smart‐
phone using the Magnet code application. All these components are the most important
aspect to ensure that the aims of the paper were attained.

If observed in Fig. 3, basically the project works with a device assembled with a
PIC-16f767, App Link Bluetooth module and a temperature detector on a circuit board
which attached to a person and connected wirelessly by Bluetooth connection to an
Android smart phone. The android smart phone can orientate the data of the device by
installing an application known a Magnet code and programming the PIC-f767 to track
either the heart is beating using two program which are PIC compiler and PIC kit 2
v2.55. Figure 4 summarized the overall process.
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Fig. 3. Temperature recorder device without casing

Fig. 4. Flow chart

3.2 Assembling

Assembling the project are based two elements that are hardware & software. In the
hardware assembling process the components of the device were collected & fitted onto
the mother board [5].

Meanwhile, the assembling process in software is planned, checked & installed into
the PIC micro-controller using two Software Program which are ‘PIC C Compiler’ to
construct the program logic & PIC kit 2 v2. 55 to install the program logic into the PIC
[6]. The logic of the program can be viewed in Fig. 5.
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Fig. 5. Program logic in PIC C compiler

3.3 Testing Method

The test was tested out on the assembled temperature recorder attached to a user. Mean‐
while the smart phone is held by another user to examine the reliability of the system
based on connection, responds, and accuracy of the system reacting to the different
variable and situation conducted [8]. The data sheet provided by the software is also
verified to obtain reliable results.

4 Discussion and Analysis

Table 2 shows the data that were gained from the test. The data for the communication
part assembled firstly and continued by detection of the body temperature. After that,
the device will respond by record the temperature detected.

Table 2. Test results

Yes No Comment
Connection
Communicate ✓
Lagging ✓ 0.2 s
Accuracy ✓ 0.5–1°C

Although we’ve archived promising results, facing the facts, there a few restrictions
on this project that need to be improved in future. All the way through the experiment,
the most suitable place for the device to detect a body temperature. But still, it’s reliable
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to calculate one’s body temperature due to the sensitivity of the sensor used in the device
itself.

Based on the data sheet shown in Fig. 6, there are a few adjustments that could be
made to improve to optimize the capability of the project. One of the issues is the fixed
time laps can only be adjusted by changing the setting in the PIC software. If the fixed
time laps can be adjusted by the smartphone would be much friendly user.

Fig. 6. Screen shot on data sheet

Finally, the temperature recorder system has limited range of Bluetooth connection,
this is basically because the budget provided. Bluetooth range of connection is limited
due to the type of inserted.

5 Conclusion

The designed temperature recorder system was capable to function either some minor
glitches along the duration of taking body temperature. Moreover, this paper also
succeeds to recognize the limitations to the design and recommendations in enhancing
it. This early design shows the possibility of the usage which have the opportunity to
make this research proceed to another level in nanotechnology. In addition, the device
could enhance the capabilities by inserting other input sensors such as heart beat, blood
pressure and other detectors that would increase various information on the condition
of the patient. The design could be improved with more researches on the subject to gain
high possibilities of success. This research also would benefit the health and care
industry and have high potential due to the nature leveraging on the smartphone tech‐
nology able to reduce the components used. The recorded data in real time would give
many insights for any drugs impact introduce by pharmaceutical industry.
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Abstract. This paper presents organizations in applying ICTs (Information,
Communication, and Technologies) contribution for supporting knowledge
activities, in order to gain organizational competitiveness. Through ICT,
knowledge workers in different fields are empowered to contribute and share
their knowledge effectively and efficiently. In Knowledge Sharing (KS), orga-
nization must focus on results of research in the development of Knowledge
Management System features, adoption, and use of ICTs itself. Creating a
knowledge repository and providing best practices via ICTs tools enable the
starting of knowledge sharing application. The study found that the features to
support mechanism, content, and process of KS are mostly applied based on
identification of knowledge from structural and functional areas. Moreover, it
needs to share in perspective as well as an important asset that must be managed
efficiently for organizational success.

Keywords: Information technology and communications � Knowledge sharing

1 Introduction

Emerging of Knowledge Management (KM) has to a great extent result to industries
since it has been launched in economy era. KM is an important escalating interest for
organizations, to prove the concept and theory, getting the best practices, and to
achieve organization in competition through ICT. KM also is widely becoming a core
competence that companies must develop in order to succeed and exist in dynamic
global economy [1]. The importance of intellectual capital beyond knowledge will be
able to increase efficiency and effectiveness within the organization and now widely
better acknowledged in several large companies and/or small business organizations.
Valuable skills and competencies have become knowledge resources, and they will be
wasted unless management supports the efforts to capture, collect, gather, store,
transform, and share knowledge among others.

ICT allows the process of the movement of data and information at increasing
speeds and efficiencies, and thus facilitate sharing as well as organization needed for
the growth of knowledge. Specifically, [2] mentioned internet and web site through
WWW (World Wide Web) that becomes unlimited sources of knowledge available for
all of us. Also, [3] reported that ICTs provided a major impetus for implementing of
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KM applications. Moreover, as learning has accrued in the area of social and structural
mechanisms, through mentoring that enable effective KS, it is possible to develop KM
applications that best leverage by deploying sophisticated technologies. Also, she
contend that using ICTs (e.g., Web-based conferencing) to support KM mechanisms in
ways not earlier possible (e.g., interactive conversations or exchange of voluminous
documents among individuals which is located at long distances) enables dramatic
improvement in KM.

The top and middle managers in organizations are consistently looking for better
ways to improve performance, to sustain the existence, and to increase business results
by gaining new understandings better. Mechanisms of knowledge and KS application
features for coordinating organization effectiveness are complex. Indeed, it has been
acknowledged that requirement to represent activities into application in business
process is broad and complex to be covered. Organizations recognize the important of
knowledge asset belong to their employees. Therefore, it needs to develop KS appli-
cation in order to help and support the easiest communication and collaboration.
Depending on the KM process that is most directly supported, KM systems can be
classified into four types: knowledge-discovery systems, knowledge-capture systems,
knowledge-sharing systems, and knowledge-application systems [4, 5]. This paper will
explore and describe the potential of ICT used by the organization for increasing
effectiveness and efficiency process through the deployment of knowledge sharing
system and developed specific feature application.

2 ICTs for Knowledge Sharing

Technology plays a fundamental role in creating an organizational culture (OC) for KS
and an infrastructure to stimulate and enable access to internal knowledge and expertise
existing in the organization. According to [10], the access to internal organizational
knowledge sources was predicted as intranets. It will also play a dominant role in
supporting internal knowledge due to cost-effective technical capabilities including:
“access to the legacy systems, platform independence, access to multimedia data
formats, a uniform and easy-to-use, point-and-click interface, and capability for easy
multi-media publication for knowledge sharing”.

According to [11], KS is defined as the exchange or transfer process offacts, opinions,
ideas, theories, principles and models within and between organizations include trial and
error, feedback and mutual adjustment of both the sender and receiver of knowledge. In
order to improve KS, generating new knowledge depends on the OC, and generating an
interactive context must be developed and maintained. It happens when OC allows and
encourages change, participation, expression of ideas, communication, and dialogue,
then learning andKS are possible. For an increased efficiency, an online discussion forum
may be created, which certainly will improve the processes sharing of knowledge and
expertise. Managers must involve and take appropriate measures so that KS takes place,
perhaps leading to the establishment of organizational changes and trust to encourage
greater use of online discussion forum [12]. In terms of KS, ICTs (portals) can be useful
for knowledge application. Portals (internet base) are well suited for publishing and
sharing collection of documents based on the intellectual products of many subgroups.
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Further, because of their flexibility in combining a variety of tools and services, portals
can be customized to create a rich KS environment. In addition, [3] mentioned that
knowledge-sharing systems also utilize mechanisms and ICTs that facilitate exchange.
Some of the mechanisms that facilitate exchange are document minute of meeting, news,
memos, manuals, progress reports, letters, and presentations. ICTs that facilitating
exchange include groupware and other team collaboration mechanisms, Web-based
access to data, databases, and repositories of information, including best-practice data-
bases, lessons-learned systems, and expertise-locator systems.

3 Organizational Trust

The organization consists of a number of people connected to each other in different
ways (business unit, departments, structural hierarchies, tasks, role, rules etc.). The
willingness of individuals to share their knowledge in an organization heavily depends
on the OC and trust. As mentioned [6], definitions of trust are various and sometimes
confusing, it depends on each discipline viewing trust and from its own perspective.
Organization trust will influence in KS frequency and sharing effort, that is the factor of
successful applied ICTs as claimed of [7]. They also identified 14 KMS success factors,
one of which is “An organizational culture that supports learning and the sharing and
use of knowledge”.

According to [8], the facilities of infrastructure are suggested to invest on smart
people and providing incentives for sharing information, besides providing enough
unstructured time to communicate to each other (talk face to face). In motivating people
towards KS, the according activities must be encouraged and rewarded from the top
and middle management level (highest hierarchical). It is clear that sharing of
knowledge is something important for the whole organization. Without this, the natural
tendency will become barriers to the flow of knowledge. Since the success of a KM
relies heavily on people to share their knowledge, it can be assumed that if the level of
organizational trust is high, then people will have fewer barriers to share their
knowledge, and consequently, the level of success of the KM should be highest [6].

Enabling factors that facilitating KM activities, should be existed on sharing of
knowledge assets among individuals. Specifically, for the enabler is organizational trust
which becoming attitude and mindset of people, and also is critical for facilitating KS
and learning motivation in organization. Refer to [9] KM effectiveness is an integration
of people relationship and technology. He states that employees’ enthusiasm and trust
in others have direct influence on the ability of ICT to transfer knowledge across
various departments.

4 Research Methods

The main focus of this research is to explore the underlying typical of ICTs which is
used to KS application and identified the organizational categories. This study used
in-depth literature review and methods to collect document report of practices KM
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implementation in organizations. The analyzed object of document reports are as fol-
lowing: the organizational categories, field of KM areas, KM analysis and approach,
and ICTs enabler as solution. All of those were conducted to diagnose the causes of
organizational preference to adopt ICTs and what kind of requirements to apply the
possible directions of KM’s needed programs. Discussion and clarification were made
with the expertise in iterative rounds in order to develop a common discourse on KM
issues. The discussion results in respect to knowledge categorization and ICTs solution
were to be features in KS applications. The objects of document including paper,
dissertation, thesis, etc. were collected and classified. They were used to analyze the
concept and theory aligned with KM in organization. Taking into account the com-
plexity of the issues, we sought insights from the document in various purposes and
scopes. From August 2012 to November 2014, we had 108 documents collection.
Based on the guidance in conducting benchmarking and qualitative research methods,
the data were transcribed and analyzed to identify similarities and varieties of ICTs
adoption.

5 Findings

We have collected several tools applications related to KM sharing. Its offers valuable
supports for sharing of knowledge in organization. Some researcher mentioned and
lists ICTs technologies in varying KM life cycle phase, here we presented the KS
phase.

(a) Indeed, many ICTs contributing to KS activities are e-mail and video confer-
encing, virtual whiteboard and brainstorming tools, content management system,
personalization tools, visualization tools and automatic recommendation tools,
e-learning environment, authoring tools, technologies for automatically generating
new content, mind mapping, bibliography management, artificial intelligence,
networking technologies, format and standards for file transfer formats and meta
data standards, and hardware by providing the necessary infrastructure for all the
above mentioned [13].

(b) Like [14] presents an alternative of enabling technologies, from decision support
tools to database tools, that can be used to enable various phases of the KM life
cycle. These technologies provide the connectivity needed to efficiently transfer
information among knowledge workers. Authoring, interface, data capture,
decision support, simulations, professional database, pattern matching, group-
ware, controlled vocabularies, graphic, application specific, web, cataloging, and
infrastructure.

(c) Further [15] classify the KMS technologies, specifically IT/ICTs tools being
implemented, based on the Knowledge Life Cycle stage. This model has 4 stages,
i.e. knowledge creation, knowledge storage/retrieval, knowledge transfer, and
knowledge application. It is expected that the KMS will use specific technologies
to support each stage for which the KMS was created to support.

(d) Next [16] depicts four layers of KM. One of layers is supporting and enabling tech-
nologies including knowledge representation, semantics and ontology, unstructured
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data indexing and storage, software agents, networks, knowledge organization and
indexing, data mining, information retrieval, meta-knowledge and metadata,
knowledge discovery, storage and retrieval, mobility, presentation and application
integration, computational experimentation, artificial intelligence, data mining,
security, computer mediated communication, networks, portals, encryption access
control, interface, human factors, and other specific technologies impacting KM.

(e) Moreover [17] stated internet features or technologies that support KM are
common architecture and interface, easy to use front-end systems (browser user
interface), internet based processes, XML wrapping of documents and other data,
back-end systems that provide database access to users, Search Engines, and
Virtual Private Networks.

(f) Agreed with [18], three major KM technologies classification are acquisition and
application phase, creation and capture phase, sharing and dissemination phase.
KS and dissemination phase includes communication and collaboration tech-
nologies (i.e. telephone, fax, videoconferencing, chat rooms, instant messaging,
internet telephony, e-mail, discussion forum, groupware, wikis, and workflow
management) and networking technologies (i.e. intranets, extranets, web servers,
browsers, knowledge repository, and portal).

After all, we summarized and categorized ICTs tools related to our work, and create
synthesis matrix across organization KM sharing deployment. From in-depth literature
review of documents, we have collected 108 and created from 2001 to 2014. All topics
are representing KM implementation in organization. Concerning the object of study,
Table 1 depicts the organization categories and focus on KM areas. The organization
categories include government, association, industries, media, services, education, IT
companies, and services, banking, manufacture, and etc.

Table 1. Percentages of organizational categories and KM areas

Organization categories KM areas:

- Industry (33.33%)
- Government (17.59%)
- Education (16.67%)
- IT service (7.41%)
- Media (6.48%)
- Banking (4.63%)
- Insurance (3.70%)
- Association (0.93%)
- Communication (2.78%)
- Hospital (0.93%)
- Property (0.93%)
- Pharmacy (0.93%)
- Service (3.70%)

- KM Initiatives (6.48%)
- KM Sharing (56.48%)
- KM Repository (23.15%)
- KM Evaluation (5.56%)
- KM Distribution (2.78%)
- KM Transfer (0.93%)
- Unidentified (4.63%)
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Table 1 shows the complete organization categories in Indonesia, and the relevant
of KM areas based on title in the document and journals published. It depicted the total
number of document collected and analyses over the period in this study. The orga-
nization categories are banking, association, communication, educational, government,
hospital, industry, insurance, IT, media, property, pharmacy, services. Thus, KM areas
are dominated by initiatives, sharing, repository, evaluation, distribution, transfer, and
unidentified. It reflects the amount of the documents for specific organization and KM
construction. The percentage of number shows on the coverage of each organizational
categories and KM areas constructed. The organization is classified to industry if initial
letter is “PT. XYZ”, and unidentified KM areas represented for non ICTs such as
barriers of KM etc.

Table 2 shows top seven of organizations that is applying of KS applications. It is
dominated with common applications, and network technologies. Several advanced
technologies applied to e-learning system, content management system, decision
supports, personalization tools, and limited of artificial intelligent in seeking expertise.
The applications are classified to common, network, and advanced technologies. Based
on Table 2, advanced technologies for sophisticated applications are still rare. It is
caused by infrastructure and the development of KMS that is low and moderate.
Moreover, the KM field study in Indonesia is a new concept and theory.

Table 2. Top seven organizations with knowledge sharing applications

Organizations/
applications

Ind.
(33%)

Gov.
(17%)

Educ.
(16%)

IT
(7,4%)

Med.
(6.4%)

Bank
(4.6%)

Ins.
(3.7%)

Common applications
Telephone/Fax v v v v v v v
E-mail & video conferencing v v v v v v v

Chat rooms v v
Instant messaging v v v v v v v

Discussion forum v v v v v v v
Groupware v v v v
Wikis v v v v

Workflow management v v v v v v
Networking technologies
Intranets v v v v v v v
Extranets v v v v v v v
Web Servers v v v v v v v

Browsers v v v v v v v
Knowledge repository v v v v v v v

Portal v v v v v v v
Advanced technologies
Virtual whiteboard & brainstorming

Content management system v v v v v v v
Personalization v v v v v
Visualization tools & automatic
recommendation

v v v

(continued)
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The reason for organization to adopt ICTs is to get easier in collecting data,
manipulating, restoring and distributing individual knowledge. Most of all are
preparing to keep and maintain individual knowledge to get solution on their existing
problems. The purpose of applications is for communicating among individual or
employee. The commonly used ICTs in KS application are dominated by networking

Table 2. (continued)

Organizations/
applications

Ind.
(33%)

Gov.
(17%)

Educ.
(16%)

IT
(7,4%)

Med.
(6.4%)

Bank
(4.6%)

Ins.
(3.7%)

E-Learning environment v v v v v
Authoring tools

Automatically generating new
content

v v

Mind mapping
Bibliography management

Artificial intelligence v v v v
Format & standards for file transfer v v v v
Meta data standards

Authoring
Interface v v v v v v v

Data capture v v v v
Decision support v v v
Simulations

Professional database v v v v
Pattern matching

Groupware
Controlled vocabularies
Graphic

Application specific
Cataloging v v v

Infrastructure v v v v v v v
Knowledge discovery
Mobility v

Computer mediated communication v
Security v v v v

Encryption access control v
Human factors
Data mining

Software agents
Semantics and ontology

Unstructured data indexing and
storage

Knowledge representation
Information Retrieval
Meta knowledge

Note: Ind. = Industry; Gov. = Government; Educ. = Education; IT = IT; Med = Media; Bank = Banking;
and Ins. = Insurance.
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technologies (i.e. portal, web server, intranets, and knowledge repository). Table 3
shows the summary of KS application features. It mostly preferred to apply in orga-
nizations, due to condition, situation, and available of infrastructure.

6 Discussion and Conclusion

Several points can be drawn from the documents which are:

(a) KM is emerging in Indonesia to improve their business processes and competi-
tiveness, even though it is starting with KS using ICTs. It represents the field of
KM that has been growing since academic intensity to research and its application
in organization were evident.

(b) Most of the documents present analysis and design of KM implementation, which
are expressed by various methods and approach. However, in the most cases
authors do not have enough collection to represent individual knowledge in fully
meeting for knowledge requirement of the work they do. Of course, in an ideal
situation, each employee in a unit of organization would know which activities
and tasks to all members are involved. The larger the organization, the more
complex to this process becomes.

(c) In subsequent KM process, it covers by initiation, analysis, and design phase. In
most of the initiation phase, the authors would like to improve business process,
how to make possible using ICTs based on KM. The analysis phase identifies the
requirements of individual knowledge mostly dominated; afterwards it analyzes
by knowledge mapping within tools, and the last phase the authors will design and
develop application.

(d) Requirement analysis is dominated evaluation factors externally and internally,
then it leveraged by SWOT (strengthen, weakness, opportunities, threat) method
for mapping core knowledge and classifying individuals knowledge needed.

Table 3. ICTs features mostly applying in knowledge sharing applications

Knowledge sharing features: ICTs enabler for knowledge sharing:

- Forum discussion
- Minute of meeting
- Question and answer
- Email (mailing lists)
- Find expertise
- Chat room
- News
- Documentation managements
(procedure, material training etc.)
- Reports
- Voting/monitoring
- Library/Repository (employee,
products, e-book, etc.)

- Intranets
- Network
- Blog
- Portals
- Email
- Forum Group (chat, seminar, discussion,
monitoring, alert etc.)
- Search/seek expertise
- Artificial intelligent
- Data warehouse
- Information repositories (video, content document
management, voice conferencing etc.)
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(e) Web based application are preferred to develop in order to spread on location
organization and extended sophisticated technology.

(f) It is important to develop metrics to assess benefits of application in the future,
with focus on organization, human resources, technologies, culture, and trust.

This article explored the possibilities and limitations of the ICTs in supporting KS
in Indonesia organization. As shown above, the ICTs can support such management in
solving problems through online discussion, disseminating of documents of tasks or
procedures, trusting among employees, understanding of the organization needed to
increase, and establishing against to competitiveness.
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Abstract. The main activity in education is the transfer of knowledge from
educators with learners and among learners themselves. The knowledge can
be in the form of explicit or implicit. On the other hand, the implementation
of Knowledge Management conducted in almost all business and social activ‐
ities, including in the field of education. This study aimed to get an idea of the
condition of the implementation of the transformation of knowledge and
develop knowledge management model of private university in Jakarta. Data
were analyzed using descriptive tool “Radar”.

Keywords: Knowledge transformation · Model KM

1 Introduction

Indonesian public and governmental awareness of the importance of higher education
continues to rise, it can be seen from the increase in the number of graduates and an increase
in the percentage of educated labor. This awareness course is very good because it will
increase productivity and ultimately improve competitiveness.

In the era of knowledge-based economy, competitiveness associated with increased
knowledge that is intangible, such as brand recognition, patents, customer loyalty, etc.,
which is a manifestation of creativity and innovation which is based on knowledge, which
is the outcome and be the primary responsibility of the college.

On the other hand, the development of Knowledge Management was rapid and imple‐
mentation is done in nearly every business and social activities, including in the field of
education.

Knowledge Management is the organization’s activities in managing knowledge as an
asset, the distribution effort is needed right knowledge to the right people and in a short
time, so they can interact, share knowledge, and apply it in their daily work in order to
improve organizational performance.

2 Literature Review

Knowledge Management works to increase the organization’s ability to learn from their
environment and incorporate knowledge within an organization to create, collect,
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preserve and disseminate knowledge of the organization. Information technology plays
an important role in knowledge management as a business process aimed at enabling
that aim to create, store, preserve and disseminate knowledge (Loudon, 2002). Mean‐
while, according to Debowski (2006), knowledge has two dimensions, explicit knowl‐
edge and tacit knowledge [1]. Explicit knowledge is knowledge that can be or has been
codified in the form of documents or other tangible form so it can be easily transferred
and distributed using various media. While Tacit knowledge is the knowledge that dwell
in the human mind in the form of intuition, judgment, skills, values, and belief is very
difficult formalized and shared with others.

Key activities that support successful implementation of knowledge management is
the transformation of knowledge goes. Nonaka and Takeuchi (1995) proposed four
modes of knowledge transfer with SECI model, that Socialization, externalization,
Combination, and Internalization [2].

In the study of higher education, knowledge in addition to the elements forming a
sustainable competitive advantage, knowledge is also the value created by the college
to be delivered to consumers. (Rowley, 2000). Thus, the concept of knowledge in higher
education is extracting knowledge internally and externally, both as a resource as well
as the output of the process of developing knowledge management which is run by the
university. Davenport (1998) divides the implementation of knowledge management in
four main processes, namely (1) provides a place to store knowledge, (2) improving
access to knowledge, (3) promote environmental knowledge and (4) manage knowledge
as an asset [3].

In the process of creating a store of knowledge, universities need to provide a printed
or electronic document, such as thesis, dissertation, research and publications, and the
results of operations of other academic services. For ease of storage and retrieval, the
presence of information and communication technology (ICT) is necessary. The last
part is to manage knowledge as an asset, meaning that knowledge can be assigned the
same value even higher than the asset value of a building, facilities, and other tangible
assets.

Fig. 1. Main process of universities utilizing KM
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According Jillinda J. Kidwell, Knowledge Management in college used in 5 main
processes, namely (1) the product development process and curriculum, (2) poses
research, (3) the process of administrative services, (4) the process of student serv‐
ices and alumni, (5) in the service process community (Fig. 1) below [4].

Forms of Tacit Knowledge and Explicit Knowledge Higher education by Jillinda J.
Kidwell described as follows (Fig. 2).

Fig. 2. Tacit and explicit knowledge

3 Methods

3.1 Samples

The population in this study were 21 private universities in Jakarta accredited institution,
with respondents are 5 permanent lecturers or as much as 105 per university professor.
Selected University accredited institution with the consideration that the accredited univer‐
sity has already been implementing knowledge management.

3.2 Samples

Data were collected through questionnaires and focus group discussion. The questionnaire
aims to examine the use of knowledge management and conditions of any kind of transfor‐
mation of knowledge in college.

FGD made to the leadership of the university in order to obtain confirmation of KM
implementation in higher education, particularly for knowledge transformation activities and
KM models.
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3.3 Analysis

The data obtained were analyzed descriptively by using the tool Radar and gap Analysis.

4 Result

4.1 The Conditions of Implementation of the Transformation
of Knowledge Private University in Jakarta

Implementation of the transformation of knowledge is measured by parameters:
(a). The direction and policy of the use of KM, (b). Implementation of the transfor‐

mation of knowledge, (c). Benefits to transform knowledge, and (d). Award after trans‐
forming knowledge. The direction and policy of the use of KM see the clarity of the
policy issued by the university to use KM. Clarity of procedures for the use of KM in
Jakarta Private Universities is essential to good performance. Implementation of the
transformation of knowledge Private Universities in Jakarta is very important but the
condition is not good. This means that the transformation of knowledge are important
but private universities in Jakarta have not run well. Knowledge transformation activities
is beneficial, but the result of the transformation of knowledge is not used in full. Award
after transforming knowledge in Private Universities Jakarta is very important but the
condition is not good.

The following figure shows the utilization of Private Universities Knowledge
Management in Jakarta (Fig. 3).

Fig. 3. KM user in private universities in Jakarta

4.2 Condition Knowledge Transformation Socialization

Regularly Private University in Jakarta has conducted seminars and workshops in
academic associated with the development of the duties as a lecturer, training related to
the development duties as a lecturer, invited external expert in accordance with the
development of the duties as a lecturer, involving lecturers and the external experts in
the development program of lecturers, providing a meeting place for the lecturers social
interaction and exchange of knowledge and encourage social activities and others who
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made a lecturer in off-campus, such as outbound, social service, etc. so that the sharing
of experiences in order to be able to create tacit knowledge has been going well.

4.3 Condition Knowledge Transformation Externalization

Private University in Jakarta documenting ideas / experiences lecturer in learning, in
research and publication, in community service activities, documenting the sequence of
activities lecturer in SOPs, and documenting the competence of lecturers in accordance
with science and expertise of lecturers, so that the process of articulating tacit knowledge
in the form of explicit knowledge is already well underway.

4.4 Condition Knowledge Transformation Combination

Private University in Jakarta classify data / information into a file, database, and reports
are easy to understand, using the knowledge they have to develop programs, procedures,
and other activities associated with the lecturers, utilizing the knowledge they have to
communicate with professors, and use the knowledge that developed a lecturer for the
development of programs, procedures, and academic decision making. Thus the process
of systematization concepts into a knowledge system by combining different bodies of
explicit knowledge is well documented.

4.5 Condition Knowledge Transformation Internalization

Regularly Private University in Jakarta have already explained all the rules and proce‐
dures for faculty to be able to perform tasks tri dharma college, encourage lecturers to
access all sources of knowledge are developed, providing a means of (media) to be used
by lecturers in accessing the knowledge that exist, and encourages lecturers to improve
their knowledge through further studies education. Thus the process of conversion of
explicit knowledge into tacit knowledge that is closely related to learning by doing
(internalization) has been running well.

4.6 Knowledge Management Model in DKI Jakarta Private Universities

The results of the research model developed consists of four main sections, namely
(1) Leadership Approach, (2) Strengthening human resources, (3) Strengthening
Process Transformation, and (4) Use of Information Technology and Social Media,
as shown in Fig. 4 below.

Leadership approach is needed so that improvements and changes to the direction
and policies in the implementation of KM Private Universities and Private Universities
Leaders support in the implementation of KM and KM use in decision making.

Strengthening the process is carried out in accordance with the KM process itself,
i.e. starting from activity (1) Creating Knowledge, (2) Saving Knowledge, (3) Divide
(sharing) Knowledge, (4) Using the Knowledge, and (5) Enriching Knowledge.
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Step strengthening knowledge transformation performed on each type of transfor‐
mation (SECI) so it can run better. The use of information technology and social media
is done to get a knowledge management system that is easier to use safely, support user
mobility, and changing user behavior in the use of knowledge management.

Fig. 4. KM model in private universities

Approach onto the proposed model, university leaders agree and support with the
model, with some emphasis that: (1). Leadership should not be to eliminate the charac‐
teristics of academic autonomy possessed by the faculty and study program. It is they
who should take the initiative to establish a system of academic KM. (2). KM become
an important part of human resource development, so any kind of training followed by
faculty and staff include material KM. (3). On strengthening the transformation of
knowledge, activity was focused more on the establishment of explicit knowledge, so
in addition there is a new culture (sharing knowledge) there is also a knowledge that can
be managed more easily. (4). On the use of ICT and social media, support for investing
in procurement, to be aware of the use of social media.

5 Conclusion

The condition of each type of transformation of knowledge that includes the sharing of
experiences and thereby creating tacit knowledge (socialization), the process of articu‐
lating tacit knowledge in the form of explicit knowledge (externalization), the process
of systematizing concepts into a knowledge system by combining different bodies of
explicit knowledge (combination) and the process of converting explicit knowledge into
tacit knowledge and is closely related to learning by doing (Internalization) occurring
in Jakarta Private Universities is already well underway.

Model Knowledge Management in accordance with the conditions in Jakarta Private
Universities is a model that was developed on 4 main sections, namely (1) Leadership
Approach, (2) Strengthening human resources, (3) Strengthening Process Transforma‐
tion, and (4) Use of Information Technology and Social Media.

This research is mainly focusing on Private Universities in Jakarta. For wider usage
of this research on worldwide universities shall require a further research to develop.
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