
Abstract— Atrial Fibrillation (AF) is a common cardiac ar-

rhythmia, and it has a high rate of morbidity and mortality.

In this paper, an algorithm for automatic AF episodes detection

based on novel low computational cost features is proposed. The

features are based on Poincare plots calculated from heart rate

variability signal. A supervised classification technique, Support

Vector Machines, optimized with Particle Swarm Optimization,

was implemented. The data was obtained from MIT-BIH Atrial

Fibrillation and Normal Sinus Rhythm Databases. This method

shows an accuracy of 92.9% to detect AF spontaneous episodes

in signals from AF patients, and 97.8% to classify between AF

episodes from AF patients and episodes from subjects with nor-

mal sinus rhythm. The proposed method can be employed in

real time applications due to its performance as well for its low

computation time around 8.8 ms per episode.

Keywords— Atrial fibrillation, SVM, Poincare plot, PSO,

heart rate variability.

I. INTRODUCTION

Atrial fibrillation (AF) is one of the most common car-
diac arrhythmia worldwide, having a significant mortality
rate, because AF may increases the blood coagulation, which
cause 15% of strokes [1, 2]. The AF in the electrocardiogram
(ECG) is characterized by irregularity present in the RR in-
tervals and the replacement of the P wave by rapid oscilla-
tions and fibrillatory waves that vary in time, amplitude and
shape [3], therefore, the diagnosis of paroxysmal AF presents
a major challenge for clinicians and researchers because of its
asymptomatic nature and spontaneous, especially in its early
stages[4]. Do to this, there is an urgent need to develop meth-
ods for accurate and rapid detection of paroxysmal AF.

Different methods have been proposed to detect AF from
the ECG signal using wavelet transform, Shannon entropy
sequence analysis of the ECG signal and machine learning
methods as genetic programming optimized simulated an-
nealing and artificial neural networks[5, 6, 7, 8, 9], how-
ever, this strategy represents a high computational cost since
it is sometimes necessary to segment the P wave or analyz-
ing raw signal where there is information that is not rele-

vant. Therefore, it has been proposed AF detection by RR
intervals, because this offers a more efficient strategy from
the computational point of view, in this context have been
developed methodologies based on statistical characteristics
of the Heart Rate Variability (HRV), which is a more robust
method because the time intervals R-R are less affected by
noise [10, 11].

In this paper, we present a method based on the estima-
tion of novel features from RR interval and HRV to detect
the presence of AF and Normal sinus rhythm using signals
from MIT-BIH Atrial fibrillation database and MIT-BIH Nor-
mal Sinus Rhythm Database. We proposed a method based on
Poincare plot with low computational cost in a support Vector
machine optimize by particle swarm optimization.

II. MATERIALS AND METHODS

The proposed methodology to the AF detection is show
in Fig 1. As it can be seen, the detection system comprises
three steps: preprocessing, characterization and classifica-
tion, each step are detailed in the following subsections. With
this methodology we intend to differentiate short events of
AF to Normal Sinus Rhythm (NSR), in this sense we conduce
two experiments, the first one using only signals that had at
least one episode of AF or NSR, given that in literature is the
most common approach, the second experiment we employ
only signals from AF patients during NSR with spontaneous
episodes of AF, having a greater proximity to real application
due to the spontaneous nature of this affection.

A. Data Base Description

MIT-BIH Atrial Fibrillation Database (AFDB) is the most
popular and often used publicly available database for AF de-
tection, this data base has 23 ECG recording of subjects such
had suffered significant arrhythmia each arrhythmia. Each
record has a duration of about 10 hours. A total of 291 AF
episodes, 14 of atrial flutter, 12 of junctional rhythm and 288
of NSR were found. [7]. MIT-BIH Normal Sinus Rhythm
Database (NSRDB) includes 18 ECG recordings of subjects
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Fig. 1. Proposed Methodology

such had not suffered significant arrhythmia [12].
The analysis of developed algorithm for AF detection was

made in two experiments. The first one using signals with
at least one event of AF or NSR, in this regard we employ
AFDB to extract signals with AF and the NSR signals were
get from NSRDB. For the second experiment we use only sig-
nals that has both rhythms, which were found only in AFDB.

B. Preprocessing

The preprocessing begin, with the extraction the RR inter-
vals from the ECG signals within the database. For this task,
the entries in the database referenced with (.ATR) were used,
then was assessed the duration of the events of atrial fibril-
lation and normal sinus rhythm, for the AF and NSR events
greater to 30 seconds were selected from the signals. A win-
dows with length of 30 seconds were construct for each event,
centered around the middle point. For calculate the Heart
Rate Variability (HRV) we start detecting R peaks employ-
ing the Pan-Tompkins method, due to is capability of been
implemented in real time [13].

C. Characterization

The Poincare Plot is a scatter-plot of the pairs (HRV [n],
HRV [n+m]), showing the relationship among m consecutive
beats [14]. The Poincare plot in NSR episode looks like a
cluster of points grouped linearly unlike, the Poincare plot in
AF episode evidenced a complete dispersal of the points (Fig
2), this occurs because of the higher erratic variability of the
HRV in AF episode with respect to the NSR episode.

From the Poincare plot, linear dependence between
HRV [n] and HRV [n+1] is analyzed, signals with AF present
greater degree of dispersal, while NSR segments shows
greater linear dependence, for this was used the generalized
linear dependence coefficient (GLDC 1) proposed in [15]
which is calculated as:

D = 1−|R|1/(p−1) (1)

Where p is the number of involved variables and |R|
represents the determinant of correlation matrix, R is ob-
tained from the covariance matrix S between HRV [n] and

HRV [n+ 1] as R = D−1/2SD−1/2, D is a square matrix that
retains only the main diagonal of S.

Moreover we extend this analysis to measure the gener-
alized linear dependence coefficient between five consecu-
tive heart beats (GLDC 2) using (1), in this case the corre-
lation matrix S is calculated between HRV [n], HRV [n + 1]
· · · HRV [n+ 5]. Now, assuming that in NSR is possible find
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Fig. 2. Poincare plots of NSR and AF

HRV [n+1] as linear function of HRV [n] using regression, we
propose measures such capacity through the difference be-
tween the actual HRV [n+1] and the predicted one, following
the next procedure. Let L be a vector that contain HRV [n] for
n= 1, · · · l−1, and l is the number of heart beats of the signal,
P is a vector with HRV [n+ 1], if we estimate P as P̂ = ωL
is possible measure the Root Mean Square Error (RMSE) be-
tween P̂ and P (RMSE 1). The weight coefficient ω can be
found using the normal equation as:

ω =
(
LT L

)−1
LT P (2)

Is possible extend this analysis for five consecutive heart
beats, for this case P will be a vector with HRV [n+ 5], for
n = 1, · · · l −5 and L be a matrix in which every column rep-
resents HRV [n], HRV [n+ 1] · · · HRV [n+ 4], repeating the
above formulation is possible find the RMSE between the ac-
tual P and the predicted (RMSE 2).

Aditionally to Poincare plot featues, standard deviation
of HRV (STD HRV) was implemented due to it has been
widely study in different papers [9, 16, 11].
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D. AF Detection

The goal of this paper is to classify each signal segment
into AF or NSR, using the proposed extracted features. To
achieve this, we use Support Vector Machines (SVM) as our
classification algorithm. SVM is supervised classifier pro-
posed for Vapnik in 1995, the idea behind this methods is
find an hyperplane that separate the data in their correspond-
ing classes. Given a training data {xi,yi}, where xi ∈ Rd ,
i = 1,2 · · · l and yi ∈ {−1,1}, this way the hyperplane can
be found solving the dual problem formulation (3), this for-
mulation allow us for non-linear solutions introducing a ker-
nel function φ(xi,x j), note that in its dual form the optimiza-
tion problem appears only in terms of the Lagrange multipli-
ers αi [17]. In this paper we employ the Radial Basis Kernel
(RBK) due to it is the dot product in the infinite dimensional
space which minimizing both the estimation and approxima-
tion errors of classifier in this regard the RBK function is

φ(xi,x j) = e−γ‖xi−x j‖2
.

max ∑l
i=1 αi − 1

2 ∑l
i, j=1 αiα jyiy jφ(xi,x j)

Subject to:
{

0 ≤ αi ≤C
∑l

i=1 αiyi = 0

(3)

For the well performance of the SVM is necessary a good
selection of the parameter, we selected the C and γ of RBK
through Particle Swarm Optimization (PSO) which algorithm
is described in [18].

The data obtained in the characterization stage were sub-
jected to a linear normalization between 0 and 1, to avoid
redundancy in the data and increase the performance. Subse-
quently the data were randomly split into three subsets, one
with 60% of the data to train the SVM, and two sets more,
each with 20% of the data, we use the first subset (valida-
tion) for PSO to get the parameter combination that maximize
the accuracy, the reminder data were employ to assessed the
overall performance of the proposed system in terms of the
accuracy, sensitivity and specificity.

III. RESULTS AND DISCUSSION

A. Preprocessing

For the first experiment in which is necessary had 30 sec-
onds of signal that has at least one event of AF or NSR, we
obtain from AFDB 226 segments of signal with AF and 234
of NSR from NSRDB. In the second setup we extract from
AFDB signals that has both of the study rhythms getting 226
segments of signal with AF and 264 of NSR.

B. Characterization

We extracted five features of the HRV, one of these com-
monly used in literature and the other four calculated from
the Poincare plot were proposed in this paper for detecting
AF. Our studies show that these features can be used as good
markers for detection of AF as can be seen in Fig 3, from the
boxplot is clear that features based in the analysis of five con-
secutive heart beats represent a most robust approach due can
be less sensible to anomaly beats like premature ventricular
contractions in contrast to statistical methods as the used in
[11, 7].

C. AF Detection

The performance of the methodology is listed in Table 1,
the proposed methodology on the experiment two presents
performance values about 4 points below the results reported
by other approaches [7], but these have the disadvantage of
working with complete ECG signal and use characteristics
with a very high computational cost, allowing these method-
ologies presented better performances but away from the pos-
sibility to be implemented in real time, contrasting with this
experiment of our methodology, which were estimated char-
acteristics of the same database and with a low computational
cost, meanwhile in the experiment one the obtained perfor-
mance is equivalent to another approaches [6, 9]. The PSO
gave for both experiments a parameter C = 131 and γ = 9.5.

Table 1. Classification Performance

Sen Spe Acc F1

Exp 1 97.9% 97.8% 97.8% 97.9%
Exp 2 91.3% 94.3% 92.9% 92.3%
Sen: Sensitivity, Spe: Specificity, Acc: Accuracy, F1: F1 score, Exp 1: Experiment 1, Exp 2: Experiment 2

The mean time for the characterization of each of the sig-
nal segments for both experiments of our methodology, with
Matlab 2014a on an Intel Core CPU to 2.0GHz, 8 RAM and
Windows of 64 bits, was of 8.8 mS.

IV. CONCLUSION

In this paper, we presented novels features from Poincare
plot, based on the HRV signal extracted from ECG record-
ings, focused to detect spontaneous atrial fibrillation events.
These features show good difference leading to better clas-
sification using supervised techniques. The developed exper-
iments show the feasible implementation of a low computa-
tional cost methodology for discrimination of paroxysmal AF
episodes from NSR in the same HRV signals. The proposed
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Fig. 3. Boxplots proposed features

method will be implemented in embedded systems in futures
developments due its factible implementation in real time.
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