
Chapter 9
Data Centric Routing, Interoperability
and Fusion in WSN

9.1 Introduction

Wireless sensor networks (WSNs) are mostly used for sensing and gathering data
from environment on a continuous basis. The gathered data may pertain to various
events related to monitoring and controlling applications such as:

• Environmental conditions,
• Vital parameters of patients,
• Movement and migration of habitats.
• Pest attacks on crops,
• Radiation levels in nuclear plant,
• Deep sea navigation,
• Seismic activities,
• Electronic surveillance, etc.

Accurate detection of specific events and monitoring of the events for the intervals
of occurrences could be critical to implementation of certain functionalities of smart
devices (smart phone, house hold appliances, or IoTs [1]). Furthermore, in response
to these events, the behaviors of “things” or the devices must change in expected
ways. The actuation of a specific behavior in a device is made possible through two
important preparatory stages related to gathering of actuation data:

1. Dissemination of queries to sensors.
2. Collection of observed data from sensor nodes.

There are also passive monitoring applications, where the query dissemination is
unimportant. Data collected through passive monitoring generally are collated by
human experts and the actuation process is set in motion on the basis of a decision
support system used by the human experts. So, it makes sense to consider the above
two activities as parts of overall data gathering process using WSNs. Many sensors
may report similar observations when they are in close proximity. The flow of redun-
dant data generates unnecessary network traffic and affects performance. A smart
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approach would be to fuse the data in some way to reduce the network traffic, and
yet not lose any significant observation. As far as query dissemination is concerned,
one idea could be to spread a query from the data sinks assuming bi-directional links.
However, random spreading of queries may lead to congestion in WSN network due
to redundant traffic. On the other hand, unicasting queries to the targeted nodes is
not possible due to absence of node addressing mechanism for WSNs.

In Chap. 6, the focus was on ZigBee, 6LoWPAN and ZigBee IP protocols for low
power wireless communication. These network protocols define IPv6 based standards
for internetworking large number of sensors and connecting them to the Internet. Yet
most of the existing WSN deployments, do not support any addressing mechanism
for individual nodes. Any discussion on WSNs and their importance in realization
of IoTs and smart environments remains incomplete without an understanding of the
operational details concerning data gathering by WSNs. Therefore, in this chapter the
focus of our discussion will be on the following four interrelated issues concerning
data collection by WSNs:

1. Architecture of WSN.
2. Routing in WSN.
3. Integrating IP and WSN.
4. Data fusion in WSN.

9.2 Characteristics of WSN

Two of the most important technical limitations that distinguish the operations of
WSNs from other network of computing devices as explained earlier are:

1. Lack of IP based addressing mechanism.
2. Resource scarcity at nodes, particularly the stored energy.

A WSN is a data centric network unlike Mobile Ad hoc NETwork (MANET). It
is not possible to send a query to a specific sensor node. However, a query can
be disseminated to sensor nodes for reporting values of a attribute or a class of
attributes of the observed data. It is also possible to restrict dissemination of queries
to a selected bunch of sensor nodes in close proximity to a location, or a region.
Energy is a major resource bottleneck for continuous operation of WSN. Generally,
it is assumed that the power consumption is mainly due to the operations of the radio
interface [2–4]. Therefore, excessive attention has been placed in developing energy
aware communication protocols.

Power consumption due to sensing module of a sensor node is generally ignored.
However, emissions of toxic gases are measured in units of voltage levels. For accu-
racy in measurements, voltage levels are allowed to settle down for a while. Con-
sequently, the sensing modules may consume comparatively more energy than the
radio interfaces depending on the type of sensors being deployed. For example, NO2,
or VOC (Volatile Organic Compounds) sensors may at times can account for about
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2/3rd of total energy consumption [5]. The application developers, therefore, have to
understand the specification of a sensor in order to develop efficient code for sensor
specific power control mechanisms. Kim et al. [5] developed an automated Power
Management System (PMS) on the top of RETOS [6] operating system for sensor
nodes . Following similar approaches, it may be possible to build PMS for many
other types of sensor nodes. However, the utility of PMS may become obsolete with
newer approaches based on the concept of energy packetization generally used in
smart grid [7, 8]. The approach combines the transfer of power units with the com-
munication from one source to another. So, the communication can still be carried
out even when the intermediate nodes are about to die out. Novel energy aware rout-
ing schemes based on energy distribution through packetization can be developed in
future for transmission of sensory data.

In summary, the following are some of the important characteristics of WSN
which we need to keep in mind while dealing with WSNs:

1. Highly distributed architecture of WSNs.
2. Nodes in a WSN operate autonomously with very little local coordination.
3. Nodes in a WSN do not have any global addressing mechanism like IP, the com-

munication is carried out in data centric mode.
4. Energy consumption is a major design consideration in operation of sensor nodes.

So, communication and data processing must be performed in energy efficient
manner.

5. Scalability of WSN depends on the density of the nodes per unit area.

9.2.1 WSN Versus MANET

An ad hoc network like a WSN is also a self organized wireless network of
autonomous nodes which depend on battery. But the similarity between the two
ends there. Sensor nodes are mostly static while the nodes in an ad hoc network
are mobile. An ad hoc network is address centric and each node has a global IP
address. Ad hoc nodes are represented by PDAs and handheld devices carried by the
users who happen to be human. In contrast, sensor nodes are not carried by people.
These nodes mostly are deployed in different environments some of which could be
inaccessible. The number of nodes in a sensor network is several orders higher in
magnitude than the number of nodes in a mobile ad hoc network. The sensors collect
data objects of all kinds, related to both animate and inanimate things belonging
to an environment. A node in ad hoc network in more powerful has more resources
compared any sensor node. The routing protocols for mobile ad hoc network function
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Table 9.1 Ad hoc network versus sensor network

Property Ad hoc network Sensor network

Hardware Ad hoc nodes use the state of the art
processors, and have reasonably better
resources

Sensor nodes are cheap and have lower
computing and communication
capabilities

Deployment Deployment is sparse. Depends on the
number of active users in the area

Dense unattended deployment with
large number of nodes. Typically many
orders higher in magnitude than ad hoc
network

Topology Highly dynamic May vary due to the variation in
wireless signals but mostly static

Mobility Ad hoc nodes are mobile Sensor nodes are usually static unless
mounted on vehicles, or worn by living
beings

Routing Address centric, each node has an IP
address. Operate at IP layer

Data centric, operate at MAC layer

Energy Uses stored battery power, but battery
can be changed or recharged

Nodes operate in tighter power budget.
Being deployed in unattended
inaccessible places, battery change or
charging is usually impossible

QoS QoS is driven by the requirements to
minimize network traffic

QoS is driven by the requirements to
minimize energy

Applications Distributed computing Monitoring and data gathering

at network layer and require significant amount of resources whereas the routing in
WSN typically function at MAC layer. Table 9.1 summarizes the differences.

9.3 Architecture of WSN

Building of tiny devices such as a sensor node was possible due to advances in
Micro Electro-Mechanical Systems (MEMS) [9]. By inter-networking hundreds or
thousands of sensors, a WSN is created. To give a background, let us begin with
architecture of a sensor node.

At a very basic level, a sensor node as shown by the block diagram in Fig. 9.1
consists of three components:

1. A battery or power source,
2. A processor board with CPU, memory and sensing hardware,
3. A radio board with transceiver, which is connected by an antenna.
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Fig. 9.1 Components of a
sensor node
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As the figure illustrates, the processor board connects CPU with sensing h/w and
a small flash memory. There is a wireless transceiver which implements the physical
and MAC layers, and connected to a radio antenna. Sensor nodes runs one of the
many variants of OSes [10]. Among these, Tiny OS [11] and Contiki [12] are popular
among the implementers.

9.3.1 Communication Architecture

The protocol level details and the communication architecture of sensor node were
discussed earlier in Chap. 6 in context of ZigBee and 6LoWPAN. For the sake of com-
pleteness in discussion, we provide a logical view of communication architecture in
Fig. 9.2. The network layer located in sensor board is responsible for routing, topol-
ogy control, in-network data processing, data dissemination, storage and caching.

Fig. 9.2 Communication
architecture of sensor node
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Fig. 9.3 Layered
organization of sensor node
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The MAC layer and the PHY layer are located on the radio board. The responsibilities
of PHY layer include radio communication, access to sensing hardware, controlling
actuation circuit, and signal processing hardware. The MAC layer is primarily respon-
sible for sleep and wake up scheduling, and channel access schemes.

9.3.2 Network Organization

WSN use two basic type of organizations for data communication.

1. Layering,
2. Clustering.

Mostly the nodes are homogeneous and assumed to have a fixed communication
range. Assume that sensor nodes are distributed in a rectangular region as shown in
Fig. 9.3 with the base station (BS) being located at the left bottom corner of rectangle.
In layering organization, the nodes 1-hop away from BS form layer-1, the nodes 2-hop
away form layer-2 and so on as indicated in the diagram. The problem of funneling
is quite common in a layered organization. It happens due to the fact that the nodes
closer to BS die out must faster compared to the nodes at the periphery of network.

Clustered organization was proposed primarily to eliminate funneling problem.
Figure 9.4 illustrates how clustered organization communicate data to the BS. Basi-
cally, each cluster head act as an intermediate data sink for the nearby nodes which
are referred to as regular nodes. A network may have about 5–10% nodes as cluster
heads depending on the requirements. Cluster heads may in turn form a layered orga-
nization. In practice, most of the cluster network topologies are two tiered, though it is
also possible to create complex hierarchical topologies. Cluster heads are responsible
for data aggregation of their respective clusters before data gets routed to BS.
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Fig. 9.4 Clustered
organization of sensor node
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9.4 Routing in Sensor Network

Let us first examine some of the basic characteristics of sensor networks which influ-
ence design of routing protocols. One of the important difference from IP networks
is addressing of the sensor nodes. Typically, hundreds and thousands of sensor nodes
form a WSN. The nodes have to establish connectivity irrespective of distribution of
nodes in the network. Most applications do not care about the node IDs from which
data is received but are interested only in observed data from certain locations.

Mostly the sensor nodes are static. As opposed to this in conventional IP networks,
the nodes may have slow discrete movements. In most cases, a sensor network is
deployed to serve only one specific application. Knowing geographic positions (lati-
tude, longitude) of a node is advantageous in some applications as the observed data
can be meaningfully associated with a specific geographical area. However, using
GPS hardware in a node is infeasible due to following reasons:

• GPS does not work indoors, it may not even work in dense jungle, construction
sites or deep canyons.

• GPS operation requires some power. Energy drain out occurs comparatively faster
when GPS hardware is integrated with a sensor node.

• Integrating GPS with sensor node also increases the cost of sensor nodes.

Therefore, localization (determining position) of nodes is performed through various
geometric and approximate method based on the idea of trilateration [13]. Trilater-
ation methods are not only compute-intensive but also error prone. Observed data
exhibit certain amount of locality. So, there may be a fair amount of redundancy in
data flowing into base station. Eliminating redundancy in data flow could extend the
life of the network. Considering the inherent characteristics of WSNs in mind, the
design of routing protocols
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• Should not depend on any global addressing schemes like IP.
• Should balance energy levels of the nodes.
• Should be able to handle sudden failures of the nodes, and unpredictable changes

in topology.
• Should work without GPS or any precision positioning system.
• Should be power aware and minimize redundant information flow by applying

various data fusion techniques.

Lack of global addressing mechanism is not a big problem, as a WSN is more a
data centric than a node centric network. The information is requested based on the
attribute values. For example, suppose we have a deployment of sensors to measure
environmental temperature. Then the query may be of the form: “Is temperature is
above 50 ◦C?” Then, only those nodes which have measured value v > 50 should
report their measurements. The discovery and maintenance of routes in a WSN are
nontrivial problems. This is due to the fact that WSNs have to operate with low energy
budgets. Some nodes may die out quickly if network traffic is not uniformly shared
by all the nodes. Even without GPS, locations can be prestored in the nodes before
deployment, or locations can be estimated after the deployment by using trilateration
techniques. So, the position information of the nodes can be used to route the data
to the desired region rather than flooding into the whole network.

9.4.1 Classification of Routing Protocols

One of the excellent surveys on the routing protocols in sensor networks is made by
Al-Karaki and Kamal [14]. There are several ways to classify the routing protocols.
One classification scheme based on the network structure classifies the protocols into
three classes, namely,

1. Flat-network based routing.
2. Hierarchic-network based routing.
3. Location-based routing.

In a flat network structure, every node is equal in status, and perform the same set of
operations. In hierarchical network structure, the nodes have an implicit difference
in roles and perform operations according to their assigned roles. In location based
routing, the nodes exploit positional advantage to guide data to flow in and out of
the selected region in the network. Some routing protocols can adapt to the changing
network conditions such as topology change, change in energy level of nodes, etc.

Another way to classify routing protocols is based on the operation of protocols.
It defines five different types of protocols, namely,

1. Negotiation based routing.
2. Mutilate based routing.
3. Query based routing.
4. QoS based routing.
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5. Coherent based routing.

To give a flavor of various routing protocols, we plan to discuss only a few well
known protocols. The readers who are interested to explore more, may refer to the
original survey paper by Al-Karaki and Kamal [14].

9.5 Flat Network Based Routing

In this class of routing algorithm, every node has the same role, and they cooperate
together to distribute data over the entire network. Typically, in such networks, the
base station sends out queries for data either from a selected region or on the basis of
certain attributes and waits for the same to arrive. Each sensor having data matching
to a query responds. To facilitate the responses, each query should contain an accurate
description of the needed data. A number of data centric routing protocols exist in
literature. It is neither possible nor the focus of this book to discuss all the routing
protocols. A short summary of SPIN [15] is provided as it is one of the earliest work
in the area which focuses on energy saving issues.

SPIN (Sensor Protocol for Information via Negotiation) was proposed by Heinzel-
man et al. [15]. It belongs to a family of adaptive routing protocols. SPIN treats each
node as a potential base station or data sink. So, any node may be queried to obtain
all information about gathered data. Basically, the approach is to eliminate three
common problems noticed in most sensor routing protocols:

• Implosion: The nodes in classical routing algorithms work by flooding, i.e., sending
data to all the neighbors. It leads to the same data being received by a node multiple
number of times as shown in Fig. 9.5(a). Node E receives data item d multiple
number of times.

• Overlap: The data from the same overlap region arrives via different paths which
results in increases in network traffic and leads to the wastage of bandwidth, and
the energy. This problem is illustrated by Fig. 9.5(b). Node C receives overlapping
data d1 and d2 multiple number of times.

• Resource blindness: No node cuts down its activities, even if the energy level is low.
Since the nodes operate with pre-stored power resources, cutting down activities
of the nodes with low energy level helps to extend the overall network lifetime.

SPIN is based on two main ideas, namely

1. Negotiation, and
2. Resource-adaptation.

SPIN uses negotiation before sending data. It uses principle of locality to control
data dissemination. The underlying idea is that the nodes in same neighborhood
most likely have similar data. So, each node should only distribute those data which
other nodes do not have. A node on receiving new data broadcasts the meta data in the
form of advertisements (ADV messages) to the neighborhood in the first stage. Meta
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Fig. 9.5 Implosion and
overlap problems
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data is a short synopsis of data which the node possesses. SPIN does not specify
the format of the meta data, the format is decided by the application developers.
However, the guiding principles for the creation of meta data are:

1. The meta data descriptors of distinguishable data are also distinguishable.
2. Likewise the meta data descriptors of the non-distinguishable data are also non-

distinguishable.

The nodes which receive ADV messages (meta data) check whether they have the
corresponding data. If not, then they send out request (REQ messages) for the adver-
tised data. On receiving REQ message, the advertising node sends DATA to the
requesting node. The same three stage process {ADV, REQ and DATA} of data dis-
semination repeated at a new node. This way the data propagates throughout the
whole network. Each node also has a resource manager to monitor its current level
of resources. Before processing or transmitting data, the application needs to check
resource level by querying the resource manager. Depending on energy threshold,
the node may reduce its participation in the protocol. A node may participate if it
can be sure of completing the three stage distribution process.
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Fig. 9.6 Funneling effect in
WSN

base station

9.5.1 Hierarchical Routing Protocols

Hierarchical routing protocols defines two separate roles for the sensor nodes, viz.,
cluster heads and regular nodes. The idea of having certain nodes to perform the
roles of cluster heads is mainly to eliminate funneling effect on nodes near the base
station (BS). Figure 9.6 illustrates funneling effect. It occurs due to the fact that in
multihop routings, energy drains out faster from the nodes near the BS than the nodes
at the periphery. Since, the drain out of energy is not evenly distributed among the
nodes, some of the nodes end up with shorter lifetime than the others. To mitigate the
funneling effect the concept of 2-tier routing was proposed [16]. The role of cluster
heads is assigned to nodes with higher energy levels. The nodes having lower energy
levels, perform sensing and send the observations to a cluster head in proximity.
A cluster head, typically, performs data aggregation/fusion. It reduces the number
of messages needed to transmit the data pertaining to observations made by a set of
sensors deployed in a region. Apart from mitigating funneling effect, the 2-tier routing
protocols also contribute to the overall efficiency, the scalability and extending the
lifetime of a network [14].

Low Energy Adaptive Cluster Hierarchy (LEACH) [16] is an example of two-
tier routing algorithm. It uses a randomized rotation approach to assign the roles
of cluster heads to the sensor nodes so that the battery of no particular sensor node
drains out faster than the others. LEACH also applies compression of data by fusion
technique to optimize the volume of data transmission from the cluster heads to the
base station.

The cluster heads are elected from among the regular nodes. The number of cluster
heads is determined in advance. It depends on a number of network parameters such
as topology, relative costs of computation versus communications [16]. A node n
chooses a random value v, where 0 < v < 1. If v < T(n), then the node becomes
cluster head for the current round r. The threshold T(n) is defined as follows:

T(n) =
⎧
⎨

⎩

P
1 − P ∗ (r mod 1

P )
, if n ∈ G

0, otherwise
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where,

P is the desired percentage of cluster heads in the network, and
G is the set of nodes that have not been cluster heads in the last 1

P rounds.

For example, if 5% nodes are to be assigned the role of cluster heads then P = 0.05.
Initially, r = 0, and each node has the probability P to become a cluster head. Once
a node becomes a cluster head then it cannot become a cluster head for subsequent
1
P = 20 rounds. The nodes which were cluster heads for round number r, become
eligible for cluster head role in r + 1

20 round.
The cluster heads broadcast an advertisement offering data aggregation service

to the rest of the other nodes. The cluster heads use CSMA MAC protocol for the
advertisement using the same transmit energy. The regular nodes should be in listen
mode during this phase of the algorithm. Once the first phase is over, the regular
nodes will know which cluster they belong to. This decision will be based on the
RSSI of advertisement messages from the various cluster heads. The nodes then
send their leader acceptance message to their respective cluster heads. Again CSMA
MAC protocol is used for this transmission. During this phase the cluster heads must
keep their receivers on.

Based on the received acceptance messages, each cluster head creates a TDMA
schedule for receiving transmission from its cluster members. This schedule is broad-
cast back to the members. After the transmission schedule has been decided, trans-
mission begins. Each node sends it data during its allocated transmission schedule.
To receive the transmission the cluster head must keep its receiver on. After all trans-
missions are received, each cluster head applies compression and fusion techniques
to create a consolidated message for the data received from the region under it. In
the last phase of a round, a cluster head sends the report about the data pertaining to
its region to the base station. Since the base station may be located far away from a
cluster head, this is high energy transmission phase. The important conclusions from
LEACH experimentation are as follows [16]:

1. LEACH cuts down the requirement for communication energy by a factor of 8
compared to direct transmission protocol.

2. The first death in network occurs 8× times later.
3. The last death in network occurs 3× times later.

9.5.2 Location Based Routing Protocols

Location of a node is the fundamental element of information used by this class of
routing algorithms. The relative positions of the source and the destination provides a
sense of direction in which the data should flow thereby restricting the flooding. The
localization or the estimation of the positions of nodes is a one time task as the sensor
nodes are mostly static. There are many GPS less localization algorithms that can
estimate locations of the nodes by exchanging information between neighbors [13,
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17–19]. Most of the algorithms in this category apart from restricting flooding also
prescribe a sleep and wake up schedule for the nodes in order to save energy [20,
21]. Some of the location-based algorithms were developed for mobile ad hoc net-
works [20, 21], but are also applicable to sensor networks.

As an example, we discuss Geographical and Energy Aware Routing (GEAR) [22],
which is motivated by the fact that most of the time the queries for data are location
(region) related. In other words, a query packet is routed to a set of nodes (forming
a region or a neighborhood) instead of a single node. It assumes every node is aware
of its current location.

GEAR relies on recursive dissemination of a query, and considers energy level in
nodes while selecting neighbor for forwarding the queries. There are two phases in
the process to disseminate a query to a targeted region of a network, namely,

Phase 1: It uses energy aware neighbor selection to push the query to the target
region.

Phase 2: Inside the target region, it uses two different rules to forward the query to
the destination.

In the first phase while packets are pushed towards the target region, the residual
levels of energy is considered.

• If there is a node closer to the target region than the query forwarding node, then
the query is forwarded to all such nodes.

• Otherwise, the distance is also used in combination with the energy to get around
an energy hole.

In the second phase, the query gets disseminated inside the target region. Either
a recursive geographic forwarding, or a restrictive flooding is used. The recursive
geographic forwarding works as follows. A node Ni receiving the query creates four
sub regions. Then it creates four copies of the query and sends one copy to each
of these four sub regions. The recursive query dissemination is carried out until the
farthest point of the region is within the direct range of the forwarder but none of the
neighbors are within the region. However, the recursive splitting may be expensive
when the density of sensors is low. Additionally also it may create routing loops. So
in this case pure geographical distance metric is used for efficiency.

The most important idea that can be termed as the main operating logic of the
protocol is computation of the energy aware neighbor. The centroid of the target zone
R is considered as the logical destination location D. On receiving a packet, a node N
sends the packet progressively towards the target region while balancing the energy
consumption across all the neighbors.

Each node N maintains a cost lc(N,R), known as learned cost, from zone R. N
infrequently updates lc(N,R) to its neighbors. If a node does not have lc(Ni,R) for
a neighbor Ni, then it estimates a cost ec(Ni,R), given below, as a default value for
lc(Ni,R).

ec(Ni,R) = αd(Ni,R) + (1 − α)e(Ni)
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where,

1. α is an adjustable value in range (0, 1),
2. d(Ni,R) is distance of Ni from centroid D of region R, and
3. e(Ni) is the consumed energy at node Ni normalized by the maximum energy

consumed across all the neighbors.

Once a nodeN has selected a neighborNs, it updates its own energy status as follows:

lc(N,R) = lc(Ns,R) + C(N,Ns),

where C(N,Ns) is the energy consumed for sending a packet on link (N,Ns).
C(N,Ns) is a function of residual energy levels at Ns and N and the distance between
N and Ns.

A discerning reader will notice that ec is a weighted sum of distance of a neighbor
from the target region, and the normalized consumed energy at the neighbors. The
estimated function, ec, is basically derived from an obvious considerations of the
energy drain out principle. It is borne out from following two significant observations:

• In circumstance where all the neighbors have same level of residual energy, the
value of ec depends on distance from the target region. Consequently, it amounts
to selection of the neighbor using a greedy approach, where the node closer to the
target region becomes the automatic choice.

• If, on the other hand, all the neighbors are at the same distance from the target
region, the choice is dependent on the local minimization, which is essentially a
load balancing strategy.

9.5.3 Selection of Forwarding Neighbor

Having understood the cost functions, let us find how selection of forwarding neigh-
bor is carried out. Two possible scenarios that need to be examined are:

1. Each packet P carries ID of the target region R. If there are neighbors close to R,
then a neighbor having minimum lc(Ni,R) value will be picked up for forwarding.
So, P will be routed progressively closer to R while balancing energy usage.

2. If all neighbors are far away from N itself, then N is said to be in a hole. When
there is no hole the learned cost lc(Ni,R) and the estimated cost ec(Ni,R) are the
same. If there is a hole, then the learned cost and the update rule help to avoid the
holes in the path to destination.

To see how it works, we consider the example quoted in the original paper [22].
Figure 9.7 illustrates a grid deployment where three nodes marked G, H and I have
no residual energy to participate in forwarding. The target node is T and packet
originated from S. Assume that grid nodes are placed at equal distance from its east,
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Fig. 9.7 Geographical
forwarding in a grid
deployment [22]
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west, north and south neighbors. Without loss of generality, we may assume these
distances to be one unit each. The grid layout imply each node has 8 neighbors: east,
north-east, north, north-west, west, south-west, south, south-east.

Initially, at time 0, learned costs and estimated cost will be same.

lc(S,T) = 3, lc(B,T) = ec(B,T) = √
5

lc(C,T) = ec(C,T) = 2, lc(D,T) = ec(D,T) = √
5

On receiving a packet P, S forwards it to the lowest cost neighbor, i.e., C. But C finds
itself in a hole as all of its neighbors are a larger distance than itself. So, C forwards
it to the neighbor N with minimum lc(N,T). If ties occur, then they are broken by
node ID. This implies among the neighbors C will pick B, and update its learned cost

lc(C,T) = lc(B,T) + C(C,B) = √
5 + 1

At time 2, when node S receives another packet P′ for same region T , the values of
learned cost for B, C and D are as follows:

lc(B,T) = √
5, lc(C,T) = √

5 + 1, and lc(D,T) = √
5

So, S has a choice to forward P′ to B or D, but B’s ID is lower than D. Therefore,
S will forward P′ to B instead of C. In actual execution of the algorithm, packet
forwarding from S will oscillate between C and B. Once a packet is delivered to T ,
the learned cost (LC) value will be propagated 1 hop back, and every time a packet
is successfully delivered LC-value will be propagated 1 hop back, and finally it will
converge after delivery of n packets if distance from S to T is n hops. Intuitively, LC-
value together with update rule assist the scheme to avoid holes. For further details
in this regard, the readers may refer to [22].
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Fig. 9.8 Recursive
geographical forwarding [22]
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After a packet P reaches the target region R it can use simple flooding with
duplicate suppression method to guide the packet to actual destination. A recursive
forwarding method has been proposed in LEACH to control flood. Since, packets
are forwarded to the centroid of target region R, the bounding box of R can be split
into one subregions as illustrated in Fig. 9.8, and one copy of packet P is sent to the
centroid of each of the subregion recursively. The recursive forwarding is continued
until the stopping condition is met. The stopping criterion is met when either a region
has no other node in its subregion. To determine the stopping condition we check
if the farthest point of the region is within the range of the node but none of its
neighbors are inside the region.

9.6 Routing Based on Protocol Operation

The set of routing protocols we will discuss in this section are based on characteristics
of operation of protocols. A protocol may be of three types:

1. Multipath based routing.
2. Query based routing.
3. Negotiation based routing.

Multipath routing uses multiple paths to a destination. This category of routing
protocols enhance the network performance and are resilience to failure of the links.
In query based routing, source nodes propagate the query for fetching the data. The
nodes having matching data send replies back to the node that initiated the query.
In negotiation based protocols, the routes are obtained through negotiation based on
the QoS metrics such as delay, energy or bandwidth, etc. The main advantage of a
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negotiation based routing protocols is that it eliminates redundant transmissions of
data which is specially important for a resource poor networks. Let us have a closer
look at some instances of these three classes of routing protocols.

9.6.1 Multipath Routing Protocols

Since, multiple paths to a destination are used, these routing protocols have overhead
in terms of generating higher network traffic compared to those which use single
path. Alternative paths are maintained by sending control packets from time to time.
These protocols, therefore, assure increased reliability in data delivery and resilience
to failures. The resilience can be measured by the number of paths available between
the source and the destination. Many instances of multipath routing protocols are
available in literature [23–28].

Most of the protocols in this category, focus on the energy issues and choose to
activate one of the available paths on the basis of either the residual energy on the
path or pro-actively route data to maintain a balance of energy at different nodes.
The idea is to extend the network lifetime as well as reliability. In [24], the focus
is particularly on enhancing the reliability. It introduces a function for analyzing
the trade-off between the degree of multipath and the failing probabilities of the
available paths. It partitions a packet into subpackets with an added redundancy
and sends each subpacket through one of the available paths. Due to availability of
redundant information, the reconstruction of the original packet is possible even if
some subpackets are lost.

The other interesting idea in class of multipath routing algorithms is presented by
directed diffusion [26]. It uses the idea of publish and subscribe approach to send
data of interest to the inquirers. An inquirer expresses an interest I . The sources
that can service the interest I send the data to the inquirer. The inquirer effectively
turns into a data sink and floods the interest. A forwarder typically maintains a local
cache of the interests and stores an incoming interest if it is not already present in
the cache. Initially an interest is diffused at a low data rate. Bidirectional gradient is
established on all the links during the flooding. The sensor system samples data at
the highest rate of all the gradients. The data is sent out using unicast as the reverse
links are formed while the gradient is established. The initial low rate is known as
exploratory. Once a sensor is able to report data, the reinforcement of the gradient
occurs. Positive reinforcement is triggered by the data sink resending the interest with
shorter intervals. The neighbor node witnessing the higher rate positively reinforce
at least one neighbor that uses its data cache. It usually selects an empirically low
latency path.
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9.6.2 Query Based Routing Protocols

Directed diffusion [26] also represents a query based routing algorithm as interest
diffusion essentially amounts to sending queries. Another instance of query based
algorithm is presented by rumour routing protocol [29]. It essentially works in two
stages. Initially, long-lived agents are used to create paths to the events when they
occur. When a query related to the event is generated, it gets routed along that path.

The basic idea is as follows. The agents are basically long-lived messages circu-
lating in the network. Each node maintains a list of its neighbors and a table of events
with forwarding information to all events. The events may have an expiration time
to restrict size of the event table. When a node generates an event, it probabilistically
creates an agent with route length 0. The probability is used, because other nodes
noticing the event, may also create agents. It may be too much of overhead if each
node noticing the event creates a separate agent. The agent then travels in the net-
work with a TTL (time to live) value in terms of the number of hops. When an agent
travels, it combines the event table of the originating node with the visited nodes. It
also updates the event table when a shorter path is found at a visited node. A node
generates a query unless it learns a path to a required event. If no route is available,
the node transmits the query to a random direction. If the response is not received
after a finite wait time, the node then floods the network with the query. Clearly, the
routing protocol has a significant overhead due to agent circulation, random query
initiation, etc.

9.6.3 Negotiation Based Routing Protocols

Negotiation based routing are typically the choice for QoS requirements. However,
as explained in SPIN protocol [15] earlier in the text, negotiation can be used for
suppressing unnecessary transmissions. In fact, even in QoS requirement based rout-
ing, the path which cannot provide required QoS, will also not receive unnecessary
network traffic. There are many other examples of routing protocols [30, 31] where
negotiation is the main basis for routing.

In general, QoS metrics could be specified by

1. Application,
2. Protocol’s overall goal,
3. Protocol’s strategy to route data.

For example, at the application level QoS may refer to the frequency of data, and
the quality of data. At protocol level, the strategy could be the shortest path, on
occurrences of events, etc. The overall goal of a routing protocol could be extend-
ing lifetime, minimizing energy, etc. Most QoS based algorithm will require fre-
quent recomputation of the routes as existing ones may no longer promise QoS after
extended periods of use.
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Fig. 9.9 Sequential
assignment routing algorithm
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Sequential Assignment Routing (SAR) [31] is stated to be one of the earliest
routing algorithm that utilized negotiation [14] involving factors such as energy,
QoS on path and the priority levels of the packets. SAR creates multiple trees with
root of the tree and the data sink being within each others ranges. Each tree grows
outward from the sink avoiding the nodes with low throughput or high delay. It can
provide multiple paths for the data to be transmitted from each node to the data sink.
So, the higher priority data packets can be transmitted via low delay paths, at the
same time the lower priority packets from the same node can take a higher delay
but a higher residual energy path. An example is provided in Fig. 9.9. As the figure
shows, nodes E, F, G have alternative paths to sink. E can be reach S via A or C
with paths of length 2 and 3 respectively. Similarly, F can reach S through paths of
lengths 4 and 3 respectively from A and B. G can reach data sink S either through
B or through D with respective path lengths of 3 and 2. Depending on which path
provides better value for chosen QoS metric, the data to sink can take one of the
possible alternative paths.

9.7 Interconnection of WSNs to the Internet

Initially, the objective of WSN research was on data gathering connected with spe-
cialized systems for automation, control and monitoring. Instead of standardized
protocols, highly specialized protocols using one or more gateways were considered
as adequate for accessing WSN data over the Internet. However, WSNs without IP
integration offered an inflexible framework for the development of newer applica-
tions. It required retooling of network protocols within WSNs [32].

New IPv6 based standards such as 6LoWPAN and ZigBee IP were proposed
for WSN in order to introduce flexibility and easy interoperability with computer
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networks. The problems in integration of IP with WSN may be seen from two different
aspects:

1. Differences in the communication pattern and capabilities WSN and IP, and
2. Expected operational capabilities of WSNs after integration.

The problems arising out of the differences in communication pattern are due to
practical usage scenarios involving WSN deployments. The flow pattern of data in
TCP/IP network is between the two ends of a connection. In contrast, the data flow
patterns in WSN are either many to one, or one to many. For example, a query may
be broadcast from a sink node to all sensors for reporting their individual measured
values. Similarly, all sensors having values above the threshold placed by a query
should report their respective measurements to the sink node.

The problem arising out of the difference in communication capabilities are due
to the variations in standards defining the two protocol stacks: WSN and TCP/IP.
Firstly, any non trivial deployment of WSN would consist of hundreds and thou-
sands of nodes. So building and maintaining a global addressing scheme for even a
mid sized WSN deployment is not quite easy. It requires prohibitive administrative
overheads. Secondly, the ad hoc nature of deploying sensor requires WSNs to be
self-configurable. Thirdly, in an IP based network bandwidth requirement for data
transfer is high (images, video, sound, etc. can be transferred). This implies IPv4 is
not feasible for WSNs. IP header itself too large compared to IEEE 802.15.4 PPDU
which is the defined standard for physical layer of sensor nodes. Fourthly, a number
of existing WSN deployments do not implement IP stack. The only way to commu-
nicate with sensor nodes belonging to such a WSN is possible through specialized
gateways. Therefore, the integration IP networks with WSNs not implementing either
6LoWPAN or ZigBee IP is a real concern for interoperability.

WSN protocols work at link layer not at IP layer. MAC protocols for WSN are
specially designed for periodic listen and sleep schedule. If the schedules of lis-
ten and sleep can be properly planned then it helps to reduce energy wastage and
enhance lifetime of WSN. The main sources of energy waste can be attributed to
following [33]:

1. Collisions: it not only increases latency but retransmissions also contribute sub-
stantially in energy drain out.

2. Overhearing: a node unnecessarily picks up a piece of data not destined for itself.
3. Control packets: using large number of control packets is another source of energy

waste.
4. Idle listening: the major source of wastage is wait and listen for packets that may

not come. In fact, at least half the time is lost in idle listening, and it may consume
energy in excess of 50%.

Considering the energy wastage issue, MAC layer scheduling makes sense.
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9.7.1 NAT Based IP-WSN Interconnection

Non IP based solutions to integration of IP with WSN are motivated by two favorable
aspects of the whole problem. Firstly, in WSN, each node gather data from environ-
ment and reports its observation to a single data sink either directly or may be via
multiple hops. So, a WSN effectively operates like an inverted directed tree with
base station or the data sink as the root. Secondly, the nodes in WSN are accessible
only through base station which acts as a gateway or a proxy. So, a WSN appears
like a private network with an independent gateway. Therefore, the most common
approach, to integration of WSN and IP, is motivated by NAT semantics for accessing
the Internet from private networks.

A WSN operates with IP network through a proxy or gateway. The proxy needs
to implement both the protocol stacks: IP and WSN. The scenario of integration is
illustrated by Fig. 9.10. Proxy becomes a gateway for communicating with sensor
node from IP network. Sending data upstream from sensors to a IP node is not a big
problem. Placing a serial forwarder between base station and IP node would serve
this purpose [34] as illustrated in Fig. 9.11.

The downstream communication is problematic. Frame structure of two networks
are different. A server module can be created specially for providing a NAT like
semantic for IP to sensor communication. The problem of sensor not having IP
address is solved by treating the sensor network as private network and provid-
ing NAT services to address a specific sensor node. A one to one mapping sensor
nodeIDs and portIDs is created. The server assigns a portID to each nodeID.
For downstream routing, reverse mapping is necessary. So, server module stores the
reverse mapping of portIDs to nodeIDs. One of the problem with this solution
is that the mapping is not static due to variation in propagation pattern of radio sig-
nals. Therefore, provision should be made to ensure change in mapping specially
regarding change of parents in the tree. The sensor nodes send control packets from
time to time to make the server aware of modification in tree structure. Accordingly,
the server modifies its information and maintains the WSN tree.

Initially, IP nodes desiring to access data service from a specific WSN are required
to register with the respective servers. A server offers this registration service on a

Fig. 9.10 NAT based
IP/WSN integration
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Fig. 9.11 Serial forwarder for WSN to IP communication [34]
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Fig. 9.12 Downstream communication between IP and WSN [34]

known universal port. When data is received from sensor nodes, the same is dissem-
inated to all registered IP hosts as UDP packets. The payload of WSN data packet is
sent as payload of UDP packet at a universal port for availing services of downstream
communication. The server node stores a mapping of sensor nodes to port numbers.
When a registered IP node wants to communicate with a specific sensor node, the
node sends the packet addressed to specific port ID. The server module takes care
of disseminating information to specific node. Figure 9.12 provides a brief sketch of
the process involved.

Source routing is needed for downstream routing. The reason for this is it needs
very little support from forwarding node. MAC level ACK is used for retransmission
requirements, if any. The server module takes care of packet formation when it
receives a downstream packet for a specific sensor node. The server creates the source
routing packet with the help of the tree information available to it. The communication
is then staged through the serial forwarder. For further details concerning the protocol
the reader is referred to [34].
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9.8 Data Fusion in WSN

In a data centric network, the communication paradigm is driven by flow of data.
Communication is mostly point to multipoint, i.e., either multicast or any cast. The
data and its context defines the destination of a data flow. The shift in commu-
nication paradigm from address centric to data centric introduces the problem of
organizing data as communication token. In particular, when network has compara-
tively large, the number of data generation sources, like in a WSN, the volume of data
is unmanageably high. Only meaningful data with assured quality should participate
in communication. This implies (i) the accuracy of data, and (ii) the elimination of
unwanted data should be included among the important parameters for the definition
of the quality of data. Data fusion in WSN primarily achieve the aforesaid objectives.
Before going deeper into data fusion techniques, let us examine the question: why
data fusion is important in the context of WSNs?

Sensors measure raw data, for example, temperature, pressure, humidity, luminos-
ity, radiation levels, air pollutants, etc. There may be errors in these measurements
due to various reasons including the sensors being erroneous. Furthermore, these
raw data make little sense unless they are processed and interpreted. So, the key to
use of WSN is the interpretation of the sensed raw data. Typically the sensed data
received from multiple data sources are combined to improve the quality and the effi-
cacy of interpretation. Apart from eliminating errors, combining data from multiple
sources also helps to eliminate sensor failures, temporal and spatial coverage prob-
lems. Sensor fusion is particularly important for supporting applications for smart
environments. For example, in smart health care system the vital parameters of a
critical patient are monitored on continuous basis, and alarms should be raised when
these parameters exhibit abnormalities. If the measurements are not accurate, then
the patient’s life could be endangered. Similarly, if the radiation levels in operations
of a nuclear power plant are not correctly monitored it can lead to disastrous conse-
quences. In summary, the sensor equipped monitoring systems lead to the detection
of events which sets in motions actuation processes to enhance the ability of a sys-
tem to respond smartly. Data fusion can be seen as the process of combining data
collected from multiple sources to enhance the quality of data in a cheaper way and
raises its significance.

Simple aggregation techniques like summing, finding minimum or finding max-
imum have been used to reduce the volume of data in order to minimize the traffic
or data flow. Other sophisticated fusion techniques are used for enhancing quality
of data. There is some amount of confusion as well as disagreements in understand-
ing the terminology of data fusion [35]. The problem comes from the fact that the
terminology has been developed out of various systems, architectures, applications,
methods, theories about data fusion [35]. There is no unified terminology for descrip-
tion of data fusion. Nakamura et al. [35] mention many different ways to describe
general term of data and information fusion.
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9.8.1 Definitions

Let us discuss a few of these definitions just to understand why lot of confusions
surround the concept of data diffusion. The first definition is from the lexicon of US
Department of Defense [36]. It says:

Definition 9.1 Data fusion is a multi-level and multifaceted process dealing with
automated detection, association, correlation, estimation and combination of data
and information from multiple sources.

The above definition does not restrict itself to sensory data alone. Data can be sourced
from a variety of other sources such as satellites, remote sensing equipments, robotics,
etc. The objective of the second definition proposed in [37] is to capture the improved
accuracy of data. According to this definition:

Definition 9.2 Data fusion is combination of data from multiple sensors, and related
information provided by associated databases, to achieve improved accuracy and
more specific inferences than could be achieved by the use of a single sensor alone.

The third definition is developed with an objective of describing enhanced quality
of data [38] in the context of application or applications it is intended to serve. It
defines:

Definition 9.3 Data fusion is a formal framework in which are expressed means and
tools for the alliance of data originating from different sources. It aims at obtaining
information of greater quality; the exact definition of greater quality will depend
upon the application.

The fourth one is a verbose definition used in the context of data fusion in robotics
and vision. It tries to capture both the use of fusion data, and its interaction with the
environment. It prefers the term multisensor integration over data fusion. According
to this definition multisensor integration [39] is:

Definition 9.4 The synergistic use of information provided by multiple sensory
devices to assist in the accomplishment of a task by a system; and multisensor fusion
deals with the combination of different sources of sensory information into one
representational format during any stage in the integration process.

However, among the community of WSN researchers, fusion is typically seen as
an aggregation of data [40–42]. In some sense, the definition of data aggregation
appears to refer to composition of raw data into piece of information that can be used
for filtering unwanted information and also to summarize the contents. Accordingly,
data aggregation [40] is defined as follows.

Definition 9.5 Data aggregation comprises the collection of raw data from perva-
sive data sources, the flexible, programmable composition of the raw data into less
voluminous refined data, and the timely delivery of the refined data to data consumers.
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Fig. 9.13 Data/information
fusion [35]

sensor aggregation
data

fusion

Sensor integration

Information/data fusion 

Figure 9.13 [35] illustrates the subtle differences that exist among multisensor
integration, data aggregation, sensor fusion and information/data fusion. Information
essentially refers to processed or organized data. However, certain data may already
be organized in some way before it gets accessed by destinations. So, two terms
at times refer to the same concept and can be used interchangeably. In a coarse
granularity, sensor fusion and data aggregation encompassed within the both sensor
integration and data/information fusion. Multisensor integration relates to fusion of
data only from sensors. So, it is restrictive in general context of data fusion. Though
sensor fusion can be just aggregation of data from sensors, it can include more
elaborate form of data processing. Similarly, the generic meaning of data aggregation
does not just relate to aggregation of data collected from sensors alone.

9.8.2 Data Collection Model

The key design issues in sensor data diffusion are:

1. How do the interests to acquire sensor data get disseminated?
2. How do the sensor nodes keep track of different interests?
3. How do the nodes propagate data when subscribed events occur?
4. How do the nodes apply data processing (aggregation/fusion) as the data get

propagated towards the sink?

The interests are expressed on the basis of the attributes. For example, if the sensors
are deployed to monitor forest fire, then an interest can be expressed as follows:

{Type = Fire, Subtype = Amber, Interval = 2 m,

Time = 1 h,Region = [−20, 20, 300, 200]}

The interest gets disseminated to all sensors belonging to region specified by the
bounding box [−20, 20, 300, 200]. The sensors are supposed to monitor the fire. The
fire can be of different Subtypes, e.g., subtype Amber could mean that a forest fire
breakout is predicted. Other subtypes could be Red, or Black meaning that fire is now
on, and may have disastrous consequences. The time parameters instructs the sensor
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to send observations for the next 1 h in intervals of 2 m. The interests are flooded into
the network. All the sensor nodes with matching data commence reporting to data
sink from which the interest originated.

Now, let us examine how a sensor node reports when an event occurs? For example,
suppose a sensor node sensed a high temperature in its vicinity, it could create a tuple
of the form:

{Type = Heat, Subtype = VeryHot,Temperature = 200,

Location = [101, 205],Timestamp = 14 : 50 : 05,Confidence = 0.7}

It includes three key items of information, namely, location of the source, timestamp
and confidence value apart from the attribute values. So, the data sink can analyze
the occurrences of the events.

The diffusion starts with initial expression of interests for data by the sink. The
interest may be viewed as a subscription for the events in a broader framework of a
publish subscribe model. The interest and the arrival of data are combined cleverly
to set up a gradient for the data to flow. The process is described as follows:

• The initial interest is essentially an exploration phase. During this phase, the data
sink sets a larger interval for the data sampling by the sensor nodes.

• The second phase is concerned with the creation of gradient and its reinforcement.
After receiving the first few data items related to interest, the sink refreshes the
interest by using the reverse path. In the refreshed interests, the sink lowers the
sampling interval for the sensor nodes.

In exploration phase, the interests are sent with larger interval primarily to reduce
flooding. The interest get disseminated by flooding.

The processing of interest dissemination works as follows

1. Each node creates an interest cache.
2. When a node receives an interest, it checks if the interest has an entry in the local

interest cache.
3. If no entry exists, then the node caches the interest and also creates a reverse

gradient by listing the neighbor who sent the interest.
4. It then forwards the interest to its other neighbors excluding the neighbor from

which it received the interest.

Many routes may be created in the reverse direction (from sources to sink) for the
flow of data. If the flow of data is allowed with high frequency from the sources,
it could lead to huge network traffic even before the best path can be determined.
Unnecessary network traffic should be minimized.

The flow of data requires time to settle for the best route as it starts flowing. For
settling on the best route, there is no need to use any extra control packets. By making
use of flow of data and refreshing interest, the best route can be settled. A gradient is
formed when data starts arriving at the sink from the targeted sensors. The data sink
tries to reinforce the reverse path through which first few items of data arrived. So,
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it sends refreshed interests by lowering the monitoring interval. This way the route
settles down with an appropriate gradient and flooding can be restricted.

As far as reporting is concerned, the interval of reporting is the key consideration.
There are three possibilities here. The system may depend on a periodic reporting.
For example, in the application that requires monitoring of some kind, the sensed
data is sent periodically for analysis. In other applications, reporting may be based
on the queries. In yet another set of applications event-triggered reporting could be
important.

9.8.3 Challenges in Data Fusion

Data fusion addresses four qualitative aspects of the data [43], namely

1. Imperfection,
2. Correlation,
3. Inconsistency, and
4. Disparateness.

Imperfection covers uncertainty, imprecision and granularity. Uncertainty raises
doubts about the value of data, while imprecision originates from the measurement
related errors. It includes vagueness, ambiguity and incompleteness in the measure-
ment. The degree of data granularity represents its ability to expose level of details.

Correlation exhibit dependencies in data. Fusion of correlated data may create
problems unless dependencies are handled carefully. Inconsistencies mean that the
same data from different sources do not match. Integrity of data becomes an issue
if data is not consistent. Finally, disparateness means data presented from different
sources in different format. Some data may be raw, some may be semi-processed
and others may be processed. Fusion of such data could be challenging.

Imperfection in data mostly handled by methods having origins in statistical
methods. Some of this methods are based on probability theory [44], rough set
theory [45], fuzzy set [46], Dempster-Shafer theory [47]. Probability theory is used
to handle uncertainty. Fuzzy set used to remove vagueness. Evidential and belief the-
ory (Dempster-Shafer) is used to eliminate both uncertainty and ambiguity in data.
Rough sets are used for granularity problem.

9.8.4 Data Fusion Algorithms

There are many ways data fusion can be performed. Classification of fusion tech-
niques can be made on the basis of various criteria such as (i) data abstraction level
(ii) purpose, (iii) parameters (iii) types of data, and (iv) mathematical foundations.
Nakamura et al. [35] have presented an excellent comprehensive review on the topic.
The contents, presented here, have been drawn largely from the above paper. But
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our focus is limited to only a few algorithms designed on the basis of interesting
mathematical framework.

According to [35], the purpose of applying a fusion algorithm can be the following:

1. To derive an inference that can assist in making a decision.
2. To estimate certain value or a vector of values from the sensor observations.
3. To determine the features representing aspects of an environment from the raw

sensory data.
4. To compute reliable abstract sensors which can be used for time synchronization

so that the sensors can maintain upper and lower bounds on the current time.
5. To aggregate sensor data for the purpose of overcoming the problem of implosion

and overlap of data (explained earlier in 9.4.1).
6. To compress similar data by exploiting spatial correlation among sensor data.

Apart from the classes of algorithms mentioned above, there has been some attempts
to tackle data fusion problem based on information theory [48]. The purpose is
to increase the reliability by fusion of data from multiple sensors. For example, it
may be possible to correlate observations from multiple sensing capabilities such as
acoustic, magnetic, luminosity, etc. It increases reliability as well confidence in sensor
observations. This class of algorithms are still in infancy. They need to overcome the
difficulties such as uncertainties in measurements of entropies of source nodes, and
efficient conversion of observations to entropies.

9.8.4.1 Bayesian Inference and Dempster-Shafer Belief Model

Let us examine two inference models which have been used extensively indata fusion
area [35]. The first one is the Bayesian inferencing model, where the uncertainty is
represented by conditional probabilities describing the belief. It is based on the well
known and classical Bayes’ rule [49]:

Pr(Y |X) = Pr(X|Y)Pr(Y)

Pr(X)
,

where the probability Pr(Y |X) represents the belief of hypothesis Y with known
information X. It essentially states that the probability of Y given X is obtained by
multiplying Pr(Y) with the probability Pr(X|Y) of X given Y is true, with Pr(X)

being a normalizing constant. The problem with Bayesian rule is it requires either
the exact or near approximate guess of probabilities Pr(X) and Pr(X|Y). In WSN,
Bayesian inference rules have been used mostly for localization problem based on
fusing information from the mobile beacons [50].

Dempster-Shafer theory [47] is a mathematical tool for combining independent
evidence components in order to arrive at a decision. It determines the degrees of
belief for one question from the subjective probabilities of a related question. This
theory is extensively applied in the expert system [51]. The main features of this
theory are:
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• Each fact has a degree of support belonging to interval [0, 1], where

– 0 represents no support,
– 1 represent full support.

• A set of possible conclusions is represented by

Θ = {θ1, θ2, . . . , θn}

where:

– Each θi is mutually exclusive, i.e., only one can hold.
– Θ is exhaustive, i.e., at least one θi must hold.

Dempster-Shafer theory is concerned with the evidences that support subsets of
outcomes in Θ . The power set of Θ is defined as the frame discernment which
represents all possible outcomes. For example, if Θ = {a, b, c} then the frame of
discernment is given by:

φ, {a}, {b}, {c}, {a, b}, {b, c}, {c, a}, {a, b, c}

The empty set φ has probability 0. Also {a, b, c} has probability 0, because by
assumption only one of the outcomes would hold, not all.

Furthermore, it defines four different measurable functions:

• Mass function: For a A ⊆ P(Θ) mass function m(A) is simply the proportion of
all the evidences that support A. The mass expresses all the relevant evidences that
supports the claim that actual state belongs to A and not to any particular subset
of A.

• Belief function: The belief in A ⊆ P(Θ) is defined as the sum of masses of an
element which are subsets of A including itself. For example, if A = {a, b, c}, then

bel(A) = m(a) + m(b) + m(c) + m(a, b) + m(b, c) + m(c, a) + m(a, b, c)

• Plausibility function: Plausibility of A, pl(A) is the sum of all the mass of the sets
that intersect with A.

• Disbelief function. Disbelief or doubt in A is simple bel(¬A). It is calculated by
summing all mass values of elements that do not intersect A.

Dempster-Shafer theory associates a certainty with a given subset A by defining a
belief interval which is [bel(A), pl(A)]. The belief interval of a set A defines the
bounds within which probability of outcome A lies. Dempster-Shafer theory also
defines a composition rule for combining effects of two basic probability masses:

m1 ⊕ m2(φ) = 0

m1 ⊕ m2(A) =
∑

x∩Y=A m1(X)m2(Y)

1 − ∑
X∩Y m1(X)m2(Y)
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Dempster-Shafer theory has been used in sensor data fusion because it is con-
sidered to be more flexible than Bayesian inference rule. It allows each source to
contribute different levels of details to information gathering [35]. For example, to
quote an example from [35], suppose there are two different sensors S1 and S2. Sup-
pose S1 can recognize the roar of a male feline, while S2 can recognize the roar of a
female feline. Now a third sensor, S3 is also there that can distinguish between the
roars of a Cheetah and a Lion. Dempster-Shafer theory allows us to combine the data
from three sensors to conclude whether the recorded roar is that of a male/female
Cheetah. Dempster-Shafer theory does not assign a priori probabilities to unknown
events unlike Bayesian model. The probabilities are assigned only when supporting
facts are available.

9.8.4.2 Reliable Abstract Sensors

Marzullo [52] proposed the idea of a reliable abstract sensor for arriving at an interval
that will always contain the actual value of a desired physical state variable. It has
been used in the context of time synchronization, wherein the sensors can perform
external synchronization by maintaining the upper and lower bound on the current
time.

The term reliable abstract sensor has been used to define one of the three sensors:
concrete sensor, abstract sensor and reliable abstract sensor. A concrete sensor is a
physical sensor, an abstract sensor is an interval of value representing the measure-
ment of a state variable provided by a concrete sensor. A reliable abstract sensor is
the interval that assuredly always contain the real value of the physical variable. So,
abstract sensors are mathematical entities representing the concrete sensors.

Marzullo [53] proposes a fault tolerant averaging algorithm for agreement in dis-
tributed system. This algorithm is the basis for NTP [54]. Subsequently Marzullo [52]
adopted the same algorithm for reliable abstract sensors. It assumes that at most f out
of n ≥ 2f + 1 sensors can be faulty. Let I = {I1, I2, . . . , In} be the set of intervals
produced by abstract sensors. The idea is to compute Mf

n = [low, high] by fault
tolerant averaging, i.e.,

1. low is the smallest value belonging to at least n − f intervals,
2. high is the largest value belonging to at least n − f intervals.

The algorithm computes the fault tolerant averaging in O(n log n). Clearly,Mf
I cannot

give more accurate value than the most accurate sensor when n = 2f + 1. Also any
minor changes in input could produce a very different output. In other words, the
result is unstable. To appreciate the implication of fault tolerant averaging consider
an example illustrated by Fig. 9.14. It represents intervals I1, I2, I3 and I4 reported by
four sensors S1, S2, S3 and S4, respectively. Let one of these four sensors be faulty.
Since, I2 and I3 do not intersect, one of S2 and S3 must be faulty. Marzullo’s interval
overlapping method produces the intervals Mf

I as shown in Fig. 9.14. It produces
unstable output, as can be checked by shifting the interval I3 to right.
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Fig. 9.14 Marzullo’s fusion
technique with reliable
sensor [52]

Mf
I

S4’s interval

S3’s interval

S2’s interval

S1’s interval

S1 and S2 do not intersect.
One of them is faulty

9.8.4.3 Compression

Distributed Source Coding (DSC) is a compression technique for correlated data from
multiple sources [55]. The sources are distributed and do not communicate for coding.
The compressed data is sent to a central sink node for decoding. Kusuma [56] and
Pradhan et al. [57] proposed Distributed Source Coding Using Syndromes (DISCUS)
framework for data compression.

To understand the coding, let us consider an example. Suppose the observations
from sensors are coded in a 3-bit word. So, the possible observations are {000, 001,
010, 011, 100, 101, 110, 111}. These observations are grouped into 4 cosets whose
elements have hamming distance of three, i.e.,

1. Coset 1: {000, 111} with index 00
2. Coset 2: {001, 110} with index 01
3. Coset 3: {010, 101} with index 10
4. Coset 4: {011, 100} with index 11.

A node sends its observation by sending only the corresponding index. A node S2

can decode S1’s observation by the fact that hamming distance between its own
observation and the observation of S1 is 1. For example, if S1’s observation is 101, it
sends 10 to S2. Let S2’s observation be 101, then S2 and can decode S1’s observation
from the index 10 and the fact that hamming distance between two observations is
1. The overall framework of data compression by DISCUS framework is illustrated
by Fig. 9.15.

The data fusion is not just limited to sensor fusion or multisensor integration.
It refers to the larger context of fusion of data from various source as in robotics,
remote sensing, etc. So, the data fusion techniques have their origin even before
wireless sensor were deployed. But interestingly, it was possible to adopt many of
the techniques of fusion to multisensor integration. In this chapter, the scope of
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Fig. 9.15 Data compression
in DISCUS [35]

Coset Index
{000,111} 00
{001,110} 01
{010,101} 10
{011,100} 11

S1 S2

101 100

S1 = 101

discussion is limited to the extent of exposing mathematical richness of a few of
these techniques to the reader. However, sufficient pointers to extensive literature
have been provided for an interested reader to follow up further readings.
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