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Preface

The volume contains the best selected papers presented at the ICT4SD 2016:
International Conference on Information and Communication Technology for
Sustainable Development. The conference was held during 1 and 2 July 2016 in
Goa, India and organized communally by the Associated Chambers of Commerce
and Industry of India, Computer Society of India Division IV and Global Research
Foundation. It targets state of the art as well as emerging topics pertaining to ICT
and effective strategies for its implementation for engineering and intelligent
applications. The objective of this international conference is to provide opportu-
nities for the researchers, academicians, industry persons and students to interact
and exchange ideas, experience and expertise in the current trend and strategies
for information and communication technologies. Besides this, participants are also
enlightened about vast avenues, and current and emerging technological develop-
ments in the field of ICT in this era and its applications are thoroughly explored and
discussed. The conference attracted a large number of high-quality submissions and
stimulated the cutting-edge research discussions among many academically
pioneering researchers, scientists, industrial engineers and students from all around
the world. The presenter proposed new technologies, shared their experiences and
discussed future solutions for designing infrastructure for ICT. The conference
provided common platform for academic pioneering researchers, scientists, engi-
neers and students to share their views and achievements. The overall focus was on
innovative issues at international level by bringing together the experts from dif-
ferent countries. Research submissions in various advanced technology areas were
received, and after a rigorous peer-review process with the help of program com-
mittee members and external reviewer, 105 papers were accepted with an accep-
tance ratio of 0.43. The conference featured many distinguished personalities like
Prof. H.R. Vishwakarma, Prof. Shyam Akashe, Mr. Nitin from Goa Chamber of
Commerce, Dr. Durgesh Kumar Mishra and Mr. Aninda Bose from Springer India
Pvt. Limited, and also a wide panel of start-up entrepreneurs were present. Separate
invited talks were organized in industrial and academia tracks on both days. The
conference also hosted tutorials and workshops for the benefit of participants. We
are indebted to CSI Goa Professional Chapter, CSI Division IV, and Goa Chamber
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of Commerce for their immense support to make this conference possible in such a
grand scale. A total of 12 sessions were organized as a part of ICT4SD 2016
including nine technical, one plenary, one inaugural and one valedictory session.
A total of 73 papers were presented in nine technical sessions with high discussion
insights. Our sincere thanks to all sponsors, press, print and electronic media for
their excellent coverage of this conference.

Indore, India Durgesh Kumar Mishra
Dagenham, UK Malaya Kumar Nayak
Ahmedabad, India Amit Joshi
July 2016

vi Preface



Organisation Committee

Advisory Committee

Dr. Dharm Singh, Namibia University of Science and Technology, Namibia
Dr. Aynur Unal, Standford University, USA
Mr. P.N. Jain, Add. Sec., R&D, Government of Gujarat, India
Prof. J. Andrew Clark, Computer Science, University of York, UK
Dr. Anirban Basu, Vice President, CSI
Prof. Mustafizur Rahman, Endeavour Research Fellow, Australia
Dr. Malay Nayak, Director-IT, London
Mr. Chandrashekhar Sahasrabudhe, ACM, India
Dr. Pawan Lingras, Saint Mary’s University, Canada
Prof. (Dr.) P. Thrimurthy, Past President, CSI
Dr. Shayam Akashe, ITM, Gwalior, MP, India
Dr. Bhushan Trivedi, India
Prof. S.K. Sharma, Pacific University, Udaipur, India
Prof. H.R. Vishwakarma, VIT, Vellore, India
Dr. Tarun Shrimali, SGI, Udaipur, India
Mr. Mignesh Parekh, Ahmedabad, India
Mr. Sandeep Sharma, Joint CEO, SCOPE
Dr. J.P. Bhamu, Bikaner, India
Dr. Chandana Unnithan, Victoria University, Australia
Prof. Deva Ram Godara, Bikaner, India
Dr. Y.C. Bhatt, Chairman, CSI Udaipur Chapter
Dr. B.R. Ranwah, Past Chairman, CSI Udaipur Chapter
Dr. Arpan Kumar Kar, IIT Delhi, India

vii



Organising Committee

Organising Chairs
Ms. Bhagyesh Soneji, Chairperson ASSOCHAM Western Region

Co-Chair
Dr. S.C. Satapathy, ANITS, Visakhapatnam

Members
Shri. Bharat Patel, COO, Yudiz Solutions
Dr. Basant Tiwari, Bhopal
Dr. Rajveer Shekhawat, Manipal University, Jaipur
Dr. Nilesh Modi, Chairman, ACM Ahmedabad Chapter
Dr. Harshal Arolkar, Assoc. Prof., GLS Ahmedabad
Dr. G.N. Jani, Ahmedabad, India
Dr. Vimal Pandya, Ahmedabad, India
Mr. Vinod Thummar, SITG, Gujarat, India
Mr. Nilesh Vaghela, Electromech, Ahmedabad, India
Dr. Chirag Thaker, GEC, Bhavnagar, Gujarat, India
Mr. Maulik Patel, SITG, Gujarat, India
Mr. Nilesh Vaghela, Electromech Corp., Ahmedabad, India
Dr. Savita Gandhi, GU, Ahmedabad, India
Mr. Nayan Patel, SITG, Gujarat, India
Dr. Jyoti Parikh, Professor, GU, Ahmedabad, India
Dr. Vipin Tyagi, Jaypee University, Guna, India
Prof. Sanjay Shah, GEC, Gandhinagar, India
Dr. Chirag Thaker, GEC, Bhavnagar, Gujarat, India
Mr. Mihir Chauhan, VICT, Gujarat, India
Mr. Chetan Patel, Gandhinagar, India

Program Committee

Program Chair
Dr. Durgesh Kumar Mishra, Chairman, Div IV, CSI

Members
Dr. Priyanka Sharma, RSU, Ahmedabad
Dr. Nitika Vats Doohan, Indore
Dr. Mukesh Sharma, SFSU, Jaipur
Dr. Manuj Joshi, SGI, Udaipur, India
Dr. Bharat Singh Deora, JRNRV University, Udaipur
Prof. D.A. Parikh, Head, CE, LDCE, Ahmedabad, India
Prof. L.C. Bishnoi, GPC, Kota, India

viii Organisation Committee



Mr. Alpesh Patel, SITG, Gujarat
Dr. Nisheeth Joshi, Banasthali University, Rajasthan, India
Dr. Vishal Gaur, Bikaner, India
Dr. Aditya Patel, Ahmedabad University, Gujarat, India
Mr. Ajay Choudhary, IIT Roorkee, India
Dr. Dinesh Goyal, Gyan Vihar, Jaipur, India
Dr. Devesh Shrivastava, Manipal University, Jaipur
Dr. Muneesh Trivedi, ABES, Gaziabad, India
Prof. R.S. Rao, New Delhi, India
Dr. Dilip Kumar Sharma, Mathura, India
Prof. R.K. Banyal, RTU, Kota, India
Mr. Jeril Kuriakose, Manipal University, Jaipur, India
Dr. M. Sundaresan, Chairman, CSI Coimbatore Chapter
Prof. Jayshree Upadhyay, HOD-CE, VCIT, Gujarat
Dr. Sandeep Vasant, Ahmedabad University, Gujarat, India

Organisation Committee ix



Contents

Internet of Things Applications @ Urban Spaces (Tel Aviv Smart
City: A Case Study) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Somayya Madakam, Siddharth Tripathi and Rajesh Kumar Arora

Impact of Consumer Gender on Expenditure Done in Mobile
Shopping Using Test of Independence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Shanti Verma and Kalyani Patel

Detecting Phishing Websites Using Rule-Based Classification
Algorithm: A Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Sudhanshu Gautam, Kritika Rani and Bansidhar Joshi

Mobile Applications Usability Parameters: Taking
an Insight View . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Sakshi Goel, Renuka Nagpal and Deepti Mehrotra

Segmentation of Musculoskeletal Tissues with Minimal Human
Intervention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Sourav Mishra, Ravitej Singh Rekhi, Anustha and Garima Vyas

Implementation of Modified ID3 Algorithm . . . . . . . . . . . . . . . . . . . . . . . 55
Latika Mehrotra, Prashant Sahai Saxena and Nitika Vats Doohan

A Data Classification Model: For Effective Classification of Intrusion
in an Intrusion Detection System Based on Decision Tree
Learning Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Latika Mehrotra, Prashant Sahai Saxena and Nitika Vats Doohan

Reliability-Aware Green Scheduling in Cloud Computing . . . . . . . . . . . . 67
Nidhi Rehani and Ritu Garg

Proposed Use of Information Dispersal Algorithm
in User Profiling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Bhushan Atote, Saniya Zahoor, Mangesh Bedekar and Suja Panicker

xi



Recent Research in Wireless Sensor Networks: A Trend Analysis . . . . . 87
Prerak S. Shah, Neel N. Patel, Dhrumil M. Patel, Devanshi P. Patel
and Rutvij H. Jhaveri

Profit Analysis of a Computing Machine with Priority
and s/w Rejuvenation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Ashish Kumar, Monika Saini and Devesh Kumar Srivastava

V2V-DDS Approach to Provide Sheltered Communication Over
ALTERATION ATTACK to Control Against Vehicular Traffic . . . . . . . 109
P. Prittopaul, M. Usha, M.V.S. Santhosh, R. Sharath and E. Kughan

Enhancing Performance of Data Centers Using Location-Aware
Live VM Migration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Narander Kumar and Swati Saxena

Progressive Visual Analytics in Big Data Using MapReduce FPM . . . . . 131
Amit Kumar and Prabhat Ranjan

Energy Based Recent Trends in Delay Tolerant Networks . . . . . . . . . . . 141
Nimish Ukey and Lalit Kulkarni

Smart Solar Panel: Wireless Sensor Network-Based Measurement
and Monitoring of Performance Parameters of Solar Panel . . . . . . . . . . 151
Dhiraj Nitnaware

Efficiency Evaluation of Recommender Systems: Study of Existing
Problems and Possible Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Mugdha Sharma and Laxmi Ahuja

Comparative Analysis of Application Layer Internet of Things
(IoT) Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
Himadri Chaudhary, Naman Vaishnav and Birju Tank

Machine-Learning-Based Android Malware Detection
Techniques—A Comparative Analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
Nishant Painter and Bintu Kadhiwala

Sensing Technology for Detecting Insects in a Paddy
Crop Field Using Optical Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
Chandan Kumar Sahu, Prabira Kumar Sethy and Santi Kumari Behera

Novel Approach to Image Encryption: Using a Combination
of JEX Encoding–Decoding with the Modified AES Algorithm. . . . . . . . 201
Sneha Birendra Tiwari Sharma, Manjeet Kantak and Nagaraj Vernekar

A Survey on Video Smoke Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
Princy Matlani and Manish Shrivastava

xii Contents



Understanding Intrafactor Relationships in Cyberloafing Using
Predictive Apriori Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
Soham Banerjee and Sanjeev Thakur

Fault Detection and Recovery for Automotive Embedded System
Using Rough Set Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
Pattanaik Balachandra

An Analysis on Pricing Strategies of Software ‘I-Med’
in Healthcare Industry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
Pattnaik Manjula and Pattanaik Balachandra

FPGA-Based Partial Crypto-Reconfiguration of Nodes for WSN . . . . . . 253
Prajakta Patrikar and Gayatri Phade

Performance Scrutiny of Thinning Algorithms on Printed Gujarati
Characters and Handwritten Numerals. . . . . . . . . . . . . . . . . . . . . . . . . . . 261
Sanket B. Suthar, Rahul S. Goradia, Bijal N. Dalwadi, Sagar M. Patel
and Sandip Patel

An Exploratory Analysis of Foreign Tourist Visits for Indian State
Attractions Using Multinomial Logistic Regression Technique . . . . . . . . 271
Hari Bhaskar Sankaranarayanan

Performance Exploration of Different Dispersion Compensation
Schemes with Binary and Duo Binary Modulation Formats Over
Fiber-Optic Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
Hiroshama Nain, Urvashi Jadon and Vivekanand Mishra

Cognitive Radio Networks: State of Research Domain
in Next-Generation Wireless Networks—An Analytical Analysis . . . . . . 291
M. Anusha and Srikanth Vemuru

Smart Bike Through Server Using GPS Technology . . . . . . . . . . . . . . . . 303
Rajneesh Tanwar and Ashwani Chaudhary

Preventing Node Replication Attack in Mobile Wireless Sensor
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311
Aarti Singh and Kavita Gupta

Logistic Regression with Stochastic Gradient Ascent to Estimate
Click Through Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
Jenish Dhanani and Keyur Rana

Cloud-Based Pollution Scheming System Using Raspberry Pi . . . . . . . . . 327
Vaishnavi Kulkarni and Prashant Salunke

A Deadlock Detection Technique Using Multi Agent Environment . . . . .. . . . 335
Rashmi Priya and R. Belwal

Contents xiii



Google AdWords: A Window into the Google Display Network . . . . . . . 345
Vekariya Subhadra, Kapadiya Urvashi, Fruitwala Pranav and Vyas Tarjni

Clustering to Enhance Network Traffic Forecasting . . . . . . . . . . . . . . . . . 357
Theyazn H.H. Aldhyani and Manish R. Joshi

Load Balancing Mechanism Using Fuzzy Row Penalty Method
in Cloud Computing Environment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365
Narander Kumar and Diksha Shukla

Performance Evaluation of Data Mining Techniques . . . . . . . . . . . . . . . . 375
Mani, Bharti Suri and Manoj Kumar

Automatic White Blood Cell Segmentation
for Detecting Leukemia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385
Pooja Deshmukh, C.R. Jadhav and N. Usha Rani

Indian Script Encoding Technique (ISET): A Hindi Text
Steganography Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
Sunita Chaudhary, Meenu Dave, Amit Sanghi and Hansraj Sidh

IC Technology to Support Children with Autism
Spectrum Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403
Nara Kalyani and Katta Shubhankar Reddy

Using Hybrid Cryptography and Improved EAACK Develop
Secure Intrusion Detection System for MANETs . . . . . . . . . . . . . . . . . . . 415
Sharad Awatade and Pankaj Chandre

Diversification in Tag Recommendation System Using Binomial
Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 423
Jayeeta Chakraborty and Vijay Verma

Optimized Task Scheduling Algorithm for Cloud Computing . . . . . . . . . 431
Monika and Abhimanyu Jindal

“BOMEST” a Vital Approach to Extract the Propitious
Information from the Big Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441
V.K. Jain, Deepali Virmani, Preeti Arora and Ankit Arora

Information Privacy Using Stego-Data Element with Visual
Cryptography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 449
Manjeet Kantak and Sneha Birendra Tiwari Sharma

Power-Aware Virtual Machine Consolidation in Data Centers
Using Rousseeuw and Croux Estimators . . . . . . . . . . . . . . . . . . . . . . . . . . 457
Lincolin Nhapi, Arun Kumar Yadav and Pallavi Khatri

xiv Contents



A Rule-Based Self-Learning Model for Automatic Evaluation
and Grading of C++ Programs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 469
Maxwell Christian

Study and Research on Raspberry PI 2 Model B Game Design
and Development. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 475
Nishant Sahni, Kailash Srinivasan, Karan Vala and Saurabh Malgaonkar

Improved Churn Prediction Based on Supervised and Unsupervised
Hybrid Data Mining System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485
J. Vijaya and E. Sivasankar

Simulation-Based Comparison of Vampire Attacks on Traditional
Manet Routing Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501
Joshua Reginald Pullagura and Dhulipalla Venkata Rao

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 511

Contents xv



Editors and Contributors

About the Editors
Dr. Durgesh Kumar Mishra has received his M. Tech degree in Computer Science from DAVV,
Indore, in 1994 and Ph.D. degree in Computer Engineering in 2008. Presently, he has been
working as a Professor (CSE) and Director, Microsoft Innovation Center at Sri Aurobindo Institute
of Technology, Indore, MP, India. He is also a visiting faculty at IIT-Indore, India. He has 24 years
of teaching and 10 years of research experience. He has completed his Ph.D. under the guidance of
late Dr. M. Chandwani on “Secure Multi-Party Computation for Preserving Privacy”. Dr. Mishra
has published more than 90 papers in refereed international/national journals and conferences
including IEEE and ACM conferences. He has organized many conferences such as WOCN,
CONSEG and CSIBIG in the capacity of conference General Chair and Editor of conference
proceedings. He is a Senior Member of IEEE and held many positions such as Chairman,
IEEE MP Subsection (2011–2012) and Chairman IEEE Computer Society Bombay Chapter
(2009–2010). Dr. Mishra has also served the largest technical and professional association of
India, the Computer Society of India (CSI) by holding positions as Chairman, CSI Indore Chapter,
State Student Coordinator—Region III MP, Member–Student Research Board and Core Member–
CSI IT Excellence Award Committee. He has been recently elected as Chairman CSI Division IV
Communication at National Level (2014–2016). Recently, he has been awarded with “Paper
Presenter at International Level” by Computer Society of India. He is also the Chairman of
Division IV Computer Society of India and Chairman of ACM Chapter covering Rajasthan and
MP State.

Dr. Malaya Kumar Nayak is a technology and business solution expert and an academia
visionary with over 17 years of experience in leading design, development, and implementation of
high-performance technology solutions. He has proven abilities to bring the benefits of IT to solve
business issues while delivering applications, infrastructure, costs, and risks. Dr. Nayak has pro-
vided strategic direction to senior leadership on technology. He is skilled at building teams of top
1% performers as well as displaying versatility for the strategic, tactical, and management aspects
of technology. He has managed a team of professionals noted for integrity and competency. He is a
member of Program Committee of Ninth International Conference on Wireless and Optical
Communications Networks (WOCN 2012); Program Committee of 3rd International Conference
on Reliability, Infocom Technologies and Optimization (ICRITO 2014); Editorial Advisory Board
of International Book titled “Issues of Information Communication Technology (ICT) in Educa-
tion”; Editorial Advisory Board of International Book titled “Global Outlook on Education”;
Editorial Board of International Journal titled “Advances in Management”; Editorial Advisory
Board of International Journal titled “Delving: Journal of Technology and Engineering Sciences
(JTES)”; Editorial Advisory Board of International Journal of Advanced Engineering Technology

xvii



(IJAET) and Journal of Engineering Research and Studies (JERS); and Editorial Advisory Board
of ISTAR: International Journal of Information and Computing Technology. Dr. Nayak has also
served as reviewer in international reputed conferences such as CSI Sixth International Conference
on Software Engineering (CONSEG 2012); Tenth International Conference on Wireless and
Optical Communications Networks (WOCN 2013); Eleventh International Conference on Wire-
less and Optical Communications Networks (WOCN 2014); and CSI BIG 2014 International
Conference on IT in Business, Industry and Government.

Mr. Amit Joshi is a young entrepreneur and researcher who has completed his graduation (B.
Tech.) in information technology and M.Tech. in computer science and engineering and pursuing
his research in the areas of cloud computing and cryptography. He has an experience of around 6
years in academic and industry in prestigious organizations of Udaipur and Ahmedabad. Currently,
he is working as an Assistant Professor in Department of Information Technology at Sabar
Institute in Gujarat. He is an active member of ACM, CSI, AMIE, IACSIT Singapore, IDES,
ACEEE, NPA, and many other professional societies. He also holds the post of Honorary Sec-
retary of CSI Udaipur Chapter and Secretary of ACM Udaipur Chapter. He has presented and
published more than 30 papers in national and international journals/conferences of IEEE and
ACM. He has edited three books on diversified subjects including Advances in Open Source
Mobile Technologies, ICT for Integrated Rural Development, and ICT for Competitive Strategies.
He has also organized more than 15 national and international conference and workshops
including International Conference ICTCS 2014 at Udaipur through ACM–ICPS. For his contri-
bution toward the society, he has been given Appreciation Award by the Institution of Engineers
(India), ULC, on the celebration of engineers, September 15, 2014, and by SIG-WNs Computer
Society of India on the Occasion of ACCE 2012 on February 11, 2012.

Contributors

Laxmi Ahuja Amity University, Noida, Uttar Pradesh, India

Theyazn H.H. Aldhyani School of Computer Sciences, North Maharashtra
University, Jalgaon, India

M. Anusha Department of Computer Science and Engineering, K L University,
Vaddeswaram, Andhra Pradesh, India

Anustha Electronics and Communication Engineering, Amity University, Noida,
Uttar Pradesh, India

Ankit Arora Mindfire Solutions, Noida, India

Preeti Arora Bhagwan Parshuram Institute of Technology, New Delhi, India

Rajesh Kumar Arora Information Technology Applications Group, National
Institute of Industrial Engineering (NITIE), Mumbai, India

Bhushan Atote Computer Department, MAEER’s MIT, Pune, India

Sharad Awatade Department of Computer Engineering, Flora Institute of Tech-
nology, Pune, India

Pattanaik Balachandra Faculty of Engineering and Technology, Department of
Electrical and Computer Engineering, Mettu University, Mettu, Ethiopia

xviii Editors and Contributors



Soham Banerjee Department of Computer Science and Engineering, Amity
School of Engineering and Technology, Amity University, Noida, Uttar Pradesh,
India

Mangesh Bedekar Computer Department, MAEER’s MIT, Pune, India

Santi Kumari Behera Veer Surendra Sai University of Technology, Burla, India

R. Belwal AIT, Haldwani, India

Bharti Suri USICT, Guru Gobind Singh Indraprastha University, Dwarka, New
Delhi, India

Jayeeta Chakraborty Computer Engineering Department, National Institute of
Technology, Kurukshetra, India

Pankaj Chandre Department of Computer Engineering, Flora Institute of Tech-
nology, Pune, India

Ashwani Chaudhary C.B.P. Government Engineering College, New Delhi, India

Himadri Chaudhary GTU PG School, Ahmedabad, Gujarat, India

Sunita Chaudhary Department of Computer Science and Information Technol-
ogy, Jagannath University, Jaipur, India

Maxwell Christian MCA Department, GLS University, Ahmedabad, Gujarat,
India

Bijal N. Dalwadi Department of Information Technology, Birla Vishvakarma
Mahavidyalaya, Anand, India

Meenu Dave Department of Computer Science and Information Technology,
Jagannath University, Jaipur, India

Pooja Deshmukh Department of Computer Engineering, D.Y. Patil Institute of
Engineering & Technology, Pimpri, Pune, India

Jenish Dhanani Sarvajanik College of Engineering and Technology, Surat, India

Nitika Vats Doohan Computer Science Engineering Department, Jaipur National
University, Jaipur, India

Ritu Garg National Institute of Technology, Kurukshetra, Haryana, India

Sudhanshu Gautam Department of Computer Science and Engineering, Jaypee
Institute of Information Technology, Noida, India

Sakshi Goel Amity School of Engineering and Technology, Amity University,
Noida, Uttar Pradesh, India

Rahul S. Goradia Department of Electronics and Communication, G. H. Patel
College of Engineering and Technology, Anand, India

Kavita Gupta Maharishi Markandeshwar University, Mullana, India

Editors and Contributors xix



C.R. Jadhav Department of Computer Engineering, D.Y. Patil Institute of Engi-
neering & Technology, Pimpri, Pune, India

Urvashi Jadon Department of Electronics and Communication Engineering, ITM
University, Gwalior, Madhya Pradesh, India

V.K. Jain COER School of Management, Roorkee, India

Rutvij H. Jhaveri Department of Computer Engineering, Shri S’ad Vidya Mandal
Institute of Technology, Bharuch, India

Abhimanyu Jindal Department of IT, University Institute of Engineering and
Technology, Panjab University, Chandigarh, India

Bansidhar Joshi Department of Computer Science and Engineering, Jaypee
Institute of Information Technology, Noida, India

Manish R. Joshi School of Computer Sciences, North Maharashtra University,
Jalgaon, India

Bintu Kadhiwala Department of Computer Engineering, Sarvajanik College of
Engineering and Technology, Surat, India

Nara Kalyani G. Narayanamma Institute of Technology and Science, Hyderabad,
Telangana, India

Manjeet Kantak Computer Science and Engineering Department, Goa College of
Engineering, Ponda, Goa, India

Pallavi Khatri Department of Computer Science and Engineering, ITM Univer-
sity, Gwalior, Madhya Pradesh, India

E. Kughan Velammal Engineering College, Chennai, India

Lalit Kulkarni Department of Information Technology, Maharashtra Institute of
Technology, Pune, India

Vaishnavi Kulkarni Sandip Institute of Technology and Research Center, Nashik,
India

Amit Kumar Central University of South Bihar, Patna, India

Ashish Kumar Department of Mathematics and Statistics, Manipal University
Jaipur, Jaipur, Rajasthan, India

Narander Kumar Department of Computer Science, Babasaheb Bhimrao
Ambedkar University (A Central University), Lucknow, India

Somayya Madakam Information Technology Applications Group, National
Institute of Industrial Engineering (NITIE), Mumbai, India

Saurabh Malgaonkar Department of Computer Science, Whitacre College of
Engineering, Texas Tech University, Lubbock, TX, USA

xx Editors and Contributors



Mani USICT, Guru Gobind Singh Indraprastha University, Dwarka, New Delhi,
India

Pattnaik Manjula Faculty of Business and Economics, Department of Account-
ing & Finance, Mettu University, Mettu, Ethiopia

Manoj Kumar Ambedkar Institute of Advanced Communication Technologies
and Research, Geeta Colony, New Delhi, India

Princy Matlani Computer Science and Engineering Department, Guru Ghasidas
University, Bilaspur, Chhattisgarh, India

Deepti Mehrotra Amity School of Engineering and Technology, Amity Univer-
sity, Noida, Uttar Pradesh, India

Latika Mehrotra Computer Science Engineering Department, Jaipur National
University, Jaipur, India

Sourav Mishra Electronics and Communication Engineering, Amity University,
Noida, Uttar Pradesh, India

Vivekanand Mishra Department of Electronics and Communication Engineering,
SVNIT, Surat, Gujarat, India

Monika Department of IT, University Institute of Engineering and Technology,
Panjab University, Chandigarh, India

Renuka Nagpal Amity School of Engineering and Technology, Amity University,
Noida, Uttar Pradesh, India

Hiroshama Nain Department of Electronics and Communication Engineering,
ITM University, Gwalior, Madhya Pradesh, India

Lincolin Nhapi Department of Computer Science and Engineering, ITM
University, Gwalior, Madhya Pradesh, India

Dhiraj Nitnaware Electronics and Telecommunication Department, Institute of
Engineering and Technology, DAVV, Indore, Madhya Pradesh, India

Nishant Painter Department of Computer Engineering, Sarvajanik College of
Engineering and Technology, Surat, India

Suja Panicker Computer Department, MAEER’s MIT, Pune, India

Devanshi P. Patel Department of Computer Engineering, Shri S’ad Vidya Mandal
Institute of Technology, Bharuch, India

Dhrumil M. Patel Department of Computer Engineering, Shri S’ad Vidya Mandal
Institute of Technology, Bharuch, India

Kalyani Patel K S School of Business Studies, Ahmedabad, India

Neel N. Patel Department of Computer Engineering, Shri S’ad Vidya Mandal
Institute of Technology, Bharuch, India

Editors and Contributors xxi



Sagar M. Patel Department of Information Technology, Charotar University of
Science and Technology, Changa, India

Sandip Patel Department of Information Technology, Charotar University of
Science and Technology, Changa, India

Prajakta Patrikar Sandip Institute of Technology and Research Center, Nashik,
India

Gayatri Phade Sandip Institute of Technology and Research Center, Nashik,
India

Fruitwala Pranav Institute of Technology, Nirma University, Ahmedabad, India

P. Prittopaul Velammal Engineering College, Chennai, India

Rashmi Priya TMU, Moradabad, India

Joshua Reginald Pullagura Vignan University Guntur, Guntur, Andhra Pradesh,
India

Keyur Rana Sarvajanik College of Engineering and Technology, Surat, India

Kritika Rani Department of Computer Science and Engineering, Jaypee Institute
of Information Technology, Noida, India

Prabhat Ranjan Central University of South Bihar, Patna, India

Nidhi Rehani National Institute of Technology, Kurukshetra, Haryana, India

Ravitej Singh Rekhi Electronics and Communication Engineering, Amity
University, Noida, Uttar Pradesh, India

Nishant Sahni Computer Engineering Department, Mukesh Patel School of
Technology Management & Engineering, NMIMS University, Mumbai, India

Chandan Kumar Sahu Sambalpur University, Sambalpur, India

Monika Saini Department of Mathematics and Statistics, Manipal University
Jaipur, Jaipur, Rajasthan, India

Prashant Salunke Sandip Institute of Technology and Research Center, Nashik,
India

Amit Sanghi Department of Computer Science and Engineering, Marudhar
Engineering College, Bikaner, India

Hari Bhaskar Sankaranarayanan Amadeus Software Labs, Bangalore, India

M.V.S. Santhosh Velammal Engineering College, Chennai, India

Prashant Sahai Saxena Computer Science Engineering Department, Jaipur
National University, Jaipur, India

xxii Editors and Contributors



Swati Saxena Department of Computer Science, Babasaheb Bhimrao Ambedkar
University (A Central University), Lucknow, India

Prabira Kumar Sethy Sambalpur University, Sambalpur, India

Prerak S. Shah Department of Computer Engineering, Shri S’ad Vidya Mandal
Institute of Technology, Bharuch, India

R. Sharath Velammal Engineering College, Chennai, India

Mugdha Sharma Amity University, Noida, Uttar Pradesh, India

Sneha Birendra Tiwari Sharma Computer Science and Engineering Department,
Goa College of Engineering, Ponda, Goa, India

Manish Shrivastava Computer Science and Engineering Department, Guru
Ghasidas University, Bilaspur, Chhattisgarh, India

Katta Shubhankar Reddy Chaitanya Bharathi Institute of Technology, Hyder-
abad, Telangana, India

Diksha Shukla Department of Computer Science, Babasaheb Bhimrao Ambedkar
University (A Central University), Lucknow, India

Hansraj Sidh Department of Computer Science and Engineering, Marudhar
Engineering College, Bikaner, India

Aarti Singh Guru Nanak Girls College, Yamuna Nagar, Haryana, India

E. Sivasankar National Institute of Technology, Tiruchirapalli, Tamilnadu, India

Kailash Srinivasan Computer Engineering Department, Mukesh Patel School of
Technology Management & Engineering, NMIMS University, Mumbai, India

Devesh Kumar Srivastava Department of Information Technology, Manipal
University Jaipur, Jaipur, Rajasthan, India

Vekariya Subhadra Institute of Technology, Nirma University, Ahmedabad,
India

Sanket B. Suthar Department of Information Technology, Charotar University of
Science and Technology, Changa, India

Birju Tank GTU PG School, Ahmedabad, Gujarat, India

Rajneesh Tanwar Department of Information Technology, Amity University,
Noida, India

Vyas Tarjni Institute of Technology, Nirma University, Ahmedabad, India

Sanjeev Thakur Department of Computer Science and Engineering, Amity
School of Engineering and Technology, Amity University, Noida, Uttar Pradesh,
India

Editors and Contributors xxiii



Siddharth Tripathi Marketing Management Group, National Institute of Indus-
trial Engineering (NITIE), Mumbai, India

Nimish Ukey Department of Information Technology, Maharashtra Institute of
Technology, Pune, India

Kapadiya Urvashi Institute of Technology, Nirma University, Ahmedabad, India

N. Usha Rani Department of Computer Engineering, D.Y. Patil Institute of
Engineering & Technology, Pimpri, Pune, India

M. Usha Velammal Engineering College, Chennai, India

Naman Vaishnav GTU PG School, Ahmedabad, Gujarat, India

Karan Vala Computer Engineering Department, Mukesh Patel School of Tech-
nology Management & Engineering, NMIMS University, Mumbai, India

Srikanth Vemuru Department of Computer Science and Engineering, K L
University, Vaddeswaram, Andhra Pradesh, India

Dhulipalla Venkata Rao Narasaraopet Institute of Technology, Guntur, Andhra
Pradesh, India

Shanti Verma L J Institute of Computer Applications, Ahmedabad, India

Vijay Verma Computer Engineering Department, National Institute of Technol-
ogy, Kurukshetra, India

Nagaraj Vernekar Computer Science and Engineering Department, Goa College
of Engineering, Ponda, Goa, India

J. Vijaya National Institute of Technology, Tiruchirapalli, Tamilnadu, India

Deepali Virmani Bhagwan Parshuram Institute of Technology, New Delhi, India

Garima Vyas Electronics and Communication Engineering, Amity University,
Noida, Uttar Pradesh, India

Arun Kumar Yadav Department of Computer Science and Engineering, ITM
University, Gwalior, Madhya Pradesh, India

Saniya Zahoor IT Department, NIT Srinagar, Jammu & Kashmir, India

xxiv Editors and Contributors



Internet of Things Applications
@ Urban Spaces (Tel Aviv Smart City:
A Case Study)

Somayya Madakam, Siddharth Tripathi and Rajesh Kumar Arora

Abstract The Internet of Things (IoT) is one of the evolving concepts in different
continents including Europe, USA, Australia, Africa, and Asia. Diverse continents
are using this concept for different applications in medical, pharmacy, manufac-
turing, business, education, mining, entertainment, logistics, forest, agricultural,
research, and development sectors to name a few. Some of the studies also show
that these IoT technologies are essential in bringing Quality of Life (QoL) to urban
citizens. This chapter is based on exploratory study using secondary data. This
investigation will explain the Internet of Things phenomena. Research manuscript
also inspects on “Tel Aviv Smart City.” Moreover, this explores the Internet of
Things applications in bringing the operational efficiency of Tel Aviv Smart City.
Different IoT applications in city axes and collaborative works are exemplified in
crystal clear.
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1 Introduction

Konrad Zuse is the first person in inventing the first freely programmable computer
in the year 1936. That means the computer device usage started way back in an
isolated manner to do just some simple mathematical calculations. Later, many
computer scientists, researchers, and visionary people used computers for sharing
data via ARPANET (The Advanced Research Projects Agency Network) project.
ARPANET was one of the world’s first operational packet switching networks.
Later, as usage increased tremendously in our daily life, industries, manufacturing,
education, health care, and business areas, researchers, academicians, and pro-
grammers started working more on data communication and networking tech-
nologies. Finally, Tim Berners-Lee was the first man leading in the development of
the World Wide Web (WWW), HTML, HTTP, and URLs which is nothing but the
Internet. Now, it reached to the latest HTML5 in which real-time dynamic data can
be floated in the Web site in 24 × 7 in the form of text, picture, audio, and video.
This data may be a structured, semi-structured, and even unstructured format on the
Internet. The real-world objects and physical things will also be connected to
advanced Future Internet (FI). This is named as the Internet of Things (IoT), in
which physical objects can also be connected to the Internet through various
technologies for human life. I got surprised, when my neighbor (Ms. Arpana Rai)
was talking about the koubachi sensor in which it completely disseminates about
her rose plant’s health conditions through IoT technologies and applications in her
smartphone intimation from a sensor with respect to the requirement of water,
humidity, sunny conditions, and pesticide. I have also gone through in one of the
blogs about Chinese cities that RFID, GIS, GPS, and sensors are deployed in the
school buses and connected to the Internet in order to provide security updates
about children to their parents. In some of the megacities like Amsterdam, Masdar
cities are trying to use power in efficiently by applying natural renewal energy
resource methods and deploying IoT technologies like smart grid and ZigBee to
Internet. PlanIT Valley city is using Urban OS for its city operational efficiency.

2 Internet of Things

IoT is the most hyped concept nowadays in this Information Technology (IT) arena.
The Internet of Things (IoT) becomes an attractive research topic, in which the real
entity in physical world becomes a virtual entity in the cyber world, and both
physical and digital entities are enhanced with sensing, processing, and
self-adopting capabilities to perform interaction through special addressing scheme
[1]. Even in International Telecommunication Union (ITU) report, the authors
mentioned that a new dimension has been added to the world of ICTs (Information
and Communication Technologies): From anytime, anyplace, connectivity for
anyone, we will now have connectivity for anything; connections will multiply and
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create an entirely new dynamic network of networks which is nothing but an
Internet of Things or Internet of Objects. There are a lot of confusions about what
does mean by the Internet of Things? Because of no standard definition for the
Internet of Things at a global level, defining the Internet of Things is like describing
an “elephant” by the six blind people in six different ways. Some of the working
definitions on “Internet of Things”, contextually various by authors wise.

The Internet of Things (IoT), also called as the Internet of Objects, refers to a
wireless network between objects; usually, the network will be wireless and
self-configuring, such as household appliances. In the World Summit on Infor-
mation Summit—2005 held at Tunis by International Telecommunication Union
(ITU), the Internet of Things is defined as that by embedding short-range mobile
transceivers into a wide array of additional gadgets and everyday items, new forms
of communication are enabled between people and things, and between things
themselves. Even though the authors [2] say that the Internet of Things assumes that
objects have digital functionality and can be identified and tracked automatically, in
the Internet of Things, everything real becomes virtual, which means that each
person and thing has a locatable, addressable, readable counterpart on the Internet.
According to IERC (European Research Cluster on Internet of Things), the Internet
of Things (IoT) is nothing but [Anything] can be accessed at [Any time] for [Any
service] from [Anywhere] through [Any network] for any service by [Anybody], so
we can say that the Internet of Things can be called as 6As. The 6As are shown in
Fig. 1.

Fig. 1 Internet of Things
(6As)
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Some people called IoT as the technological God because of the (omnipresent)
presence of real objects everywhere including all continents in which the Internet
connection + embedded technology is penetrated via wireless, wired, and remote
sensing technologies. It is also called as omnipotent in which it has supremacy over
handling any kind of situations even in natural disaster situations by ambient
intelligence and other allied technologies. Last but not least, it is also to be called as
omniscient by knowing everything by cloud computing technologies and taking
better intelligent decisions to handle incidents with the help of big data analytic
software. There is no field left without the Internet of Things applications including
disaster management, transportation, health care, infrastructure, governance, edu-
cation, infrastructure, home appliances. That’s why all the IT corporates, devel-
opers, designers, governments, and end users are running behind the IoT
technologies in its immense applications and services. By bringing the Internet
connectivity to everything, IoT promises a number of benefits to the human being:
resource optimization, more accurate sensing of our environment, and cost-efficient
tracking of industrial processes. Even many corporates giants, software developing
companies started designing, developing, and deploying these IoT technologies in
city operational efficiency and for effectiveness. IBM, Cisco, Microsoft, Hitachi,
HP, Wipro are too in the same race in the constitution of Smart Cities. Financial
institutions, banks, foreign direct investments (FDIs), and urban citizens in that
particular city also are coming together in building Smart Cities. They believe that
IoT is playing a major role in bringing the Quality of Life in conversion from
Brown to Smart City like Tel Aviv. Let us see Tel Aviv Smart City with IoT
applications.

3 Research Methodology

The concept of both the Internet of Things (IoT) and Smart Cities are totally new.
The phenomenon is contemporary, and the research articles’ availability on the both
topics increased tremendously in recent years. However, the Smart City Tel Aviv
case is again novel, and getting articles on this case is limited. Hence, the research
phenomenon comes under exploratory study. We know that exploratory studies
phenomenon can be proved through the case study/in-depth interviews/survey
methods/observational methods/sometimes mix of some or all of these. The
exploratory studies are really helping to describe the object/thing/event/case in detail
in a 360° view. In this light, the Tel Aviv Smart City is taken to look into deeply the
Internet of Things Applications in building the city. The case study methodology is
used for getting the more understanding of the Internet of Things technological
usage in the building the Tel Aviv of Urban Spaces. These technologies in different
city axes including transportation, tourism, security, environment, business, edu-
cation, health care, governance, manufacturing, and other city dimensions are
studied in order to bring the operational efficiency of the city. So the data is collected
completely from the secondary sources (on-line database). The data was in different

4 S. Madakam et al.



formats including research articles (pdf), blogs, white papers, pictures, and videos. In
quest of this, the keywords used are “Smart Cities,” “Tel Aviv Smart City,” “Internet
of Things Technologies,” “IoT,” and “Quality of Life.” The databases are Ebsco,
KNIMBUS, and Google Scholar and open access articles in line with Google Search
Engine. The data is collected from 3/3/2015 to 2/2/2016, i.e., around one year. Most
of the observations in the data are that a tremendous work has been done on IoT and
Smart Cities, except in Tel Aviv Smart City.

Now, the vital task is that-analysis part in which I did through the old narration
method, i.e., thematic narration. This is a method, in which again most of the
exploratory studies done because of data is qualitative in nature. Since data is in
qualitative and semi-structured, structured, and unstructured formats in the subdi-
vision of text, pictures, audio, and video, content analysis is done. The Web portals,
in which Tel Aviv content is displayed, helped me in shaping this article. The
limitation of this study is that it is unable to go for the primary
data/survey/observation method due to the geographic constraint. However, the
exploratory study and case studies admit to the validity of the article via secondary
data. In a nutshell, the research methodology used in this article is shown in
Table 1.

4 Tel Aviv Smart City

The efforts toward a novelty and an impressive array of technology deployment to
city residents that include: citywide Wi-Fi (Wireless Fidelity) access in Tel-Net,
location-based smartphone technology to help visitors get around the city, and
active measures to engage residents through public round table policy discussions
and a collaborative budget made by the Israeli municipality was recognized. This is
about the Tel Aviv Smart City in Israel, the winner of the World Smart City
Award-2014 under the best Smart City category by beating out almost 250
metropolises around the globe. The municipality of Tel Aviv-Yafo has dozens of
nicknames for itself including the start-up city, the white city, and the nonstop city.
Now, the city by the sea of technologies deployment for operational efficiency,
so called as the world’s smartest city [3]. The municipality officials of Tel Aviv city

Table 1 Research methodology

Research type Exploratory

Research method Case study
Data collection Online surfing
Data types Text, picture, audio, video
Cases Single
Keywords Smart City, Tel Aviv, IoT, Internet of Things
Databases Ebsco, KNIMBUS, Google Scholar, Google database
Analysis Thematic/content analysis
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initially felt that there is a need for strengthening the link between people and city
by creating a resident-oriented development. So they focused on identifying the
main issues, gaps, and challenges existing in the city and targeted them with new
products and solutions. The main thrust areas in which government focused were as
follows: (1) social equality, (2) efficient governance, (3) creation of appealing urban
environment, and (4) an economic and cultural center for opportunities not only
through the technology-led solutions but also changing the approach toward the
policies. The city persistently acts to create a climate that facilitates the formation of
collaborations between residents, business establishments, third-sector organiza-
tions, and the municipality, while the making use of cutting-edge Internet of Things
technologies enables learning, creativity, sharing to achieve social and economic
prosperity [4] (Fig. 2).

4.1 Brown to Smart City

The Israel Government [5] has allotted financing for research and development on
“Smart Cities,” including pilot projects in some of the cities primarily of Tel Aviv
City for (1) transportation, (2) smart lighting, (3) city energy monitoring and
management, (4) wide bandwidth-free Wi-Fi, (5) an information data center,
(6) smart grid, (7) smart water cycle, (8) socio-economic academic research,
(9) adopting international standards, (10) promoting Smart Cities’ audit

Fig. 2 Wi-Fi access in public spaces
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specifications, and (11) local, as well as imported technologies that are being used
to name a few. Tel Aviv-Yafo Smart City included successful planning phase in
coordination with the Tel Aviv-Yafo municipal engineering department; a launch of
hundreds of bicycles, tailor-made for city-use requiring only a simple regular
maintenance; design and implementation of a sophisticated communication system
which communicates with databases via a computerized rental terminal in order to
identify subscribers and their ongoing activities; unique docking stations including
a terminal that can present advertising, controlled from HQ; an efficient call center
training for the project’s employees. Tel Aviv Smart City considers itself as a
leading Internet of Things technology hub, and as such, it has developed advanced
many new products and solutions for urban administration and civic engagement
for their better life. This Smart City actively involves residential people in the city
experience and development. More emphasizing on engagement in city govern-
ment decision-making processes and wisdom of the crowd as a means for Smart
Municipal Corporation in the new age. Digi-Tel Residents’ Club and city apps as
key projects are personalized Web and mobile communication platforms which
provide residents with individually tailored, location-specific information and ser-
vices. As a part of the Smart City project, only the residents of the specific
neighborhood are approached via online, asking to suggest ideas and have an
impact on improving the Quality of Life in their neighborhood, for example, where
and which trees to plant, where to install sitting benches, whether the sidewalks
need to be repaired, water shortage problem intimation, garbage evacuation, and
street lights to be mend. At the end of the process, the inhabitants are informed
about the verdicts that were made, and now, they can reap the results. The mobile
apps will help in intimating the complaint about resolving immediate urban issue.
The mobile apps designed in city web site portal are completely Graphical User
Interface (GUI) with rich colorful pictures to easily understand for any citizen.
Besides, Kiosks for crowd-sourcing for complaints and suggestions of citizen
services in the city.

4.2 Collaboration

“Tel Aviv Non-Stop City” project is a massive urban laboratory where more than
200 start-ups collaborate, innovate, and share the vision of this Smart City. As a
part of the Tel Aviva Smart City notion and vision, Digital City Program (DCP) is
focusing on building an open data infrastructure and tools to enable diversity of
new on-line services, upgrading and optimization of existing services, personal-
ization, engagement, sharing and all aspects of message and dialogue between city
hall and the people of the city-citizens, business owners, labors, visitors and tourists
by TSG, a subsidiary of Ness Group, is a global provider of these services [5]. In
Tel Aviv Smart City, M/s. Motorola Company supplies the communication prod-
ucts and services, in which information gathering, data analytics and City Com-
mand and Control Centre services. The company is in technological support of
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critical infrastructure even like ponds, lakes, sea port, roads, forest, which is crucial
to creating a safe and secure urban environment. Associating with Tel Aviv
municipality, Motorola Company provides the end-to-end project management,
multicity dimension integration, implementation, maintenance, and support that
delivers the value promised by Smart City Tel Aviv. Israel Government is the home
of many advanced smart solutions provider including Parko, Pango, Anagog,
Hi-Park, Spaceek, and Polly the Parking Fairy [6, 7]. The Smart Parking solution
was a smart combination of LPR systems in an automatic parking system, where the
discount option for payment by Tel Aviv residents is based on the LPR input of
approximately 300,000 inhabitants in the municipal system database. A feature for
special events, concerts, and sporting events was also included whereby after
payment on POF (Pay On Foot) machines, the transaction closes via the license
plates while exiting the parking, with no need to insert the ticket at the exit. M/s.
HTS company is providing Smart Parking solutions. Microsoft CityNext is a
people-first approach in Tel Aviv Smart City to innovation that empowers gov-
ernment, businesses, and citizens to shape the future of this city. People-first means
harnessing all the ideas, energy, and expertise of a Tel Aviv city’s residential people
as they create a healthier, safer, more sustainable place to live. Microsoft is
uniquely equipped to enable this people-first approach in not only Tel Aviv Smart
City but also across the world. Like this, many multinational companies are started
their living laboratory centers for the innovative smart solutions for the city.

4.3 IoT Applications

The smart applications of Tel Aviv Smart City includes Social Media (Social media
employ mobile and web based technologies to create highly interactive platforms
via individuals and communities share, co-create, discuss, and modify
user-generated content [8]), Wi-Fi, Intelligent Buildings (Intelligent buildings
require integration of a variety of computer-based building automation and control
system products that are usually made by different manufacturers. The exchange of
information among these devices is critical to the successful operation of the
building systems [9]), Open access data through mobiles, smart lighting systems,
Smart Parking and mobile Digi-Tel apps are really helping in public services in Tel
Aviv (Fig. 3).

4.4 Quality of Life

Tel Aviv city offers visitors and inhabitants a whole world of facilities such as
citywide Wi-Fi, with more than 200 Access Points (AP) in 80 zones, counting the
beach, boulevards, squares, and public gardens. The service is free for all, and
unlike with other free Wi-Fi services, no registration is necessary, thus protecting
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the user’s secrecy. Tel Aviv Smart City provides a unique service named “Digi-Tel”
to its citizens allowing them to access public utility services via Wireless Fidelity
(Wi-Fi) and information via e-mail, text message, social media, or a personalized
web site that can be customized according to location, preferences, marital status,
and many more apps. City’s Digi-Tel program is a comprehensive, collaborating
service for every Tel Aviv tenant 13 years and older who wants to join and enjoy its
facilities. Tel Aviv has incorporated various digital resources into its urban
ecosystem, including the city’s interest and location-based Digi-Tel pass, through
which citizens can pay water, electricity, gas, and municipal tax bills, land bills,
issuing of date of birth, and death certificates, order parking permits, and send
photographs of potholes or broken park and GPS (Global Position System)-based
smartphone applications. In order to delight in the offerings of Digi-Tel, city res-
idents need to enroll in program. The system software creates an individual profile
with that person’s interests, hobbies, and desired services on a priority basis. Then,
the central control system sends targeted alerts to the concerned person’s smart
device/smartphone about promotions, deadlines to apply for particular municipal
services, last-minute discounted tickets, coupons to cultural, festival, and sports
events, etc. [10]. The platform facilitates a direct and holistic connection between
the city and residents, from alerting residents to neighborhood road works or

Fig. 3 IoT applications in Tel Aviv Smart City
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informing them of the nearest bicycle-sharing station to sending targeted reminders
for school registration which facilitates access to the many cultural events taking
place in the city [11].

Municipal government is very closer to citizens than central governments and
more aware of and able to respond to their needs and expectations in (24 × 7) and
in 365 days. The city government is trying to provide as much as citizen services
efficiently for residents Quality of Life using Internet of Things (IoT) technologies.
They not only provide basic public utility services such as good housing facilities,
round the clock water and power supply, gas pipelines, and other infrastructures
such as education, health, sanitation, roads, and transportation but also they do
compulsory technology embeddedness in all the city dimensions. Hence, the
municipality government can easy to automate the citizen services from the central
location like City Command Control Centre (C4) to automate, monitor, and control
the city services. City data center is fully mounted with a big number of computers,
laptops, smart mobiles, and other electronic computational device to do urban
analytics. The data generated through various citizens for various services from
entire Tel Aviv urban and suburban places. The huge amount of data in which the
process easily has been done for immediate decision making through Urban Ana-
lytics software. Urban Analytics places better information in the hands of citizens as
well as government officials to empower people to make more informed choices.
Even the IP cameras are installed in all the public places helping the municipality to
give complete civic security. The data can be easily captured and stored in the C4
for various assisted technologies.

5 Conclusions

We knew that every city is facing with many urban issues such as traffic jams,
hanging to local trains and buses, unhealthy journeys, queues for ticketing, theft in
journeys, and inefficient transport infrastructure. Sudden rural migration and natural
births also promote high densities. Beside, power shortcuts, non-potable water,
applying for gas cylinder and waste dumps in cities, Illegal slums and insufficient
housing, and less theme parks, Irresponsible urban citizens & difficulties for city
mayors to provide services in round the clock. These are all the issues in which
urban people are facing anomalies. However, urban dwellers are seriously looking
for better solutions in order to come out of all these matters. So it is the eleventh
hour that every urban citizen needs to wake up and collectively work for converting
existing cities into Smart City along with city governments. Trying to deploy the
IoT for the Smart Urban causes livable place like Tel Aviv Smart City. The mobile
apps will help for Smart Life. The study intensifies on the importance of the
collaborative work.
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Impact of Consumer Gender
on Expenditure Done in Mobile Shopping
Using Test of Independence

Shanti Verma and Kalyani Patel

Abstract In India, a number of mobile users have grown exponentially in the last
decade. Now people spend more time with smartphones rather than personal
meeting. Mobile commerce is the growing area of research nowadays. Most of the
companies provide better pricing in mobile applications so they involve customer in
mobile shopping. In this paper, the authors conduct an online survey on smartphone
users in India. They try to find out that the gender of customer is dependent on the
amount spent in mobile shopping. The authors analyze 258 data sets and perform
test of intendance both parametric and nonparametric. The result of survey gives p
value = 0.373 for parametric test and p value = 0.386 for nonparametric test.
These results show that customer gender and expenditure done in mobile shopping
are related to each other.

Keywords Mobile shopping ⋅ Mobile commerce ⋅ Chi-square test
Fisher’s exact test

1 Introduction

Data mining (DM) is a technique to find meaningful information from the huge sets
of data. This information is helpful to take business decisions. Data mining is also
used to predict future patterns of customers’ behavior with the help of given sets of
data [1]. The various mechanisms of data mining are abstractions, aggregations,
summarizations, and characterizations of data [2]. In this paper, we used summa-
rization and transformation of data sets to do the analysis of data. Nowadays, all
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things are available online so there is a need to check how demographics of users
effect their online shopping behavior.

Mobile commerce is a new emerging technology with greater scope which gives
the ability to do commerce using mobile device [3, 4]. Shopping online via computer
or mobile (M-shopping) makes the business process completely different than tra-
ditional business process. Products are same but the customer behavior changes as
the business process changes. So there is a need to identify the customer judgment,
perception, and behavior changes with respect to online or mobile shopping. Tra-
ditional predicting approaches are no longer applicable for M-business situations as
the use of the Internet is rapidly spreading as an information gateway all around the
world. In the current scenario, it is extremely difficult for marketing managers to deal
with customer’s buying patterns but also there is a need to deal with costumers
regularly changing patterns [2]. As information technologies grow exponentially,
now companies can store huge sets of data sets that are used to take decision about
various offerings and fulfill customers’ needs and expectations [5].

To collect primary data sets of customers’ demographics and smartphone and
mobile shopping usage, the authors used online survey method (Google forms).
They collect 335 Indian customers’ data sets from which after filtering 258 data sets
are used for the study.

This paper is organized as follows: Introduction is provided in Sect. 1, the
objective of the study is defined in Sect. 2, the literature review of mobile com-
merce, customer behavior, and test of independence is discussed in Sects. 3, 4
discusses survey description, Sect. 5 discusses the findings of experiment using R
tool, and conclusion is provided in Sect. 6.

2 Objectives of Study

This section outlines the understanding of themobile commerce and consumer buying
behavior of the same as the core objectives of the study. To elaborate upon this theme,
the main objectives of the study are identified as to test that customer gender is
significantly independent of expenditure done in mobile shopping at once at 95%
confidence. This study helps the companies to provide gender-based offers and find
gender-centric behavior which helps to increase business profit of companies.

3 Literature Survey

3.1 Related Work: Test of Independence

A chi-square test is a statistical method to assess the goodness of fit between a set of
observed values and expected values. There are two varieties of chi-square tests:
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goodness of fit and test of independence. In this paper, the author used test of
independence to determine whether the observed value (recorded) of one variable
depends on the observed value (expected) of a different variable. Various authors
used chi-square test to mine different sets of data. Some are as follows:

• Maryam Mahdavian and Fahimeh Mostajeran used the analysis of variance and
chi-square test results to study key users skill of ERP system through a com-
pressive skill measurement model [6].

• Badri et al. proposed a model that scrutinizes expected e-learners’ intentions to
offer e-learning programs efficiently and effectively using chi-square test values
and structural equation modeling [7].

• Mr. Li used chi-square test and chi-square table analysis in customer satisfaction
and empirical analysis [8].

• Rodney Graeme Duffett tries to find what effect does Facebook advertising have
on the cognitive attitudinal component of Generation Y in an emerging country
such as SA using ANOVA and chi-square test [9].

• Giannakos et al. performed statistical tests such as correlation coefficient and
structural modeling and chi-square test values to investigating teachers’ confi-
dence on technological pedagogical and content knowledge: an initial validation
of TPACK scales in K-12 computing education context [10].

3.2 Related Work—Mobile Shopping

In the current scenario, data mining can be used in various fields. E-commerce and
M-commerce is one of the most upcoming fields where data mining is used.
According to report of eMarketer, 2014, mobile phone Internet user growth in
APAC by country India had the highest 38.3% growth in 2014. In future per-
spective, this report states that by 2018, India will have 11.7% growth in mobile
phone Internet user. From this report, I conclude that there is highest growth in
India toward mobile phone Internet usage and this leads to the use of mobile
commerce growth in India.

• Ali Gohary and Kambiz Heidarzadeh Hanzaee performed a study that examines
the relationship between Big Five personality traits with shopping motivation
variables consisting of compulsive and impulsive buying, hedonic and utilitarian
shopping values [11].

• Ceyda Aysuna Turkyilmaza, Sakir Erdema, and Aypar Uslua use factor analysis
results for the personality traits and Kaiser-Meyer-Olkin test of sampling ade-
quacy. They use variables personality traits (internal factor) and Web site quality
(external factor) to check their effect on online impulse buying behavior [12].

• S. Muthukumar and Dr.N. Muthu prove from the study that India is the second
largest cellular market in the world after China, with a massive subscriber base
of 867.80 million, as of March 2013. This shows that in India there is a major
role of mobile commerce for the growth of Indian economy [13].
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• Ioannis Boutsis, Stavroula Karanikolaou, and Vana Kalogeraki presented
PRESENT, our middleware that exploits the social behavior of the human
crowd to identify group attendance behaviors and predict the next event for a
user to attend [14].

4 Description of Survey

In this study, the authors used online survey method (Google forms) and collect
data from all over the India.

4.1 Data Selection

• Out of 335 responses after filtering, 258 data sets are used for this study.
• Parameters of study are expenditure done in mobile shopping having five values

(1) less than Rs. 1000, (2) Rs. 1000 to Rs. 3000, (3) Rs. 3000 to Rs. 5000,
(4) Rs. 5000 to Rs. 10000, and (5) more than 10000 and gender of customer
having two values male and female.

4.2 Data Collection

• Primary data collection through questionnaire: The mode of filling this ques-
tionnaire is through Google forms. The target audiences are smartphone sets
who do mobile shopping.

4.3 Nature of Questionnaire

• A combination of multiple-choice questions was used in the questionnaires
depending upon the complexity as well as the objective of the issues involved in
the question. Cross-tabulations have been used in the questionnaires in order to
simultaneously record the responses across more than one variable/response sets
for meaningful analysis of the concerned issues.

4.4 Tool Used for Analysis

i. Data mining tool “R”
ii. Techniques: chi-square test and Fisher’s exact test
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5 Findings of Survey and Discussion

The author applied the chi-square technique to test that customer gender is sig-
nificantly independent of expenditure done in mobile shopping at once at 95%
confidence. Here, independent variable is gender of customer and expenditure done
at once in mobile shopping is dependent variable.

5.1 Observed Frequency Table

table(Expenditure, Gender)

Expenditure Gender
Female Male

Less than Rs.1000 27 43
More than Rs. 10,000 3 8
Rs. 1000 to Rs. 3000 43 61
Rs. 3000 to Rs. 5000 15 26
Rs. 5000 to Rs. 10,000 4 17

The observed frequency table shows the original data obtained from survey
conducted. In the above table for each value of expenditure, frequencies are given
for male and female.

5.2 Expected Frequency Table

chi = chisq.test(tab)
chi$expected

Expenditure Gender
Female Male

Less than Rs.1000 26.072874 43.927126
More than Rs. 10,000 4.097166 6.902834
Rs. 1000 to Rs. 3000 38.736842 65.263158
Rs. 3000 to Rs. 5000 15.271255 25.728745
Rs. 5000 to Rs. 10,000 7.821862 13.178138

For the calculation of chi-square value, we have to calculate observed fre-
quencies of each value that is present in observed frequency table. Here, we see that
there are some differences between observed and expected frequencies.
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5.3 Chi-square Value

chisq.test(tab, correct = T)
Pearson’s Chi-squared test data: tab
X-squared = 4.2519, df = 4, p-value = 0.373
Here, we see that at four degrees of freedom, chi-square value is 4.2519 and p

value is 0.373. We know that if p value is less than 0.05 for 95% confidence, null
hypothesis is accepted. Here, p value is more than 0.05 and so null hypothesis is
rejected which clearly shows that customer gender is significantly dependent on
expenditure done in mobile shopping at once at 95% confidence.

5.4 Fisher’s Exact Test

fisher.test(tab, conf.int = T, conf.level = 0.99)
Fisher’s Exact Test for Count Data data: tab

p − value = 0.3861

alternative hypothesis: two-sided
For the Fisher’s exact test at 99% confidence, we see that p value is 0.386 which

is greater than 0.05 and so null hypothesis is rejected.
In above both test of independence, we see that p value is more than 0.05 which

concludes that gender and expenditure are dependent on each other.

6 Conclusion

In the conducted survey, various demographics are taken, for example, age group,
salary, family size, gender. In this paper, the author only used one demographic for
study, i.e., gender. The results of study show that gender is dependent on the
expenditure done in mobile shopping. These results are useful for the M-commerce
companies to provide customers’ gender-centric offers to increase the profit of their
organization. In future, the authors try to test the effect of all demographics of users
on the expenditure done in mobile shopping and also check which demographic
factor effect is more to expenditure.
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Detecting Phishing Websites Using
Rule-Based Classification Algorithm:
A Comparison

Sudhanshu Gautam, Kritika Rani and Bansidhar Joshi

Abstract In today’s time, phishy website detection is one of the important chal-
lenges in the field of information security due to the large numbers of online
transactions going through over the websites. Website phishing means stealing
one’s personal information over the Internet such as system backup data, user login
credentials, bank account details or other security information. Phishing means
creation of phishy or fake websites which look like legitimate ones. In this research
paper, we use the associative classification data mining approach that is also named
as rule-based classification technique by which we can detect a phishy website and
thereby identifying the better detection algorithm which has a higher accuracy
detection rate. The algorithms used are Naïve Bayes and PART algorithms of
associative classification data mining approach. Moreover, we classify the websites
into a legitimate website or a phishy website from the collected datasets of websites.
The implementation will be done on the datasets of 1,353 websites which contain
phishy sites as well as legitimate sites. At the end, results will show us the higher
accuracy detection rate algorithm, which will more correctly identify phishing or
legitimate websites.

Keywords Phishy website ⋅ Naïve Bayes algorithm ⋅ PART algorithm

S. Gautam (✉) ⋅ K. Rani ⋅ B. Joshi
Department of Computer Science and Engineering, Jaypee
Institute of Information Technology, Noida, India
e-mail: isudhanshugautam@gmail.com

K. Rani
e-mail: kritika.rani17@gmail.com

B. Joshi
e-mail: bansidhar.joshi@jiit.ac.in

© Springer Nature Singapore Pte Ltd. 2018
D.K. Mishra et al. (eds.), Information and Communication Technology
for Sustainable Development, Lecture Notes in Networks and Systems 9,
https://doi.org/10.1007/978-981-10-3932-4_3

21



1 Introduction

Website phishing is an Internet scam in which the user is unknown of the fact that
the user is being targeted. A phisher targets the online user rather than the computer
and shares his valuable information. Nowadays, website phishing has been the main
security concern of online users due to the increased demand of using e-commerce
websites. Here, we use associative classification (AC) in data mining which has a
higher accuracy detection rate that may effectively detect phishy websites [1].
Phishing attacks are those in which victims are hacked by spoofed emails and fraud
websites into giving up their personal information. Phishing will redirect the user to
a different website through the user click within the website, email attachments,
fake link, instant messages, spyware, etc. Also, the phishy attacker offers illegiti-
mate websites to the user to fill up their personal information. Phisher mainly
targets online users over the Internet. Associative classification is a method to
define the classes from the trained datasets and classify the new class label in the
predefined class or make new class groups. It is to get them trained from given train
datasets and based on that gives the prediction results. The rule classification
algorithms also called separate and conquer method which means it is an iterative
process which means creating a rule subset in the trained datasets [2]. This paper
will be followed as related works in Sect. 2, the overall system approach in Sect. 3,
implementation and analysis in Sect. 4, results in Sect. 5, conclusion in Sect. 6,
future works in Sect. 7 and lastly, the references.

2 Related Works

We have studied that the associative classification (AC) is known to extract clas-
sifiers which contain simple “if-then” rules with a high degree of predicting
detection accuracy [1]. The algorithms that are studied for associative classification
in data mining are PART and Naïve Bayes. These algorithms are based on the rule
which works on learning the data and then classified the trained datasets. There are
many methods which are used for detecting phishing websites such as black list,
data mining approach, and machine learning technique [1, 3]. We surveyed
phishing website indicators which can easily identify the phishy websites [1, 3]. We
have collected the datasets from UCI machine learning repository, PhishTank as
well as Millersmiles [4].

2.1 Website Features for Detecting Phishy Websites

Website features or attributes are used for identifying the websites from phishy or
legitimate. This features classify the datasets into some group sets.We had collected a
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total of 1,353 phishing or legitimate or suspicious website datasets from free com-
munity sites [2] for analysing each feature with the classification approach of Naïve
Bayes and PART algorithm. After analysing, we have 548 legitimate websites, 702
phishy websites and 103 suspicious websites datasets. We have classified 16 different
features which will be used for detecting phishy or legitimate websites [1, 3].

From Fig. 1, the datasets of websites are having binary value with the use of
following attributes which carry either phishy or legitimate status. The websites
datasets of collected attributes hold categorical values with the numerical values
such as “legitimate as 1”, “suspicious as 0”, and “phishy as −1”, respectively.

2.2 Features/Attributes for Analysing the Performance
and Their Corresponding Rules

2.2.1 IP address: URL carrying IP address is an indication of someone is trying to
get enter in your personal information [1].

• If Internet Protocol address present in URL called phishing web page.
• Else called legitimate web page.

Fig. 1 Phishing datasets
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2.2.2 Long URL: An attacker conceals the bug code in URL to relocate the
information which was submitted by user [1].

• If URL length less than 54 called legitimate web page.
• URL length greater than or equals to 54 and less than or equals to 75 called

suspicious web page.
• Else called phishing web page.

2.2.3 URL’s link carrying @ sign: It redirects theweb page to anotherweb page [1].

• If URL carrying @ called phishing web page.
• Else called legitimate web page.

2.2.4 URL modification: Attacker modifies the URL by adding some malicious
code which looks legit web page [1].

• If domain carrying “−” sign called phishing web page.
• Else called legitimate web page.

2.2.5 Subdomains: Attacker can also add malicious code in subdomain of
the URL [1].

• If less than 3 dots present in the domain then we call it a legitimate web page.
• If else equal to 3 than called suspicious web page.
• Else called phishing web page.

2.2.6 Fake HTTPS/SSL: Attacker may use fake HTTPs protocol by which online
user thought they are connected with an authenticate website [1].

• If https protocol, trusted issuer, age greater than or equals to 2 years called
legitimate web page.

• If else used https and issuer is not trusted called suspicious web page.
• Else called phishing web page.

2.2.7 Someone requesting their URL web page: An attacker modifies the web
page with text, images and videos [1].

• If attacker request URL in the percentage of 22 called legitimate web page.
• If else request URL in greater or equals to 22% and less than with 61% called

suspicious web page.
• Else called phishy web page.
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2.2.8 URL anchor: URL of anchor means when online user type in the address bar
and going to the different domain of web page because an attacker already set the
malicious code within the web page which is connected to a different domain [1].

• If URL anchors percentage in less than 31% called legitimate web page.
• If else URL anchor greater or equals to and less than or equals to 67% called

suspicious web page.
• Else called phishing web page.

2.2.9 SFH: SFH means server form handler. It is the submission of user infor-
mation which passes the information from web page to a server [1].

• If SFH is about to blank, empty called phishing web page.
• If else SHD redirects to different domain called suspicious web page.
• Else called legitimate web page.

2.2.10 Abnormal URL: The record of a websites is not found in the database of
WHOIS site [1].

• If no hostname in record database called phishing web page.
• Else called legitimate web page.

2.2.11 Pop-up window: Authenticate websites do not come up with the pop-up
window [1].

• If right click disabled called phishing web page.
• If else right click showing alert sign called suspicious web page.
• Else called legitimate web page.

2.2.12 Redirect page: An online user tries to click on a link which automatically
redirects to a phishing page [1].

• If redirect web page carrying #s greater than or equals to 1 called legitimate web
page.

• If else redirect web page #s greater and less than 4 called suspicious web page.
• Else called phishing web page.

2.2.13 DNS record: A website not having a DNS record in a database comes into a
phishing web page [1].

• If no DNS record called phishing web page.
• Else called legitimate web page.
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2.2.14 Hiding the links: An attacker hides the genuine link with displaying a fraud
link [1].

• If change of status bar on mouse over called phishing web page.
• If else no change called suspicious web page.
• Else called legitimate web page.

2.2.15 Website traffic: Legit websites have the high traffic as user visit
regularly [1].

• If website traffic less than 1,50,000 called legitimate web page.
• If else website traffic greater than 1,50,000 called suspicious web page.
• Else called phishing web page.

2.2.16 Age of domain:Websites carrying online presence of below 1 year could be
called as suspicious [1].

• If website age comes less than or equals to 6 months called legitimate web page.
• Else called phishing web page.

3 Overall System Approach

The proposed methodology is applying the Naïve Bayes and PART algorithms to
classify the phishy, legitimate and suspicious websites based on phishing indicator
attributes. We have used class association rules that means searching for a missing
relation among the feature sets value and the group sets in the trained data and
converted them as class association rule [1]. We have designed the processes for
solving the phishing website detection using the rule-based classifier as shown in
Table 1.

3.1 Naïve Bayes and PART Algorithms

Associative classification can effectively detect phishy websites with higher accu-
racy. The algorithms used here for associative classification in data mining are
Naïve Bayes and PART algorithm. In PART algorithm, rules are generated in Weka
data mining tool on the training dataset and classification is implemented in Java.
And the other algorithm used is Naïve Bayes algorithm which will be implementing
in Java.
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3.2 Naïve Bayes Classification Algorithm

A Naïve Bayes classifier follows the probabilistic classifier with the use of Bayes’
rules [5]. In Naïve Bayes algorithm, we have used conditional probability and Bayes’
rules. Bayesian classification, which predicts the categorical class value, classifies the
dataset from the trained datasets and the class labels assigned from given attribute
sets and uses it in classifying new data. We aimed to construct a rule which will allow
us to assign future objects to a new class, given only the vectors of features describing
the next objects sets. It is the scheme process which does not require any iterative
parameter estimation where it can be used for identifying true-positive instances in
huge datasets [6]. In this classifier, we used the probability rule.

3.2.1 Understanding Naïve Bayes Rules

Assume that we are having the samples of data X where class label is unknown. We
make some hypothesis H in which X belongs to some class C. Then, the probability
of hypothesis P (H|X) carries the data which observed in sample data X. The
probability of posterior P (X|H) would be the H which is having the condition on X.

From Bayes’ rule, we are having posterior probability.

Posterior P H ̸Xð Þ = Likelihood X ̸Hð Þ * Prior P Hð Þ
Evidence P Xð Þ

Therefore, we can calculate the posterior probability with the help of likelihood
of datasets, prior knowledge of datasets and evidence of datasets. Similarly, we set
the phishing datasets into trained and test data.

Table 1 System design for
identifying phishing websites
with higher accuracy rate
algorithm

1 Training datasets acquisition

Legitimate website data
Phishy website data
2 Rules discovery
Hidden correlations among the attribute values and classes are
found (using CARs)
3 Applying the classification algorithm
Naïve Bayes and PART algorithm
4 Class assignment
Classifier is tested on test data
Class assigned to the website is tested according to the rules of
classifier
5 Results
It will classify the higher accuracy detection rate algorithm
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3.2.2 Pros of Naïve Bayes Algorithm

• It works on two phases:

– Learning phase and test phase.

• It is a very easy to program, fast to train and very useful to use as a classifier,
text classification and spam filtering.

3.3 PART Classifier Algorithm

PART stands for Projective Adaptive Resonance Theory. The concept of PART
algorithm is to generate our own condition which will classify and gives the pre-
diction output. PART classifier generates rules from training dataset and applies
these rules on the testing dataset in the form of “if-then-else” statements to classify
the class label of predictive class [2]. PART algorithm works on the generated own
rules, and then based on that rules, it is assigned a class to the test data. Here, we
have generated the many condition by taking the feature value in if-then-else format
which makes the class of groups and classified the data into test.

3.3.1 Pros of PART Algorithm

• PART generates own rule condition and based on that rule a class is assigned to
test the data.

• PART rules are formed from the trained datasets and these rules are applied on
test data in the form of if-then-else statement to classify the class label of
predictive class.

• Accuracy or free error rate classifier.

4 Implementation and Analysis

4.1 Approach Followed

We have used NetBeans software to implement the logic of Naïve Bayes and PART
algorithms in Java language. Then, we collect the feature value and coded with both
the classifier algorithms. We have connected the database for uploading and get
read from the train datasets by using MySQL. First, we run the NetBeans software
and used MySQL for the connection of datasets. We have divided our datasets in
two parts, first trained data and test data. We have used the data of 1353 websites
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Fig. 2 Display after running the project

Fig. 3 Results of Naïve Bayes classifier

from which 1080 are used to train the data and 273 for testing the data. Hence, we
load the trained data file and test data file. Afterwards, we can select any one
classifier algorithm between Naïve Bayes and PART algorithm for evaluating the
test results (Fig. 2).

Now, we will perform the classifier algorithms. First, we select Naïve Bayes
classifier and thus have the following output (Fig. 3).
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Secondly, we select PART classifier and have the following output (Fig. 4).
Therefore, the classification algorithms have been implemented. We have the

Naïve Bayes classifier which has been classified 173 correctly and 100 incorrectly
identified instances. Similarly, PART classifier has been classified 253 correctly and
20 incorrectly identified instances. So, the PART algorithm is having the higher

Fig. 4 Results of PART classifier

Fig. 5 Pie chart of Naïve Bayes classifier
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accuracy detection rate in identifying the true-positive instances. Moreover, we can
also see the pie chart of both the algorithms in Figs. 5 and 6.

5 Results

The result depends upon the accuracy and error rate of classifier. It shows the
accuracy of detection in Naïve Bayes algorithm which holds the 63.36% accuracy in
correctly identified instances and PART holds the 92.67% accuracy in correctly
identified instances.

From Table 2 and Fig. 7, we have found that the accuracy of correctly identified
instances is the PART algorithm which has the higher accuracy detection rate than
the Naïve Bayes algorithm.

Fig. 6 Pie chart of PART classifier

Table 2 Results of Naïve Bayes and PART algorithm

Rule-based
classification
algorithm

Correctly
classified
instances

Incorrectly
classified
instances

% accuracy of correctly
identified instances

Naïve Bayes
algorithm

173 100 63.36

PART algorithm 253 20 92.67
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6 Conclusion

Phishy website is a serious problem that the many users are facing online because of
high online transactions performed on a daily basis through the websites over the
Internet. By given significant attributes and use of rule-based classification algo-
rithms, we can easily detect phishing websites. Associative classification algorithm
is ease of interpretation and can update manually by end-user. We have concluded
that associative classification approaches are much better than other approaches for
detecting phishing instances because of their simple rule transformation. It finds the
missing information from the classified group sets which help us to minimize the
true-negative scenarios. Naïve Bayes works on the probability theory and gives the
prediction results. And the PART algorithm classified better results due to its own
generated rule conditions. Therefore, from our result analysis, we have found that
PART algorithm has a higher accuracy detection rate than the Naïve Bayes
algorithm.

7 Future Works

Till now, the accuracy of used algorithm is not up to the mark. So, the work would
be extended with the cons of used algorithms for enhancing these algorithms. Also,
we would like to increase the feature value and perform the analysis with other
classifier algorithms for more highly true-positive detection rate.
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Mobile Applications Usability Parameters:
Taking an Insight View

Sakshi Goel, Renuka Nagpal and Deepti Mehrotra

Abstract Nowadays, mobiles are like the general purpose computers with inbuilt
sensors, constant access to Internet and a huge variety of applications. Different
applications are categorized in such a way that they can perform their task in the
best possible manner. Usability of mobile applications is the ability of an individual
to use the application for its intended purpose without getting frustrated. In this
paper, the attention draws on the major usability factors of different applications.
After finding out the factors, we are trying to give the brief introduction of various
methodologies used to rank the factors and the structural relationships among these
parameters are modeled. Major techniques among them are interpretive structural
modeling (ISM) approach, analytical hierarchal approach (AHP) and DEMETAL
(decision-making trial and evaluation technique). These methodologies are used to
identify parameters affecting mobile applications, and the structural relationships
between these parameters are modeled.

Keywords Usability ⋅ Mobile applications ⋅ Parameters ⋅ ISM
DEMATAL ⋅ AHP ⋅ TOPSIS

1 Introduction

The versatility that is emerging nowadays in mobile phones opens the doors for
many new opportunities in the mobile world [1]. Mobile devices are becoming like
a blessing to the users, and today millions of users are using it without any hin-
drance. The advancement that is seen in today’s scenario with respect to mobile
technology enabled a huge range of applications used by the population while they
move [2]. Developers sometimes pay less attention toward the fact that the users are
more interested in using these devices while they are moving. The key concern of

S. Goel (✉) ⋅ R. Nagpal ⋅ D. Mehrotra
Amity School of Engineering and Technology, Amity University,
Noida, Uttar Pradesh, India
e-mail: goel.sakshi.aries@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
D.K. Mishra et al. (eds.), Information and Communication Technology
for Sustainable Development, Lecture Notes in Networks and Systems 9,
https://doi.org/10.1007/978-981-10-3932-4_4

35



using mobile phones is its limited screen size, huge power consumption and limited
connectivity that lacks it behind when compared with desktops [3]. Major among
all is the context in which we are using them. After all mobile devices are new PC
nowadays, consumers are rapidly shifting toward smartphones and tablets instead of
those bulky computers to access the wide range of services and products [4]. In
2010, it was the first time that smartphones are sold much higher than the PC’s.

Mobile applications are software applications that are specifically designed to be
used on the small, computing devices, wireless computing devices rather than
laptops or desktops [5]. Mobile applications are categorized in three categories [6].

• Native apps—these applications are created particularly for a designed platform.
• Web based—these applications are dependent on the Web. They need Internet

access every time in order to use them.
• Hybrid apps—these applications will combine the features of both the

Web-based and native applications.

There are different applications in the smartphones that influence the life of an
individual in either way. Different applications have different significance, and
when we talk about usability, there are many factors that need to be considered at
the time of defining its usability.

In this paper, we identified the factors for the usability of different applications.
Apart from this, in this work the main emphasis draws on the studies carried out in
decision making of the various usability factors. We try to make the user experience
wonderful while using the mobile applications. In this regard, we identify the major
usability factors of various applications and rank them in a decreasing order.
Section 2 describes the related work that has been carried out in the field of
usability. Section 3 of the paper describes the various applications and the usability
factors associated with it and gives the brief idea of the techniques we can use to
rank them and categorize them efficiently. Section 4 concludes the paper.

2 Related Work

Han et al. (2001), Kwahk and Han (2002) make use of usability evaluation
framework consisted of two layers: usability formation and evaluation of usability
[7]. Nigel Bevan et al. define the study for measuring the usability as a part of
user-centered design process [8]. Rachel Harisson et al. define the PACMAD
(people at the center of mobile application development) model of usability. This
methodology brings different attributes of different usability factors together to
develop a extraordinary comprehensive model [9]. The usability of the mobile
applications can be measured by three criteria. They are efficiency, effectiveness
and satisfaction. Some other attributes like cognitive load are overlooked, even
though they are very prominent for the success or failure of a particular application.
Cognitive load is the amount of cognitive processing needed by a particular user to
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see the applications [10]. In order to overcome with this difficulty, PACMAD
(people at the center of mobile development application) was introduced.
The PACMAD gives a model that adds four attributes other than the three attri-
butes, i.e., learnability, errors, cognitive load and memorability. In order to over-
come the present model, PACMAD depends upon three factors. They are task, user
and context of use [11] (Fig. 1).

Scott Gerber [12] gives the usability considerations that are highly responsible
for the proper functionality of the mobile applications [13]. Fateh nayebi et al.
present the state of art for the evaluation and measurement of the mobile usability
applications [14]. Constantinos K. Coursaris et al. design a framework for the
evaluation of the usability. A meta-analytical review is conducted of so many
usability studies to draw the final conclusion [15].

3 Proposed Work

We have identified the mobile applications namely e-commerce applications,
gaming applications, social applications, banking applications, books and refer-
ences and news applications. We draw a table for the factors that are valuable for
the usability of these applications. However, there are some common usability
parameters that can be suited with any of the above applications. Basically the study
shows the categorization of different usability applications along with their usability
factors that are very basic while using the mobile applications. They are shown in
Fig. 2 (Table 1).

Fig. 1 PACMAD usability
evaluation framework
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Proposed technology

In order to make the decision between the choices available for the attributes of
e-commerce applications and other proposed applications, various techniques can
be used. They are shown as follows

3.1 MCDM (Multiple Criteria Decision Making)

Multiple criteria decision making (MCDM) is a decision-making technique when
their present multiple but conflicting choices. This technique is used in day to day
life [16]. MCDM deals with choosing and identifying values on the basis of
preferences of the person who is taking decisions. Making the decisions shows that
some alternative choices are also present and the decision maker is considering
them and in such situation our responsibility is to not only identifying the number
of choices present but to choose the best one among all which can fits with the

Fig. 2 Usability factors of mobile applications
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Table 1 Usability parameters of different mobile applications

S.
no

Gaming
applications

Social
applications

Banking
applications

News application Books and
references

E-commerce
applications

1 Varying
screen sizes

High data
rate

Security High readability
on every operating
system

Adjustable
font size

Hardware
configuration

2 Swiping,
tilting and
replacement
options

Content E-transfer
of money

Audio and video
options along with
text display

Less
scrolling

Platform
dependency

3 Battery
consumption

Battery
consumption.

Login
credentials
at every
login

Quick updates Interactive
GUI

Secure
payment
gateway

4 Size of RAM Security Smooth
backend

The pop ups that
appear while
browsing the news
must be avoided

Efficiency Network
connectivity

5 User setting
option
(volume,
language
control,
sound)

Platform
dependency
for new
features

Ease of use Low space
consumption

Esthetics Ease of use

6 Saved
functionalities

Notifications
at the lock
screen

Voice
recognition
system

News must be
available in all
languages

Easily
convertible
in any
format

Content

7 Level of game
must be
specified

Offline
features

ATM
locators
application

GUI must be
interactive

Efficient Response
time

8 Avoid hang
problem

Interactive
GUI

Accessing
balance info
without
login

Content High
resolution of
images and
tables

Informational
retrieval
performance

9 Platform
supportive

Efficiency Network
connectivity

Smooth
navigation

Quick
searching
while
entering
keywords

Navigation

10 High
resolution

Strong
esthetics

Ease of use Zooming without
disturbing actual
functionality

Consume
less size in
memory
when
downloaded

Optimization
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model [17]. This is the methodology that comes under operational research which is
categorized into two methods, namely multi-attribute decision making (MADM)
and multi-object decision making (MODM) [18].

• Multiple attribute decision making (MADM)—it selects the “best” alternative
from the predescribed alternatives with respect to multiple attributes.

• Multiple objective decision making (MODM)—it deals with the designing of
the alternatives which actually optimize the multiple objectives of the person
who is making the decisions.

3.2 AHP (Analytical Hierarchy Process)

It stands for analytical hierarchy process. It is a decision-making method that gives
ratio scales of different parameters. In order to take input, it can be measurable
(height, weight) or subjective (feeling, preference, satisfaction) opinion. The ratio
scales are derived from Eigen values, and parameters are derived from Eigen
vectors. AHP works on the human mentality who by nature clusters the things in
their mind by their complexities and characteristics. It took both quantitative and
qualitative factors into considerations [19]. The foremost importance of this method
is its ease to solve multiple attribute problems. Moreover, AHP is quite easy to
understand and deals with qualitative and quantitative data at a time. One reason of
ease is the less involvement of mathematics. It only performs the pairwise com-
parison, generation of vectors and synthesis [20]. It breaks the problem into smaller
and smaller parts and guides the decision maker with the help of pairwise com-
parison to give the relative intensity or the relative strength of the elements in the
hierarchy.

It is that simple that there is no need of providing the formal training and they
can understand and take participation actively. Satty [21] found one common
behavior among various examples of the trend of dealing with complexity by
humans—that is the hierarchical complexity structuring into the homogeneous
clusters.

3.3 MAUT (Multi-Attribute Utility Theory)

MAUT is again a decision-making technique. It is a structured methodology that is
build to handle the variations among various objectives. This technology was first
introduced at Mexico airport in early 1970s to find the alternative locations for new
airport at Mexico City [22]. MAUT is a compensatory strategy. This theory states
that the preference of an individual between the alternative solutions for a particular
problem can be expressed in terms of “utility function” which allots numbers to
show the degree of desirability [23]. Multiple attributes are compared on the basis
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of their weights to find the best optimal solution [24]. The desirability is expressed
such that the high number correlates with the higher desirability and the lower
number with the low desirability [25].

3.4 Interpretive Structural Modeling (ISM)

It is a process of converting the poorly articulated model into a well-defined model
that is helpful for many purposes [26]. The foremost focus of using ISM is to
identify the directly and indirectly related elements. It identifies relationship among
various sets of items that defines a particular problem. While using a system that is
complex in nature, the user gets frustrated and does not want to spend much time on
that system [27]. ISM provides the better understanding of the system by identi-
fying the directly or indirectly related elements and to identify the structure within
the system. It also changes the poorly defined attributes into the set of well-defined
attributes. The very first step of ISM is to identify the variables. After choosing the
contextually related elements, structural self-interaction matrix (SSIM) is devel-
oped. After finding the transitivity the levels are identified and finally with the help
of MICMAC analysis, dependent are driving powers are identified [28].

3.5 TOPSIS (Technique for Order Preference by Similarity
to Ideal Solution)

It is a technique that works with multi-attributes or with MCDM (multi-criteria
decision making) problems. It provides the ease to the decision maker to manage
the problem in the way that it will be solved and carry out the analysis and ranking
of the different attributes after comparing them. Traditionally TOPSIS was intro-
duced by yoon and hwang for solving MCDM. The concept behind this is that the
alternatives so chosen must have shortest Euclidian distance form PIS (positive
ideal solution) and farthest from NIS (negative ideal solution). Positive ideal
solution is the solution that has minimum cost criteria and maximum benefit cri-
teria. On the contrary, negative ideal solution has maximum cost criteria and
minimum benefit criteria [29].

3.6 DEMATEL

Decision-making trial and evaluation laboratory (DEMATEL) is used in analytical
network process (ANP), fuzzy set method and multi-criteria decision making
(MCDM), etc. for enhancing these old methodologies into some new kind of
applications for many hybrid methods. DEMATEL can sum up with many other
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techniques such as initial direct relation matrix. DEMATEL was come into light
with the prior belief that the correct use of scientific research method will enhance
the understanding of certain problems that are critical in nature. DEMATEL is
applied to handle problems with regard to some crucial features for the problems
and help in finding the best possible decisions. Some scientists use this method to
change the application of the attributes and evaluation for the problems. DEMA-
TEL determines the constraining and interdependent relations depend on some
features.

4 Conclusion

In this work, we basically make an attempt to introduce the different mobile
applications usability factors that are commonly used and after that we suggest
some of the techniques that are helpful in drawing the decision and creating rela-
tionship among various factors. Among the different applications, we choose
e-commerce as one of the applications where we will be applying interpretive
structural modeling (ISM) along with the DEMATEL in our future work. With the
parameters suggested above, we will try to create the relationships among the
parameters and create a matrix on that basis.
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Segmentation of Musculoskeletal Tissues
with Minimal Human Intervention

Sourav Mishra, Ravitej Singh Rekhi, Anustha and Garima Vyas

Abstract Non-invasive methods of detection of diseases is very important in the
medical domain. Imaging modalities such as MRI are usually employed and present
the state-of-the-art. As of now, it is very widely used in the prognosis of heart
diseases where tissue distribution is taken into account. This work exhibits
multi-modal MRI to enable segmenting tissues in limb, which happens to be a
crucial first step in analysis.

Keywords Musculoskeletal MRI ⋅ Segmentation ⋅ Region growing
Tissue classification

1 Introduction

Systematic segmentation allows for well-ordered post-processing of the acquired
images. The quality of diagnosis has a high correlation with the ability to identify
and measure tissue attributes. Recently, limb tissue segmentation in medical images
has gained traction in the quest to find determinants of cardiovascular and geriatric
diseases [1]. Pollack et al. have studied reactive hyperemia in the case of peripheral

This project has been partially founded by NIH grants 5R37AG018915-12 and
5P30AG021332-10 awarded to Wake Forest University School of Medicine.

S. Mishra (✉) ⋅ R.S. Rekhi ⋅ Anustha ⋅ G. Vyas
Electronics and Communication Engineering, Amity University, Noida, Uttar Pradesh, India
e-mail: smishra23@amity.edu

R.S. Rekhi
e-mail: ravitejsingh11@gmail.com

Anustha
e-mail: anushtha212@gmail.com

G. Vyas
e-mail: gvyas@amity.edu

© Springer Nature Singapore Pte Ltd. 2018
D.K. Mishra et al. (eds.), Information and Communication Technology
for Sustainable Development, Lecture Notes in Networks and Systems 9,
https://doi.org/10.1007/978-981-10-3932-4_5

45



arterial diseases and found circulation to be lacking in arms [2]. Kitzman et al. have
been trying to utilize a similar methodology in calf region for studying diastolic
heart failure in the elderly population [3, 4]. In achieving this objective, an auto-
mated technique is relevant to quickly segment the images with minimal human
intervention.

This paper exhibits a technique where calf region segmentation has been
achieved by multi-modal MRI images. Information from several modalities have
been used in tandem to delineate regions.

2 Segmentation of Limb: An Overview

A quantitative image can provide us with a region of interest (ROI) by mapping
certain attributes. However, there are challenges since the intricacies of our body
lead to various complications in the smallest of regions. Limb segmentation for
clinical studies has been previously attempted by other research groups such as
Karampinos et al., who investigated this pathway to investigate effects of Type-2
Diabetes [5]. A similar process has been used in the detection of weakness of
muscles in respiratory disease patients by Andrews et al. [6]. The status quo
involves some degree of human intervention in the processing anatomical datasets.

3 Acquisition and Preprocessing

The following steps were employed for isolating the information of interest.

3.1 Choice of Image Type

The semi-automated technique employs two major class of images, namely
T2-weighted and spectral fitted fat & water fraction maps.

In T2-weighted images, the areas with water content appear bright whereas the
areas with high fat content appear dark. All 1H atoms (hydrogen atoms) have a
fundamental property of nuclear spin. A characteristic resonant frequency called
Larmor frequency exists which is related to the strength of the main magnetic field.
Under such a field, the spins precess with resolvable horizontal and vertical com-
ponents. Radiofrequency excitations, which disturb the spin equilibrium, makes it
easy for researchers to distinguish tissues, since different materials have different
rates of relaxation. T2-weighted technique exploits the vast difference of relaxation
rates in the transverse plane of the spins. The question of fat and water maps
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employs this fundamental property of difference in chemistry and differential rates
of spin evolution. Equipped with this know-how, we can design pulse sequences
which will clearly separate the two tissue species.

3.2 Data Acquisition

A 3T MRI (Siemens SkyraTM, Malvern, PA) system was used to acquire the
required images of the subjects. Subjects were made to lie feet-first on the scanner.
A 16-channel knee-coil was placed around the part of the calf where the girth was
highest.

T2-weighted images were acquired with a long scan, where the Echo time
(TE) and Repetition time (TR) were kept at 51 ms and 2120 ms, respectively. Field
of view (FOV) was kept at 512 × 512 with 14 slices. The pixel dimensions were
set at 0.5 mm × 0.5 mm × 2.4 mm for the X-Y-Z axes. A representative image
of a T2 image from our dataset is given in Fig. 1.

The Fat and Water images have been obtained by the Spectral fitting technique
wherein, 6 echoes were captured for different phases of water and –CH2 (methy-
lene) spin overlaps with TE and TR of 1.4 and 12 ms respectively, at 4° flip angle.
By suitable polynomial fitting of signals at different spin-overlaps, Fat-only and
Water-only images were extracted. A representative in-Phase image has been
shown in Fig. 2.

The Fat and Water images are registered to a common space by the
high-resolution T2 images. Using the common T2-space greatly simplifies the
process of segmentation. An open source tool such as the FSL (Department of
Neurobiology, Oxford University) has been used for 3D slice-by-slice registration.

Fig. 1 T2 image
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4 Methodology

4.1 Identification of Tissues

The limb analyzed is the human calf region. The axial slice of the limb exhibits four
main regions- the subcutaneous fat, the skeletal muscle, the bone cortex of the two
bones tibia and fibula, along with their respective marrows.

4.2 Tissue and Skin Mask

Using a segmentation script, a tissue mask was created out of the registered in-phase
image as illustrated in Fig. 3. This helps in retaining relevant information and nul-
ling the background for resampled images, as conveyed through Figs. 4 and 5.

Fig. 2 In-phase image from
spectral estimation technique

Fig. 3 Tissue mask (from T2
image)
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Tissue mask is eroded by morphological operations to produce skin mask- an
outline of the tissue mask beneficial in registering perfusion images. This removes
any bleed-through artifact.

4.3 Isolating Individual Component Tissues

Otsu’s threshold method involves iterating through all the possible threshold values
and calculating a measure of spread for the pixel levels each side of the threshold.

Fig. 4 Water fraction map

Fig. 5 Fat image, with
background subtraction
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Due to the different chemical composition of molecules, fat fraction (Fig. 4) and
water fraction maps (Fig. 5) are complementary to each other making the Otsu
threshold easier to establish.

5 Segmentation Script

The segmentation script was designed to segregate the different regions as
demonstrated.

• Tissue mask was created in MATLAB out of T2-weighted high-resolution
image and in-phase image of water and fat after their normalization. Any gaps or
holes were filled by morphological operations.

• By eroding the tissue mask, a skin mask was created.
• Creation of water and fat masks was done by a cascade of logical operations

involving the tissue, skin mask and the individual fat and water fractions.

5.1 Uniqueness of Bone Cortex

The bone cortex is the only tissue which is non-uniform in shape & dimensions, and
varies in location among human subjects. A region growing technique creates the
bone-cortex by appropriate marker placing.

This output can be fed directly into the MATLAB based pipeline, for further
accurate delineation. A representative output which was obtained from region-
growing bone-cortex by seed-placing has been shown in Fig. 6. The display labels
are finally assigned and saved as a file automatically in the parent folder.

Fig. 6 Bone cortex (created
from region growing)
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6 Results and Discussion

A total of 27 calf MRI datasets were processed by this technique. A few repre-
sentative results from the middle slices of the datasets have been provided in
Figs. 7, 8 and 9. The generated segmentation overlay of the datasets can be effi-
ciently viewed on a third-party tool like ITK-SNAP. This semi-automated tech-
nique has proved to be effective in segmenting the calf region with minimal human
intervention.

This tool is crucial in cardiovascular research where absence of adequate tissue
maps have led clinical assistants to manually paint different regions in limb slices.
These segmented regions are very crucial to further calculating region ratios and
statistics, which are quoted widely nowadays in literatures pertaining to Heart
failure, Peripheral arterial diseases (PAD), and obesity research [7].

Fig. 7 Labels of sample
dataset I

Fig. 8 Labels of sample
dataset II
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7 Future Scope

The future scope of the given method includes effective identification of the fibula
and tibia in the human calf region. The shape of the smaller bone- Fibula, varies
from being smooth to becoming roughly diamond-shaped at its ends. Its location
varies between human subjects and hence, it has been subjected to position-marking
in the program flow. Automation of identifying and isolating this sub-part will
enable quick processing of several datasets in minimum time.
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Implementation of Modified ID3
Algorithm

Latika Mehrotra, Prashant Sahai Saxena and Nitika Vats Doohan

Abstract Data classification algorithms are very important in real world applica-
tions like- intrusion classification, heart disease prediction, cancer prediction etc.
This paper presents a novel decision tree based technique for data classification.
Basically it is an enhanced variant of ID3 algorithm. ID3 is a popular and common
decision tree based technique for data classification. in this paper, an upgraded
version of ID3 is proposed. This version calculates information gain in a different
way by giving more weightage to more important attribute instead of an attribute
which is having more different values. The fundamentals of data classification are
also discussed in brief. The experimental results have proven that the accuracy of
the presented method is better.

Keywords IDS ⋅ NIDS ⋅ HIDS ⋅ SBIDS ⋅ Data mining

1 Introduction

Because of large volumes of security audit data as well as complex and dynamic
properties of intrusion behaviors, the optimization of the performance of IDS
becomes an important open problem that is receiving more and more attention
from the research community. Uncertainty to explore if certain algorithms perform
better for certain attack classes constitutes the motivation for the reported herein
(Fig. 1).
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The Data mining-based intrusion detection systems (IDSs) have established
precision in finding intrusions; at the same time provide simplified detection of new
or unknown type of intruders. These IDS performs better and durably even in
mutable environment. A major problem faced by them is the intensive computation
required in the model generation phase.

Classification based on data collection strategies for any intrusion detection
systems

(a) Signature based Intrusion Detection System
(b) Statistics based Intrusion Detection System

The intrusion detection systems [1–3] are based on either signature based
techniques or the statistical based techniques. The signature based techniques make
use of the training data or the signature to detect & prevent the intrusion. Therefore
the signature based techniques are not good enough to detect the novel intrusion
attacks. The statistical based techniques have an advantage over the signature based
techniques that they can also detect the novel attacks. One most common method
for classification is decision tree based classification. Main disadvantage of the
network based intrusion detection [4] they work well only for local threats. The host
based intrusion detection [4] runs on the local host.

2 Related Works

In [5] Jake Ryan et al. has worked on the concept of the neural network. The neural
network performs learning on the basis of the test data and then it performs pre-
dictions. It can classify that the behavior of the node as normal or abnormal.
Denning D.E. et al. [6, 7] has presented a sequential rule based model for the
prediction of abnormal behavior. Sequential rules are based on the sequential data
base. The training data is stored in the sequence in which may occur in the sequence

Fig. 1 Traditional IDS
framework
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data set & then the sequence rule mining algorithm is applied on the training data
set to identify the patterns of the normal behavior and the abnormal behavior. The
system developed in [8] has more accuracy in identifying whether the records are
normal or attack one. Dewan M. et al. [9] proposed an improved version of the
self-adaptive Bayesian algorithm (ISABA). It is based on the concept of the
Bayesian network but accuracy rate is below expectation. S. Sathyabama et al. [10]
Proposed a clustering based method. In this method the similarity based records are
stored in the clusters. Also the dissimilar records are called the outliers. For the
outliers the alarm is raised & the record is checked for the abnormal behavior. Amir
Azimi Alasti et al. [11] proposed a self-organizing map based method for the
intrusion detection. The map has been used successfully to classify the data records.
In this method the false positive alerts have been reduced up to a good extent. Alan
Bivens et al. [12] has proposed a self-organizing map based classification tech-
nique. The false negative has been reduced in this model. The authors of [13, 14]
proposed the ensemble approach. This approach is a fusion of many existing
algorithm. The experimental results have shown that it has outperformed many
existing techniques. It has also outperformed support vector machine. This paper
[15] presents a method which is based on the concept of the dimension reduction.
The dimension reduction is achieved by the feature extraction technique of the data
mining. Aly Ei-Senary et al. [16] has proposed a fusion of the apriori and the kuok
algorithm. This proposed model also uses the concept of the fuzzy set i.e. partial
membership function.

3 Proposed Work

Objective

• The objective is to classify the information of a flow available as normal or
attack by an updated decision tree based classifier.

• The accuracy of the proposed decision tree based classifier will be better as
compared to that of the existing classification techniques.

Proposed Methodology
Input:

1. Training Data
2. Testing Data

Output:

1. Classification Tree
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Procedure:

1. If the input data set is empty then return a single node with value
“unsuccessful”.

2. If every record of the input data set contains similar value for the target element
then create a node containing that value and return.

3. Otherwise if all the records of the training data set contains no then create a no
node and stop.

4. Calculate the modified information gain of all the attributes using the following
modified gain calculation formulae:
The gain (d, a) is mutual information of sample data set d on an element a is
defined as follows:

Modified gainðd, aÞ= entropyðdð Þ− sððjdaj ̸jdjÞ * entropyðdaÞÞÞ * v

Where:
v is the weight associated with each element according to the importance in
result da ⊆ d and a ∈ a.

daj j= ∀da

select an element (discussed in element selection) with the highest mutual
information and construct a decision node.

5. Repeat step 4 for each element.

4 Result Analysis

The data set used in the experimental study is kdd 99 data set. we have used
following attribute for the classification.

• Packets sent
• Protocol
• Source Port
• Destination Port
• Target

Training Data Set:
The Training data set is as follows: after implementing the updated version of

existing ID3 it is being found that ID3 is performing better in updated version. We
implemented the existing and new ID3 on JAVA platform. The experimental study
has proven that the accuracy of the proposed ID3 is better as compared to the
existing one (Table 1 and Fig. 2).
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5 Conclusion

In this paper, a large number of papers are analyzed. On the basis of that analysis
the problem is defined. It is also containing background and related work. Which
describes why intrusion detection is needed? An enhanced data classification
technique is also proposed. This version calculates information gain in a different
way by giving more weightage to more important attribute instead of an attribute
which is having more different values. The accuracy of proposed classifier is better.

Table 1 The training data set Packets Protocol Sport Dport Target

2138 tcp 34 33 Ddos
12 tcp 2 3 Probe
20 tcp 3 12 Probe
230 tcp 2 120 Ddos
2138 tcp 34 33 Ddos
2138 tcp 34 33 Ddos
2138 tcp 34 33 Ddos
12 tcp 2 3 Probe
12 tcp 2 3 Probe
12 tcp 2 3 Probe
20 tcp 3 12 Probe
20 tcp 3 12 Probe

20 tcp 3 12 Probe
20 tcp 3 12 Probe
2138 tcp 34 33 Ddos
12 tcp 2 3 Probe
20 tcp 3 12 Probe
230 tcp 2 120 Ddos
2138 tcp 34 33 Ddos
2138 tcp 34 33 Ddos

Fig. 2 Result comparison
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A Data Classification Model: For Effective
Classification of Intrusion in an Intrusion
Detection System Based on Decision Tree
Learning Algorithm

Latika Mehrotra, Prashant Sahai Saxena and Nitika Vats Doohan

Abstract Data classification is the heart favorite topic of many researchers. It has a
huge array of real-world applications. Although many algorithms and tools are
available for creating decision tree based classification, still improvements are
required in many aspects. ID3 is a very popular decision tree-based data classifi-
cation algorithm. A novel model is presented here with decision tree concepts for
the data classification. Model that is suggested in this paper is based on the updated
ID3 method. It uses a modified gain to select the attribute. This modified gain gives
more weightage to most important attribute. The result analysis has shown that the
accuracy of proposed model is better.

Keywords Data classification ⋅ Decision tree learning ⋅ KD3 data set
Modified gain ⋅ Data mining ⋅ Intrusion detection

1 Introduction

Data mining as we all know is popular and acclaimed technique for finding patterns
and displaying remarkable associations between items in massive databases. The
aim of data mining is to find out built in rules extracted from databases by applying
different techniques. Based on the conception of robust rules, [1] introduced
association rules for locating regularities between merchandise in large-scale
dealing knowledge noted by point of sale (POS) systems in supermarket’s.
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Pattern discovered in context of sales and marketing in a supermarket with the help
of data mining techniques can give these kinds of results. If a customer is pur-
chasing bread, he might buy butter as well. This kind of knowledge is often con-
sidered as the foundation for decisions making related to marketing activities. These
rules or patterns of purchase may help in promotional evaluation or product
placements. Apart from market basket-based analysis, association rules are used
these days in several application areas, Web usage mining and intrusion detection
that is network security. Association rule learning unlike sequence mining does not
take into account order of thing, neither inside nor outside a particular transaction
(Fig. 1).

Data Mining Tasks:

Data mining is used for extracting patterns as per user need from a transaction
database. In general, there are four ways to find out these patterns:

• Classification

• Clustering

• Association rule mining

• Sequential pattern mining (Fig. 2).

In Jake Ryan et al. [2] have worked on the concept of the neural network. The
neural network performs learning on the basis of the test data, and then, it performs
predictions. It can classify the behavior of the node as normal or abnormal. Denning
et al. [3, 4] have presented a sequential rule-based model for the prediction of
abnormal behavior. Sequential rules are based on the sequential database. The
training data are stored in the sequence in which they occur in the sequence data set,
and then, the sequence rule mining algorithm is applied on the training data set to
identify the patterns of the normal behavior and the abnormal behavior. The system
developed in [5] has more accuracy in identifying whether the records are normal or

Fig. 1 General concept of data mining
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attack one. Dewan et al. [6] proposed an improved version of the self-adaptive
Bayesian algorithm (ISABA). It is based on the concept of the Bayesian network,
but accuracy rate is below expectation.
Decision Tree and Classification: Decision trees are a common data classification
process. Decision trees split the information for the data classification. Classifica-
tion is the process of finding the different classes of the input data set on the basis of
the common characteristics that the input data possess [7] (Fig. 3).

Fig. 2 KDD knowledge discovery in databases

Fig. 3 A sample decision tree—partial view
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2 Proposed Model

The existing version of ID3 gives more weightage to the attribute with the maxi-
mum different values. Then, this attribute becomes the root of the decision tree. But
an attribute with maximum different values may not be the most useful attribute for
the data classification. Proposed variant of ID3 uses a modified gain formula for
calculating the gain. By this formula, we can put more weight into the attributes,
which will be an important factor for classification purpose. It helps in selecting the
most important attribute as the root of the tree, which ultimately results in the better
classification accuracy.

Result Analysis

The data set used in the experimental study is KDD99 data set. We have used
following attribute for the classification.

• Packets sent

• Protocol

• Source port

Table 1 Input data set Packets Protocol Sport dport Target

2138 Tcp 34 33 ddos
12 Tcp 2 3 Probe
20 Tcp 3 12 Probe
230 Tcp 2 120 ddos
2138 Tcp 34 33 ddos
2138 Tcp 34 33 ddos
2138 Tcp 34 33 ddos
12 Tcp 2 3 Probe
12 Tcp 2 3 Probe
12 Tcp 2 3 Probe
20 Tcp 3 12 Probe
20 Tcp 3 12 Probe

20 Tcp 3 12 Probe
20 Tcp 3 12 Probe
2138 Tcp 34 33 ddos
12 Tcp 2 3 Probe
20 Tcp 3 12 Probe
230 Tcp 2 120 ddos
2138 Tcp 34 33 ddos
2138 Tcp 34 33 ddos
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• Destination port

• Target

Training Data Set:

The Training data set is as follows (Table 1):
We implemented the existing ID3 and the modified ID3 on JAVA platform. The

experimental study has proved that the accuracy of the proposed ID3 is better as
compared to the existing one (Fig. 4).

3 Conclusion

In modern era of technology, the need of data and computation is increasing
continuously. Each and every hand is mounted with the new generation gadgets and
smart devices, which is increasing the data exponentially. Data classification makes
the things easier. It categorizes the voluminous data. Also it increases the accuracy
of the result. This paper has presented a data classification model for intrusion
detection system by decision tree learning. This proposed model calculates infor-
mation gain in a different way by giving more weightage to more important attri-
bute instead of an attribute which is having more different values. The accuracy of
proposed classifier is better.

References

1. Vijendra S (2011) Efficient clustering for high dimensional data: subspace based clustering and
density based clustering. Inf Technol J 10(6):1092–1105

2. Langley P (1993) Induction of recursive bayesian classifiers. In: Brazdil PB (ed) Machine
learning: ECML, vol 93. Springer, Berlin, pp 153–164

3. Witten I, Frank E (2005) Data mining: practical machine learning tools and techniques, 2nd
edn. Morgan Kaufmann, San Francisco, ch. 3, 4, pp 45–100

Fig. 4 Result comparison

A Data Classification Model: For Effective Classification … 65



4. Yang Y, Webb G (2003) On why discretization works for Naive-Bayes classifiers. Lecture
Notes in Computer Science, pp 440–452

5. Zantema H, Bodlaender HL (2000) Finding small equivalent decision trees is hard. Int J Found
Comput Sci 11(2):343–354

6. Ming H, Wenying N, Xu L (2009) An improved Decision Tree classification algorithm based
on ID3 and the application in score analysis. Institute of Software Technologies, Dalian Jiao
Tong University, Dalian, China

7. Breiman L, Friedman JH, Olshen RA, Stone CJ (1984) Classification and regression trees.
Wadsworth International Group. The Wadsworth Statistics/Probability Series, Belmont, CA

66 L. Mehrotra et al.



Reliability-Aware Green Scheduling
in Cloud Computing

Nidhi Rehani and Ritu Garg

Abstract In cloud computing scenario, workflow scheduling algorithms require
multiple conflicting goals to be optimized. Optimal makespan, reduced energy
consumption and reliability of execution are the most important goals to be opti-
mized. In this paper, we propose a multi-objective workflow scheduling algorithm
in cloud computing—ERAWS, which optimizes three conflicting criteria: make-
span, reliability of task execution and energy consumption. We validate and analyze
the performance of our algorithm by using the CloudSim toolkit. We use randomly
generated task graphs and task graphs for Gaussian elimination and fast Fourier
transformation to represent workflow applications. The simulation results show that
ERAWS algorithm gains significantly in terms of makespan and energy con-
sumption, in real-world scenarios where reliability and energy consumption are
important issues.

Keywords Cloud computing ⋅ Reliability ⋅ Multi-objective workflow
scheduling ⋅ Energy efficiency ⋅ Monte Carlo simulation ⋅ Green computing

1 Introduction

Cloud computing, the new ICT paradigm which offers infrastructure, platform and
software as a utility service [1], has great significance for performing
high-performance computing (HPC). The capacity of vast resources available in
cloud can be utilized efficiently by using an appropriate scheduling algorithm for
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service execution, such that the desired performance is achieved. It is also important
to consider the huge amount of energy consumed by the vast data centers which
leads to an increase in the data center operation cost, increase in the carbon-dioxide
emissions to the environment, decrease in the reliability and lifetime of system
components. Dynamic voltage and frequency scaling (DVFS) technique [2], which
allows the dynamic adjustment of voltage and frequency of computing elements,
can be appropriately used to reduce the energy consumption by servers. Reliability
of service execution is another important issue in cloud. The failure of computing
and networking resources available and the corresponding services executing on
them can result in degradation of performance. Such failures become an important
issue in cloud due to the heterogeneity of service requests, virtualization and the
on-demand allocation of servers. However, work on providing reliable and
energy-efficient schedule with performance constraints is still to be explored.

Scientific workflows are widely used to represent large applications with HPC
requirements. The workflow scheduling problem on heterogeneous distributed
systems is considered to be NP-Hard [3] in nature.

Garraghan et al. [4] analyzed the Google Cloud Trace Log to determine that
failure characteristics of cloud servers follow Weibull distribution, whereas large
variance is found for repair characteristics. The existing literature focuses on the use
of Poisson distribution to estimate resource failure [5, 6]. In our work, we use
Weibull distribution with Monte Carlo Simulation (MCS) [7] to ensure reliable task
execution.

To incorporate energy efficiency, we use the DVFS technique to dynamically
scale the voltage and frequency of the CPUs allocated to various virtual machines.

Thus, we propose energy-efficient and reliability-aware workflow scheduling
(ERAWS) algorithm that optimizes the makespan (schedule length), reliability and
energy consumption for workflow execution in cloud. In order to analyze the
performance of our proposed ERAWS algorithm, we develop a cloud environment
using CloudSim toolkit [8]. We use randomly generated task graphs and task graphs
for real-world numerical problems like Gaussian elimination (GE) [9] and fast
Fourier transformation (FFT) [10] to represent workflow applications.

2 Formalism

The cloud user submits the request as a workflow application to the Cloud Coor-
dinator (CC) which passes it to the Scheduler. The Scheduler is responsible for
producing an optimal workflow schedule. It works in coordination with Reliability
Predictor, which provides the failure characteristics for virtual machines and the
DVFS Manager, which provides the energy usage characteristics for the resources.
The schedule generated by the Scheduler is used by CC to allocate tasks to various
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virtual machines, with the help of DVFS Manager to appropriately scale the voltage
and frequency levels for the machines. The set of all virtual machines in the cloud is
represented as vi ∈ V , ð1 ≤ i ≤ mÞ, where m is the total number of machines. Each
virtual machine can adjust its frequency in levels, expressed in millions of
instructions per second (MIPS) [11]. These frequency levels for vj ∈V can be
represented as Fj = fj, 1, fj, 2, . . . fj, l

� �
, where l is the number of frequency levels,

fj, b < fj, c, if b< c.
The power consumed by a processor is static and dynamic power, dominated by the

dynamic power consumption [12] which is directly proportional to the square of
supply voltage (Vdd) and frequency (f). Since frequency is directly proportional to
supply voltage ðf∝VddÞ [11], we calculate power consumption of a virtual machine as:

P=C fð Þ3 ð1Þ

where C is the coefficient of proportionality. A decrease in the frequency of
operation for the virtual machine results in an increase in the execution time of the
corresponding task executing on it.

The workflow application is represented as a directed acyclic graph
(DAG) W = <T, E> where ti ∈T , 1≤ i≤ nð Þ represents the set of n prece-
dence-constrained tasks and E= ei, j, 1≤ i≤ n, 1≤ j≤ n, i≠ jð Þ represents the
dependencies among the tasks. The set pre(ti) represents the immediate predeces-
sors of a task ti, and the set suc(ti) represents the immediate successors of the task.
The computation requirement of a task (w(ti)), expressed in millions of instructions
(MI), can be used to calculate its execution time (Te) on virtual machine vj as:

Te ti, vj
� �

=wðtiÞ ̸fop, fop ∈Fj ð2Þ

where fop represents the frequency at which vj operates during the execution of the
task, expressed in millions of instructions per second (MIPS). The communication
time (Tc) between two dependent tasks can be calculated as:

Tcðti, tjÞ=w ei, j
� �

̸bwðvi, vjÞ ð3Þ

where bw(vi, vj) represents the bandwidth, expressed in Mbps, and w(ei,j) represents
the amount of data to be transferred from the predecessor task. The makespan of the
workflow application is the time required for the execution of all the tasks in the set
T on the virtual machines available to the user. It can be calculated as:

makespan=AFTðtexit, vjÞ ð4Þ

where AFT is the actual finish time of exit task on virtual machine vj allocated to it.
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3 Problem Definition

Monte Carlo Simulation (MCS) is a computation-intensive, statistical method that
can be used to model the behavior of a complex system [7]. We use MCS method
with Weibull distributed failures for realistic system reliability modeling, i.e., to
determine the probable time-to-failure (TF) and time-to-repair (TR) for various
virtual machines. To perform MCS in cloud environment, we realize the system a
large number of times using a stream of random numbers. This stream is used to
perform sampling by inverse transformation method, using the statistical properties
of servers, in order to determine the probable TFs and TRs using the equation:

TF ̸R = βð− lnð1− rÞÞ1 ̸α ð5Þ

where α (shape) and β (scale) are the Weibull distribution parameters and r is the
random number generated. The cloud system is simulated a large number of times.
Using the values of probable TFs and TRs, each virtual machine can be assumed to
be in the available or failed state during its future operation.

The energy consumption for executing a task on a virtual machine can be
obtained using the power model defined in the previous section as:

Eðti, vjÞ=Cj fop
� �3Te ti, vj

� �
, fop ∈Fj ð6Þ

where fop represents the frequency with which vj operates during the execution of
the task. Thus, the total energy consumed by the virtual machine for execution of all
the tasks allocated to it can be obtained as:

EExecution
vj = ∑

t′i s→ vj

Cj fop
� �3Te ti, vj

� �
, fop ∈Fj ð7Þ

When the virtual machine fails, it does not consume any energy. The virtual
machine is assumed to operate at minimum frequency during idle time (Tidle) and
communication time (Tcomm). We assume that the communication time does not
increase due to a decrease in the operating frequency of the virtual machine. Thus,
the energy consumption during idle or communication time can be obtained as:

EIdle ̸Comm
vj =Cj fj, 1

� �3TIdle ̸Comm ð8Þ

The total energy consumption by a virtual machine during the execution of the
workflow application can be obtained as the sum of energy consumed by it during
the execution time, idle time, communication time and failure time.
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The total energy consumption for executing the workflow application is obtained
as:

E= ∑
vj ∈V

EExecution
vj +EComm

vj +EIdle
vj +EFailed

vj

� �
ð9Þ

Thus, our aim is to produce a schedule for the workflow application that exe-
cutes the tasks reliably, using an optimal makespan and reduced energy con-
sumption. To achieve this objective, we propose the ERAWS algorithm.

4 Proposed ERAWS Algorithm

In this section, we present the energy-efficient and reliability-aware workflow
scheduling (ERAWS) algorithm, derived from HEFT algorithm [13]. We calculate
mean execution time and mean communication time for each task, considering
maximum operating frequency, and use it to assign a rank value to each task as:

rankðtiÞ=TeðtiÞ+ max
tj ∈ suci

Tcðti, tjÞ+ rankðtjÞ
� � ð10Þ

where Te is the mean execution time of the task. We then sort the tasks into a task-
rank list based on these rank values. This list specifies the priority with which each
task should be allocated a virtual machine. Selecting each task from the task-rank
list in order, the scheduler chooses the appropriate virtual machine for the task
while taking its reliability into consideration, using information provided by the
Reliability Predictor. For this, we find out the Expected Start Time (XST) for each
task as in Eq. (11), where ready(vj) represents the time at which vj is ready for
execution of the concerned task after finishing the previously allocated tasks,
available(k)j and failed(k)j represent the kth availability and the kth failed state for
the virtual machine at the concerned time, and TR(k)j represents the repair time of
the virtual machine for the kth failed state. We assume the virtual machine to be
initially available at time 0.

XSTðti, vjÞ= max readyðvjÞ, max
tp ∈ prei

XFTðtpÞ+ Tcðti, tpÞ, if tp∉vj
XFTðtpÞ, if tp ∈ vj

� 	
 �
, if vj ∈ availableðkÞj

TRðkÞj, if vj ∈ failedðkÞj

8<
:

9=
;

ð11Þ
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XFT is the Expected Finish Time (XFT) for each task which is calculated as:

XFTðti, vjÞ=
XSTðti, vjÞ+ Teðti, vjðfj, lÞÞ, if XST + Te + ∑

tk ∈ suci
Tcði, kÞ∈ availableðkÞj, fj, l ∈Fj

TRðhÞj + Teðti, vjðfj, lÞÞ, if h> k & TRðhÞj + Te + ∑
tk ∈ suci

Tcði, kÞ∈ availableðhÞj, fj, l ∈Fj

8<
:

9=
;

ð12Þ

where h represents the index of the earliest availability state for vj for which the
machine is assumed to be available during the complete execution period. Te rep-
resents the execution time for task ti on vj when vj operates at maximum frequency
(fj,l ∈ Fj). We select the virtual machine which gives the minimum XFT for the
task. While calculating the XFT for a task, we ensure that the virtual machine
remains available until all the data transfer requirements of its successor tasks are
complete. Using XST and XFT for the tasks, we calculate the deadline for workflow
execution as the minimum XFT for the exit task. We then find out the critical path
for the workflow using Earliest Start Time (EST) and Latest Finish Time (LFT).
EST for each task is:

ESTðtiÞ= max
tk ∈ prei

XFTðtk , vjÞ+ Tcðtk , tiÞ
� � ð13Þ

The EST for the entry task is assumed to be 0. LFT for each task is calculated as:

LFTðtiÞ= max
tk ∈ suci

Tcðti, tkÞ+XSTðtk , vjÞ
� � ð14Þ

The LFT for the exit task is equal to the deadline for the workflow application.
To determine whether a task belongs to the critical path, we calculate its slack value
as:

slackðtiÞ=LFTðtiÞ−ESTðtiÞ ð15Þ

If the slack for a task is equal to the difference between its XFT and XST, the task
belongs to the critical path. Otherwise, the task is non-critical. For a critical task, we
assign the Actual Finish Time (AFT) for the task as the minimum XFT and the
Actual Start Time (AST) as the corresponding XST. For non-critical tasks in the
workflow application, we make use of the slack available for their execution by
assigning the non-critical task to a virtual machine which works on a reduced
frequency level, such that it consumes minimum energy for the task execution,
while completing the task before the LFT so that it does not hinder the execution of
its successor tasks. The Scheduler passes this schedule S to the CC which works
along with the DVFS Manager to execute the tasks on the concerned virtual
machines. The results obtained are sent to the user. Algorithm 1 presents the
ERAWS algorithm in detail.
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Algorithm 1: Energy and Reliability-Aware Workflow Scheduling 
(ERAWS) algorithm
1. Compute mean execution time for each task using maximum operating 

frequency for each virtual machine in set V. 
2. Compute mean communication time for each dependency among tasks.
3. Compute rank(ti) for each task.   //using Eq. (10)
4. Sort all tasks according to rank into a task-rank list in non-increasing order.
5. for each task ti in task-rank list
6. Calculate XST and XFT for the task on each virtual machine.  

// using Eq. (11) and Eq. (12)  resp.
7. Select the virtual machine with the minimum XFT for the task.
8. Assign workflow deadline as minimun XFT for exit task.  
9. for each task ti in task-rank list
10. Calculate EST for the task ti.   //using Eq. (13) 
11. Calculate LFT for the task ti.   //using Eq. (14) 
12. Calculate slack for the task ti.   //using Eq. (15) 
13. If (slack = XFT(ti, vj) – XST(ti, vj))
14. Critical-path ti
15. Assign AST(ti) = XST(ti,vj). 
16. Assign AFT(ti) = XFT(ti , vj (fj ,l )), fj,l ∈ Fj
17. Add task ti assigned to virtual machine vj with operating 

 frequency fj,l , AST and AFT to schedule S.
18. else
19. Task ti is non-critical.
20. for each virtual machine vj ∈ V
21. for each frequency level fj,k ∈ Fj in order
22. if( ,( , ( )) ( ( ) ( ))e i j j k i iT t v f LFT t EST t< − ) &&( jv Idle∈ for time 

slot Te between EST and LFT calculated using XST and XFT.) 
23. find out Execution Energy (E(ti, vj))for task ti on virtual 

machine vj at operating frequency fj,k . //using Eq. (6)
24. exit for loop
25. Select virtual machine vj with operating frequency fj,k which gives 

minimum Execution Energy for the task and assign AST and AFT.
26. Add task ti assigned to virtual machine vj with operating frequency 

fj,k , AST and AFT to schedule S.
27. Return S.

5 Performance Evaluation

In this section, we analyze the performance of our proposed algorithm with the most
popular workflow scheduling algorithm, HEFT [13], to verify its effectiveness.

We use the CloudSim toolkit [8] to model the cloud computing environment. We
evaluate the performance of our algorithm over workflow structures with task size
ranging from 40,00,000 MI to 1,00,00,000 MI. The maximum operating frequency
for each virtual machine, mapped onto MIPS ratings, ranges from 1500 MIPS to
3000 MIPS. Each virtual machine has four different frequency levels of operation.
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We choose the minimum operating frequency as 40% of the maximum operating
frequency for the machine. The network bandwidth available for each virtual
machine ranges from 50 Mbps to 100 Mbps.

Since the ERAWS algorithm proposes an energy-efficient and reliability-aware
workflow scheduling algorithm, we use makespan and energy consumption as
metrics to analyze the performance of the algorithm against HEFT.

For randomly generated task graphs, we analyzed the performance by first
varying the size of the task graph. The comparative results, as shown in Fig. 1,
show that our algorithm achieves significant gain over HEFT in terms of makespan
and energy consumption. The performance of our algorithm improves in terms of
makespan as we increase the number of tasks in the workflow application. This is
because as the number of tasks increases, the probability of occurrence of failures
also increases. Since ERAWS executes tasks reliably, its makespan gain increases
with increase in the size of workflow application. The energy savings for ERAWS
range from 10 to 25% over HEFT as the size of the application increases.

We also analyze the performance by varying the number of virtual machines. We
conclude that as the number of virtual machines increases, as shown in Fig. 2,
makespan for both ERAWS and HEFT decreases. ERAWS achieves significant
makespan gain over HEFT. However, the makespan gain decreases as the number
of virtual machines available increases. This is because as the number of virtual
machines increases, the probability of occurrence of a failure decreases.

We performed similar simulation analysis for GE and FFT applications and
conclude that the results for GE and FFT applications show similar performance as
for randomly generated workflow applications.

Fig. 1 Effect of varying the number of tasks on makespan and energy consumption for randomly
generated workflow applications

Fig. 2 Effect of varying the number of virtual machines on makespan and energy consumption for
randomly generated workflow applications
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6 Conclusion

In this paper, we proposed an energy-efficient and reliability-aware workflow
scheduling algorithm, ERAWS, which takes three conflicting criteria into account:
makespan, reliability of task execution and energy consumption. For reliable
scheduling, we used Monte Carlo Simulation with Weibull distributed failures to
determine the availability for each virtual machine. For energy-efficient scheduling,
we used dynamic voltage and frequency scaling (DVFS) technique to reduce the
energy consumption by processors. We simulated a cloud environment using
CloudSim toolkit to analyze the performance of ERAWS algorithm. The simulation
results show that the proposed algorithm gains significantly in terms of makespan
and energy consumption, in real-world scenarios where reliability of task execution
and energy consumption are important issues.
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Proposed Use of Information Dispersal
Algorithm in User Profiling

Bhushan Atote, Saniya Zahoor, Mangesh Bedekar and Suja Panicker

Abstract For recommending the best result to the user as per his requirement, User
Profiling plays an important role. In user profiling, the profiles are created from the
past data of same user. Maintaining the security and privacy of this data becomes a
big challenge for researchers. Here, we are proposing the algorithm for privacy and
security purpose of different profiles, with the integration of Information Dispersal
Algorithm. The use of vast data of profiles by the user from any location at any time
would be achieved by the use of the private cloud. As the profiles of different
devices are maintained on the central cloud server, the recommendation for user for
particular device can be executed easily.

Keywords User profiling ⋅ Privacy ⋅ Security ⋅ Cloud ⋅ Mobile

1 Introduction

As the data on Internet is growing day-by-day, it is required to get the best possible
result for users’ search query. The task of finding relevant information from the
history data and the activities of the user can be done through User Profiling.

Search engines are available for the same, but the problem of ever increasing
data reduces the efficiency of the search results performed by a user. In User
Profiling, the profiles that are created by the history of users play an important role.
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So, the confidentiality, integrity, and availability can be provided through the cloud
storage. Storing all the information on cloud gives us the best result.

Big data techniques provide excellent tools and techniques for more accurate
User Profiling. However, there is an issue of privacy in User Profiling. In [1], we
have shown the layered structure of User Profiling. Now, in this chapter, we are
showing the different parameters that come under these layers and how we can
manage the complete data with the use of private cloud. We will discuss more and
explain the process in detail in the following sections.

This chapter is organized into six sections. In Sect. 2, we have given the
motivation for doing this work. Section 3 will show the detailed literature survey of
different concepts on privacy and security issues in User Profiling and how we can
maintain the privacy of data in cloud. Problem finding and its solution is given in
Sect. 4, with preceding of Proposed System and Mathematical Model in Sect. 5,
which explain the architecture in detail with the working of our algorithm.
Section 6 will conclude the theme of our chapter.

2 Motivation

User profiling is the process of creating profiles of user from his past data; this data
may be his personal information, academic records, geographical data (locations),
or other activities. By using these profiles, we can recommend the best suitable
result for the search query by user. So, the security and privacy of these profiles is
the main issue in User Profiling.

As the data collected from user day-by-day or time-to-time, the size is obviously
more. So, there is storing and accessing problem for the given data (profiles).
A model for privacy concerned in big data for user profiling has proposed in [1] and
discussion about security and privacy issues in cloud computing is given in [2].

3 Literature Survey

The big data techniques and privacy issues in user profiling with case study of
EEXCESS project is discussed in [1]. A brief introduction to personalization trends,
social-, and location-based personalization is given in [3], but there is no solution
for data leakage and un-authorized use of profiles, those are created from the huge
amount of data for same. The cloud computing security with the issues in data
security and privacy protection has discussed in [2]. Privacy protection for indi-
vidual’s data in cloud is not specified with the context of dynamic provisioning and
real-time usage of cloud computing [2]. The client-side personalization approach
which uses the keyword profiles on large data set for search engine is explained. It
is limited for the advertising search engine as it uses advertisement keyword for
profiles [4].

78 B. Atote et al.



The SVDFS for public cloud with the secured virtual file system, which gives
user to maintain the confidentiality of data on public cloud, is discussed in [5]. [6]
shows the clustering and classification techniques using K-means and ANN for
mobile content personalization. JigDFS provides the encryption of data that are
stored as a segment in the form of slice, and also, it provides the privacy through
plausible deniability. It is only limited to the peer-to-peer distributed file system, for
the user privacy [7].

A well-known approach of k-anonymity in privacy preservation of published
data, it focuses on the separation of information into sensitive attributes and
quasi-identifiers, is introduced in this chapter. The location perturbation engine is
complex and it requires more time map the quasi-identifier with the respective
attributes [8]. A path perturbation algorithm which can maximize users’ location
privacy gives a quality of service constraint. It concentrates on a class of applica-
tions that continuously collect location samples from a large group of users has
presented in this chapter. The reliance on a general optimization algorithm would
improve computational efficiency of the path perturbation algorithm has to be
removed. This algorithm cannot be used in applications of real-time data [9].

The authors investigate disclosure control algorithms that hide users’ positions in
sensitive areas and withhold path information that indicates which areas they have
visited. This is not able to collect outdoor movement traces through GPS, and
perhaps indoor traces through wireless LAN positioning mechanisms. This will also
require developing and validating tools for automatically determining distinct areas,
such as buildings, in a larger space, and for partitioning these areas as necessary for
the k-area algorithm [10]. The method to hide the device’s visited locations from
third-party services and how to track device with the same services to get device
location is discussed. For this, they have used Adeona which uses OpenDHT as
third-party service. For tracking with Adeona, it is required to install it in the
respective device; sometime, it is not compatible with different devices, which is the
main drawback of this system [11].

The ontology-based model for tracking the user activities on mobile devices this
is improvement for checking the internet services of devices is proposed in this
chapter. It is limited to the Internet services of devices only [12]. An on-line
distributed data repository e-Vault, which stores data across a network securely for
maintaining integrity though servers having malfunction, has designed in this
chapter. Cryptographic hash functions are used to get the information if the data is
corrupted later [13].

4 Problem Definition

In [14], we have shown that there are privacy concerns that need to be taken care of.
We consider the User Profile to be composed of three layers—Public Layer (Outer
Layer), Private Layer (Intermediate Layer), and Personal Layer (Inner Layer) as
shown in Fig. 1.
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Public Layer (Outer Layer):

(1) Name
(2) Gender
(3) Country

Private Layer (Intermediate Layer):

(1) Mobile No.
(2) Address
(3) Blood Group
(4) Education
(5) Family connected
(6) Friend circle
(7) Locations
(8) Devices connected

Personal Layer (Inner Layer):

(1) Actions (With date and time logs)
(2) Web history (Updated)
(3) Bookmarks
(4) Cookies
(5) Up-time of particular device
(6) Up-time of screen
(7) Up-time of keyboard
(8) Up-time of mouse
(9) Activities of Applications used

For real-time user profiling, the updating profiles and maintaining that profiles or
further the part profiles (PP) as concerned with our proposed system is an important
task. Here, for storing the part profiles of multiple devices, we can store the different

Fig. 1 Layered structure of
user profile
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profiles on different devices. The synchronization of data (PP) is shown in the figure
below, as the PP of computer usage can be stored on tablet and the PP of tablet
usage can be stored on mobile. So, for suggesting the required result based on
different profiles, we need to get that different profiles from the respective devices
for that it is required that the other device also be in running condition (Fig. 2).

So, to overcome this problem, we can save the different PP of multiple devices at
a central location. As we need to access these files, we used here a private cloud as a
central location for our system. The different strategies and privacy problems in data
repository are shown in above literature section. Working of private cloud is shown
in the proposed system.

5 Proposed System and Mathematical Model

5.1 Proposed System

For security purpose of user profiles, here we are using Secured Virtual Diffused
File System (SVDFS) by using private cloud. A user may have multiple devices, for
each device, we collect different part profiles, which are mapped with the given
device. Let, the user using the multiple devices like PC (Personal Computer),
Mobile and Tablet for which we will be having part profiles of PC as PC1, PC2,….,
PCn for Mobile as M1, M2,….., Mn likewise for Tablet as T1, T2,…., Tn. Each PP is
being stored in cloud, slice stores S1, S2, S3,…., Sn would be used here, and each
slice store will have a PP in the form of private, public, and personal layer.

The mapping of PP stored in slice store, and different devices are stored in
registry server; for retrieving the profile of particular device, only respective slice
stores are active to give the best profile for the user (Fig. 3).

For getting the location of devices, we can track the IP address of PC and cell
tower for GSM-enabled devices (mobile and tablet). The usage of multiple devices
is stored in the form given (Table 1).

The date and time are the last used data for that particular device. The PP are
created on the respective devices only and will be forwarded to the server if the

Fig. 2 Synchronization of
different devices
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network is not available the PP will remain as it is on the device itself and whenever
it gets the internet connection enabled the PP will get send with the last entries only
with respective date and time.

Figure 4 shows the flow of extended algorithm that we have explained in this
chapter under the section of Mathematical Model.

5.2 Mathematical Model

The system is defined by the tuple, ‘S’, such that

1) S= D, I, O, Ic, Oc, Ff g
D = Multiple devices used by user,
I = Input to the system, a set of user activities on different devices.

Fig. 3 Proposed system architecture

Table 1 Usage of multiple
devices

Date Time Device Device-Id

03/04/2016 5:58:14 IST PC 192.168.0.12
03/04/2016 6:18:42 IST Mobile Mayur colony
03/04/2016 22:16:09 IST Tablet Mayur colony
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O = Output of the system.
Ic = Input conditions, i.e., updated part profiles.
Oc = Output conditions, the changes in User Profiles over time as the

behavior of the user changes.
F = Functions which map I to O, through Ic inputs to Oc outputs.

(2) Let D be the set of devices used by a user

D = {D1, D2, .., Dn}

(3)
I = Pu, Pr, Peð Þ j Pu N, G, Cð Þ, Pr Mo, A, Bg, Edu, Fc, Fr, Loð Þ,f

Pe Ac, Wh, B, Ck, S, K, M, Apð Þg
Where

Pu = Public Layer,
Pr = Private Layer,
Pe = Personal Layer,
N = Name,
G = Gender,
C = Country,
Mo = Mobile No.,
A = Age,
Bg = Blood Group,
Edu = Education,
Fc = Family connected,
Fr = Friend circle,
Lo = Location,
Ac = Action,
Wh = Web history,
B = Bookmarks,
Ck = Cookies,
S = Up-time of Screen,
K = Use of keyboard,
M = Use of mouse,
Ap = Applications used

Now,

(4) Oc= PPro, MPro, TProf g
Where

PPro = Updated profiles for PC,
MPro = Updated profiles for Mobile,
TPro = Updated profiles for Tablet.
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(5) F = D, Sð Þ jD D1, D2, D3ð Þ S S1, S2, . . . ., Snð Þf g
Where

S = Set of data slices.

D1f g→ PP1, PP2f g→ S1, S2, S3, S4, S5f g→ PP1, PP2f g→ D1f g

M = ai. S(k − 1)m + 1 +….. + aim. bkm, a = vector for each slice
N = ai1. c1 k + …… + aim. cmk

The above M will give the splitting of file and N shows reconstruction of file i.e.,
nothing but the slicing of file in S1, S2, and Sn for recovering the file (profile).

Fig. 4 Flowchart of extended
algorithm
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Likewise, mapping will be done for each device; as for single device we will be
having number of part profiles, these part profiles will further divided into slices for
storing on cloud slice store which has the mapping with the same device.

6 Conclusion

The profiles of user created on different devices would be forwarded to the central
server for maintaining the privacy and security of profiles. By using IDA, indirectly
we are minimizing the encryption of data. With private cloud we can overcome the
problem of maintaining immense of data, which would be accessed by the user’s
devices. For accessing the server, it is required to be connected with the Internet,
every time the usage of user would be recorded as a new part profile for the
respective device and uploaded to the server.
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Recent Research in Wireless Sensor
Networks: A Trend Analysis

Prerak S. Shah, Neel N. Patel, Dhrumil M. Patel, Devanshi P. Patel
and Rutvij H. Jhaveri

Abstract Wireless sensor networks (WSNs) have emerged as one of the huge
research areas in this digital world since last few years. In this paper, we review
total of 150 research papers from January 2015 to December 2015 in order to
enlighten the researchers and educators about baseline of the current trends in the
field. This study is a graphical and systematic review of various research works
carried out in WSNs. These findings show that the research in WSNs received more
attention over the past few years. For the primary research method of studying,
highly cited research papers from top-rated publishers were included. Although a
vast number of research objectives have been floated in this field, we analyzed that
there are two main topics which are trending in 2015 as discussed in the paper. This
analysis would provide insights for researchers, students, publishers, and experts to
study current research trends in WSNs.
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1 Introduction

Wireless sensor networks (WSNs), sometimes called wireless sensor and actuator
networks (WSANs), are wireless network consisting of different devices using
sensors to monitor conditions such as area, health care, environmental, air pollution,
water quality, industrial, and structural health monitoring [1].

Trend analysis is an aspect of technical analysis to predict movement of particular
research area in future based on past data. Since WSNs are a vast field, our objective
behind this trend analysis is to find in which particular field ‘what’ and ‘how much’
of work has been done. In this paper, we propose a trend analysis on WSNs showing
the current trend of year 2015. We have gone through 150 research papers of
different well-known journals and reputed publishers. During trend analysis, we
found that recent improvement of WSNs results in new technology and new gen-
eration of equipment that added new applications making it more accurate [2].

Observation of research papers leads us to energy and security. Energy in WSNs
considered as a most important resource, because it determines life time of sensor
node [3]. Most of the work during year 2015 has been done in improving energy
consumption and security of WSNs. Talking about security, improving security will
increase accuracy, prevent data loss, and improve privacy; researchers studied that
the security in wireless sensor networks is tremendously poor. Our analysis shows
that most of researchers and publishers have kept security as their primary
objective.

Organization of paper is as follows: in Sect. 2, we include our graphical rep-
resentation of this trend analysis. Followed by, Sect. 3 which comprises the final
conclusion of paper.

2 Graph Interpretation

2.1 Simulation Versus Real-world Implementation

In this article, we have distributed every research papers according to their
implementation. The works are implemented either on a simulator or in real world.

As shown in Fig. 1, evaluation of the data that we extracted guides us to the
result that around 93% of works in 2015 were implemented on certain simulator
followed by rest of 7% of works which are implemented on a real-world scenario.

2.2 Percentage of Papers Published by Countries

WSNs are an emerging topic these days. Different authors from different countries
are involving in research of WSNs. We have analyzed 150 journal and conference
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papers from different publishers, i.e., IEEE, Springer, Elsevier, Wiley, Taylor &
Francis from January to December 2015.

As shown in Fig. 2, in our dataset authors from USA (17%), China (19%), India
(15%) are having maximum contribution as well as other countries are also
involving in the comprehensive work of WSNs.

2.3 Percentage of Publishers

For proper and accurate analysis, it is necessary to use high-quality literatures as
resource.

As shown in Fig. 3, IEEE is the most well-recognized publisher covering around
29% of chart followed by Springer (25%) and others. “Others” part include every
other remaining publisher which were not included individually.
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2.4 Citations Per Publisher

This analysis of representing the citation for every publisher shows the quality of
comprehensive work carried out by well-recognized publisher. The higher the
citation the better quality of paper is published.

As shown in Fig. 4, ACM has the maximum number of citations (916) in 2015,
followed by IEEE (561), Springer (274), Elsevier (188), and others. The “Others”
include rest of the remaining publishers which are undefined in the graph
individually.

2.5 Conference Papers Versus Journals Versus Books

Conference papers are the articles that are written with the goal of being accepted to
a conference where researchers can present their research to community, whereas
journal papers refer to an article that is published in an issue of the journal.
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As shown in Fig. 5, the percentage of journal papers from our dataset is 82%.
This interprets that most of the work is done to be published in journals in 2015 as
per dataset.

2.6 Frequency of Number of Authors

Its next to impossible for individual researcher to explore the whole topic by
himself. So efforts are made to work in co-authorized manner to cover whole topic
accurately.

As shown in Fig. 6, maximum research papers (51) were published possessing
coauthorship of three authors and only one paper possessing a total number of 13
authors.

2.7 Objective Wise Percentage of Citations

Citations are viewed as a numerical value that acknowledges the quality of work in
given research paper for the publishers, educators, and the students.
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As shown in Fig. 7, network management scores the maximum citation per-
centage (34%), followed by monitoring at 19%, improving network performance at
15%, improving security (in WSNs) at 14%, energy efficiency at 6%, survey through
wireless sensor networks at 5%, artificial intelligence (A.I), and routing at 2%, while
tracking is cited at 1%.

2.8 Objective Wise Frequency

Objective wise frequency represents the most trending objective of 2015 followed
by other objective, respectively.

As shown in Fig. 8, energy efficiency (22%) and security in WSNs (17%) were
the most trending objective in 2015 and were followed by network management
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and network performance both at 13%, while monitoring, survey, and routing all are
at 7%. Moving down, we got tracking at 5% and artificial intelligence at 3%.

2.9 Paper Efficiency/Ranking

For the efficiency analysis, we first need to standardize the efficiency measure for all
papers of our dataset published in recent years (2015). The following equation
is proposed to normalize the efficiency scores for all research articles of our
dataset [5]:

E=C ̸ 15 − Mð Þ

where E—efficiency of the paper, C—citation of the paper, M—published months
This following derived equation helps us find efficiency of the individual paper.

The citation of the paper is divided by the value obtained by excluding published
months from total number of months till the paper published (till month of march of
year 2016). Total 12 months of year 2015 and month of January, February, and
March that leads us to a total of 15 months. According to our data, the results are
categorized into two fragments as follows:

1. High-efficiency papers
2. Low-efficiency papers

Note: On the top of that, the remaining papers left to categorize have efficient less
than one (<1). Thus, they do not fall under any of the above mentioned category
(Tables 1 and 2).

Table 1 High-efficiency papers

Title M C E
Application of smart antenna technologies in simultaneous wireless information
and power transfer

12 28 9.3

Wireless powered communication: opportunities and challenges 4 61 5.6
On managing quality of experience of multiple video streams in wireless
networks

10 23 4.6

On the delay performance in a large-scale WSN: measurement, analysis, and
implications

11 16 4.0

A secure temporal-credential-based mutual authentication and key agreement
scheme with pseudo-identity for WSNs

2 34 2.6

Environmental parameters monitoring in precision agriculture using WSNs 4 22 2.0
Energy management in WSNs: a survey 6 18 2.0

Deploying WSNs with fault tolerance for structural health
monitoring

2 24 1.9
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3 Conclusion

The research conducted a systematic analysis of various fields in wireless sensor
networks. It provides interpretation and implication of most recent findings which
conclude the following results for researchers, authors, and educators.

We draw conclusions that: Initially, the most trending topics of 2015 were
energy efficiency in WSNs and security management in WSNs. Secondly, the
country which plays a huge role in research in WSNs is India, USA, and China
followed by other countries across the globe. In 2015, IEEE has the maximum
research paper published compared to other well-known publishers concluded from
our dataset. Here, ACM publisher has attracted maximum citations among every
other well-recognized publisher. Concluding from the graphs, the maximum cita-
tions were attracted in the field of network management. In addition, a good amount
of work has been carried out in improving energy consumption and conservation.
Furthermore, we conclude that maximum amount of research works are limited to
simulation, while only 7% out of all research works have carried out real-world
implementations.

Table 2 Low-efficiency papers

Title M C E

Evaluating energy cost of route diversity for security in wireless sensor
networks

12 5 1.7

A 10 mW bluetooth low-energy transceiver with on-chip matching 12 5 1.7
A review on stochastic approach for dynamic power management in
WSNs

12 5 1.7

Secure data aggregation technique for WSNs in the presence of collusion
attacks

1 23 1.6

Data gathering with compressive sensing in WSNs: a random walk-based
approach

7 13 1.6

A distributed algorithm for energy efficient and fault-tolerant
routing in WSNs

8 11 1.6

Saliency-directed prioritization of visual data in wireless surveillance
networks

8 11 1.6

Enabling high-level application development for the Internet of things 1 22 1.6
Mobile data gathering with load-balanced clustering and dual data
uploading in WSNs

4 17 1.6

Efficient intelligent energy routing protocol in WSNs 8 9 1.3
Security in the integration of low-power Wireless Sensor Networks
with the Internet

8 9 1.3

Energy-efficient probabilistic area coverage in WSNs 1 17 1.2
BOD-LEACH: Broadcasting over duty-cycled radio using LEACH
clustering for delay/power efficient dissimilation in WSNs

9 7 1.2

Opportunistic routing algorithm for relay node selection in WSNs 2 13 1.0
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Looking forward through the amount of work carried out for improving various
performance metrics in WSNs, it shows a good potential for further research in this
area.
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Profit Analysis of a Computing Machine
with Priority and s/w Rejuvenation

Ashish Kumar, Monika Saini and Devesh Kumar Srivastava

Abstract The main concentration of the present study is to carry out the profit
analysis of a computing machine using the concepts of priority to software reju-
venation over hardware component’s preventive maintenance and hardware repair.
For this purpose, a stochastic model is designed which comprises of two identical
units. Cold standby redundancy technique is used in the development of the model.
A single repair facility remains available with the system to do all repair activities,
and he takes the system for preventive maintenance after a specific period of time.
All repair and maintenance are perfect. The random variables are all
Weibull-distributed. Using semi-Markov processes, Laplace transformation, and
regenerative point technique recurrence relations and numerical results are obtained
for various measures of system effectiveness.

Keywords Weibull failure and repair laws ⋅ Priority ⋅ Computing machine
Preventive maintenance ⋅ Software rejuvenation

1 Introduction

With the advance development in information technology, the use of computing
gadgets for commercial purpose is rapidly increasing. In computing gadgets (ma-
chines or devices), hardware and software components work simultaneously. The
main concentration of the present work is to design a reliability model for the
performance measures of computer systems and to give such suggestions that
improve the availability and profit generated by the system. In the present reliability
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model, two computer systems are used: one as an operative unit and other as cold
standby with one server which deals with all software and hardware failures. The
computer systems suffer from software failures more in comparison with hardware
failures. Most of the software developers are trying to develop more and more
advanced version of the software for the execution of complex computational
calculations. Due to the complexity of software, it is always preferred to make a
study about software faults.

The software faults are classified into various categories such as Heisenbugs,
Bohrbugs, and software ageing faults. These faults are identified according to their
repetitive nature and functionality. Software ageing also reduces the performance of
the system and hangs the system. To overcome the software faults and hardware
failures for enhancing the performance and reliability of computing gadgets’ pre-
ventive maintenance of the system, hardware repair and software rejuvenation
policies are recommended. Software rejuvenation is one proactive technique which
stops all the application of computer system and restarts it again in a healthy state
and stops the failures before their actual occurrence. Software rejuvenation policy is
classified into three categories on the basis of stoppage time, an effect on appli-
cations, and restart process. In the present study, the effect of third-level software
rejuvenation is studied in which all the applications going on the computer system
is stopped. It takes a lot of time, and all the applications of computer systems are
very much affected by this software rejuvenation. In the present investigation, a
computer system with priority to software rejuvenation over hardware failure and
preventive maintenance have been studied. The rest of the manuscript is arranged in
the following sections. In the second section, a relevant literature review is
appended. The necessary assumptions, notations, and possible states of the model
are given in third section. In the fourth section, transition probabilities, various
recurrence relations, and their Laplace transformation are given. Numerical results
are given in the fifth section. In sixth section, final conclusion is given.

1.1 Literature Review

A computing machine is a combination of lot of software and hardware compo-
nents. As the number of components increased, the complexity of design of the
system also increased. The complexity of system effects the reliability of the sys-
tem. Computing machines are most commonly used in information technology
sector, mobile industry, and much more. Asif et al. [1] analyzed the performance of
a cluster system in which many computer systems are connected. Zhou and Ippoliti
[15] studied the resource allocation of server clusters. Jain et al. [3] developed some
reliability models to study the performance of hardware and software system with
standby hardware unit and multi-component circular consecutive k-out-of-n:f
repairable system using the concepts of switching failures, common cause failure,
and two types of repair. Availability analysis of a deteriorated multi-component
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system is discussed by Hajeeh [2] with inspection, human error, and common cause
failure.

Recently, Freedman and Tran [6], Welke et al. [7], Lai et al. [8], and Kumar and
Malik [5] studied various stochastic models for computing devices such as com-
puter system, integrated h/w and s/w system with independent h/w and s/w com-
ponents. Many researchers such as Kumar et al. [11], Kumar and Malik [10], and
Malik and Kumar [9] developed some stochastic models using preventive main-
tenance and priority for computer systems and establish that preventive mainte-
nance plays a very important in reliability enhance of computer systems. Software
rejuvenation is an important technique for caring of software components by
stopping its operation and controlling the internal faults. Some researcher such as
Wang et al. [14], Koutras and Platis [12], and Okamura and Dohi [13] described
some reliability models for a redundant system with different software rejuvenation
policies. Recently, Jain and Preeti [4] analyzed the availability of cluster system
with software rejuvenation.

1.2 Model Description

With the excessive use of computing devices, the necessity of preventive mainte-
nance of h/w components, software rejuvenation, and h/w repair is felt for main-
taining the performance and cost-effectiveness of the system. In the present
investigation, we considered software rejuvenation, h/w repair, and h/w preventive
maintenance for a cold standby unit stochastic model of computing devices. There
are two units in the system used in cold standby redundancy. The rejuvenation and
preventive maintenance are carried out upon failures of software and hardware
components. When both units failed, then system is in shutdown state. For the
construction of stochastic model, following assumptions are considered:

• The system is composed with the help of cold standby redundancy having two
units. And in both units, failure time of s/w and h/w components, repair time and
PM time of h/w components, s/w rejuvenation time of s/w components are
Weibull-distributed with common shape parameter η and scale parameters λ, β,
and θ.

• For all repair facilities, a single repairman is available.
• Cold standby unit becomes operative immediately after every type of failure.
• Upon failure of both units, priority to software rejuvenation is given over

hardware repair and h/w preventive maintenance.
• After a maximum operation time, h/w components undergo preventive

maintenance.
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For the model description, the stochastic model for integrated h/w and s/w
system is defined state by state as follows:

State-0 It is the full working state of the system. After repair and preventive
maintenance of h/w components and s/w rejuvenation of failed software
components, the system comes back to this state if one unit is available
in operation. Here, one unit is operative and other is in cold standby.

State-1 Operative state where one unit in operation and other unit under software
rejuvenation.

State-2 Operative state with one operative and other under repair due to hard-
ware failure.

State-3 Operative state with one operative and in other h/w components are
under preventive maintenance.

State-4 Failed state in which failed hardware components of first unit under
repair from preceding state and h/w components of second unit are
waiting for preventive maintenance.

State-5 Shut down state, both units are failed due to failure of hardware com-
ponents in which one unit continuously under h/w repair and other
waiting for repair.

State-6 Shut down state, one unit under software rejuvenation and other waiting
for h/w repair. It is priority state.

State-7 Shut down state, both units are failed due to failure of software in which
one unit continuously under s/w rejuvenation and other waiting for
rejuvenation.

State-8 Shut down state. One unit continuously under s/w rejuvenation and other
waiting for PM of hardware components.

State-9 Shut down state. One unit continuously under s/w rejuvenation and other
waiting for repair of failed hardware components.

State-10 Shut down and priority state. One unit under s/w rejuvenation and other
waiting for PM of hardware components.

State-11 Shut down state. One unit continuously under PM of h/w components
and other waiting for repair of failed hardware components.

State-12 Shut down state. One unit continuously under PM of h/w components
and other waiting for PM of hardware components.

2 Performance Indices

The probability density function of all random variables is as follows:

f ðtÞ= θηtη− 1e− θtη , f1ðtÞ= θ1ηtη− 1e− θ1tη , hðtÞ= ληtη− 1e− λtη ,

h1ðtÞ= λ1ηtη− 1e− λ1tη , SðtÞ= βηtη− 1e− βtη S1ðtÞ= β1ηt
η− 1e− β1t

η

where t≥ 0

and β, β1, η, θ, θ1, λ, λ1 > 0

.
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2.1 Transition Probabilities

By using simple probabilistic concepts and probability distributions appended
above, the transition probabilities are obtained as follows:

p01 =
Z

½Probability that system suffers by software failure during time ðt, t + dt)]dt

=
Z∞

0

SðtÞHðtÞFðtÞdt

= βη
Z

tη− 1e− ðλ+ β+ θÞtηdt, p02 = λη
Z

tη− 1e− ðλ+ β+ θÞtηdt,

p03 = θη
Z

tη− 1e− ðλ+ β+ θÞtηdt, p10 = ηβ1
Z

tη− 1e− ðβ1 + β+ λ+ θÞtηdt,

p18 = θη
Z

tη− 1e− ðβ1 + β+ λ+ θÞtηdt, p17 = βη
Z

tη− 1e− ðβ1 + β+ λ+ θÞtηdt,

p19 = λη
Z

tη− 1e− ðβ1 + β+ λ+ θÞtηdt, p20 = λ1η
Z

tη− 1e− ðλ1 + λ+ β+ θÞtηdt,

p24 = θη
Z

tη− 1e− ðλ1 + λ+ β+ θÞtηdt, p25 = λη
Z

tη− 1e− ðλ1 + λ+ β+ θÞtηdt,

p26 = βη
Z

tη− 1e− ðλ1 + λ+ β+ θÞtηdt, p30 = θ1η
Z

tη− 1e− ðθ1 + λ+ β+ θÞtηdt,

p3.12 = θη
Z

tη− 1e− ðθ1 + λ+ β+ θÞtηdt, p3.10 = ηβ
Z

tη− 1e− ðθ1 + λ+ β+ θÞtηdt,

p3.11 = λη
Z

tη− 1e− ðθ1 + λ+ β+ θÞtηdt,

p43 = p52 = p62 = p71 = p83 = p92 = p10.3 = p11.2 = p12.3 = 1 & p24 = p23.4,

p25 = p22.5, p11.7 = p17, p18 = p23.4 = p19 = p12.9, p3.11 = p32.11, p33.12 = p3.12

ð1Þ

2.2 Mean Sojourn Times

The mean Sojourn times at various states are given as follows:

ψ0 =
Z∞

0

e− ðλ+ β+ θÞtηdt =
Γð1+ 1

ηÞ
ðβ+ λ+ θÞ1 ̸η ,ψ1 =

Γð1+ 1
ηÞ

ðβ1 + β+ λ+ θÞ1 ̸η ,ψ2 =
Γð1+ 1

ηÞ
ðλ1 + β+ λ+ θÞ1 ̸η ,

ψ3 =
Γð1+ 1

ηÞ
ðθ1 + β+ λ+ θÞ1 ̸η , ψ6 =

Γð1+ 1
ηÞ

ðβ1Þ1 ̸η , ψ10 =
Γð1+ 1

ηÞ
ðβ1Þ1 ̸η

ð2Þ
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2.3 Mean Time to System Failure

Let ZiðtÞ denote the cumulative density function of first passage time between the
regenerative states of the system model by considering failed state as an absorbing
state. By using probabilistic arguments, the following recurrence relations are
obtained:

ZiðtÞ= ∑
j
Qi, jðtÞⓇZjðtÞ+ ∑

k
Qi, kðtÞ ð3Þ

After applying Laplace Stieltjes transformation on (3), we obtained the following
system of equation:

Z**
i ðsÞ= ∑

j
Qi, jðsÞ*Z**

j ðsÞ+ ∑
k
Qi, kðsÞ ð4Þ

Evaluate the value of Z**
0 ðsÞ from equation. The mean time to system is given by

following relation

lim
s→ o

1−Z**
i ðsÞ
s

=
N1

D1

where

N1 =ψ0 and D1 = 1− p01p10 − p02p20 − p03p30 ð5Þ

2.4 Availability Analysis

By using simple probabilistic arguments and regenerative processes, the recurrence
relations of steady state availability ViðtÞ are given by

ViðtÞ=MiðtÞ+ ∑
j
qðnÞi, j ©VjðtÞ ð6Þ

where ViðtÞ denotes the probability of transition between regenerative states in
transitions. SiðtÞ be the probability to remain available at a regenerative state
without failure. The Laplace transformation of above recurrence relations (6) is as

follows: ViðsÞ=MiðsÞ+ ∑
j
qðnÞi, j *VjðsÞ.
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The steady state availability is given by

Að∞Þ= lim
s→ 0

sV*
0 ðsÞ=

N1ð0Þ
D′

1ð0Þ
ð7Þ

where

D1ðsÞ=

1 − q*01ðsÞ − q*02ðsÞ − q*03ðsÞ 0 0
− q*10ðsÞ 1− q*11.7ðsÞ − q*12.9ðsÞ − q*13.8ðsÞ 0 0
− q*20ðsÞ 0 1− q*22.5ðsÞ − q*23.4ðsÞ − q*26ðsÞ 0
− q*30ðsÞ 0 − q*32.11ðsÞ 1− q*33.12ðsÞ 0 − q*3.10ðsÞ

0 0 − q*62ðsÞ 0 1 0
0 0 0 − q*10.3ðsÞ 0 1

������������

������������

and

N1ðsÞ=

S*0ðsÞ − q*01ðsÞ − q*02ðsÞ − q*03ðsÞ 0 0
S*1ðsÞ 1− q*11.7ðsÞ − q*12.9ðsÞ − q*13.8ðsÞ 0 0
S*2ðsÞ 0 1− q*22.5ðsÞ − q*23.4ðsÞ − q*26ðsÞ 0
S*3ðsÞ 0 − q*32.11ðsÞ 1− q*33.12ðsÞ 0 − q*3.10ðsÞ
0 0 − q*62ðsÞ 0 1 0
0 0 0 − q*10.3ðsÞ 0 1

������������

������������

2.5 Busy Period Analysis for Repairman

By using simple probabilistic arguments and regenerative processes, the recurrence
relations of busy period of the repairman Bi tð Þ are given by

BiðtÞ=KiðtÞ+ ∑
j
qðnÞi, j ðtÞ©BjðtÞ ð8Þ

where BiðtÞ denotes the probability of transition between regenerative states in
transitions for busy period of repairman. MiðtÞ be the probability to remain busy of
repairman at a regenerative state. The LST of above recurrence relations (8) is as
follows:

B**
i ðsÞ=KiðsÞ+ ∑

j
qðnÞi, j ðsÞ*B**

j ðsÞ.
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The busy period of the repairman is given by

Bð∞Þ= lim
s→ 0

s B*
0ðsÞ=

N2ð0Þ
D′

1ð0Þ
ð9Þ

where

N2ðsÞ=

0 − q*01ðsÞ − q*02ðsÞ − q*03ðsÞ 0 0
W*

1 ðsÞ 1− q*11.7ðsÞ − q*12.9ðsÞ − q*13.8ðsÞ 0 0
W*

2 ðsÞ 0 1− q*22.5ðsÞ − q*23.4ðsÞ − q*26ðsÞ 0
W*

3 ðsÞ 0 − q*32.11ðsÞ 1− q*33.12ðsÞ 0 − q*3.10ðsÞ
W*

6 ðsÞ 0 − q*62ðsÞ 0 1 0
W*

10ðsÞ 0 0 − q*10.3ðsÞ 0 1

������������

������������

and D1(s) is obtained already.

2.6 Profit Analysis

The profit generated by the integrated h/w and s/w system for a particular set of
values of all parameters in long run can be obtained as follows:

P=K0A−K1B ð10Þ

where K0 and K1 indicate the gross income generated by the computing gadget and
expenditure on repairman for performing repair activities per unit time, A represents
availability, and B denotes the busy period of server.

3 Numerical Study

In the present investigation, numerical values for availability, mean time to system
failure, and profit function of the integrated h/w and s/w system are depicted for a
particular case by assuming that shape parameter (η) for all random variables is
equal to one.

Let the parameter assume the following set of values:

(i) η=1, θ=2, θ1 = 8, β=0.0009, β1 = 1.2, λ1 = 1.9
(ii) η=1, θ=2, θ1 = 8, β=0.009, β1 = 1.2, λ1 = 1.9
(iii) η=1, θ=5, θ1 = 8, β=0.0009, β1 = 1.2, λ1 = 1.9
(iv) η=1, θ=2, θ1 = 8, β=0.0009, β1 = 2.1, λ1 = 1.9
(v) η=1, θ=2, θ1 = 8, β=0.0009, β1 = 1.2, λ1 = 2.9
(vi) η=1, θ=2, θ1 = 15, β=0.0009, β1 = 1.2, λ1 = 1.9.

104 A. Kumar et al.



Putting all these values in Eqs. (5), (7), and (10) and obtained the values for
mean time to system failures, availability and profit function and respectively
shown in Tables 1, 2, and 3. From Tables 1, 2, and 3, we find that the mean time to
system failure, availability, and profit decrease with the increase of hardware failure
(λ), software failure rate (β), and maximum operation time (θ) while the values of
these measures increase with the increase of preventive maintenance rate (θ1),

Table 1 Software rejuvenation and other repair activities on MTSF with respect to hardware
failure rate

Λ η = 1,
β = 0.0009,
θ1 = 8,
θ = 2,
β1 = 1.2,
λ1 = 1.9

η = 1,
β = 0.009,
θ1 = 8,
β1 = 1.2,
λ1 = 1.9,
θ = 2

η = 1,
β = 0.0009,
θ1 = 8,
β1 = 1.2,
λ1 = 1.9,
θ = 5

η = 1,
β = 0.0009,
θ1 = 8,
β1 = 2.1,
λ1 = 1.9,
θ = 2

η = 1,
β = 0.0009,
θ1 = 8,
β1 = 1.2,
λ1 = 2.9,
θ = 2

η = 1,
β = 0.0009,
θ1 = 15,
β1 = 1.2,
λ1 = 1.9,
θ = 2

0.01 2.4543 2.4164 0.5172 2.4550 2.4606 4.1300

0.02 2.4142 2.3775 0.5146 2.4150 2.4265 4.0268

0.03 2.3753 2.3397 0.5121 2.3760 2.3932 3.9283

0.04 2.3375 2.3029 0.5096 2.3382 2.3607 3.8342

0.05 2.3008 2.2672 0.5071 2.3015 2.3289 3.7441

0.06 2.2651 2.2325 0.5046 2.2658 2.2979 3.6579

0.07 2.2304 2.1987 0.5022 2.2311 2.2676 3.5753

0.08 2.1967 2.1658 0.4997 2.1973 2.2380 3.4960

0.09 2.1639 2.1338 0.4973 2.1644 2.2090 3.4199

Table 2 Software rejuvenation and other repair activities versus steady state availability with
respect to hardware failure rate

λ η = 1,
β = 0.0009,
θ1 = 8,
θ = 2,
β1 = 1.2,
λ1 = 1.9

η = 1,
β = 0.009,
θ1 = 8,
β1 = 1.2,
λ1 = 1.9,
θ = 2

η = 1,
β = 0.0009,
θ1 = 8,
β1 = 1.2,
λ1 = 1.9,
θ = 5

η = 1,
β = 0.0009,
θ1 = 8,
β1 = 2.1,
λ1 = 1.9,
θ = 2

η = 1,
β = 0.0009,
θ1 = 8,
β1 = 1.2,
λ1 = 2.9,
θ = 2

η = 1,
β = 0.0009,
θ1 = 15,
β1 = 1.2,
λ1 = 1.9,
θ = 2

0.01 0.9494 0.9465 0.8032 0.9497 0.9505 0.9816

0.02 0.9468 0.9439 0.8006 0.9470 0.9490 0.9789

0.03 0.9442 0.9412 0.7979 0.9444 0.9476 0.9762

0.04 0.9416 0.9386 0.7953 0.9418 0.9461 0.9735

0.05 0.9389 0.9360 0.7927 0.9392 0.9446 0.9709

0.06 0.9363 0.9334 0.7901 0.9366 0.9432 0.9682

0.07 0.9337 0.9308 0.7875 0.9340 0.9417 0.9655

0.08 0.9311 0.9282 0.7850 0.9314 0.9402 0.9629

0.09 0.9285 0.9256 0.7824 0.9288 0.9387 0.9602
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software rejuvenation rate (β1), and hardware repair rate (λ1). So, from this analysis,
we conclude that an integrated h/w and s/w system with priority to software reju-
venation over hardware repair and hardware preventive maintenance can be made
more reliable and profitable by increasing software rejuvenation rate.
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V2V-DDS Approach to Provide Sheltered
Communication Over ALTERATION
ATTACK to Control Against Vehicular
Traffic

P. Prittopaul, M. Usha, M.V.S. Santhosh, R. Sharath and E. Kughan

Abstract The objective of this paper is to focus on secure communication over
VANET which is a more questioning issue nowadays. Vehicular adhoc networks
mainly focus on road safety which is used to provide a way to prevent road
accidents, to pass information about road traffic etc. In vehicular to Infrastructure
(V2I) scenario, an RSU unit is used to provide security by giving certification in
order to identify authorized users and also uses digital signature approach to pro-
vide confidentiality and authentication for secure communication. But in case of
vehicular to vehicular (V2V) scenario, no such security is provided between the
communicating parties and so there might arise a situation in which the nodes act
maliciously over other nodes.
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1 Introduction

Vehicular Ad Hoc Networks (VANETs) is a cutting-edge technology that provides
Wi-Fi services to all the vehicles and on-the-road communication facilities. There are
two main types of vehicular communication. Namely, Vehicle-to-Vehicle (V2V) and
Vehicle-to-Roadside (VRC) or Vehicle-to-Infrastructure (V2I) Communications.
VANETs can be utilized for a broad range of safety and non-safety applications.
Namely,

• Additional services such as vehicle safety, automated toll payment, traffic
administration, improved navigation.

• Location-based services such as finding the neighboring fuel station, restaurant
or travel lodge.

• Infotainment applications such as providing right to use the Internet.

When it comes to vehicle safety, it is known that 60% of accidents can be
avoided if the drivers get a notice of the possible danger 0.50 s before it. VANETs
are really useful in giving such threat warnings to the drivers, and thereby avoiding
major accidents. And in cases of traffic jams, if the police controlling the traffic get
some information about the density of the traffic in different lanes, then they can
easily clear the traffic. VANETs can also be used to give directions to the drivers
about anything like a fuel station or some other place they want to go. One of the
major benefits of VANETs is that they provide internet access to drivers, the
minimum requirement for a driver to use the above given features is to have internet
access and that is provided by VANETs. In V2I communication, two vehicles
communicate through a special infrastructure called RSU (Road Side Unit) that is
placed on the either sides of roads at equal distances. They have a phenomenon
called Digital Signature instilled in them. The communication takes place as
follows

• The vehicle, v1 sends a request to the nearest RSU requesting communication
with another vehicle, v2. The RSU then sends parameters called Certified
Authentication (CA), Trust (T), and a unique ID to v1. v1 sends a data packet
to v2.

• v2 asks for verification to the RSU. This in turn verifies and connects v1 and v2
so that their communication starts.

To cut the cost of infrastructure, vehicles began to communicate with each other
without the help of RSU units known as V2V communication. Though the cost was
reduced, a new set of problems surfaced. In this paper, we are giving a solution on
two major problems. First, when two vehicles communicate directly without any
external infrastructure, a third party can hack into the system and alter the messages.
To avoid this, we have come up with a phenomenon called Direct Digital Signature.
Second, when vehicles communicate with each other, it is difficult to know whether
a vehicle is still present within the range of communication. This leads to loss of
data packets. To overcome this problem, we calculate the trust value of how long
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the nodes are present in the network.

2 Security Issues of Vehicular Ad Hoc Networks

VANETs, in spite of having so many advantages, have few security concerns and
challenges [1] as well. Namely,

A. Attacks and Threats

(1) Denial of Service attack: This type of attack appears when the intruder takes
control of a vehicle’s resources, and hence deny the information from reaching
to the specified receiver over the communication channel used by the Vehicular
Network, which leads in preventing the most priority information to be reached
at the destination on time. For instance, a malicious node can also create fake
data to get transmitted in the network which creates a mesh up in order to make
the resources to deny of data packets reaching the receiver on a highway [2–5].

(2) Message Suppression Attack: This type of attack is performed by an attacker
by simply dropping packets selectively from the network. These packets may
contain important information [3]. The target of such an invader would be to
thwart registration and cover authorities from learning about collisions to avoid
delivering collision reports to roadside access points [6].
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(3) Fabrication Attack: An intruder can perform this type of attack by injecting
false data into the network, the information may contain false data or the
transmitter could deny that it is not done by him. This attack includes fabricate
messages, warnings, certificates, identities [3, 5, 6].

(4) Alteration Attack: Here intruder performs active attack where the content gets
modified before reaching the receiver. It also includes delay of transmission of
data, replaying the data etc. [3].
For instance, an attacker can alter a message telling other vehicles that the
current road is clear while the road is congested [6].

(5) Replay Attack: This type of attack is performed by the intruder by just
replaying the old transmitted messages just to divert the receiver [3]. IEEE
802.11 does not have security measures against such type of threats. It does not
contain sequence numbers or timestamps. As reusing of keys is possible in this
scheme, the same key is used for encrypting the message which leads to the
repetition of messages on the recipient side. No authentication is provided and
hence any one on the network can use the key to encrypt the message and later
can deny from it. This causes non-repudiation act. Hence packets under
transmission should contain timestamps [6].

(6) Sybil Attack: This attack takes place when an attacker creates a huge number
of pseudonymous, and claims or acts like it is more than a thousand vehicles, to
inform other vehicles that there is jam ahead, and compel them to take alternate
path [3, 7].

2.1 Location Aided Routing

Design of routing protocols is a crucial problem in ad hoc networks [8, 9], one such
type of routing protocol is the table driven protocol where each vehicle has a table.
In that table, it contains information about its neighbouring vehicles, their distances
and possible routes. This is a tedious process as the table needs to be updated every
time a vehicle goes out of range. This table also requires constant battery supply.
Another type of routing protocol is the on-demand routing protocol where the
message is sent by a vehicle dynamically.

LAR1 in VANET

The Location-Aided routing protocol1 [10–12] (LAR1) is a reactive on-demand
source routing protocol that uses the location information of the moving nodes.
Such information about mobility is obtained by using Global Positioning System
(GPS) [13, 14]. In LAR, location information about moving nodes flood a route
request packet in a forwarding zone called request zone instead to entire network
[15]. LAR1 protocol uses GPS to communicate between any two nodes. V2V
communication in VANETs uses this LAR1 protocol to provide communication
between vehicles.
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For instance, if an accident occurs, the following steps take place:

• The vehicle, v1 which is in the closest proximity of the occurred accident will
send the information of accident to the vehicles which are its immediate
neighbors.

• The neighbors who receive the information will in turn send the information to
their immediate neighbors.

• This continues until there are no more vehicles in the domain.
• The vehicles in the same range/network as that of v1 will not receive any

information of the accident, as it would have already got that information.
• The information is sent to each vehicle with a unique sequence number to avoid

collision.

3 Detection of Malicious Nodes

In vanet, it is important to identify the malicious nodes [16], as they can tamper or
alter the message that is being sent over the network. Hence, malicious nodes are
detected if any of the following scenarios take place

• Lost Acknowledgement

– Every vehicle sends an acknowledgement to the sender vehicle.
– If an acknowledgement is not received, the sender retransmits the message

again to the receiver.
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– If the acknowledgement is not received for the third time, the receiver
becomes a malicious node.

• Energy Level

– The energy levels of each vehicle are published to every other vehicle in the
domain.

– If a particular vehicle does not send its energy level till a particular
time-limit, then that vehicle becomes a malicious node.

• Inactive Vehicles

– All the vehicles in a domain must be involved in at least one communication.
– If a vehicle remains inactive for a long duration of time, then, that becomes a

malicious node.

4 V2V—Direct Digital Signature Approach

It is an asymmetric encryption technique (public key encryption) [17]. In this
method, each and every vehicle has its own public and private key, where the public
key is broadcast to every vehicle within its range. If a vehicle needs to communicate
with another vehicle, it encrypts the data and sends it to the vehicle using that
vehicles’ public key. When the vehicle identifies its own public key, it reads the
message by decrypting it using its private key [18–20].

TRUST

Trust is identified by 3 parameters:

Threshold: each and every vehicle has its own response time (t).When the time
taken for that vehicle to transmit a particular message is greater than that response
time, then that particular vehicle is said to be malicious.

Frequent broadcast of messages: Whenever a message is transmitted to a par-
ticular node, it must be able to either respond to it or transmit it to any vehicle. This
process must be done on a continuous basis. Whenever there is no reply, that
vehicle is removed out of that particular range. It comes back inside the range when
it begins to transmit again.

Energy level: Sometimes, when a vehicle is having low battery power, it ceases to
forward/send/reply to messages. Thereby becoming a malicious node.

4.1 Pre-requisites for Direct Digital Signature Algorithm

• group head: each domain (A collection of vehicles within a finite range) has a
leader which establishes connection between the sender and the receiver.
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• sender: A vehicle that wants to send a message is called as a sender.
• receiver: A vehicle to which a message is sent, is called as a receiver.
• public key: Each vehicle should have a public key and this key should be

readable to every other vehicle in the domain.
• private key: Each vehicle should have a private key that is readable and wri-

table only to that vehicle. (i.e.), the private key of a vehicle is accessible only to
that vehicle.

4.2 Procedure

• A sender vehicle, v1 sends a request to the group head requesting a connection
with a receiver vehicle, v2.

• The group head communicates with the receiver, v2 and waits for an
acknowledgement from v2.

• If the acknowledgement arrives, then a connection is established between the
sender, v1 and the receiver, v2.

• A message consists of two parts, namely, A sign and the body of the message.
• v1 encrypts the message with its private key, put a sign which is readable only to

v2, and sends it to v2 through its public key which is accessible to v2.
• Only v2 will be able to decrypt the message because the sign of v1 is readable

only to v2. Thereby, avoiding a third party to hack into the message and
manipulate it.

• v2 decrypts the message using the public key of v1.
• v2 sends a reply to v1 using the same process that is described above.

4.3 Selection of the Group Head

The group head is selected by the following steps,

• The vehicle with the highest energy level becomes the group head.
• If two vehicles have the same energy level and they happen to be the highest.

Then, the selection of the group head is done by voting.

4.4 Detection of Malicious Node

• Members

The group head identifies the malicious members of a domain based on timeouts,
energy levels and involvement in the communication.
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• Group Head

If the energy level of a group node decreases, it becomes slow in establishing a
communication between the vehicles. Then, the group is said to be a malicious node
and the vehicle which is having the second best energy level will become the new
group head.

4.5 Comparative Analysis

As it can be seen from the graph 1, the through put though is comparatively steady
for the proposed system unlike the existing one that shows a rise in the graph
initially and then maintains a steady state after a minor drop. The steadiness in our
proposed system is because it uses Asymmetric encryption technique that takes
constant time for authentication providing procedure for every node. However it
more than makes up in the security features it provides.

5 Conclusion

As movement of people from place to place on a regular basis increases, they look
for safety and security in their travel. Seeing the technology takes leap after leap,
they expect a lot from these to protect them from any kinds of danger including the
ones they meet on roads. VANET, though is an excellent invention to serve this
purpose, still needs a long way to go before they can earn the trust of the people.
Along the process comes or proposal wherein we use a trust based model with the
highly regarded Digital Signature Standard approach in a VANET network.
Because of the usage of Location Aided Routing Protocol, the latency caused due to
distance calculation has been avoided. Adopting Trust based model in node
authentication prevents participation of ineligible node and maintains continuity in
message passing through the network. Since DDS mechanism is session oriented
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and Asymmetric, it is secure from external interface or hacking and messages are
safely transmitted between the nodes. The trust based model along with the DSS
approach has proven to improve the communication between two VANET nodes in
terms of Authentication and confidentiality.
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Enhancing Performance of Data Centers
Using Location-Aware Live VM Migration

Narander Kumar and Swati Saxena

Abstract Virtualization in cloud data centers ensures many benefits to cloud
providers and customers, such as availability, efficiency, transparency, reduced
costs, reliability, easier backups. An inefficient virtualization, however, can not only
degrade the performance of a cloud data center but can also prove to be energy
inefficient. To bring virtualization to our benefit, an efficient virtual machine
migration is required where a demanding virtual machine is transferred from an
overloaded host machine to another for the purpose of load balancing. This paper
combines the benefits of existing virtual machine migration techniques in
non-clustered data centers and presents a new improved live migration technique
that takes place in clustered data centers, thereby taking full advantage of virtual
machines’ identities in clusters. Simulation experiments also show that our pro-
posed migration technique is energy efficient by 28% as compared to migration in
non-clustered environment, while maintaining low round-trip time, low latency and
high throughput.

Keywords Cloud data centers ⋅ Virtualization ⋅ Migration ⋅ Clusters
Efficiency

1 Introduction

The heart of cloud computing system lies in virtualization. This technique multiplies
a single physical machine into several virtual machine (VM) instances. These VMs
are placed on physical machines, using an appropriate VM Placement technique, and
as and when the need arises, VM is transferred to a different physical machine
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causing VM migration. Reasons to initiate a VM migration can be an overloaded
physical machine, increased energy consumption or a routine periodic migration to
ensure new and effective placements of existing VMs.

Desired requirements of an effective VM migration are transparency, negligible
service degradation, fast migration with minimum migration volume and security.
Essential features of VM migration are as follows:

Destination host location of migration plays a crucial role as it adds to profits if
destination machine is close by the source machine. This location-bound feature
will be utilized by our proposed migration technique to reap maximum benefits.
Choice of a VM to be migrated can be based on many factors, such as maximum
CPU utilization, largest memory image and/or minimum migration time [1].
A virtual machine must preferably retain its IP address even after migration so as to
avoid network redirection mechanisms. VM migration involves transfer of three
types of virtual machine files, namely memory files (*.vmem), local disk files
(*.vmdk) and network interface files (*.vmx) [4].
Most data centers today incorporate pull phase with stop-n-copy. Our proposed

migration technique makes use of live migration and combines push and pull
phases with stop-n-copy. The organization of this paper is as follows: Section 2
presents the review of related work on VM migration, Sect. 3 explains our proposed
technique, Sect. 4 describes the simulation environment. Section 5 presents the
experimental results, merits and limitations of the proposed technique, and Sect. 5
concludes the paper with a brief discussion on future works.

2 Related Work

Resources consumed by virtual machines, time taken for migration and energy
consumption are some of the important factors which affect the live migration
process [2, 3]. The effects of virtual machine migration on XEN machines are
discussed in [4], and minimization of overheads incurred during live migration is
suggested. Also a performance-based comparison of existing migration approaches,
i.e., post-copy and pre-copy, is presented in [5] along with their advantages and
disadvantages. An application-level solution, VMFlockMS, is described in [6]
which discusses inter-data center virtual machine migrations in groups. A strategy
to initiate migration at the right time is proposed in [1] to make it more efficient,
profitable and reliable. VM migration introduced in [7] uses checkpoint/recovery
and trace/replay mechanisms rather than transferring full VM image, and this
approach reduces the migration volume overhead. A comparison of pre- and
post-copy approaches of VM migration is also given in [8], which suggests a
method to increase the migration speed by lowering down the migration volume.
Replication is incorporated in cloud data centers as a tool to reduce migration
latency and improve energy efficiency in [9]. Based on identical resource demands,
virtual machines are grouped together and group migration is considered making
use of the datacenter’s topology in [10].
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Power usage and energy consumption of servers are studied in [11–13] where
VM migrations are initiated with the aim to reduce cost and carbon footprints of the
cloud data center. Static and uneven dynamic user demands in a data center and
planning of energy conservation based on these demands are discussed in [14]. In
order to reduce SLA violations, [15] introduces dynamic grouping of servers and
virtual machines for placements and migrations. Unnecessary VM migrations are
reduced in [16] by initially prioritizing them based on their resource capacities and
usages. Importance is laid on VM placements that can eventually reduce the need
for further VM migrations, thereby making data centers more efficient and stable
[17]. A detailed review of existing migration technologies and their comparison is
given in [18–20], and stress is laid on the need of a strong, efficient migration
scheme that strengthens trust among cloud users. Consolidation of physical
machines based on RAM and CPU capacities is presented in [21] to save energy
consumption, and a VM migration methodology is introduced which is based on
local information. VM migrations based on renewable energies using various
resource distribution techniques are considered in [21].

A study of heterogeneous workloads and implementation of live VM migration
techniques by consolidating these workloads is presented in [22] to save energy
consumption in cloud data centers. Implementation of a live migration technique
using Amazon EC2 clone, Eucalyptus, is given in [23] with the aim to reduce
energy consumption in the cloud computing environment. Also in [12], migration
policies are suggested to move a server from a local data center to a more
cost-effective location in a secure way. The use of virtual machines running same
application or operating system instances and their migration among wide area
networks is given in [19] to reduce migration workload. Most of the reviews
discussed above attempt to make migration as effective as possible; however, they
either stress on energy reduction or on improving migration statistics. A combined
approach is lacking where not only VM migration is improved but also ‘green
computing’ is applied. Our proposed work combines these two goals of energy
reduction and performance enhancement by proposing a location-aware live
migration mechanism which restricts migration of identical VMs within a cluster,
thereby providing low latency, low round-trip time, low energy consumption but
better throughput as compared with traditional approaches of VM migration.

3 Proposed Technique

The proposed location-aware live VM migration requires physical machines
(PMs) to be arranged in clusters. There can be various ways to group PMs in a
cluster; we are considering ‘application type’ as a benchmark for clustering, so that
all the PMs servicing same or similar applications are grouped under one single
cluster. Next we choose a virtual machine (VM) for migration and call it as ‘victim’

VM; it is usually the most demanding VM on an overloaded PM. Thereafter, a
destination PM is selected to host the migrated VM. It accesses the profile file and
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execution log of the victim VM and synchronizes its functioning at the new des-
tination host.

Finally, the current input–output requests from cloud users for the victim VM are
directed toward this new host. Now, we present our proposed live VM migration
technique, in detail

1. Data center topology: The first step in the proposed VM migration technique is
to choose the data center topology. We have considered a fat-tree topology for a
cloud data center for reasons like use of low-cost switches, scalability and
contention prevention [5]. Figure 1 shows the proposed data center topology.

2. Clustered environment: Clusters are formed depending on the type of appli-
cations processed by physical machines [18]. Virtual machines, belonging to the
same or similar applications, have identical memory images, so they can be
hosted on PMs which form one cluster [21]. Further, we are restricting VM
migrations within its own cluster, so as to take full advantage of identical
memory images. This reduces migration volume as well as migration time. The
decision to restrict VM migration inside its cluster makes it a location-aware
migration. Advantages of using location-aware migration are: IP address of a
migrating VM need not change after migration, network disk need not be
transferred during migration, and very less amount of memory image needs to
be migrated, as the destination PM in the cluster also has an identical image of
the migrating virtual machine. This migration approach can also be seen as
location-restricted virtual machine migration.

3. Selection of source host, destination host and victim VM: This step selects a
source host which is overloaded and needs load shedding, a destination host
which will host the migrated virtual machine and a ‘victim’ VM which is
migrated from a source host to a destination host for load balancing.

a. Selections of an overloaded source host: Physical machine in a cluster is
continuously monitored for any sign of overload. This includes a sudden
spike in a VM’s traffic suggesting an increase in its I/O activity in case of a

Fig. 1 Proposed data center topology
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heavier load application or a spike in CPU or RAM usage. We are moni-
toring the utilization of four resources, namely CPU, disk, memory and
bandwidth resources of each physical machine. Suppose a single PM is
hosting n active VMs, each with its maximum resource capacity/demand as
given in Table 1.
Let the total capacity of a PM w.r.t. the four resources be A (CPU), B
(memory), C (disk) and D (bandwidth). These n VMs will be hosted by a PM
iff Eq. 1 holds true

∑
n

i=1
ai ≺A&& ∑

n

i=1
bi≺ B&& ∑

n

i=1
ci≺C&& ∑

n

i=1
di≺D ð1Þ

An overloaded PM will exhibit a characteristic as shown in Eq. 2

∑
n

i=1
ai ≅ A jj ∑

n

i=1
bi ≅ B jj ∑

n

i=1
ci ≅ C jj ∑

n

i=1
di ≅D ð2Þ

Also, total load on a PMi caused by active VMs, at any instant, will be
calculated as

Load(PMiÞ=ΘCPU +Θmem +Θdisk +Θnet ð3Þ

In Eq. 3, ΘCPU, Θmem, Θdisk and Θnet are the total utilization ratios of CPU,
memory, disk and network bandwidth, respectively, by all active virtual
machines on any PMi and their individual values range from 0 to 1. For
example, if all the active VMs are using its host memory up to their maxi-
mum demand (i.e., b1,b2,….,bn) then value of Θmem is 1, whereas in case, a
particular resource is not in use by any of the active virtual machines, then its
utilization ratio is 0. Moreover, load calculated in Eq. 3 ranges from 0 to 4.
Accordingly, a threshold value of 3.5 is chosen to declare a physical machine
as overloaded, i.e., if the load on a physical machine is equal to or exceeds
3.5, then it is considered ‘overloaded’ otherwise not.

b. Selection of ‘victim’ VM for migration: A crucial task in VM migration is
to choose which VM(s) to migrate. In this paper, we are considering the
migration of a single virtual machine terming it as a ‘victim’ VM. An active
virtual machine, whose load on its overloaded host is the maximum, is
selected for migration. To choose a victim VM, we calculate the load
incurred by each VM on a PM as:

Table 1 Example of VMs
demands on a single server

Max demand → CPU Memory Disk B/w

VM1 a1 b1 c1 d1
VM2 a2 b2 c2 d2
: : : : :

VMn an bn cn dn
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Load incurred by a VM on a PM =
Resources consumed by a VM
Resource demanded by a VM

ð4Þ

c. Selection of a destination host: To choose a destination host, we maintain
an ‘availability’ graph of physical machines in the cluster whose resource
availabilities satisfy the resource requirements of the migrating VM. These
available physical machines constitute the nodes of the graph, and the edges
represent the distance between these physical machines. This graph will
include the source host as well. Consider the graph shown in Fig. 2.

In Fig. 2, PM3 is the source host containing VM11 which needs to be migrated.
All the other nodes represent physical machines which satisfy the resource avail-
ability criteria of the migrating VM, i.e., all these PMs (PM1, PM2, PM4, PM5 and
PM6) can host the migrating VM. In order to select the best possible destination
host, we consider the distance from source host to all other available hosts. As is
shown in the graph, PM3 is directly linked with PM2 and PM4 with distance 7 and
2, respectively. With the aim to reduce the migration time, we select the minimum
distance of the destination host from source host PM3, and hence, PM4 is chosen as
the destination physical machine. Note that all these PMs belong to a single cluster.

The destination host machine retrieves the profile file of victim virtual machine
from network-attached storage (NAS) device. Profile files (.nvram files) of virtual
machines contain the data blocks which are required at boot time and application
startup time. They assist in reconstructing the full image of the victim VM at the
destination host machine. Next, the execution log of the victim VM, up to the latest
checkpoint, is transferred from source host machine to the destination host machine.
This helps in synchronizing the victim VM at the source host with the newly started
destination VM. So far, the source VM is servicing the input–output requests of the
cloud customer.

4. After the completion of step 5, the new migrated VM at the destination is in a
position to service the input–output requests of cloud customers. At this junc-
ture, source VM is stopped and all input–output requests are directed to the new
VM at a new host. If the requested data are not available with the new migrated
VM, then it is requested from the old VM at the source machine on a higher
priority basis, reflecting the pull phase of traditional migration. The diagram-
matic view of the proposed procedure is shown in Fig. 3.

Fig. 2 ‘Availability’ graph
example
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4 Evaluation with Simulation

We have simulated the proposed technique of virtual machine migration in clusters
using ns3 and compared it with migration in a non-clustered environment. Two
scenarios are generated. Figure 4 shows the proposed live virtual machine migra-
tion in a clustered data center consisting of 12 physical machines, while Fig. 5
shows non-clustered data center with multiple physical machines. For simplicity,
Fig. 5 shows only source and destination host machines. The data rate considered in
non-clustered data center is 1 Gbps with a delay of 2 ms, whereas in clusters it is
taken as 100 Mbps with 6560 ns delay. VM image size is same in both the sce-
narios, taken as 1024 bytes. Both source and destination physical machines are
assumed to be containing single virtual machine.

Performance results: Figure 6 shows the comparison of the RTT during
migrations in a clustered environment and in a non-clustered environment. As the
proposed migration is taking place within cluster, its round-trip time is lower than
the non-clustered migration, thereby making proposed migration faster. Through
our proposed migration technique in clusters, we have tried to reduce the power
usage of servers considerably, as shown in Figs. 7 and 8.

Energy consumption is calculated with respect to time in our experiment.
Intra-cluster migration takes lesser time than inter-cluster migration; hence, energy
consumed is less within cluster. Faster migration in clusters also enables a source
host to switch off early as compared to delayed VM migrations in non-clustered
data centers, i.e., EnergyConsumed ∝Time a server is switched on.

Thus, the above performance claims show that our proposed location-aware
migration reaps better benefits as compared to migration in non-clustered
datacenters.

Fig. 3 Proposed live VM migration technique
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Fig. 4 Clustered data center topology

Fig. 5 Non-clustered data center topology
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5 Conclusions and Future Work

This paper proposes a live VM migration scheme which is restricted to group of
server hosts so that the migration process is fast, convenient, efficient and saves
energy of a server. Our simulation scenario compares the proposed technique with
other migration process that take place in non-clustered topology, and the results
retrieved show that restricting VM migrations within clusters prove to be beneficial
in saving cost and energy while maintaining the service-level agreements. Our
proposed techniques handle migration successfully; however, it does not try to
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reduce the instances of unnecessary migrations. Therefore, as extension to the
proposed technique, future work will include an effective VM placement technique
to reduce unnecessary migrations in the cloud datacenters, thereby improving user
experience and service performance.
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Progressive Visual Analytics in Big Data
Using MapReduce FPM

Amit Kumar and Prabhat Ranjan

Abstract Visual analytics uses interactive visualizations in order to incorporate
user’s knowledge and cognitive capability into data analytics processes. The pro-
gressive visual analytic paradigm simplifies the analytic process when it comes to
large datasets. It uses the interactive sequential pattern mining algorithm which
reports patterns as it finds them. But, the sequential pattern mining algorithms like
SPAM, SPADE and PrefixSpan are suited for a single-node environment only. It is
also constrained by the available size of memory and computational power while
handling a very large quantity of data. So to overcome these challenges, the pro-
posed MapReduce frequent pattern mining (MR-FPM) algorithm distributes data
across various nodes in the Hadoop cluster, finds the candidate itemsets and counts
their support using the MapReduce paradigm. The patterns with supportless than
the user-defined minsup are discarded. Experimental results show that MR-FPM
continuously outperforms SPAM when the minsup is decreased.

Keywords MapReduce FPM ⋅ Progressive visual analytics ⋅ Sequential pattern
mining (SPAM) algorithm

1 Introduction

In this era of big data, the role of visual analytics [1] becomes very crucial from
analytics perspective. Visual analytics integrates automated analytics alongside
visualizations that are interactive in nature, for a simple viewing, perception and
making logical decisions based from huge and complex datasets. It is an iterative
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process which includes gathering information, data preprocessing, knowledge
representation, interaction and decision making. Various approaches to handle big
data in visual analytics have been formulated, but the progressive visual analytics
[2] stands out among them all. This paradigm enables us to utilize the time spent in
waiting for completion of analytics in evaluation of incomplete results. Concluding
these results, the input parameters may be adjusted or modified by the users and
even the dataset may be changed, if needed. Any misdirected analytics which may
produce useless results can be terminated. However, with the unprecedented rise in
the data size even this paradigm has been challenged. The sequential pattern mining
and other similar algorithms are capable of mining patterns in a single node only
due to their design constraints. Therefore, they cannot take advantage of parallel
processing, the need of the time is to incorporate parallel processing so as to handle
big data. The proposed method of MR-FPM distributes data on various nodes using
the MapReduce paradigm of Hadoop to generate candidate patterns and find the
frequent ones among them. It can find out the candidate patterns of interest, discard
obsolete itemsets and significantly reduce the time it takes to process very large
datasets. The paper is organized in the following manner. Section 2 highlights the
background and discusses the literature related to it. Sections 3 and 4 explain the
preliminary and proposed approach, respectively. Section 5 elaborates the imple-
mentation part and analyses the experimental results. At last, Sect. 6 concludes the
paper and explains the future scope.

2 Background and Related Work

A. Visual Analytics: Visual analytics [1] is not merely visualization of data. It is
better defined as intrinsic methodology that combines visualization, data
analytics and human–computer interaction. Closely relating to visualization,
visual analytics integrates approaches from fields like information analytics,
geospatial analytics and scientific analytics [3]. However, human capabilities like
interacting, information perception, cognitive measures, presentation, conjunction
and propagation have very a significant role in the information exchange and
decision making process (Fig. 1).
Above figure represents the various stages in visual analytics and their flow from
one stage to another. The visual analytics process is marked by relations between
data, the data visualizations, the underlying data models and its user’s with the
intent of knowledge discovery. The visual analytics process is concerned with
conglomerating the analysis automation methods with visual representations cap-
able of interactivity.
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B. Progressive Visual Analytics: As proposed by Stopler et al. [2] a progressive
visual analytic system is capable of producing semantically meaningful incomplete
outputs amidst execution. The results obtained in this manner can thus be integrated
into interactivity supported visualizations allowing users to instantly dig deep into
those results, explore the new one’s as early as they can be computed, and conduct
further incremental analytics without having to wait for prior on-going analytic to
terminate. Therefore, this approach has several great positives for visual analytics.
For instance, the time wasted in waiting for the completion of analytics can
henceforth be utilized for exploring the incomplete outputs. These can help in
adjustment of the input parameters, changing the datasets and on a simple note
terminate the wrongly processed analytics which may produce trash outputs.
C. The SPAM Algorithm: The sequential pattern mining algorithm [4] identifies
and reports the frequently occurring candidate sequences and subsequences in a
data sequence. In order to avoid multiple scanning in Apriori-based approaches and
for enhancing the efficiency of mining, Ayres et al. came up with the SPAM
algorithm [4]. It proceeds by scanning the parent database one time and transforms
it into a vertical bitmap table. It involves the construction of a lexicographic
sequence tree based on the depth-first search traversal technique. However, several
attempts have been made to make it more compatible to the visual analytic scenario.
Like the breadth first traversal of SPAM algorithm as proposed by Stopler and
perer, the incremental SPAM algorithm offers several advantages useful in pro-
gressive visual analytic scenario [2]. However, all of them are constrained by the
inherent drawback of this class of algorithm [5] which restricts them from making
use of parallel processing.
D. Comparative Study: The sequential pattern mining algorithms discussed before
use various approaches to solve the pattern mining problem. A comprehensive
performance study shows that PrefixSpan [6], in most cases outperforms algorithms
like GSP and SPADE [7]. However, SPAM [4] and PrefixSpan closely compete

Fig. 1 Visual analytics process
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with each other. Usually, SPAM performs better with larger dataset than PrefixSpan
[8]. The following table sums up the most prevalent pattern mining algorithms,
compares and contrasts them on the basis of various features and parameters.

Comparative study of pattern mining algorithms
Algorithms GSP PrefixSpan SPAM

Key
features

Generate and test Projects databases by
generating frequent
prefixes

• Improvement over
SPADE [8]

• Reduced cost of
merging

Working Scans the dataset for
frequently occurring
candidates.
For candidates that
need more memory,
only the candidates that
closely fit in are
generated.
If it is found frequent,
flush to disk; otherwise
discard

• Sequential database
is iteratively
fragmented into a
number of smaller
projected databases

• Sequential patterns
are generated in
individual projected
database by scanning
the locally frequent
patterns

• ID-list is depicted by
a vertical bitmap

• Dataset is of the form
<CID, TID,
Itemsets> where,
CID: customer-id and
TID: transaction-id

Memory Does not use primary
memory

Main memory
algorithm

Dataset is saved in
primary memory

Data
structure

The itemsets generated
are saved as Hash tree

Stored as Hash Tree Vertical bitmap

Limitations Multiple scanning of
database

Generation of projected
databases is costlier

<CID, TID, Itemset>
should be in main
memory

3 Problem Definition

As the dataset increases in size and the need to process large amounts of data at
promising speeds becomes evident, even the existing sequential pattern mining
algorithm turns out to be obsolete. However, the SPAM algorithm lags behind
when the data size becomes huge due to the limitations imposed by the implicit
drawback of the underlying algorithm. The SPAM [4] algorithm and other tradi-
tional pattern mining algorithms based on Apriori, pattern growth and projection
techniques have been framed to scan and find frequent patterns on an individual
node, and therefore they cannot take advantage of the parallel processing. It also
suffers from other problems like memory size constraints as not all data can be kept
in memory at once due to the limited memory size. Most of the other such
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algorithms are unable to effectively carry out the mining task when it comes to a
large scale of transactional databases as they are not completely loaded into the
memory [9]. The computation power boost which is required to process the
tremendous amount of data at an affordable pace requires significant hardware
upgrades which turn out to be very costly.

4 Proposed Approach

The proposed approach makes use of the Hadoop platform to design a
MapReduce-based frequent pattern mining algorithm as explained in the algorithm
below. This algorithm is composed of a couple of MapReduce tasks namely the
candidate pattern finder and the support calculator task. When the data input is
received from the sequences at any instant of time, the itemsets belonging to the
various sequences are disbursed among the various individual machines in the
Hadoop [10] cluster. Each machine in the cluster finds candidate patterns generated
from individual sequences in the given time period. In the meantime, the candidate
pattern finder gathers details about each sequence.

Algorithm 1: Map-Reduce FPM 

Input: Itemset of sequences at any time t, t’ = time period
1: While(New sequence arrives at time t) 
2: CandidatePatternFinder; 
3: SupportCalculator; 
4: t=t+t’
5: output frequent sequential patterns; 
6: end while
Output: Frequent patterns found at every time period. 

The framework for the proposed MR-FPM is depicted in Fig. 2. The candidate
pattern finder task is followed by the support calculator task. Both the Mapper and
Reducer work at both the levels. Input data at time t are fed into the MapReduce
engine of candidate pattern finder which outputs candidate itemsets. This is given as
input to the support calculator task which counts the node-specific support and adds
them up after merging; therefore, producing only those itemsets whose support is
greater than the minsup defined for it. For the subsequent time periods, this
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algorithm continues to perform these MapReduce tasks. In this manner, it reports
the most updated frequent patterns in each time period. Since, our algorithm reports
the frequent patterns progressively; it is named as MapReduce frequent pattern
mining (MR-FPM).

Candidate Pattern Finder: The candidate pattern finder takes input data at time t
and distributes it to various Mappers. Mappers help generate many pairs of
<sequence number, itemsets> as evident from Algorithm 3. The pairs having same
sequence numbers are placed with the same Reducer. The Reducer finds the can-
didate patterns from the input data and outputs <candidate sequential patterns,
null>. Apart from this, the Reducer keeps track of the details of every sequence and
discards useless data simultaneously. Candidate patterns at the current time are
output for the computation at the next time period.

Fig. 2 Framework of MR-FPM
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8: return: <key, newCandidateItemsets, timestamp> 
9: else
10: return: <key, allCandidateItemsets, timestamp> }

Algorithm 2:  Candidate Pattern Finder 

Input: Itemset of sequences at current time, 
Candidate sequences from previous timestamp, var x: = read input data 
var y := stores input data, 
var z := stores candidate itemsets from last timestamp 
var result := stores results 

Mapper: 
1: if(x) has timestamp) //data from previous time 
2: return: <x.sequenceNumber, x.itemset, x.timestamp> 
3: else //new data at current time 
4: return: <x.sequenceNumber, x.itemset> 

Reducer: (key,value) 
1: for(all items in value){ 
2: if(value is a previous timestamp itemset) { 
3: z := <value.timestamp, value.itemset> 
4: } else //if value is current data 
5: y := current data 
6: } for(all items in y.itemset) { 
7: if(y.itemset.time > t) 

Algorithm 3:  Support Calculator 

Input: var localsup := <itemset, localSupport> //local support count 
var x:= reads input data, var total := 0 //adds total support 
Mapper: 
1: for(x.itemset in each local node) 
2: support(itemset) := localsup; 
3: return: <itemset, localSupport> 
Reducer: (key,value) 
1: for(each itemset in value) 
2: total = total+value; 
3: if(total>= minimum support) 
4: return: < itemset,total > 
Final Output: <Frequent patterns, support> 
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Support Calculator: In this phase, the Mapper in the support calculator algorithm
takes input data from the previous phase and counts local frequencies of each
candidate patterns on individual nodes as described in Algorithm 3. The Mapper
here generates pairs of <candidate patterns, node-specific support> as outputs.
After this, sets having the same candidate patterns have to be transferred to the same
Reducer. The Reducers add up the individual supports of each pattern and generate
the final frequent patterns for the given time period. Finally, the process reiterates
for new data arriving at time t + t’.

5 Implementation

We conducted experiments in order to check the time of execution of MR-FPM in
case of big data. We implemented MR-FPM on Hadoop 2.6.4 and jdk-8u66 in fully
distributed mode. In this mode, three nodes were deployed in the Hadoop cluster
with two datanodes and a namenode controlling them. The experiments have been
run on a machine with 3.40 GHz Intel Core i7 CPU and 8 GB main memory. We
calculated the efficiency of MR-FPM and various other sequential pattern mining
algorithms with varied values of minsup on kosark25 k dataset which consists of
25,000 click-stream sequences from a Hungarian news portal from the SPMF open
source library (Fig. 3).

Fig. 3 Execution time of algorithms (kosark25 k)
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Algorithms (Execution time)
minsup SPAM PrefixSpan MR-FPM

1.0 312 ms 94 ms 182 ms
0.9 281 ms 91 ms 182 ms
0.8 327 ms 174 ms 199 ms
0.7 281 ms 267 ms 255 ms
0.6 312 ms 1.282 s 247 ms
0.5 265 ms 3.255 s 526 ms
0.4 374 ms 3.459 s 1.209 s

0.3 437 ms 3.996 s 1.240 s
0.2 436 ms 4.109 s 1.244 s
0.1 421 ms 5.421 s 1.265 s
0.09 312 ms 5.564 s 1.291 s
0.08 359 ms 6.887 s 1.232 s
0.07 889 ms 6.655 s 1.288 s
0.06 2.399 s 6.991 s 1.297 s
0.05 3.422 s 7.328 s 1.290 s
0.04 3.537 s 8.227 s 1.417 s
0.03 4.101 s 10.975 s 1.419 s
0.02 5.733 s 12.021 s 1.759 s
0.01 6.763 s 14.763 s 1.511 s
0.009 6.996 s 18.010 s 1.623 s
0.008 7.792 s 22.923 s 1.621 s
0.007 7.633 s 28.434 s 1.943 s
0.006 8.044 s 33.767 s 1.786 s
0.005 10.734 s 37.734 s 1.822 s
0.004 18.448 s 51.448 s 2.151 s
0.003 43.580 s 77.332 s 2.900 s
0.002 131.221 s 192.454 s 6.322 s
0.001 449.119 s 698.432 s 8.884 s

To contrast between the execution of various algorithms like SPAM and Pre-
fixSpan that are basically framed to run on a single workstation, we choose this
dataset as, SPAM will not be handling very large datasets easily because of the
memory limitations of single machine. It can be clearly deduced from the Fig-
ure and analysis table that higher mining overhead occurs when minsup is
decreased. As we keep decreasing the value of user-defined minimum support, the
time taken by various traditional algorithms in contrast to our proposed approach is
drastically high implying that the traditional methods are far too obsolete to be
applied in visual analytic scenario. It can also be observed that MR-FPM outper-
forms SPAM and PrefixSpan when the minsup is gradually decreased to very lower
values.
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6 Conclusion and Future Work

In the present paper, the challenging issue of scalability has been presented while
handling humungous datasets which may not be completely loaded into memory in
a progressive visual analytic scenario. We proposed a MapReduce-based pattern
mining algorithm which efficiently generates and prunes candidate patterns in
accordance with the user’s choice of minimum support and implemented the
MR-FPM on Hadoop ecosystem with large transactional sequences, elucidating that
it can drastically lessen the execution time in case of big data. Besides, the current
system is still constrained with the MapReduce frequent pattern mining algorithm.
It could be made compatible with other more advanced algorithms.

References

1. Keim DA, Mansmann F, Schneidewind J, Thomas J, Ziegler H (2012) Visual analytics: scope
and challenges. Springer

2. Stolper CD, Perer A, Gotz D (2014) Progressive visual analytics: user-driven visual
exploration of in-progress analytics. IEEE Trans Vis Comput Graph 20(12):1653–1662

3. Keim D, Huamin Q, Ma K-L (2013) Big-data visualization. Comput Graph Appl IEEE 33
(4):20–21

4. Ayres J, Flannick J, Gehrke J, Yiu T (2008) Sequential pattern mining using a bitmap
representation. In: Proceedings of the eighth ACM SIGKDD international conference on
knowledge discovery and data mining. ACM, pp 429–435

5. Mabroukeh NR, Ezeife CI (2010) A taxonomy of sequential pattern mining algorithms. In:
ACM computing surveys (CSUR’10), 2010

6. Pei J, Han J, Mortazavi-asl B, Pinto H, Chen Q, Dayal U, Hsu M-C (2001) PrefixSpan:
mining sequential patterns efficiently by prefix-projected pattern growth. IEEE Comput Soc,
215

7. Zaki MJ (2001) SPADE: an efficient algorithm for mining frequent sequences. Mach Learn
42:31–60

8. Huang J-W, Tseng C-Y, Ou J-C, Chen M-S (2008) A general model for sequential pattern
mining with a progressive database. In: IEEE transactions on knowledge and data engineering
(TKDE’08), 2008

9. Dean J, Ghemawat S (2008) MapReduce: simplified data processing on large clusters. CACM
51(1):107–113

10. Apache Hadoop. http://hadoop.apache.org/

140 A. Kumar and P. Ranjan

http://hadoop.apache.org/


Energy Based Recent Trends in Delay
Tolerant Networks

Nimish Ukey and Lalit Kulkarni

Abstract Energy plays very important role in any kind of network. As most of
routing protocols and strategies are designed by considering the well-connected
network but because of the mobility of nodes these routing protocols do not work
effectively. For such kind of intermittent connectivity, Delay Tolerant Network is
used. Amongst all the mobile nodes, many have a very limited amount of energy
and to perform any kind of operation energy is required. So, it is necessary to
reduce the consumption of energy. The effective and efficient use of energy
increases the lifetime of node and network. Hence, there are some approaches
which proposed different schemes to reduce the energy consumption of node and
also increase the delivery probability. By using different aspects of the conservation
of energy the energy efficiency has been increased. Amongst them, few recent
approaches are explained in this papers which consider the energy prominently.

Keywords Energy-aware ⋅ Priority transmission ⋅ Robustness
Location-based ⋅ Store-carry-forward ⋅ Delay tolerant networks

1 Introduction

Many Routing protocols have been proposed to reduce the number of copies of the
message and to increase the delivery probability ratio, but very few consider the
energy constraints into a consideration. Now a day’s many mobile devices like cell
phone, laptop, PCs, tablets have the limited amount of energy and these devices
consume much more energy for the communication purpose. So it is necessary to
conserve energy in DTN. There are various things which are responsible for the
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depletion of energy for ex. node mobility, the size of a buffer and inefficient
forwarding scheme etc. So it is necessary to utilize the appropriate routing strategy
or routing protocol to reduce the consumption of energy.

The Delay Tolerant Network (DTNs) [1] is characterized as the intermittent
network. To overcome the intermittent problem the DTN [2] has been used. The
main reason behind the connectivity disruption is the mobility of nodes. The per-
formance evaluation [3] in DTN shows that the most of the routing strategies are
extensive energy consumptive and hence the energy consumption of node also
increased. This is mainly caused due to the mobility of a node, message size, and
forwarding strategy.

There are various routing strategies in DTN. Amongst them, some of the very
famous routing strategies are: epidemic [4], Spray-and-Wait [5], and PROPHET
[6, 7]. These strategies are very much famous, but they did not consider the energy
constraints. DTN uses the store carry and forward mechanism to forward the packet
from source to destination. This mechanism stores the message in every node which
comes into the contact range, which increases the replication of message, thus
results in the consumption of the resources which are very limited in amount.
Hence, the routing protocols described in [8–11] are used to improve the utilization
of resources effectively and also to increase the delivery ratio of the message.

In this paper, in Sect. 2 related work is explained. In Sect. 3 various recent
trends based on energy in DTN are explained in details and at the end of this
section, the comparative study has been done. In the final section, the conclusion is
explained.

2 Related Work

In [12], node forwards the packet only when it has n neighbor nodes in its maxi-
mum transmission range to reduce the energy consumption. But it is difficult to
decide the value of n. In [13], F. D. Rango, S. Amelio, and P. Fazio implement the
protocol, which was an improvement over the [12]. Previously the value of the n
has to be set statically but in [13] the value has been chosen dynamically. It chooses
a value based on the current neighbor node and the energy level. In [14], the
trade-off has been achieved in between the forwarding efficiency and the energy
preservation.

The routing protocols generally classified into two categories: topology based
and location based. The topology based protocol uses the link information to find
the path. And the Location based protocol uses the location information of the node,
destination and neighbor nodes. In [15–17], the topology based routing protocols
are being studied. In [18–22], few location-based routing protocols has been
designed in DTN and described in detail.
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3 Energy Based Strategies

3.1 A Novel Energy Aware Priority Transmission
Scheme Based on Context-Metric

This ensures to achieve the high probability to deliver the HIGH priority messages.
It also introduces the new buffered model which consists of the Admission Unit and
Transmission Control Unit. This Context Metric queuing method can also be called
as CEAMS [23]. It also introduces the Energy Aware message transmission
strategy.

In many cases the importance of the message is not measured while transmitting
the data. Sometimes the importance of the message needs to be taken into con-
sideration when the transmission of the message is crucial i.e. disaster relief
application or military networks. With the depletion of energy the chance of the
message delivery decreases. In queuing method the message gets dropped if the
priority of the message is not considered. As the priority is not given, the message
may be queued at the end of the list and the message get drop later on due to the
message Time to live (TTL) or the unavailability of resources. If the message does
not have the priority assigned, then it may suffer from the multiple replications due
to the long delay. So here a context metric queuing method has been implemented
to accomplish the high delivery ratio of the HIGH priority message and also to use
the energy of node effectively.

Node Delivery Capability. The NDC states that the higher the Energy, Speed and
the lesser the Distance to the destination, increase the probability of delivering. It
identifies the probability that the message will reach to destination successfully or
not.

Remaining Energy, Estimated Distance and Speed are taken into consideration
and utilized while taking the queuing decision of message.

Energy Aware Transmission Scheme. The source node stores the information
until and unless it comes in the contact of another node. When an intermediate node
comes in the range of source node then the summary vector is exchanged between
both the nodes i.e. index of messages. The nodes can request the message they
don’t have from another node. But this does not consider the priority of the
message.

In the implemented system the authors initialized the three kinds of level pri-
orities to the messages, i.e. LOW, MEDIUM, and HIGH. Two kinds of Buffers are
implemented, i.e. connectivity buffer and persistent storage. To manage the mes-
sage effectively, two kinds of units are implemented here Admission Control Unit
and Transmission Control Unit.

Admission control Unit. This checks whether the buffer is full or not. If the buffer is
full then it drops the LOW priority message. Based on the level of priority it decides
whether to send a message to connectivity buffer or to persistent storage. If a
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message has the HIGH priority then it is sent to Persistent storage otherwise to
connectivity buffer.

Transmission Control Unit. Based on the remaining energy it determines whether
the intermediate node is capable of delivering the message or not. Depends on the
certain criteria it takes a particular action. If the energy of an intermediate node is
greater than 75%, then the intermediate node accepts all the messages. If it is in
between 75% to 25%, then it accepts HIGH and MEDIUM messages only, and if
remaining energy is less than 25% then it accepts only HIGH priority messages.

3.2 A Robust Energy Efficient Epidemic Routing Protocol

In this protocol mainly two things are taken into consideration while forwarding the
message. It checks whether the energy of the intermediate node is greater than the
current node. If it is greater then and only then it forwards the message to the
intermediate node. And it also checks the buffer space is available or not, to store
the data. The network is said to be robust [24] if node consumes very less energy
and the lifetime of node increase.

This method takes these things into consideration:

• The node exchanges the summary vector, free buffer size and the current energy
available with its neighbor node

• Then the node checks the remaining energy of a neighbor node. It checks
whether the neighbor nodes energy is greater or not. It also checks messages
which node has to copy to neighbor node and the free buffer space available or
not, to store the message

• If the neighbor node has the more remaining energy and the free buffer space
than the current node, then node copies the message to Transmit List

• If the current node has the remaining energy more than neighbor node and also
has the free buffer space, then it will keep the message information to Receiving
From List

• After the completion of comparison with all the nodes, the message is broad-
casted and the neighbor who has the higher remaining energy and high free
buffer space receives the message and it stores the copy of that message

In epidemic routing if the buffer space is not available, then it drops the old
message from the buffer which results in the reduction of delivery probability.
Hence, this robust energy efficient epidemic routing protocol methodology is
implemented to increase the message delivery probability and also use the energy
effectively.
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3.3 3D Location-Based Energy Aware Routing Protocol

This routing uses the location information for real DTN to reduce the overhead of it.
It also implements the energy aware routing scheme to increase the lifetime of the
network. Most of the routing protocols are designed on the basis of the
2-Dimensional (2D) location based information. Only few routing strategies are
discovered by considering the 3D location based information in Ad hoc networks,
which does not work well in DTN. So, it is the first time the 3D location based
routing protocol [25] is implemented for the DTN.

In many cases, all nodes in DTN are wireless which is distributed all over the 3D
environment. Nodes have been considered as the sphere shaped and with radius r,
which denotes the coverage range of that node. The coordinates of the node are
denoted by x, y and z. This presented scheme uses the location information by
using Global Positioning System (GPS) to reduce the external overhead of the
network. The following assumptions are taken into consideration:

• All nodes know their current location information by using the 3D coordinates
of nodes(x, y, z).

• All nodes also exchange the message information by using the “hello-reply”
message.

• The limited amount of energy and buffer space.
• Transmission speed has to be pretty enough to forward the message when both

nodes come into the contact range.

Expected Zone and Request Zone.

Expected zone. Before starting the sending of messages from source to destination
the source node first finds the path from source to destination at time t0. And it is
possible that the destination may move at the speed of v from its position. So source
node estimates the expected zone of destination at time t1. Hence, the expected
zone must be a sphere with the radius of v (t1-t0). If the source does not know the
speed of destination, then it is difficult to estimate the expected zone.

Request zone. If the source does not find the path for the destination then it
increases the coverage range to a maximum radius. After increment of the radius if
a source node does not find the proper next hop for forwarding the message, then
the source node broadcast the message to all the nodes which come under the
request zone. It uses the certain condition strategy for broadcasting the message.

Energy Based Recent Trends in Delay Tolerant Networks 145



Routing schemes.

Neighbor discovery. Here the priority of the message is not considered. The mes-
sage comes first is added to buffer prior. When a source node comes in the contact
range of any better hop node, then it sends the message as per the buffer queuing.
The source node firstly broadcasts the HELLO message to the entire node which
comes into the transmission range u i.e. half of the maximum transmission range of
nodes. The receiving node checks the neighbor list. If the source node is already in
its neighbor list, then it drops the HELLO packet. Otherwise, accept the Hello
packet and reply with an ACK packet. It is necessary to update the neighbor list in a
frequent manner.

Transmission scheme. The node firstly checks for the recent paths to the destina-
tion. If any recent path exists, then it forwards the packet through that recent path. If
there is not any recent path, then it will check for the next best hop. If a next best
hop is also not available, then it will check the maximum transmission range of the
node. If the maximum transmission range of the node is u then it is increased to r to
find the neighbor. If it does not find the neighbor then source forward the message
by conditional flooding to all nodes which come under the request zone. In the best
case, the message is forwarded by choosing the best hop node with the help of
implemented scheme. In the worst case, the condition flooding scheme has to be
applied to flood the message to request zone, which is determined by the speed and
location of the source and destination node.

3.4 Augmented DTN Based Energy Efficient Routing
Protocol for Vehicular Ad Hoc Networks

Vehicular Ad hoc Network (VANET) is derived from the Mobile Ad hoc Network
(MANET). Augmented DTN based Energy Efficient Routing Protocol for Vehic-
ular Ad hoc Networks (ADTNEER) [26] is a combination of various strategies such
as store stay spray, connection lifetime and link state information. It utilizes those
different strategies to provide better performance than the VANET. It also uses the
angular region strategy for selecting the best suitable next hop. VANET basically
consist of two entities: vehicle and Road-side Infrastructure Units (PSU). The
vehicle is the moving entity and PSU is the fixed entities which are connected to the
internet. VANET node can communicate with other vehicles directly. Due the
mobility of nodes, it is challengeable to perform end to end communication.

There are various factors which are responsible for the performance of the
network, energy, mobility, etc. It is very difficult to achieve the energy efficiency
and reliability for the transmission of data when the movement of the vehicle is fast
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in the network. Hence, for that purpose ADTNEER has been proposed to achieve
better performance than the VANET. It uses various approaches like store stay
spray, connection lifetime and link state information to take the appropriate deci-
sion for forwarding the data.

Following two assumptions are being considered:

• All nodes know their location information.
• The system can able to estimate the distance between two nodes, path between

them and the time required.

Transmission range selection based on the angular region. The selection of the
specific region for the transmission of data reduces the overhead of transmission.
On the road, a vehicle travels in the one direction. Hence, by limiting the angle of
transmission overhead is reduced. Firstly, source node finds its location and
information about the destination and neighbors. Initially, the angle of 30 is
initialized and can be increased up to 180. If within the transmission range the node
is not found, then the transmission angle is increased by 15 on both the side with
considering the source and destination node vector.

Link quality estimation. Link Quality (LQ) is calculated by the broadcasting the
ping message to every node.

LQðS, DÞ= No. of packet transmitted successfully × No. of packet retransmitted
Total no. of packets transmitted

Connection Lifetime. The energy draining rate and the mobility of nodes are used
to predict the connection lifetime. Each node has memory space which stores the
information of remaining energy; energy spent on successful communication and
received signal strength. This information also helps to predict the connection
lifetime.

Store-stay-spray mechanism. In this proposed mechanism the message is copied
to the node or forwarded to the node which assures to go closer the destination
node. Each node always finds the better next hop for the further transmission and
chooses the best path for the packet transmission. This helps to improve the effi-
ciency. Table 1 shows the concise analysis which was discussed in detail in Sect. 3.
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Table 1 Comparative Study

Objective of
study

Strategies or
schemes

Advantages Limitations Results

A novel energy
aware priority
transmission
scheme based on
context-metric
[23]

Queuing
Management

Improve
message
delivery
in DTN

Only a limited
amount of energy
efficiency is
achieved

It achieves a high
delivery rate of
message with
high Priority and
effective
utilization of
nodes energy in
transmission

The message
redundancy ratio
is not reduced to
a full extent.
Still, it is
possible to
reduce the
message
redundancy
ration with
maintaining
delivery rate

Energy-aware
transmission
scheme
Message
forwarding

A robust energy
efficient
epidemic routing
protocol [24]

By considering No need to set
any predefined
value

Size of buffer,
size of message,
varying mobility
speed and data
rate is not
considered in
simulation
setting of this
protocol

Network lifetime
is extended and
delivery
probability is
also improved

Nodes
remaining
energy

Number of
nodes does not
affect the energy
consumption of
the node

Free buffer
space available

3D
Location-based
energy aware
routing protocol
[25]

Location based
(3D Location
information i.e.
GPS)

No need to
establish and
maintain global
routing table

Congestion
control and
Priority of the
message is not
considered here

Introduced
energy aware
scheme to save
power and
extend the
network lifetimeLess control

overhead
Does not work
fine in large
density of node

Reduce network
overload

Augmented
DTN based
energy efficient
routing protocol
for vehicular ad
hoc networks
[26]

Geographical
region Angular
based

It is reactive
protocol, i.e. it
takes routing
decision to
forward the
packet to the
destination

The message
redundancy ratio
is not reduced to
full extent still it
is possible to
reduce the
message
redundancy ratio
with maximum
delivery rate

ADTNEER
given results
shows better
performance
than VANET

Store-stay-spray
Connection
Lifetime
prediction
Link state
information
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4 Conclusion

All the strategies mentioned above take energy into consideration while designing
the strategies. They achieved their goal to implement the strategy with increasing
the energy efficiency. All the strategies have some limitations which are mentioned
in the comparison table. So by reducing all these limitations the effective routing
protocol can be implemented which will consume very less energy and the network
lifetime increase. All above-mentioned strategies are recently proposed strategies.
Each strategy has some specific specialty and a different result. But all utilizes the
energy very effectively.
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Smart Solar Panel: Wireless Sensor
Network-Based Measurement
and Monitoring of Performance
Parameters of Solar Panel

Dhiraj Nitnaware

Abstract Solar photovoltaic (PV) technology generates electricity in any area,
where there is need, by installation of solar PV modules. So we need an instrument
that can measure important parameter like open-circuit voltage, short-circuit
current, power, fill factor which helps in installation of solar PV modules. After
installation of solar plant, it is required to monitoring all these parameters. To
determine the performance of a panel or an array of panels, it is important to
understand the characteristics of a particular panel under different light conditions.
This can be obtained by finding the I–V characteristics of panels or arrays under
different real-world environmental conditions. These parameters can vary due to the
effect of panel shading, temperature, depending on solar irradiance intensity, cell
type, etc. Finding the maximum power of the solar panel is important to detect
faulty cells or panels and insuring that panels in arrays are matched to get maximum
power. After installation of solar plant, it is also required monitoring of all the
parameters of solar energy. Monitoring system parameters through wireless sensor
network gives flexibility to the technician not to be in the actual area where solar
panels are located. Also it allows the simultaneously performance monitoring of
solar panels. In this paper, a prototype is developed and tested with application
software to measure and monitor the important parameters of solar panel like
voltage, current and power. This module is tested in 100-m range and observed the
good communication performance.

Keywords Wireless sensor network ⋅ Solar panel ⋅ Voltage–current–power
parameters ⋅ Zigbee module ⋅ Wireless monitoring and control application
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1 Introduction

As the sun is the most powerful energy source, most forms of renewable energy
come either directly or indirectly from the sun. The authors [1] have explained the
working of solar power and its types. The types of solar technology, i.e., active and
passive are also explained in great detail in the same. F. Salvadori et al. have
explored the radio frequency (RF) communication for wireless technologies which
finds its application including cordless phones, radar, ham radio, GPS, and radio
and television broadcasts. RF are electromagnetic waves that propagate at the light
speed and are invisible to human eye because RF waves are slower than visible
light [2]. The Federal Communications Commission’s (FCC) regulations respon-
sibility for RF assignment with the National Telecommunications and Information
Administration (NTIA) is responsible for regulating federal uses of the radio
spectrum, which is given in [3].

In paper [4], the authors focus on an interface between a data acquisition device
and three sensors using Linux operating system. The sensors will sense voltage,
current and temperature of the SuPER system and display the respective values on a
computer screen. Briskman et al. [5] have developed a photovoltaic cell curve tracer
that is low cost and user-friendly. The instrument will be used in conjunction with
an IBM compatible PC, or a Mac and a printer. The curve tracer will trace out I–V
curve and compute the parameters such as VOC, ISC, FF, VMP, IMP and PMAX. The
authors of paper [6] have explored how to extract maximum power from the solar
panel by using MPPT controller with P&O algorithm using the effective embedded
wireless communication technology. This helps to overcome the existing problem
in manual monitoring of solar PV modules. The paper also monitors the voltage,
current, maximum power and solar light irradiance of PV modules.

The maximum power point (MPP) of an array which is coupled to power
inverter is determined in paper [7]. I–V characteristics of the photovoltaic array can
be generated by putting capacitor as a load on a DC-bus side of the inverter.
Various parameters like VOC, ISC, VMP, IMP and PMAX are determined based on
charging–discharging of capacitor which helps to calculate the MPP. The authors of
paper [8] have developed the initial device setup to measure the above parameters
of solar panel.

2 Problem Domain

Every manufacturer tests their solar panel modules under system called standard
test conditions (STC). These are a set of rules that all has to follow and which allow
consumers and solar designers to compare panels. But their performance will be
different in the real world. The effects such as insulation, shading, orientation, tilt
angel, temperature and load resistance affect the panel performance. Solar cell is
mostly affected by the temperature. Also the main problem at the solar plant is to
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measure the performance parameter of solar panel and to detect faulty cells or
panels in the array. Thus, there is a requirement of manpower or technician to check
for the faulty panels.

3 Proposed Solution

The proposed system not only helps to measure these parameters to detect faulty
cells or panels (which insuring that panels in arrays are matched to get maximum
power) but also reduced the manpower/technician not have to be in the actual area
where solar panels are located to monitor the solar panel parameters. The total
system is combination of different sections like voltage and current sensor, digital
load, microcontroller and RF module embedded on a single PCB.

3.1 Block Diagram of the Proposed System

The block diagram of the proposed system is shown in Fig. 1 for one solar panel
module. Four such modules were taken for the measurement and analysis. Block
diagram of transmitter and receiver section is given in Figs. 2 and 3. The sensor
node do not have any external power supply as the voltage is generated by the solar
panel which is stored in battery. The microcontroller read open-circuit voltage and
short-circuit current by controlling the pulse width of PWM send via RF module to
base station.

Fig. 1 System block diagram
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3.2 Schematic of the Proposed System

Figures 4, 5, 6 and 7 give the schematics of power supply, voltage measuring
section, current measuring section and digital load section. The voltage that is
generated by the solar panel is stored in rechargeable batteries which are regulated
by voltage regulator LM 7805 as in Fig. 4.

In Fig. 5, the voltage of solar panel is read using the voltage divider circuit. In
Fig. 5, the voltage of solar panel is read using the voltage divider circuit. These
voltages are then amplified by the amplifier and become input to the ADC of
microcontroller which gives open-circuit voltage of solar panel. The current sensor
is made by the shunt and after amplifier circuitry goes to the ADC of microcon-
troller and reads the short-circuit current. In Fig. 7, the MOSFET is work as a load.

Fig. 2 Transmitter section
block diagram

Fig. 3 Receiver section
block diagram
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Gate of the MOSFET is controlled by the width of the PWM those are generated by
the microcontroller.

4 Results and Analysis

The performance of the solar panel at the open environment condition has been
analyzed. There are three different ways to represent the results. There is an LCD
for display instantaneous reading of voltage, current and power of 4 DUT (device
under test), real-time data on software window (developed in VB6 software) and in
the form of graph in the software window. Figure 8 shows the real-time data of four
solar panels in the software design window. One of the panels is considered as
standard module, and all are connected in ring topology. Detection of faulty panel
among the other is found by considering the standard panel data of voltage, current
and power as reference.

SPV module 1 is not giving the reading as per standard within 10–20% range
and is shown in Fig. 9, i.e., it is not working. SPV module 2 and 3 is faulty and is
given in Figs. 10 and 11, respectively, while all three modules are faulty and are
shown in Fig. 12. Real-time data capturing in the environmental condition is given
in Fig. 13 while reading on LCD of standard panel is shown in Fig. 14.

Fig. 8 Software window for monitoring real-time data
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Fig. 9 Software window showing SPV module 1 faulty

Fig. 10 Software window showing SPV module 2 faulty

Fig. 11 Software window showing SPV module 3 faulty
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Fig. 12 Software window showing all SPV module faulty

Fig. 13 Real-time setup for data capturing

Fig. 14 Real-time data display on standard panel
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5 Conclusion

The paper is aimed to provide solar photovoltaic characteristics by monitoring the
important parameters like open-circuit voltage, short-circuit current and power of
solar panel. These parameters are necessary to study the solar energy which helps in
the installation of solar plant. We analyze the solar panel at various places and have
taken the reading of solar parameters under all climate conditions. Thus, on the
basis of above results, the conclusion can be drawn that a prototype system has
been successfully tested. Wireless sensor data are transmitted and received at PC
and displayed on screen. In this system, the battery is also charging with solar panel
so there is no replacement of battery which provides longer backup for the system.
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Efficiency Evaluation of Recommender
Systems: Study of Existing Problems
and Possible Extensions

Mugdha Sharma and Laxmi Ahuja

Abstract Recommender systems can help people to choose the desired product
from a choice of various products. But there are various issues with the existing
recommender systems. Thus, new systems which can efficiently recommend the
most appropriate item to users based on their preferences are in demand. As a step
towards providing the users with such a system, we present a general overview of
the recommender systems in this paper. This paper also proposes potential solutions
to the different problems which are found in current recommendation methods.
These extensions to the current recommendation systems can improve their capa-
bilities and make them appropriate for a broader area of applications. These
potential extensions include integration of contextual information into the recom-
mendation method, an improvement in understanding of items and users, devel-
oping less intrusive recommendation approaches, utilization of multi-criteria
ratings, and providing more flexible types of recommendations.

Keywords Contextual information ⋅ Extensions to recommender systems
Multi-criteria ratings ⋅ Multidimensionality ⋅ Recommender systems

1 Introduction

Today, there are enormous amount of information and products which people can
find and buy online. Due to this, it is not convenient for the users to find the correct
information they need or choose the appropriate product to buy. To overcome this
problem, we had various personalization techniques, and one aspect of personal-
ization is the recommendation systems [1]. These recommender systems learn from
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the previous behaviour of user transactions records and recommend very few
products which may be useful to the users.

Till now, a lot of work has been done to find new recommendation approaches
for academia as well as industry. But, there is so much to explore in this field since
there are various practical applications related to this domain that can help people to
handle the ample amount of information we have online today and give useful
recommendations, relevant content, and services to them.

Even after various advancements, the current recommendation approaches still
needs to improve a lot to make it more useful which can be used to a wider range of
practical applications. These enhancements include more advanced methods for
representing user behaviour, utilization of multi-criteria ratings, integration of
contextual information into recommendation method, improved and less intrusive
recommendation approaches, and development of more flexible recommendation
methods.

This paper illustrates various methods to extend the capabilities of recommender
systems. This paper is structured as follows: Section 2 provides a comprehensive
review of recommender systems. In next section, we discover various issues in the
current recommendation methods and suggest various approaches to extending their
capabilities. Conclusions of the research are mentioned in Sect. 4.

2 Related Work

Recommendation system gained popularity in the 1990s because of its most pop-
ular algorithm collaborative filtering [1]. It started as an independent research
domain, where the focus was on those recommendation problems that were
dependent on rating mechanism. So, initially the problem of recommendation is
transformed into the problem of approximating ratings for those items that are still
need to be rated. After that, we can approximate the ratings for those unrated items.
Then finally, we can recommend the highest rated items to the user.

Let I be the set of potential items that can be recommended, such as books,
movies, or restaurants and U be the set of users. The space I of probable items can
be very big, ranging in hundreds of thousands or in fact millions of items in few
applications, such as recommending CDs or books. Similarly, the user space can
too be very big. Let X be a utility function that defines the usefulness of item i to
user u,

X:U × I→Rating

Here, rating is an ordered set. And, for each user u ϵ U, we should select a
particular item i’ϵ I that maximizes the utility of the user.

Suppose a user “Sam” gave the ratings 7 out of 10 for a particular movie
“Avengers”. It depicts that the utility of that item, i.e., movie depends upon the
ratings given by the user. Now, this utility can be considered in two different ways
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—one is arbitrary function, and another is a profit function. If it is an arbitrary
function, it can be mentioned by the user explicitly. Or in case of a profit-based
utility function, utility is calculated by the application.

One of the most common problems in recommendation systems is that normally,
utility X is not meant for the whole U × I space but only for a small subset of it.
That means X requires to be extrapolated to the whole U × I space. Generally in
recommender systems, utility is defined only on the items which have been rated by
the users previously. Consider the case of a movie recommendation system, a user
initially rates few subsets of movies that he/she has already seen. The estimation of
new ratings for not-yet-rated items can be done through various methods such as
approximation theory, various heuristics, and machine learning techniques.

Furthermore, recommendation system employs various techniques that include
—content-based [2]: in this the system recommends items similar to the items that
the users have liked in the past; collaborative filtering [3]: recommends items that
similar taste users have liked in past; demographic [4]: recommends items based on
demographics (language, country) of user; knowledge-based [5]: recommends item
based on the knowledge that how a particular item meets user demand; hybrid
recommender system [6, 7]: combination of one or more techniques described.
Since recommendation systems have been proposed, they are being used in variety
of applications such as for tourism [8], mobile [9], music [10], news [11], and social
networking sites [12–14].

2.1 Content-Based Methods

In this recommendation technique, system recommends the items similar to the
items that people have liked earlier in the past. The features linked with the
compared items help in calculating the similarity of the items. For instance, in a
movie recommendation system, the content-based recommender method under-
stands the similarities among the movies a particular user has rated well in the past.
Then, only those movies would be recommended to the user, which have a high
extent of similarity to the user’s taste and preferences [2].

As was discussed in [15, 16], content-based recommender systems have various
problems that are mentioned below in Table 1.

2.2 Collaborative Methods

In this recommendation system, the items are recommended to a user based on the
items which are earlier rated by other people. For this purpose‚ “peers” of a par-
ticular user are discovered by the system‚ who have same preferences and interests
in movies. Then, the movies that are mainly liked by the “peers” would be rec-
ommended to the user.
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Table 1 Problems in content-based recommender system

New user problem • A particular number of items need to be rated by a user before the
system can really recognize the preferences of the user and recommend
the relevant items to the user

• But when we have new users, then we do not have any prior ratings
from those users

• So this results in poor recommendations since the recommender system
would not be able to get accurate and quality recommendations

Overspecialization • This recommendation technique can suggest only those items that
attain high ratings against a user’s profile. That is why the user always
gets the recommendations similar to the items that are already rated
previously

• For example, consider a case where people who never showed any
interest in Mexican food will never get a recommendation even for the
most famous Mexican eating place in the city

• Now, this issue can be resolved by including some randomness as
proposed by [21]. They proposed the use of genetic algorithm in the
perspective of information filtering

• Sometimes, this is also a situation that a same incident is mentioned in
different news articles. So, recommendation system should not provide
these articles if the user has already seen something similar to that.
Hence, some content-based recommendation techniques discard few
items not only if those are exactly same to something the user has seen
earlier, but also if they are too dissimilar from the preferences of the
user

• In an ideal situation, the user should not be provided with an identical
set of recommendations. Instead user should get a range of alternatives
[22]. Necessarily, it is not recommended to suggest all the movies
directed by James Cameron to a person who enjoyed one of them

Limited content
analysis

• One of the most important aspects of content-based recommender
methods is the features which are linked with the items that are
generally recommended by this technique

• So, there are two ways to get an adequate number of features. Either the
features must be assigned to items manually or the content should be
parsed by a computer automatically

• However, information recovery methods work fine in finding features
from the text documents. But in automatic feature extraction method,
few other fields have an intrinsic problem such as, it is very difficult to
apply this technique to multimedia data, such as graphical pictures,
audio, and video streams.

• And normally, it is not feasible to allocate attributes manually because
of limited resources [16]

• There is another issue, if two different items are described by the same
features, then it is impossible to differentiate between them

• Consider the case of text-based documents, which are generally
prepared with only few essential keywords. So, they generally use the
same terms. Therefore, it is very difficult for content-based techniques
to recommend the articles to users. Because the system is not able to
find out which article is poorly written and which one is well written
[16]

164 M. Sharma and L. Ahuja



Linden et al. [17] proposed a unique and improved collaborative filtering
technique in which the user specifies the input set of ratings. And those ratings are
selected through various different techniques that remove redundancy, noise, etc.
The results show high efficiency and high accuracy for model-based collaborative
filtering methods. Now, among the latest researches, [18] also presented a new
approach to collaborating filtering method in which the model-based and
memory-based techniques are combined together. Basically, [18] suggested that
recommendations can be calculated by using the mixture model with the help of
user profiles stored in it.

Collaborative systems can handle any type of content and suggest any items,
since they use other users’ recommendations. It can suggest even those that are not

Table 2 Problems in collaborative-based recommender system

New item
problem

• In this recommender system, an item can only be recommended to a user if
it has been rated earlier by other users

• But new items keep on adding to the system on a regular basis. This issue
is known as new item problem

• Therefore, it is necessary to get the ratings for the new items from a
significant number of users. Then only, the new items would be
recommended to the users

Sparsity • In recommendation systems, the amount of ratings that are gathered
previously is not enough to recommend accurately because those are very
less as compared to the amount of ratings that requires to be predicted

• Then it becomes a challenge to predict the ratings correctly from that small
amount of ratings

•Moreover, the success of collaborative recommendation method is directly
related to the availability of a significant number of users

• For instance, consider the case of movie recommender algorithm. There
might be various movies that have been rated by very less number of
people. That is why these movies would not be recommended very often,
even if a movie got high ratings by those users

• It will affect the recommendations for a particular user whose interests are
not usual or similar to the other people [15]

• This issue of sparsity can be resolved if we take help of user profiling
while estimating similarity among the users. That means two different
users would be taken as similar if they rate a same movie similarly and
they fit into the same demographic section also

• Chen and He [4] use the age, gender, education, employment information,
and area code of people in their recommendation algorithm to provide
accurate recommendations for restaurants. This technique is known as
“demographic filtering” sometimes

New User
Problem

• For suggesting perfect recommendations, a particular number of items
need to be rated by a user before the recommender system can really
understand the preferences of the user

• To overcome this issue, various techniques have been proposed such as,
hybrid recommendation technique. It integrates both the techniques—
collaborative and content-based techniques into one recommendation
algorithm

• An alternative technique is also described in [23], where various methods
are proposed for determining the best items to rate based upon item
entropy, item popularity, and user personalization [23]
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similar to the ones seen earlier in the past. But, still there are various problems in
collaborative systems [19], as mentioned below in Table 2.

2.3 Hybrid Approaches

When collaborative and content-based techniques are integrated together, then that
newly developed approach is known as a hybrid recommendation technique. It helps
to reduce the problems which are found in collaborative-based and content-based
methods [6, 7]. There can be three different ways to integrate the two approaches into
a hybrid recommendation system. One is to implement both the methods individually
and then combine their predictions. Another way is to incorporate few collaborative
features into a content-based approach or vice versa. And the last one is to develop a
general approach that integrates the characteristics of both the techniques—
collaborative-based method as well as content-based method.

Most of the hybrid approaches are based on conventional collaborative filtering
methods but they also maintain the content-based profiles for each and every user.
Then the similarity between two users is calculated with the help of these
content-based profiles which are not the usually rated items. This allows to prevail
over some sparsity-related issues of an entirely collaborative system because not
several pairs of users will have a considerable amount of usually rated items.

Furthermore, various papers, such as [15, 20], compare the recommendations
suggested by the hybrid technique with the recommendations suggested by pure
collaborative filtering methods and content-based methods and show that we get
more precise recommendations results by using hybrid approaches.

3 Extensions to Recommender System’s Capabilities

There are many ways in which recommender systems can be extended including,
integration of the contextual information into the recommendation process,
improving the understanding of users and items, providing less intrusive more
flexible kinds of recommendations, and supporting multi-criteria ratings. Such
improved models of recommendation techniques can give improved recommenda-
tion results. These potential extensions will be discussed in the rest of this section.

3.1 Complete Understanding of Items and Users

Current recommendation systems can never understand the items and users com-
pletely, since they only have item and user profiles to extract all the relevant
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information related to items and users. Most of the recommender systems produce
ratings depending on that inadequate understanding of items and users. They do not
extract the full information from the other accessible data which is stored in the
user’s transactional histories. Such as, typical collaborative recommendation tech-
niques [16] do not utilize item and user profiles at all to make recommendations
because they solely depend upon the ratings information. Though there have been
some improvements made on integrating item and user profiles into few methods
since the times of old recommender systems, these profiles still do not make use of
the more developed profiling approaches. Apart from using conventional profile
characteristics, such as keywords and regular demographics of a user, we can
develop user profiles by using more developed profiling methods based on
sequences, signatures, and data mining rules that illustrate the taste and interest of a
user. Moreover, apart from using the conventional item profile characteristics, like
keywords, similar developed profiling methods can also be used to make com-
prehensive item profiles.

3.2 Multidimensionality of Recommendations

Currently, all the recommendation systems work in the 2-D space, i.e. User ×
Item, which means, they provide the recommendations that depend only on the item
and user information. They do not consider other contextual information that could
be important in various situations. Though, in many cases, the usefulness of a
particular item for a person may vary according to time (such as, day of the week, a
particular month or a season, or time of the year). It may also vary for a person to
person, such as who will consume the product or with whom it will be shared and
under which situation. Then, it might not be appropriate to just suggest a particular
item to user. Other relevant information such as time, place, and the company of the
user must be considered before making the recommendations. Consider the case of
a user who wants to see a movie when she is with her family at home on a Tuesday
evening and in another case, she is going out with her friends to a movie theatre on
a Friday night. So she must have different choices for the movies she wants to see in
both the situations. Consider another example, in tour package recommendations; it
should also take into account few things such as, the time of the year, travelling
environment and restrictions at that time, with whom the user wants to travel, and
other contextual information.

Now, the concern is that the two-dimensional recommender systems cannot be
directly converted to a multidimensional system. A reduction-based recommender
system can be used which will use the ratings that are relevant to the context in
which a recommendation is made. Suppose, a user wants to watch a movie in a
movie theatre on a Friday night, then the reduction-based recommender system
would use only the available ratings of the movies which are already seen in the
movie theatres by the user over the weekends. By choosing only the ratings that are
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significant to a recommendation context, this approach reflects the multidimen-
sional cube of ratings on the two primary dimensions, i.e. item and user.

3.3 Multi-criteria Ratings

Generally, all the current recommendation methods take single-criterion ratings into
account, for example, movies ratings or books ratings. But, in few cases, such as
recommender system for restaurant, it is very important to consider multi-criteria
ratings into recommender systems. For example, various restaurant apps like
Zomato provide three criteria for restaurant ratings: food, service, and decor. But
then, the problem of multi-criteria optimization comes into the picture. So, we can
have following easy solutions for the optimization problem:

1. We can create a linear combination of multiple criteria and then convert it to a
single-criterion problem. And finally find the optimize solution for that
single-criterion problem.

2. Or, we can optimize the most crucial criterion and convert the other less
important criteria to constraints.

3. Lastly, we can consecutively optimize one criterion at a time and convert an
optimal solution to constraints. And then repeat the procedure for other criteria
also.

3.4 Flexibility

Since every recommendation system supports only a fixed and predefined set of
recommendations, therefore none of the system is flexible. So, it does not allow the
end-user to customize the recommendations as per his/her requirements in real time.
Moreover, almost all the recommendation algorithms recommend only particular
items to particular users and do not consider aggregation. But, in some cases, it is
necessary to give aggregated recommendations. For instance, a recommendation
application which deals in tours and travels may want to recommend few vacation
packages in Singapore (product category) to the postgraduate students from India
(user segment) during the summer break. In this case, the recommender system
cannot recommend the same package to students which it provides to a newly
married couple for their honeymoon package. Few modifications and customization
is necessary in suggesting an attractive deal to them. OLAP-based systems can be
used to maintain the aggregated recommendations since it supports aggregation
hierarchies.
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3.5 Nonintrusiveness

Almost all of the current recommender systems need a high level of user
involvement and precise feedback from them. For instance, before recommending
any newsgroup article to a user, system generally obtains the ratings of earlier read
articles from that particular user. But, it is unfeasible to extract all the possible
ratings from the users. Therefore, we suggest the use of nonintrusive rating
determination techniques in recommendation systems to calculate the real ratings
with the help of some proxies. Such as, the time required by a user to read an article
can be a proxy of the article’s rating given by that particular user. But, these
nonintrusive ratings are generally not accurate and cannot exactly replace the rat-
ings given by the user. Thus, the recommendation algorithm developers have to
resolve the issue of minimizing the intrusiveness and maintaining a particular level
of precision of recommendations as well. One way to resolve this issue is to obtain
an optimal amount of ratings the system should take from a new user. Such as,
MovieLens.org initially needs a user to rate a particular number of movies before
recommending any movies. This will incur some costs on the user, but every single
addition to the ratings provided by the user will enhance the correctness of rec-
ommendations and will result in some benefits for the user.

4 Conclusions and Future Scope

Recommendation systems made considerable growth and development over the
time period when various collaborative, content-based, and hybrid approaches were
proposed and developed. Even after all of these advancements, the current rec-
ommendation systems still need few enhancements to make better use of them. In
this paper, we studied various shortcomings of the current recommender systems
and suggested few potential enhancements that can improve the capabilities of the
recommendation techniques as shown in Table 3. These potential extensions
include integration of contextual information into the recommendation method, an
improvement in understanding of items and users, developing less intrusive rec-
ommendation approaches, utilization of multi-criteria ratings, and providing more
flexible types of recommendations.

In most of the recommendation systems, their performance is generally evalu-
ated in terms of accuracy and coverage metrics. Though popular, these metrics have
few drawbacks. One drawback is that these metrics are usually performed on user
selected test data. But, items that users select to rate are expected to have a skewed
sample. Developing the metrics that would resolve these drawbacks would be an
important research area.
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Comparative Analysis of Application
Layer Internet of Things (IoT) Protocols

Himadri Chaudhary, Naman Vaishnav and Birju Tank

Abstract IoT devices will be everywhere, will be context-aware and will enable
ambient intelligence. This provides a possibility of a framework that would allow
direct machine-to-machine communication. This vision has produced an exemplar
which is often referred to as the Internet of things (IoT). We have studied the
application level IoT protocols namely, The Constrained Application Protocol
(CoAP), Message Queuing Telemetry Transport (MQTT) and the Hypertext
Transfer Protocol (HTTP)/REpresentational State Transfer (REST). We have used
the cooja simulator for carrying out the simulation. We have simulated the above
protocols in the cooja simulator demonstrating a simple scenario of three motes. We
have read the sensor information from the server with the help of browser. We can
also make use of different topologies and simulate the scenario according the
requirement.

Keywords Internet of things (IoT) ⋅ Constrained Application Protocol (CoAP)
Machine-to-machine (M2M) ⋅ Message Queuing Telemetry Transport (MQTT)
Hypertext Transfer Protocol (HTTP) ⋅ REpresentational State Transfer (REST)

1 Introduction

While the Internet is formed primarily by interconnecting homogenous devices (i.e.
computers), there have been recently several paradigms in networking such as
mobile, grid and cloud computing which enabled a purposeful interconnectivity
between various semi-homogenous devices such as computers, cameras, smart-
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phones, sensors and other instrumentation (i.e. satellites). Nowadays, there has
arisen a need for the machine-to-machine (M2M) communication that requires a
need for a new technology such as the Internet of things (IoT) to come into exis-
tence keeping in mind the future of the Internet. This is connecting the various
objects around us to the Internet. If the objects could be identified with unique
identifier, we can interconnect various objects [6]. This would result into the
Internet of things, which is an enhanced version of the traditional Internet. Various
objects such as cell phones, household appliances and vehicles can be included in
these devices. This can be done using the lightweight devices such as the wireless
sensors and RFID tags. These small devices provide us with a fast-paced interac-
tions with the inter devices as well as to the other devices and human beings at any
time. If we are able to do so, there arises one important question: Are these devices
secure enough to depend on? Smart devices not only pass on information but they
also interact with human beings [5]. We in return provide these devices with the
details of our daily routine, which can be easily tracked down.

We are, therefore, exposed to the world regarding to our personal, professional
information. These devices can be designed to think and react to various situations
and scenarios [7].

The concept where the simple devices that could communicate through the
Internet is what IoT is all about. These devices are very simple that we use in our
day-to-day life, such as car, television, washing machine, a/c, even lights and fans.
All these devices with a little modification can be made smart enough to com-
municate through the Internet or other similar devices. We need actuators along
with sensor nodes to make this possible. Actuators are the devices that can react
when the event takes place. We can also make use of the RFID, sensors and
actuators to turn normal devices into the smart devices [8, 9].

2 Related Work

2.1 Constrained Application Protocol (CoAP)

The Constrained Application Protocol (CoAP) is an application layer protocol in
Internet of things (IoT) protocol stack. It is a specialized Web transfer protocol used
for constrained nodes. CoAP gives request/response communication model for the
endpoints of IoT application [1]. So many protocols are available for communi-
cation at the application layer. But those protocols are too heavy for the IoT
networks. So Internet Engineering Task Force (IETF) designed one lightweight
protocol called Constrained Application Protocol (CoAP) for the communication at
application layer in IoT. It is mainly designed for the small, low-power and con-
strained devices. As the requests and responses are exchanging asynchronously, the
use of CoAP is relatively easy [2]. The packet size of CoAP is smaller than
HTTP TCP packet size. Generation and parsing of packets are simple that they will
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not be consuming RAM in constrained devices. CoAP uses UDP as transport layer
protocol instead of TCP. So, the communication done between sender and receiver
is connectionless. CoAP uses a client/server model. Client may have different
access to the data of server. Messages are marked confirmable or non-confirmable.
Acknowledgement of confirmable message will be send to the receiver by ACK
packet. Non-confirmable messages are discarded. Content negotiation is also sup-
ported by CoAP. Security is not provided by SSL/TLS as CoAP is in the top of
UDP and not TCP. Datagram Transport Layer Security (DTLS) provides same
security as TLS but data transfer should be over UDP.

2.2 Hypertext Transfer Protocol (HTTP)/REpresentational
State Transfer (REST)

Communication between independent systems is done in simple way through
REST. Whereas sending and receiving of data on the Web is done through Web.
We can communicate with minimal overhead in REST [3]. REST is almost same as
HTTP. HTTP uses TCP as a transport layer protocol. HTTP works as a client/server
or request/response model. The example of that is Web browser. REST supports
scalability. So that large number of components can communicate with each other.
REST has many features such as simple interface, versatility of component and
transparency of communication between components. The architecture of REST
applies constraints to the different components as well as data elements. REST is
also a lightweight protocol which can be implemented in small devices. It can also
be used in embedded system.

2.3 Message Queueing Telemetry Transport (MQTT)

In order to provide M2M communication, we have one messaging protocol named
Message Queue Telemetry Transport (MQTT) that works on the publish/subscribe
format. It follows a client/server model. Each node connects to the broker which is
the server using TCP [4]. The messages in the MQTT are simply chunk of data that
cannot be read by the broker. Messages are sent to an address which is called topic.
Subscription to multiple topics by a single client is possible. As it is publish/
subscribe model, client receives messages to all the topics it has subscribed to. The
topics are structured hierarchically [5] (Fig. 1).

Three levels of QoS provided by MQTT are as follows:

1. at most once: Also referred as “fire and forget”, as no care is taken for the
reception of acknowledgement. The messages are not even stored. The messages
are delivered at the most once to the subscriber or not at all. There is a
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possibility of the messages getting lost if the subscriber disconnects or if the
server fails [6].

2. at least once: Here, the messages are to be delivered at least once to the
subscriber. If the receiver fails to send the acknowledgement, the messages can
be received more than once. The messages are locally stored by the receiver
until the acknowledgement is received or also in case if it is to be sent again.

3. exactly once: As the name suggests the message is to be received exactly once.
Local storage of the message is done until sender gets an acknowledgement. It is
a safe mode of transfer while being very slow. It follows handshake method to
keep a check no duplicate messages are being sent (Table 1).

3 Implementation

We have implemented these protocols in contiki 2.7 OS. Contiki is an open source
operating system for the Internet of things (IoT). It provides low-power commu-
nication over Internet. It provides easy and fast development. Applications of
contiki are written in C language. Contiki runs on low-power, small tiny devices.
Contiki runs on virtual box or VMware.

Fig. 1 Client and broker architecture

Table 1 Comparison of CoAP, MQTT and HTTP/REST

Features CoAP HTTP MQTT

Transport UDP TCP TCP
Messaging Req/Resp Req/Resp Pub/Sub
Security Medium-optional Low-optional Medium-optional
Architecture Tree Client–server Client–server
Applications Utility field area networks Smart energy phase II IoT messaging
Type State transfer Event-based
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Here, we have taken three motes. All of them are sky motes. Initially one node is
added, this mote is configured as the REST border router. As shown in the fol-
lowing Fig. 2.

Then, we have added two more motes. These are configured using the IPv6
border router. We then set a mote as server. It is also shown in Fig. 3.

Then, we make one of the motes as the server mote and others will be considered
as the client motes. One of the client motes is in the vicinity of the server mote,
while the other is not. So, the packet will be transferred from the server via the
second mote to the end mote. This is as illustrated in the following Fig. 4.

All the motes will have the IPv6 type of address like:
aaaa::212:7401:1:101 for the border router.
Finally, all the motes are bridged to each other using the “make connect-

router-cooja” command.
We can read the sensors information using the Firefox browser. In the address

bar, we can input the address of the mote as: coap: //[aaaa::212:7401:1:101]
As this is the border router, it will print the information of the neighbour motes

and routes from the border router. Similarly, we can print the information of the
other motes providing their addresses [10]. The Firefox output is shown in the
following Fig. 5.

Fig. 2 REST border router
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Fig. 4 Motes topology

Fig. 3 IPv6 border router
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4 Conclusion

We have studied the three application layer IoT protocols, i.e. CoAP, MQTT and
HTTP/REST. We came to a conclusion that these protocols are really very useful in
context of the M2M communication. Here, we have successfully simulated a sce-
nario using the CoAP and REST protocols. As a context of the future work, we
would like to configure the CoAP, REST and MQTT protocols using different
motes and different topologies.
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Machine-Learning-Based Android
Malware Detection Techniques—A
Comparative Analysis

Nishant Painter and Bintu Kadhiwala

Abstract Today, Smartphones can handle myriad of programs and applications
that perform a wide varieties of functions. In recent years, Android has been
globally anticipated open source operating system for Smartphones. However, rapid
advancement of Android is marred with augmenting threats of Android malwares
that performs pernicious activities on Smartphones. Malwares exercising different
techniques to dodge existing detection methods offers uncommon challenges for
their accurate detection. Signature-based detection approach and
machine-learning-based detection approach are the broad classifications for existing
Android malware detection techniques. Researchers and antimalware companies
have identified the inefficiency of signature-based detection approach and shifted to
machine-learning-based detection approach to overcome the limitations of
signature-based detection approach. This paper disserts existing
machine-learning-based Android malware detection techniques and presents para-
metric comparison of discussed malware detection techniques. Hence, this paper
targets to study various machine-learning-based detection techniques and to
establish probable future directions.

Keywords Android ⋅ Malware ⋅ Signature-based ⋅ Machine-learning-based
Static analysis ⋅ Dynamic analysis ⋅ Hybrid analysis
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1 Introduction

Android open source Smartphone operating system currently secured largest market
share of Smartphone worldwide by 80.7%, withdrawing its opponent iOS, Win-
dows, Blackberry and other OS [1]. However, the mammoth compliance of
Android is coupled with growing Android malwares inclusive of adware, botnet,
ransomware, spyware, backdoor, SMS Trojan and worm [2–5] that may perform
various malicious activities on Smartphone [2]. Furthermore, malicious activities
includes pilfering confidential user information [6], creating botnet [7], gaining
Smartphone control by taking advantage of platform weaknesses [8] and sending
premium rate messages and making premium rate calls [9].

Numerous research studies, concerning Android malware detection techniques,
apply efforts to confront the threats of Android malwares [10, 11]. These techniques
can be broadly classified into two major approaches namely signature-based
detection approach and machine-learning-based detection approach [2].
Signature-based detection approach creates a unique regular expression called
signature for a malware and detects the malware by matching the extracted data
with signature [12]. However, a small alteration in malware leads to a new variant
of malware that can easily bypass the signature-based detection [13], forcing the
approach to update its signature database frequently [14]. Moreover, the
signature-based detection approach fails against the unknown malware since it is
capable of detecting the malware whose signature is included in signature database
and also the signature extraction process being manual requires more time for
implementation [10]. Henceforth, to overcome the discussed limitations of
signature-based detection approach, researchers deviated to machine-learning-based
detection approach that records behavior of known malwares, trains
machine-learning algorithms and detects novel or unknown malware [12].

This paper aims to study and scrutinize various existing machine-learning-based
Android malware detection techniques and conjointly draws attention to parametric
evaluation of these techniques. This paper is organized as follows.

Section 2 discusses various machine-learning-based Android malware detection
techniques and different analysis practiced by these techniques. In Sect. 3, the
parametric evaluation of machine-learning-based Android malware detection
techniques is presented. Finally, Sect. 4 concludes the paper and enlightens future
research directions.

2 State-of-the-Art

In this section, we present theoretical background of various existing
machine-learning-based Android malware detection techniques along with different
analysis. Machine-learning-based detection approach, employed in various android
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malware detection techniques, records behavior of known malwares, trains
machine-learning algorithms and detects novel or unknown malware [12].

First and the most important step in machine-learning-based detection approach
is feature extraction. In Android application, features consist of permission, java
byte code, network traffic, system calls and various others. Based upon the
extracted feature, machine-learning-based Android malware detection techniques
can be classified into static, dynamic and hybrid analysis [2, 10].

Static analysis: Static analysis analyzes an Android application source code and
files, without executing the application. This analysis utilizes static features of an
application including permissions, java byte code, intent filter, strings and network
address [10, 12].

Dynamic analysis: Dynamic analysis executes an Android application in a
controlled environment, monitors the executing code and inspects its interaction
with the system. Dynamic features of an application includes system call, network
traffic, system component and user interaction [2, 10].

Hybrid analysis: Hybrid analysis converges good of both the static and dynamic
analysis methods [2].

Various techniques employing machine-learning-based detection approach for
malware detection are as follows:

2.1 Lu et al.

In [15], Lu et al. implement a novel machine-learning-based Android malware
detection technique that classifies Android application as benign or malicious by
observing Android mobile device and applying Naïve Bayesian machine-learning
classifier. Permissions describing malicious behavior incorporating RECEI-
VE_MMS, RECEIVE_SMS, READ_CONTACTS, CALL_PHONE, ACCESS_-
FINE_LOCATION, CHANGE_NETWORK_STATE and INSTALL_PACKAGES
are extracted from an application and Chi-Square feature selection method is used to
obtain the optimal subset of features. Naïve Bayesian classifier combined with
Chi-Square filtering is employed to a corpus of total 477 applications for imple-
menting the system.

2.2 STREAM

Amos et al. [16] present the assessment of existing machine-learning classifiers,
evaluating a dataset containing real malware applications, by designing distributed
framework STREAM, a System for Automatically Training and Evaluating
Android Malware Classifiers that detects Android malware by profiling Android
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applications and examining machine-learning classifiers. STREAM is a system,
executing on a single server or cluster of scattered servers, for distributing roles to
Android devices or emulators and collecting configurable feature vectors. For every
Android device and emulator, STREAM manages Android application, monitors
feature vector collection and supervises training and evaluation of machine-learning
classifiers. The implemented system collects information regarding memory, net-
work, battery and permission to train six distinct machine-learning classifiers
enclosing Random Forest, Naïve Bayes, Multilayer Perceptron, Bayes Net, Logistic
and J48 classifier. Results are tested upon a total of 1738 unique applications
covering 1330 malicious applications and 408 benign applications.

2.3 MADAM

In [17], Dine et al. present a Multi-level Anomaly Detector for Android Malware,
MADAM. This system detects real malware applications by supervising Android
mobile devices at kernel-level and user-level simultaneously. System calls accu-
rately describe functioning of a device in context to user activity, files and memory
access, incoming/outgoing traffic, energy consumption and sensor status etc. Fur-
thermore, assuming that the attacker needs to execute one or more system calls,
they can also be used for intrusion detection; therefore MADAM initially monitors
system calls. Features extracted at user-level decide the state of user, idle or not, and
check the numbers of SMS sent from the Android mobile device. Machine-learning
classifier, K-NN, is utilized by MADAM for differentiating malicious and benign
behavior of applications and classification of new applications. Implemented sys-
tem is also capable of detecting unnecessary outgoing SMS, maliciously sent by
Android malware applications.

2.4 Huang et al.

In [18], Huang et al. propose a simple logic to identify malware applications based
on requested permissions. Initially, source code of an Android application is ana-
lyzed, permissions required by the application are identified and features for mal-
ware detection are extracted. Feature vectors are then constructed containing the
sequence of extracted features values, separated by comma. Along with the
extracted features, end of each feature vector is appended with a BoM label that
identifies the vector association to either benign or malicious application. Accu-
rately labeling an application, with value benign or malicious for BoM label, is a
critical task. Site-based labeling, scanner-based labeling and mixed labeling are the
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three strategies used to label the obtained feature vectors. The accuracy of this
system is evaluated by extracting permission feature vectors from a total of 125,249
applications, consisting of 124,769 benign and 480 malicious applications. Finally,
AdaBoost, Naïve Bayes, C4.5 (J48) and Support Vector Machine (SVM) classifiers
are applied for classification to retrieved datasets.

2.5 Sahs et al.

Sahs et al. [19] develop a machine-learning-based Android malware detection
technique based on static analysis. Permission and Control Flow Graph
(CFG) features are extracted from packaged Android applications, by means of an
open source project Androguard. A CFG is a graphical representation of program
conceptual logic, containing non-jump instructions as vertices of the graph and the
available paths of program flow as edges. Later, using benign applications, the
system trains a One-Class SVM in an offline manner by Scikit-learn framework. As
benign applications are easily available, thereupon constructing a classifier, clas-
sifying most of the training data as positive and testing data as negative by its
appropriate divergence from training data is the fundamental scheme of the pro-
posed system. Experiments are conducted on the collection of 2081 benign and 91
malicious Android applications, performing k-fold cross validation by selecting
random subset of benign applications for each datapoints.

2.6 Shijo et al.

Shijo et al. [20] develop an integrated static and dynamic analysis technique for
analysing and classifying Android applications. Identified malware applications and
known benign applications are used to train machine-learning classifiers. Android
application source code is analyzed and the dynamic characteristics of the appli-
cations are noted for constructing feature vectors. Computational strength and
classification accuracy of the system is improved by leveraging the benefits of both
static analysis and dynamic analysis. Printable strings information (PSI) is extracted
as static feature by examining the binary code of the applications. Cuckoo sandbox
is used for dynamic analysis that primarily focused on the extraction of system call
sequences triggered by the applications. Finally, Support Vector Machine and
Random Forest machine-learning classifiers are applied for classifying Android
applications.
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2.7 Crowdroid

Burguera et al. [21] develop Crowdroid, a behaviour-based detection system for
detecting Android malware. Crowdroid is a lightweight Android application that
can be downloaded and installed from Google Play Store. Crowdroid application
obtains system calls, by monitoring Linux kernel, and transmits them to centralized
server after applying pre processing. The received data is parsed by the remote
server and for each interaction of the user within their application a new system call
vector is generated by the system. Lastly, K-means partitional clustering algorithm
is applied to differentiate benign and malware applications. Benign applications
show identical patterns of system calls, while the malware applications behave
differently in terms of distance between the application system vectors. K-means
clustering algorithm considers k = 2 clusters, as the classification result can either
be benign or malicious. The developed system is tested by artificially created
malware and real malware applications.

2.8 DroidMat

In [12], Wu et al. develop static analysis based Android malware detection tech-
nique DroidMat. Packaged Android application is disassembled into its constituent
files and then AndroidManifest of the application is processed to extract features
including permission, API call, deployment of component and Intent message
passing. Malware modeling capability of the system is improved by applying
K-means and EM clustering algorithms. Singular Value Decomposition
(SVD) method using low rank approximation is used to decide the number of
clusters during clustering. Finally, DroidMat applies K-NN classification algorithm
with k = 1 to evaluate the applications as benign or malicious. Total 1,738
applications, including 238 malware applications and 1,500 benign applications,
were collected, extracted and analyzed.

2.9 Kim et al.

In [22], Kim et al. propose a robust feature extraction tool for extracting Android
application features and a detection framework on android market that efficiently
detects Android malware applications. Formerly the applications are rapidly clas-
sified by static analysis and subsequently, dynamic analysis is applied to only those
applications that are termed as suspicious. Static analysis acts as a filtering method
that limits the number of applications for dynamic analysis and reduces the time
required for dynamic analysis of the applications. Primarily classification of
applications by static analysis also allows inclusion of time-consuming dynamic
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mechanism, for thorough analysis of application in the existing framework main-
taining its efficiency. To evaluate the system, feature extraction tool is used to
extract permissions and methods of API from 893 benign and 110 malicious
applications. Finally, J48 Decision Tree classifier is utilized with ten fold cross
validation scheme to train and test data for classifying Android applications.

2.10 Yerima et al.

Yerima et al. [23] present a system for quick detection of Android malware by
implementing parallel machine-learning classification model. A complex model for
classification of malware and benign applications is generated from parallel com-
bination of distinct machine-learning classifiers. API call, permission and command
are extracted from an Android application as features during learning phase of the
system. Computational efficiency of heterogeneous machine-learning classifiers is
aggregated in various parallel combinations for constructing a single classification
model that classifies new or unknown applications. Parallel combinations are
implemented by averaging probabilities, product of probabilities, maximum of
probabilities and majority vote considering Decision Tree, Simple Logistic, Naïve
Bayes, PART and RIDOR machine-learning classifiers. Overall 6,863 applications,
containing 2925 malicious applications and 3,938 benign applications, were col-
lected to evaluate the system.

3 Parametric Evaluation

As mentioned in Sect. 2, machine-learning-based Android malware detection
techniques can be further classified into static analysis, dynamic analysis and hybrid
analysis based upon the features extracted. Additionally, required optimal subset of
features for accurate classification should be generated by employing feature
selection methods. Lastly, classification and clustering algorithms evaluate the
system and categorize Android applications as benign or malicious.
Machine-learning-based detection techniques for malware detection can be entirely
implemented on a workstation (off-device), also it can completely be executed on
Smartphone (on-device) or it can be performed partly on workstation and Smart-
phone simultaneously (distributed). Parametric evaluation of these detection tech-
niques mentioned in Sect. 2 is described in Table 1.
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4 Conclusion and Future Work

In this paper, we have discussed the existing machine-learning-based Android
malware detection techniques and also the feature selection of these techniques has
been classified into static analysis, dynamic analysis and hybrid analysis. Static
analysis extracts the features required for classification by only analyzing the source
code and files that is easy as compared to dynamic analysis that executes the
applications and extracts the features. Moreover, applications for dynamic analysis
are executed in secure environment and monitored with respect to their behavior
that makes the detection process time consuming. Also, for dynamic analysis, the
applications are interacted with the help of programs imitating human behavior that
may not trigger all events of the application; as a result code coverage of malware
detection technique is not satisfying. Furthermore, certain malware behaves dif-
ferently in secure environment and real runtime environment that fools the detection
technique to record inaccurate information and decreases its efficiency. However,
dynamic analysis and hybrid analysis provides protection against code obfuscation
that static analysis fails. Hybrid analysis, leveraging the best of both static and
dynamic, also inherits all limitations of dynamic analysis.

Static analysis is simple to implement and advantageous over dynamic analysis
as discussed. Future research directions may include creating malware detection
technique based upon static analysis, capable of protecting the system against code
obfuscation thereby overcoming the limitation of analysis and utilizing its benefits.
Moreover, for extracting effective features that accurately classify Android appli-
cation, different feature selection methods can be employed. Furthermore, various
other static features should be extracted to improve the code coverage of the
malware detection techniques. Finally, with the help of different clustering and
classification algorithms, performance of the system can be measured and compared
with the performance of the existing Android malware detection techniques.
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Sensing Technology for Detecting
Insects in a Paddy Crop Field Using
Optical Sensor

Chandan Kumar Sahu, Prabira Kumar Sethy
and Santi Kumari Behera

Abstract This paper proposed a system which is to detect insects in a paddy crop
field. Today we are living in the twenty-first century where computer vision is
playing important role in human life. Computer vision provides image acquisition,
processing, analyzing, and understanding images and, in general, high quality
image from the real world in order to produce numerical or symbolic information,
in the forms of decisions. It provides not only comfort but also efficiency and time
saving. Today satellites are used as computer vision technology; by analyzation of
the satellite images, it gives the information to the user. But this is only applicable
for scientific level research laboratory because the cost of this type of devices is
very high and not suitable for using in a farm field. So here we design a system,
which detects insects in a farm filed and population estimation of insects in a farm
field. The objectives of this paper are to control pests in a farm field and a healthy
crop yielding for increased food production.

Keywords MATLAB image-processing tool ⋅ Object detection
Object extraction ⋅ Paddy field insects

1 Introduction

In our country, agriculture is a major source of food production for the growing
demand of human population. But crops production losses due to the effect of
insects in agricultural fields [1]. Farmers generally visit their lands periodically to
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check the condition of crops, whether it is infected by insects or not. This takes a lot
of time, if the farmers go around the fields and visualize the density of insects
nevertheless farmers need to manage their agricultural activities along with other
occupations. So computer vision takes an important role here, by visualizing the
farm fields using cameras and it automatically analyze the density of insects in farm
field. Computer vision is based on automatic analyzation of farm field system, as it
provides optimizing solution to farmers where the presence of farmer in field is not
compulsory [2]. A digital camera is used for capturing images from farm filed, and
a small processor programmed for processing the images and measuring the density
of insects. Generally, Indian farmers need cheap and simple user interface for
analyzing the condition of farm field whether the farmer is far away from the field.
Using Internet, farmer knows about the processed data of farm field image. This
helps farmer to know the condition of insect-affected area.

In this paper, we represent a prototype, for fully automatic device for detecting
insects using camera and image-processing tool and counting the density of insects
in a farm field. The camera would be integrated with a quad-copter and also with a
tiny processor Raspberry-Pi [3]. The Raspberry-Pi is used to process the image and
analyze the required data for a farmer. The processor is also connected with Internet
to store the data in cloud and give information to the farmer. For experimentation,
we have used the quad-copter, as it moves randomly above the farm field finding
insects-affected area of that farm field. The quad-copter automatically starts moving
everyday for checking insects; Raspberry-Pi processes all captured images and
calculates the density of bugs in field; and notifications as SMS are sent to the
registered mobile phone which is registered in Raspberry-Pi through Internet.

2 Methods of Insects Analyzing

There are different types of methods for analyzing insects from various crop fields.
Basically, Indian farmer uses visualization method for finding insects in farm fields.
But by only using visualization method, it is difficult to analyze the density of
insects. Whether a processor is used to easily calculate the density of insects in farm
field and analyze which type of insect affects to that farm field.

2.1 Visualization Method for Insect Analyzing

This system is a common method for analyzing insects of a farm field, as this
method is very simple and farmer by himself visits the farm field and analyzes the
insects. In a large area farm field, the farmer has no much more time to visit the
whole field in a single day. So the farmer starts moving whether one side of the field
or may be other side of the field to check the damaged due to insects (Fig. 1).
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2.2 Optical Sensors (Camera) Used to Detect Insects
in Farm Field

In this technique, camera captures the leaf of the crop and analyzes the color of leaf
and detects the infected part of the leaf. The camera is used for capturing the image
of crops and sends that image to a processor which processes the image and detects
the disease of crops. The camera is fitted with a drone which randomly moves
surrounding the agricultural field and takes images. The Raspberry-Pi controls the
drone and sends those images to cloud. Local server interprets the data from cloud
and processes the image to analyze the disease and count the density of insects in
the farm field (Figs. 2 and 3).

Fig. 1 Visualization method

Fig. 2 Sensor-based insects detection
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3 System Overview

A. Drone:
The drone, driven by a Raspberry-PI, is equipped with a camera. The camera
will take pictures from different angles and by using the Raspberry-Pi the
pictures are sent to the cloud server. Then from the cloud server, the images are
sent to the local server and then to MATLAB, where it is processed using the
image-processing tool and the user gets the output.

B. Optical Sensor (Camera):
The camera is used to capture images of the site from different angles and then
send those images to the Raspberry-Pi.

C. Raspberry-Pi:
It is used to control the drone, and the images captured by the drone which are
stored and then sent through the Raspberry-Pi. The Raspberry-Pi also processes
the image using Open-CV tool. But in our technology, farmer also sees the
agricultural field image inside a room.

D. Cloud Server:
The images captured by the drone are sent to the cloud and stored for retrieval
as per requirement.

E. Local Server:
Required images from the cloud are taken, and the local server feeds the images
as an input to MATLAB and the result is displayed.

Fig. 3 System components and operation
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4 Result and Analysis

The local server processes the image using MATLAB image-processing tool.
The MATLAB tool is linked with cloud server, and when image data is sent to
cloud, the local server downloads that image from cloud and again sends it to
MATLAB for processing.

Processing Steps:

• Original Image (RGB), i.e., Fig. 4 converted to gray scale image, i.e., Fig. 5.
Gray image = 0.2989 * R + 0.5870 * G + 0.1140 * B

Fig. 4 Original image

Fig. 5 Gray scale image
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• Use morphological opening to estimate the background.
Background = imopen(I, strel(‘disk’, 20));
strel: flat structure of neighbor elements having radius 20 elements. In which,
the true pixels are included in the morphological computation; the false pixels
are not.

• Subtract the background image from the original image new image = Original
Image—Background (i.e., Fig. 6).

• Increase the contrast of new image (i.e., Fig. 7).
• Threshold the Image

The thresholding method used to replace each pixel in an image with a black
pixel if the image intensity Ii,j is less than some fixed value T(i.e., Ii,j<T) or a
white pixel if the image intensity is greater than that constant.
This is the best way to remove unwanted region from image technique for
clearly counting the insects in crop field. This technique removes all unwanted
part of an image, i.e., Fig. 8.

• Identify objects in the image
After removing the unwanted part from an image, measure the number of sets
specified for each connected components in the binary image. The number of
sets is the required objects which are insects of an image.

Fig. 6 Subtract the
background image from the
original image
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Connectivity: 8
Image Size: 550 403½ �
NumObjects: 37

PixelIdx List: 1x37 cellf g

In this picture, a number of insects are approximately 37. Using this technique,
count insects from the all captured images. And count the mean of the insects from
the number of images to get approximate value of insects in a farm field.

Fig. 7 Contrast-increased
image

Fig. 8 New image after
thresholding
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Approximate value of insects from a field =
values of I1 + I2+ I3+ . . . + Inð Þ

In

I1, I2, and In are number of images.

5 Cost Analysis

The proposed system is average cost which is easy to use and get the appropriate
value of insects. In the table below, we show the cost of proposed system.

Sl no Name of device Price

1 Drone 5000.00
2 Raspberry-Pi 3000.00
3 Camera 1000.00
4 Internet connection device (Dongle) 1000.00
5 Personal computer 30000.00
TOTAL 40000.00

The expenditure of proposed system approximately budgets nearly around
40000.00 only which is easy to install for a middle-class farmer.

6 Conclusion

For increased crop productions by controlling pests in a farm field, we proposed a
system in this paper, for insects detection from paddy crop field which is eco-
nomically beneficial. Here we used optical sensor for capturing images in different
angles, and the captured images can be stored in cloud server for further use. The
farmers can get the images from cloud by local server, and they get the result of
insect density. So that according to the density, they can apply that amount of
pesticides for useful effect so that the environment is also not much more depleted
and the farmers can assign him to multiple work.

7 Future Work

In the future times, we are going to work on using images of agriculture analysis to
the structure of insect and classify different types of insects and get knowledge
about the type of insect. Using regression method, predict disease severity and
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calculate the amount of pesticide apply to the field. For which, applying of pesticide
amount will decrease and environment becomes eco-friendly due to less amount of
pesticides applied to the fields.
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Novel Approach to Image Encryption:
Using a Combination of JEX Encoding–
Decoding with the Modified AES
Algorithm

Sneha Birendra Tiwari Sharma, Manjeet Kantak
and Nagaraj Vernekar

Abstract Many research works have been conducted so as to design an efficient
image encryption algorithm. In this paper, we propose an algorithm that combines
the image space requirement with image encryption. The proposed encryption
technique uses the JEX encoding–decoding in combination with the Modified AES
algorithm for encryption. In JEX encoding, the image is divided in pixel blocks, and
on each pixel block column–row permutations are performed resulting into the
generation of a header file which is then added to the image file. The resultant
image then passes through the remaining steps of basic JPEG compression. The
JEX-coded image is then encrypted using the Modified AES encryption algorithm.
The modification in AES algorithm is performed on the round key generation
procedure wherein a circular shift and mirror operations are performed on the
128-bit cipher key matrix. On the decryption unit, the encrypted image is decrypted
using the same key obtained from the Modified AES decryption algorithm which is
then followed by the JPEG decompression. On the decoder unit, the JPEG decoder
decodes the image file by extracting the information from the header and per-
forming the inverse transformation operation to decode the coded image so as to
recover the uncompressed image.

Keywords Conventional JPEG ⋅ JEX encoding–decoding ⋅ Quantization
Permutation ⋅ Header ⋅ M.A.E.S algorithm ⋅ Circular shift
Mirror operation
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1 Introduction

The recent advances in the last decade have shown growth in the numbers of image
pixels that are used in digital cameras or the cellular phones. In order to handle such
an increase in the amount of information, JPEG and JPEG 2000 compression
techniques are most widely used. The basic JPEG [1, 2] is a lossy DCT-based
image compression technique. Being a lossy image compression technique, JPEG is
not suited for images with sharp edges as it can result to artifacts. The other
drawback that arises is the need to store the preprocessing steps on the JPEG coder
unit that leads to the increase in the computational complexity. JPEG 2000 [3] is a
wavelet-based image compression technique. In spite of better compression per-
formance; JPEG 2000 is not preferred as standard technique for image compression
due to the complexity of the encoder and decoder unit when compared to JPEG.
Image encryption techniques are used to provide confidentiality to the images [4, 5].
A robust image encryption technique is proposed in this paper.

In this paper, we propose an image encryption technique that uses a different
approach to image encryption. The image encryption procedure is first preceded by
JEX coding which is an enhancement to JPEG compression algorithm. The pro-
posed compression format decodes the image using only the compressed image file
header with a JPEG decoder. The resultant JEX-coded compressed image is then
encrypted using the proposed Modified AES encryption algorithm. The existing
AES algorithm is modified, and the modification is performed on the round key
generation operation. A round key is generated by performing various operations on
the cipher key. On the decryption unit, the encrypted image is decrypted using the
same key obtained from the Modified AES decryption algorithm which is then
followed by the JPEG decompression followed by JEX decoding. To perform the
JEX decoding, the JPEG decoder examines the header section, extracts the infor-
mation related to the image data and thus decodes the coded data to obtain trans-
form coefficient in spatial frequency domain so as to recover the encoded image
data.

The paper organization consists of the following sections; the second section
provides a description of some of the “research work related to Image compression
and Image encryption,” the third section provides a detailed view of our “proffered
research algorithm,” the fourth section shows the “test results generated from the
experiments performed on our proffered algorithm,” followed by “conclusion” in
Sect. 5 and “references.”

2 Related Work

This section gives a brief overview on the related work done on image compression
related to the various modifications done in the conventional JPEG compression
and image encryption algorithm so as to improvise the algorithms.
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In the research paper [6], the author has analyzed the Huffman coding of JPEG
compression and proffered a small modification to the Huffman coding of the JPEG
baseline compression algorithm wherein the author exploits the redundancy in
Huffman coding. To perform this modification, the author segments the DCT blocks
into number of separate bands and then codes them using a separate code table. The
proposed modification is performed in three different methods. The experimental
results have shown that the proposed algorithm obtains 4% of an average code
reduction rate to the total image code size when compared to the JPEG with
sequential Huffman coding and arithmetic coding method.

In the research paper [7], authors have analyzed the Advanced Encryption
Standard (AES), and in their image encryption technique they add a key stream
generator (A5/1, W7) to AES to ensure improving the encryption performance.

3 Proposed Algorithm

This section provides the complete specification of the proffered algorithm. Block
diagram in Figs. 1 and 2 provides the flow of the proffered algorithm which is
followed by the step-by-step description of the algorithm.

Algorithm 1: Proposed JEX Encoding
The conventional JPEG image data compression method is enhanced by adding the
JEX coding method before performing the quantization step. The resultant encoded
image is then encrypted using Modified AES encryption. The algorithm procedure
starts as follows:

Step1: Divide the image into 8 * 8 pixel block;
Step2: Perform JEX encoding using following steps:

Step2.1: For every pixel block do:
scðiÞ= ∑7

l=0 f i, lð Þ and srðjÞ= ∑7
k=0 f k, jð Þ //Sum of pixels in column and

row-wise;
Next; Calculate nc(i) and nr(j) //the pixel position;
Step2.2: If(sc(nc(0))-sc(nc(7)))>Thc*8 AND Chc>=Nc; Then, Set: Pc=1 //Perform
column-wise permutation; Else, Set: Pc=0; // No column-wise permutation

Input: Image Block Formation JEX Coding

Huffman-Coding Quantization Orthogonal Transformation

Block Rendering M.A.E.S Encryption Output: Encrypted Image

Fig. 1 Steps in image encryption
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Step2.3: If(sr(nr(0))-sr(nr(7)))>Thr*8 AND Chr>=Nr; Then, Set: Pr=1 //Perform
row-wise permutation; Else, Set: Pr=0; //No Row-wise permutation.

Step3: Generate the header information Ph(n); Output the resultant JEX-encoded
image data with the header portion combined to the permuted image;
Step 4: The resultant image is then quantized using DCT followed by run-length
encoding and Huffman coding. The resultant image is encrypted using Modi-
fied AES encryption algorithm.

Algorithm 2: Proposed JEX Decoding
The encrypted image is then decrypted which is followed by the conventional JPEG
decompression and the JEX decoding procedure. The algorithm procedure starts as
follows:

Step1: Perform Modified AES decryption;
Step2: Perform Huffman decoding followed by inverse DCT
Step3: Perform JEX decoding using following steps:

Step3.1: For every pixel block extract the header and check the following
conditions;
Do: If (Pc = 1): Acquire {nc(0)…nc(7)} values from Ph(n); Perform inverse
column-wise operation; Else Do: No transformation; goto L1:
L1: Do: If (Pr = 1): Acquire nr(0)…nr(7) values from Ph(n); Perform inverse
row-wise operation; Else Do: No transformation; goto L2:
L2: Output the JEX-decoded image;

Step 4: Generate the synthesized image and output the resultant decrypted-decoded
image.

Algorithm 3: Proposed Modified A.E.S Encryption
The existing AES algorithm is modified, and the modification is performed on the
round key generation operation. A round key is generated by performing various
operations on the cipher key. The proposed modification in the round key gener-
ation of AES encryption is as follows:

Step1: Initially, the cipher key is arranged into a 4 * 4 matrix and the modification
to the round key generation is performed using the following steps:

Input: Encrypted
Image        

M.A.E.S
Decryption

Reverse Orthogonal
Transformation

Inverse
Quantization

Output: Original Image JEX De-Coding Huffman De-Coding

Fig. 2 Steps in image decryption
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Step1.1: Select the third row of the key matrix and convert every value to its binary
equivalent form which is then grouped into eight groups having four bits. The
binary bits are XOR-ed using the following conditions to obtain the binary result:

Step1.1.1: The bits of group1 starting with position a0 are XOR-ed with those
starting at position a4 to obtain a 4-bit binary result say “L.” Using the same XOR
operation, the remaining groups say “M, N, O” are obtained, i.e., [a1, a5], [a2, a6]
and [a3, a7], respectively.

Step1.2: To perform circular shift the following condition is considered:
Step1.2.1: First two bits of L and N represent the row numbers which are to be
circular shifted and the number of one’s in M and O defines the number of circular
shift
Step1.2.2: To perform circular shift for row L, the row one less than the number of
one’s in M is calculated. Similarly to perform circular shift of row N, the row one
less than the number of one’s in O is calculated.
Step1.2.3: While performing the circular shift of N if the same row is represented
by the first two bits of N as that of L that where shifted then the next immediate bits
are considered in N for circular shift. After performing a check of all the bits if the
row number comes out to be the same in N, then the same row is shifted by one less
than the number of one’s in O.

Step2: Next, perform the mirror operation on the remaining row. In mirror opera-
tion, the individual data are converted from each row into its binary form and read it
from right to left, finally converting it back to hexadecimal value. The resultant
matrix is used as a round key which is fed to the AddRoundKey operation. This
round key modification loops till the Nr−1 rounds.

4 Test Results

The proffered image encryption algorithm is materialized by using java programing
and the test outcomes are obtained using MATLAB. The experiment is conducted
on a total of 50 images obtained from different image capturing devices and SIPI
miscellaneous database of images. The performance comparison is based on the
average values of PSNR, MSE, entropy, mean and standard deviation, skewness
and kurtosis, joint entropy and mutual information of the JEX-coded image with the
JPEG compression image. The key space and statistical analysis is performed to
check the security of the proposed modification to the AES algorithm (Figs. 3, 4, 5,
6, 7, 8, 9 and 10, Tables 1 and 2).
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Fig. 3 Histogram plot of JPEG image with the various test parameter values

Fig. 4 Histogram plot of JEX-encoded image and the various test parameter values

Fig. 5 Mutual information and joint entropy value of JPEG decompressed image and
JEX-decoded image
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Fig. 6 Overall performance comparison chart of existing JPEG compression–decompression
algorithm with the proposed JEX encoding–decoding algorithm

Fig. 7 JEX-encoded image

Fig. 8 Encrypted image
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Fig. 9 Decrypted image

Fig. 10 Performance comparison chart of existing AES encryption algorithm with the proposed
Modified AES encryption algorithm

Table 1 Performance comparison

Test module Average
PSNR

Average
MSE

Average mutual
information

Average joint
entropy

JPEG compression 39.97 8.74 4.5124 54.9548
JPEG decompression 35.76 22.36 1.47 58.13
JEX encoding 41.79 6.94 10.24 49.92
JEX decoding 38.89 11.50 7.20 52.99
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4.1 Key Space Analysis

The proposed modification has a key space of size 10128 which is very large enough
to avoid any kind of brute-force attack. Also because of the use of cyclic shift
operations, the round keys obtain high degree of randomness which makes it dif-
ficult for any intruder to obtain the correct key.

5 Conclusion

In this paper, the proposed algorithm is based on the idea which considers image
storage and image security concept as one. To overcome the aforementioned
drawbacks of the concerned areas, the proposed JEX method is designed with the
appropriate mathematical equations so that the image can be decoded using the
generated header data attached that is attached to the image data file alone, thus
avoiding the need to store any information related to the compression of the image
data on the JPEG decoder unit reducing the computational complexity to the
minimum. To provide security to the image, the image is encrypted with Modi-
fied AES encryption algorithm. The experimental results have shown that the JEX
encoding–decoding gives a better performance compared to the JPEG compression
algorithm. Also the modification to the AES algorithm gives a better security as
shown by the execution time and the key space analysis.

Table 2 Execution time calculation of AES and Modified AES encryption and decryption
algorithm

Sr. no Image size
(KB)

Execution
time of
existing AES
encryption
(ms)

Execution
time of
existing AES
decryption
(ms)

Execution time of
Modified AES
encryption
algorithm (ms)

Execution time of
Modified AES
decryption
algorithm (ms)

1 12 11 11 11 17
2 16 11 11 12 17
3 51 13 13 13 17
4 91 14 14 13 18
5 108 16 16 16 18
6 160 18 18 16 21
7 208 19 19 19 23
8 240 20 20 21 25
9 252 21 21 21 24
10 576 31 31 33 39
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A Survey on Video Smoke Detection

Princy Matlani and Manish Shrivastava

Abstract Fire destroys human lives and property. Therefore, there is a huge need
for a reliable and probable fire detection technique. This paper provides a review on
various methods developed to detect smoke through videos. The study basically
categorizes techniques of smoke detection on the basis of feature extraction method
(static/dynamic characteristics), locating region of interest (ROI), etc. It also dis-
cusses the nature of camera, color model used for detection and so on. A basic
method of smoke detection is described stepwise with different types of algorithms
used in each step. The pros and cons of each method are also discussed briefly in
this paper.

Keywords Smoke ⋅ Detection ⋅ Image ⋅ Processing ⋅ Video

1 Introduction

Smoke is considered as a signal of fire. Fire can result in a damage of crucial
property. Therefore, we need to have an early solution of fire detection, so that it
can cause hazardous to a minimum. In recent years, computer vision technology has
come into existence to overcome the drawbacks that we faced in sensor-based
smoke detectors. It makes it possible in field of surveillance to keep a constant eye
on every camera. Installing cameras to capture video and then using computer
vision technology to detect smoke has made it all easy to do the surveillance job.
Entire process has the advantage of being automated, and it also has negligible
transportation delay, which was a great disadvantage of sensor-based fire alarm.
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To avoid huge fire and its consequent damage, video processing technique for
smoke detection and analysis of fire are being performed. As soon as smoke occurs
in any one of the camera installed, it detects immediately and notifies the user. In
this article, a revised review of smoke detection is presented. The basic difference in
methods of detection is in feature extraction method, whether to use wavelet
transform or ROI or clustering or color-based feature extraction, etc.

Generally, we see the first step in whole process of smoke detection involves
detection of moving regions in the video. This is performed traditionally by
background subtraction algorithm, in which the current video frame is subtracted
from the background frame to get the moving areas. Whether it may be Gaussian
mixture model, frame difference method, or optical flow method, all these algo-
rithms are used as a first step to find the moving regions in the frame. This step
often involves high computational cost and is also sensitive to noise. Next, after
background subtraction, it is needed to distinguish smoke from other objects
detected in first step. For that, features of smoke are studied and are extracted.
Therefore, feature extraction is the soul of the whole smoke detection process.
Some algorithms involve use of static characteristics of smoke such as color, tex-
ture, and contrast, while others use dynamic characteristics of smoke such as area of
smoke, its direction, and growth of region and shape. Some use LBP (local binary
pattern) to learn features of smoke. But this method has a drawback of LBP being
sensitive to changes in the background or foreground.

After the feature is extracted in each block of image, positive samples and
negative samples are used for training the classifier that classifies the given block
contains smoke or not.

Camera for recording the smoke video can be still where the background sub-
traction method is involved and can be moving in other cases. Each algorithm takes
image in different color model. The three basic models in which smoke images are
taken are YUV, RGB, HSI.

Recent methods of smoke detection basically vary in the technique they use for
feature extraction and classification of smoke. A number of smoke detection
methods have been come into existence. Not only smoke, but flame is also used for
fire detection. Firstly, taking smoke into account, we have huge algorithms. Using
motion as a key for identifying smoke areas, background subtraction has been
continuously in trend. Gaussian mixture model was used for preprocessing pur-
pose very commonly in [1, 2]. Then in contrast, optical flow was used for detection
of movement of smoke [3]. In [4], Kalman filtering for motion detection provided
an efficient way of background estimation considering its nonlinear property, while
[5] used combination of Kalman filter with MHI (motion history image) for
extracting motion regions from image.

Some algorithms used static characteristics of smoke in feature extraction phase.
Ma et al. and Xiong et al. [5, 6] use color information for identifying smoke in
given video sequence. Another smoke detection is performed by making color
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histogram for measuring color similarity features with reference to histograms of
sampled smoke templates [7]. For dynamic features of smoke, [7–9] consider shape
irregularity of smoke, [10] use texture information, [11, 12] use temporal wavelet
transformation and discrete wavelet transformation, respectively. An approach that
performs detection of region of interest (ROI) using stationary wavelet transform
(SWT) is made in [13]. A four-stage algorithm for smoke detection that involves
fuzzy c-means clustering to cluster candidate smoke regions is given in [14].
Another research was identifying ROI by connected component analysis and cal-
culating area of ROI by convex hull algorithm after detecting area of change was
proposed in [15]. These are some recent contributions made in the area of smoke
detection (Fig. 1).

2 Overview of Visual Smoke Detection

There are many techniques for detecting smoke in the field of computer vision. And
most of the techniques even use combination of several approaches to improve
performance and reliability. Some of the steps are common in most smoke detection
systems; they are motion detection, region analysis, dynamic analysis, and lastly
smoke classification stages. The difference lies in algorithms used in these separate
stages. Next, we will discuss each algorithm, its benefits, and drawbacks, so that
one can choose the optimal algorithm for fire detection in future to improve the
system performance.

2.1 Smoke Detection Based on Color

Mainly, RGB, HIS, or YUV model is used for color-based smoke detection. Nearly,
all visible range cameras have sensors which detect video in RGB format. Although
using RGB indicates very low computational complexity but in smoke pixels, RGB
values are very close to each other. HIS is often adapted, because of its suitability of
providing more people-oriented way of describing the colors [25].

YUV on the other hand describes luminance and chrominance values of a
particular pixel.

Video Sequence Moving area
Detection

Feature Extraction Smoke/Non-
smoke Classification

Fig. 1 Basic steps for video-based smoke detection
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2.2 Moving Region Extraction Method

Well-known moving region algorithms are background subtraction, temporal dif-
ferencing, optical flow analysis, and Gaussian mixture model. Background sub-
traction is easy to understand but is very sensitive to noise, lightning, etc. Optical
flow technique uses motion field but is computationally complex [26].

Temporal differencing has advantage of quick adaption of change in environment
but has disadvantage of being incapable of extracting complete contours [27] (Fig. 2).

2.3 Feature Extraction Method

Every other smoke detection system mainly differs by the algorithm used for feature
extraction method of smoke. Some of the methods are listed below

1. Using Static Characteristics: Static characteristics of smoke refers to some
component which has some fixed value, for example, color, intensity, etc.

Fig. 2 Foreground segmentation using background subtraction (GMM) [26]
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2. Using Dynamic Characteristics: Refers to some uncertain characteristics or in
which value is uncertain such as smoke area, moving direction, shape, and
growth of region [15].

3. Spatial and Temporal Analysis (Flicker Analysis): Since smoke is semi-
transparent, therefore, the edges can lose their sharpness; this can lead to a
decrease in high-frequency content of an image. This decrease in high frequency
energy was used in spatial wavelet transform.

Also, it is very important to distinguish between fire smoke and other fire
smoke-colored object. The key to do this is to observe their motion. To study such
characteristic of smoke which changes with time refers to temporal analysis. One of
the most common is flicker analysis that says that at any time in any pixel, fire
flames may be present for a fraction of time. The candidate regions are checked for
the presence of flickers (Fig. 3).

Fig. 3 Spatial difference analysis: in case of flames, the standard deviation σ G of the green color
band of the flame region exceeds σ = 50 (Borges [30])

Fig. 4 Segmentation of smoke color using the fuzzy c-means algorithm: a original image,
b moving regions, c smoke regions and d non-smoke regions [14]
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4. Fuzzy Clustering Method: It is a method of clustering of data sets. It is used
additionally with some color or dynamic features of smokewith an SVM to further
classify the clusters. The FCM algorithm is an iterative method of clustering that
classifies each and every piece of data to belong to two or more clusters [14].

Support vector machines (SVMs) are a set of supervised learning techniques given
by Vapnik, which analyzes data and recognize patterns [28, 29] (Fig. 4 and Table 1).

3 Tabular Comparison of Smoke Detection Methods

Analysis

Overall, the various techniques for video-based smoke detection fall under one or
combination of one or more of the categories mentioned: (Fig. 5).

VIDEO SMOKE 
DETECTION IN 
VISIBLE RANGE 

SPATIAL WAVELET 
COLOR VARIATION 
AND ANALYSIS 

MOTION AND FLICKER 
ANALYSIS USING 
FOURIER AND 
WAVELET
TRANSFORM

DYNAMIC TEXTURE 
AND PATTERN 
ANALYSIS 

COLOR        
DETECTION 

CLASSIFICATION 
TECHNIQUES(SVM) 

Fig. 5 Techniques of detecting smoke in visible range
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4 Conclusion

In this paper, we tried to layout basic traditional methods of detecting smoke in
video sequences in the field of computer vision. In spite of variation in smoke
feature extraction, every algorithm has common steps as follows:

1. Foreground segmentation/moving region segmentation.
2. To analyze features of smoke and identify ROI.
3. Smoke/non-smoke classification of candidate regions.

Different features of smoke can also be integrated and used to detect fire smoke
in a high accuracy. This paper reviewed smoke detection methods based on video
images that are used in recent years. Algorithms can be opted for each part of
detection in optimality, to improve the system performance.
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Understanding Intrafactor Relationships
in Cyberloafing Using Predictive Apriori
Algorithm

Soham Banerjee and Sanjeev Thakur

Abstract Modern business infrastructures are constantly evolving based on a
fluctuating market scenario. It is very important for organizations to have a com-
petitive edge for sustainance and market leadership. This is possible not only by
planning risks ahead, but also by improving the productivity of the organization.
Cyberloafing is a new trend across organizations that can hamper productivity to
well. In this paper, we shall study a specific association rule mining algorithm
known as Predictive Apriori algorithm and apply the same on a data set build from
user responses. We will identify the best rules that will help us in future to develop
a possible forecasting system that can identify when an employee can cyberloaf
under certain conditions.

Keywords Cyberloafing ⋅ Association rule mining ⋅ Predictive Apriori
Forecasting system

1 Introduction

Consider a simple scenario of an office, where most of the employees have access to
unrestricted Internet, telephone minutes, and unsupervised flexible work hours. The
amount of productivity that can be expected from such scenario provided there is no
proper monitoring and an ineffective employee surveillance system is not promis-
ing. Cyberloafing has become one of the key issues each industry is facing. The
problem with cyberloafing is that it relates to employee behavior and psychology,
and employers cannot force employees to work all day round the clock [1, 2]. An
employee will stop working and waste resources assigned to him if he is not
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satisfied with certain office-oriented environment factors such as salary appraisal,
perks, work hours [3]. Good organizations promote healthy and monitored work
environment where employee surveillance is effective to penalize any employee
wasting resources [4]. However, not every organization enjoys such luxury [2, 5].
So the question arises that can we relate those factors that promote cyberloafing by
deriving a relationship among them? If certain parameters can help to classify an
employee’s satisfaction level toward his job, then it will be an effective technique to
monitor and improve efficiency and productivity. In order to generate relationship
among various work factors, association rule mining can really help us to generate
association rules using the concept of CAR, which will help to assign a class to
each association rule that is generated. Thus, we can generate rules that can be
inherited by a learning system which will help to predict the class of employees
who work or skip their work. However, the scope of this paper is to generate the
association rules using Predictive Apriori algorithm that will generate best rules
based on increasing support–confidence threshold over a data set generated by user
responses. This paper is divided into five sections. The second section following
this introduction is a detailed literature discussing the Apriori and the Predictive
Apriori algorithm. The third section is a simple experimental setup along with the
description of factors that have been taken into consideration while collecting user
data followed by results in the fourth section. The final section will be a detailed
discussion on the results along with plausible conclusion.

2 Literature Survey

In this section, we will discuss the fundamentals of association rule mining and
basic terminologies related to it. Further, we will try to investigate the Apriori and
Predictive Apriori association rule mining. We will proceed with the literature
survey and have followed the work done by Banerjee et al. [3] and the under-
standing of data mining following the work done by Singh et al. [6].

2.1 Association Rule Mining

Let us understand what do we exactly mean by association rule mining. The
simplest answer would be that it is an approach to determine the relationship among
the items in a set of transaction of a database based on interestingness [3]. Asso-
ciation rule mining algorithms mine the various association rules based on support
and confidence parameters by generating item sets [7]. At each iteration, the sup-
port of the selected item is compared with threshold support. If it is less than the
predefined threshold support, then that item is removed from the item set. This
process is iterated, and each association rule that can achieve the minimum con-
fidence threshold is listed. The higher the confidence, the better chance of

224 S. Banerjee and S. Thakur



generating a good association rule [3]. Let us understand the terms support and
confidence related to association rule mining.

Considering a database containing items {A, D, E, L, M, X, Y, W, W, J}, then:

1. Each tuple is a transaction.
2. Each transaction contains an attribute—value pair known as an item.
3. An association rule will be represented in the form of BODY => HEAD[support,

confidence]. For example, eat(y, “chocolate”) => sugar(y, “high”) [0.3, 0.9].
4. Support: Consider two items A and D such that A => D: P(Q.W). Then,

support is equal to number of transactions containing (AUD) divided by total
number of transactions.

5. Confidence: Consider two items A and D such that A => D: P(W|Q). Then,
confidence is equal to number of transactions containing (AUD) divided by
number of transactions containing A.

6. So the objective is to determine the association rules that satisfy a predefined
support and have high confidence.

Hence, in association rule mining, the item sets with minimum support are
associated and each rule has been ranked on the basis of their confidence scores [7–
9]. This simply means that higher the support, more will be the coverage of items,
and confidence acts as a parameter for accuracy. For n item sets, the number of
possible rules that can be generated is 2n − 1 [10].

It is clear that why association rule mining is important for real-world application
since it can mine relationships among attributes for a specific data. The advantage is
the ability to exercise each attribute-value pair as a separate class and learn the rules
by incorporating other rules as an input and evaluate them on the basis of minimum
threshold support and confidence parameters. However, the disadvantage with rule
mining is that it generates too many classes for attribute–value pairs for which
consequently too many rules are generated. It means that these algorithms are
computationally intractable [11]. In order to understand the purpose and working of
Predictive Apriori algorithm, we will discuss the most fundamental algorithm used
for association rule mining which is basically the standard Apriori algorithm.

2.2 Apriori Association Rule Mining

Apriori rule is based on the fact that “any subset of an frequent item set is frequent.”
To understand it’s working, some of the related terms are discussed below:

1. Frequent Item set is the set of items that have fulfilled the minimum support and
is represented by Lk for the kth item set.

2. Join Operation focuses on performing a join item Lk-1 with itself to generate
candidate item Ck.

3. Prune Operation basically confirms that if any k-1 item set is frequent, then it
should belong to a subset of a frequent k item set.
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The algorithm for implementing the Apriori association rule with reference to
Fig. 1 is as follows:

Cj = Item sets of unary size in I;
Identify every large item sets with unary size, Lj;
j = 1;
Repeat
j = j + 1;
Cj = Apriori(Lj − 1);
Apriori(Lj − 1)

Generate candidates of size j + 1 from large item sets of size j.
Perform join operation on large item sets of size j if they agree on j − 1.
Perform pruning of candidates who have subsets that are not large.

Count Cj to determine Lj unless no large item sets are determined.
Assume a scenario where a specific database, contains some association rules with

sup = 0.5 and conf = 0.8 [12]. To generate the association rules from frequent item
set, first for all frequent item set L the nonempty subset of L is determined as shown in
Table 1 such that a rule in the form of M => (L – M) is generated if and only if it
satisfies Eq. 1.

Supp Lð Þ ̸Supp Mð Þ> =MinConf ð1Þ

2.3 Predictive Apriori Association Rule Mining

Predictive Apriori association rule mining is another confidence-based association
rule mining algorithm that generates frequent item sets in the same fashion as

Fig. 1 Implementation of Apriori algorithm [12]
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Apriori algorithm does with the only difference that Predictive Apriori estimates
the confidence of an association rule differently [10, 13]. The objective of Pre-
dictive Apriori is to increase the correctness of the association rule rather than the
correctness of data that is used as an input [10]. This accuracy is also known as
expected accuracy or better known as predictive accuracy.

Let I be a database which contains some records t generated by process C, and
let A => B be an associated rule. The predictive accuracy pra(A => B) is
equivalent to the probability that t satisfies A such that it also satisfies B. This
conditional probability of B being a subset of t given that A is also a subset of t is
governed when process C distributes t. [13]. Where Apriori algorithm prefers
generating more general rules, Predictive Apriori algorithm generates the best n
rules based on the following criteria as described by Mutter et al. [10]

1. Among the n best rules, the predictive accuracy is calculated,
2. In case of same predictive accuracy, rules generated by Predictive Apriori are

not subsumed.

When compared with Apriori algorithm, we observe that Predictive Apriori
algorithm generates the association rules and puts them in the set of n best rules on
increasing minimum support threshold. If a particular rule is to be discarded from
the list of n best rules, then the algorithm has to rerun recursively again for gen-
eration of rules since it might be possible that the rule which could not make it to
the set of n best rules at the first place might achieve its position in the set. Also, the
classification of association rules becomes easier [10] when using Predictive
Apriori algorithm. Also, the quality of rules generated with Predictive Apriori
algorithm is better when using small data [14] sets which fits perfectly for our work.
However, the drawback is that Predictive Apriori algorithm has higher time
complexity as compared to Apriori algorithm [10]. Referring to Table 2, we have

Table 1 Generation of
association rules

Rules Support (X Y) Support (X) Confidence

{A} => {C} 2 2 100
{B} => {C} 2 3 66.67
{B} => {E} 3 3 100
{C} => {E} 2 3 66.67
{B} => {C E} 2 3 66.67
{C} => {B E} 2 3 66.67
{E} => {B C} 2 3 66.67
{C} => {A} 2 3 66.67
{C} => {B} 2 3 66.67
{E} => {B} 3 3 100
{E} => {C} 2 3 66.67
{C E} => {B} 2 2 100

{B E} => {C} 2 3 66.67
{B C} => {E} 2 2 100
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outlined the comparison among various association rule mining algorithms. How-
ever, as explained earlier the focus is to understand Apriori algorithm and Pre-
dictive Apriori algorithm as covered in this section.

Now, we will move forward with Predictive Apriori algorithm and apply over
the cyberloafing data set we have generated by collecting user responses in the next
section.

3 Experimental Setup

In this part, we will discuss our cyberloafing data set and the factors that have been
considered. We prepared a questionnaire for 627 participants out of which 500
responses were selected due to their completeness. 49.77% males and 40.23% of the
females had participated between the ages of 18–60 years. Each participant is
working in some organization with different work environment variables. The data
set covers the following factors in the form of questions which can be answered by
a participant in yes or no:

1. Age between 18–30: Our focus was to determine the extent to which junior
level employees of any organization will work. Those who have responded yes
belong to junior management, while the rest belong to senior management.

2. Salary Appraisal: Salary appraisal is considered as a key motivator for some
employees.

3. Promotion: Promotion is considered as a key motivator for some employees.

Table 2 Comparative analysis of association rule mining algorithms

Factors Apriori FP-growth Predictive Apriori

Time taken Better time complexity
than Predictive Apriori but
worse than FP-growth

Takes only O(n) time to
scan and generate rules
using FP-tree

Has the worst time
complexity among
all association rules

Independence Attributes are independent
of each other

Attributes are dependent
of each other

Attributes are
independent of
each other

Number of
rules

Generate equal number of
rules w.r.t to FP-growth but
less than Predictive Apriori

Generate equal number of
rules w.r.t to Apriori but
less than Predictive
Apriori

Generates
maximum number
of rules > 100

Quality
measure

Support and confidence Support and confidence Predictive accuracy

Search
strategy

Breadth-first search and
Hash Tree with bottom-up
approach

Depth first search with
top-down approach

Breadth-first search
and Hash Tree with
bottom-up
approach
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4. Prospective Work Env: Most employees prefer a healthy work environment to
learn and grow their skills.

5. Perks: Most employees favor noncashable income to uniquely identify their
stand and power.

6. Flexible Work Hours: Employees often slack their work if they have the
privilege to fulfill weekly hours of work.

7. Designation: The higher the designation, the more the authority an employee
can exercise.

8. Using office resources for personal use: Employees do perform personal tasks
using office equipment.

9. Work From Home/Part-Time: Employees who work from home or do part-time
work remotely can slack.

10. Attrition: Has the employee experienced a high rate of releasing employees in
the organization?

11. Class: Users were asked whether they were satisfied with their job or not.

4 Results

In this section, the Predictive Apriori algorithm has generated hundred rules based
on CAR property as shown in Fig. 2. The top ten association rules are as follows:

1. Age Between 18 – 30 = Yes Salary Appraisal = No Prospective Work
Env = No Designation = Junior Using Office Resources for personal use =
No Attrition = No 13 ==> Class = Satisfied 13 acc:(0.98949)

Fig. 2 Association rules generated by Predictive Apriori
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2. Age Between 18 – 30 = Yes Salary Appraisal = No Prospective Work
Env = Yes Flexible Work Hours = Yes Designation = Junior Work From
Home/Part Time = No 11 ==> Class = Cyberloafer 11 acc:(0.98547)

3. Age Between 18 – 30 = Yes Salary Appraisal = No Flexible Work Hours =
Yes Designation = Junior Work From Home/Part Time = No Attrition = Yes
9 ==> Class = Cyberloafer 9 acc:(0.97762)

4. Age Between 18 – 30 = No Salary Appraisal = Yes Promotion = No
Prospective Work Env = Yes Perks = Yes Flexible Work Hours = Yes
9 ==> Class = Cyberloafer 9 acc:(0.97762)

5. Age Between 18 – 30 = No Salary Appraisal = Yes Promotion = No
Perks = Yes Designation = Senior Attrition = No 9 ==> Class = Cyber-
loafer 9 acc:(0.97762)

6. Salary Appraisal = Yes Promotion = Yes Perks = Yes Using Office Resour-
ces for personal use = Yes Work From Home/Part Time = No Attrition = Yes
9 ==> Class = Cyberloafer 9 acc:(0.97762)

7. Salary Appraisal = Yes Promotion = No Prospective Work Env = Yes
Perks = Yes Flexible Work Hours = Yes Attrition = No
9 ==> Class = Cyberloafer 9 acc:(0.97762)

8. Salary Appraisal = Yes Promotion = No Prospective Work Env = Yes
Perks = Yes Designation = Senior Attrition = No 9 ==> Class = Cyber-
loafer 9 acc:(0.97762)

9. Salary Appraisal = Yes Prospective Work Env = Yes Perks = Yes Flexible
Work Hours = Yes Designation = Senior Using Office Resources for personal
use = Yes 9 ==> Class = Cyberloafer 9 acc:(0.97762)

10. Age Between 18 – 30 = Yes Salary Appraisal = No Prospective Work
Env = No Designation = Junior Work From Home/Part Time = No Attri-
tion = No 8 ==> Class = Satisfied 8 acc:(0.971)

5 Observations

From the above execution of the Predictive Apriori algorithm as depicted in Fig. 2,
we have gathered the following observations.

1. Each association rule has been ranked on the basis of predictive accuracy.
2. The algorithm does not take support as input parameters but starts increasing the

minimum support threshold.
3. Predictive Apriori algorithm generates more rules than Apriori algorithm.
4. Predictive accuracy drops when applying CAR.
5. The Predictive Apriori algorithm is worse than Apriori algorithm in terms of

time complexity.
6. Predictive Apriori algorithm can generate more rules than Apriori algorithm.
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7. Predictive accuracy can be used to classify the association rules.
8. Predictive accuracy is dependent on the quality of data set. The predictive

accuracy is inversely proportional to the size of data set.

6 Conclusion

In this paper, we have discussed the use of association rule mining to identify the
relationships among the factors that promote cyberloafing. A detailed discussion
regarding Predictive Apriori algorithm and standard Apriori algorithm is dis-
cussed. The outcome from the experimental setup provided some observations that
will help researchers to develop a forecasting system that can help organizations to
identify whether an employee works according to the policies or slack from their
work and waste organizational resources.
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Fault Detection and Recovery
for Automotive Embedded System
Using Rough Set Techniques

Pattanaik Balachandra

Abstract The aim of this chapter is to propose the two main features‚ fault
detection and recovery in a fault-tolerant system. These are to be modeled and
designed through the use of correct mathematical approaches. The fault finding
approach through rough sets using fuzzy logic control to detect exact location and
nature of fault in terms of states in the automotive system. The clear distinction
between thermal, mechanical, electrical, electronics, communication, and comput-
ing subsystems is another challenge in the design of fault-tolerant automotive
embedded system. Fuzzy function method is used to locate the error components in
automotive embedded system. The proposed research work, the fault detection, and
fault recovery are achieved through fuzzy rough set technique and interface
EXFSM with DSDA approach, respectively.

Keywords Embedded faults ⋅ Fault detection ⋅ Rough sets and rough
and fuzzy rough sets

1 Introduction

The task-specific system with a domain-specific application like a fault-tolerant
automotive embedded system needs to have a high reliability. The reliability
enhancement of such system has to emerge from a collection of reliable compo-
nents whose faulty statuses are to be detected and rectified at the earlier time in the
system repairable time. The automotive embedded system needs to be collective
analysis in technical relation. That is any automotive system can be considered as a
set of heterogeneous components or subsystems that includes mechanical, electri-
cal, electronics, and programmable nature with devices and software components.
Their association with each other depends on the context and action of the user in
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that environment. The assemblies of all the nature of components and their oper-
ational environments are to be decided in order to detect the faults in each of the
assembly. In order to apply fault detection techniques for automobiles, the theory of
rough sets can be considered since the elements in the set varies during the oper-
ation or execution of the system. The data or parameters that are passed across such
a number of automotive subsystems involve a lot of transformations at the
respective interfaces. The mathematical, communication, and computation tech-
niques are to be applied in the fault detection phase of an automotive embedded
system. The correctness and performance are the two aspects which pose a high
challenge in this issue of fault detection within a scenario of heterogeneous com-
ponent interactions. Applying a suitable set theory, organizing the interface
enabling and allowing permissible transformation, and tracking the variables within
their limits pose major problems in detection methodology.

The system includes electrical power supplies, electronic sensors, pro-
grammable microcontrollers, and the software embedded within the available
memory. The real-time operating system function modules, the external crystal,
and the temperature of the external environment are all to be included in order
to determine the system reliability from a set of acceptable and unacceptable
values of these component behaviors. The lower accepted and the upper per-
mitted values of parameters of various components are grouped assets; their
values are fuzzified and treated as rough sets. In classical-relation rough set
theory [1], a set is that each and every element must be uniquely classified as
belonging to the set or not and making the notion of the faultiness of each
component. This mathematical relation helps to construct the rough set appli-
cation. For any rough set property with relevant to the automotive application‚
required prediction of said property is determined. As per Dummett‚ the
observational relation and sense of tolerance can’t be predicted. The idea of the
relation between two pairs of objects in this scenario cannot be tolerated. The
internal identical relationship of the constituent objects and the external relation
of indiscernibility between pairs can be determined [2]. The interrelationship
between “α”- and “β”-level fuzzy rough sets is proposed, and the fuzzy
approximation state space is studied to improve the mathematical computational
efficiency in decision-making process achieved [3]. The earlier motor current
signature analysis (MCSA) has been carried out by the application of rough sets
toward a classifier in fault diagnosis analysis [4]. A rough set-based approach is
proposed to handle the uncertainty of the values of the states of parameters in
the power model [5]. Rough set approximation theory has an overlapping with
other theories dealing with imperfect knowledge, e.g., evidence theory, fuzzy
sets, and Bayesian inference [6, 7].

The fuzzy rough set and rough set technique decreases the dataset without
much more loss in the information system when compared with the conventional
type rough set attribute reduction techniques [8, 9]. The technological requirement
which focus to apply the rough set and fuzzy rough set attribute state function
reduction technique‚ for the fault finding detection in an embedded system for
combined effect and mixed faults with diversified state attributes and their
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relevant values. The representation of complex class is the sum of all its members
and identify all the objects belonging to that category. The intentional description
of the category is used as a representation of the category based on a set of
rules that describe the scope of the category. The different types of faults are
determined according to the functionality, behavior, and the available environ-
ment of the automotive embedded system. The automotive system faults and the
hardware-required faults can be realized by the hybrid technical concept using
approximate reduction techniques in the real-time detection mechanism. In the
proposed technique, a rough set-based data analysis methods have been applied in
the design of embedded system focusing the fault tolerance software engineering
concepts to an automotive system.

2 Fault Detection and Recovery in a FT System

The fault detection and recovery in a fault-tolerant system are the two main features
which are to be modeled and designed through the use of correct mathematical
approaches. In the proposed research work, the fault detection and fault recovery
are achieved through fuzzy rough set technique and interface extended finite-state
machine approach, respectively.

The fault-tolerant system consists of other phases such as fault rectification and
reliability enhancement. Each and every phase of the research work focused on the
core, that is, fault-tolerant behavior of the system. The limited error recovery is
implemented with a controller area network (CAN)-based microcontroller out using
a pair of fault-tolerant CAN subsystems. The last phase is the reliability enhance-
ment using DSDA technique focusing predictably dependable automotive embed-
ded system design toward safety and reliability through intercomponent trust as
shown in Fig. 1 [10].

FRS

RE

RR FR

FD

FT
RFRS

EXFSMFT -
CAN

DSDA

Fig. 1 Fault-tolerant phases and techniques. FD:—Fault detection, RFRS:—Rough and fuzzy
rough sets, FR:—Fault rectification, EXFSM:—Extended finite-state machine, RR:—Recovery and
reliability, FT-CAN:—Fault-tolerant control area network, RE:—Reliability enhancement, DSDA:
—Detection of safety and dependability aspects, FT:—Fault tolerant
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3 Embedded Faults in the System

Let us consider M be an automotive machine with a set of all three kinds of objects
related to hardware fault, software fault, and the fault in the operating environment.
The faults in the different objects can be assumed as an “F” representing the
imprecision in knowing the faulty state condition of the objects of the machine
“M”. The assumed fault “F” generates from the hardware-related fault or software
or environment category fault that gives the machine as faulty state or faulty
condition. This gives the relation mathematically as follows:

F=M×M×M ð1Þ

Any three assumed position of faults make the system faulty, stating that the
machine is available with one fault within the system. Let “F” be the set of faulty
condition due to any one object in hardware fault or one object in software-related
fault or the object oriented in the environment faults. The lowest approximation of a
hardware set “H” with respect to fault “F” is a set of all hardware fault modules
which can be treated as good condition and positive as such with respect to fault
“F”. The upper most limit of the approximation of rough set “X” with respect to “F”
is the set of all kind of objects which can be in normal state and classified as “H”
with respect to fault “F”. The limit of the outer most region of rough set “H” with
respect to fault “F” is set of all kinds of components of the modules which can be
classified neither as “H” or not “H” with respect to “F”. The hardware-related set
“H” is crisp with respect to faultiness of the component “F” and the almost
boundary outer region is empty which approaches to zero. The set “H” is rough
enough or imprecise if the boundary region of “H” is nonempty set. Hence, a rough
set in an embedded system is responsibly having nonempty boundary region. For
example, the hardware components like memory that be with certain (normal)
conditions and other permissible conditions when permitted to operate with dif-
ferent operational conditions in the context of data size. The system fault class of
“F” is represented by F(h) where h ∈ H. For example, the hardware timer within
the chip may show the value within its range, and it can be assumed that it is
normal. The maximum and minimum values a hardware timer can hold are the
mapping to a rough set. The lower value of the timer is 0010 hexadecimal, and
maximum value may be F0FF hexadecimal value in the case of 16-bit timer. The
approximate boundary limit for hardware‚ software‚ and environment of embedded
system can be identified very well with respect to the fault class “F”. The lower and
upper approximation of the hardware components can be written as mathematically
as follows [11].

FNFðEÞ=FðEÞ−FðEÞ ð2Þ
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4 Limits of Faults with Set Theory

The various faulty conditions of rectified components in an automotive embedded
system can be described using approximations as in rough sets with fuzzy relations.
Within the same time bound, the same type of set may also being defined as the
terms of membership state functions and their cardinalities with respect to limiting
conditions. The fuzzy rough membership state functions explain the conditional
probability parameter of that particular situation with an object belonging to a fuzzy
set given the relationship and the mathematical relation can be interpreted and
correlated as a degree of freedom that the object belongs to the limit set in that point
of view-related information about membership of the object quantity expressed by
that corresponding relation. The rough and fuzzy rough sets can be implemented for
the limits constructed using the upper and lower limits with fuzzy relation mem-
bership functions or combining effect of the fuzzy and rough set which is based on
the cutting edge of fuzzy sets of the function. Relation of the fuzzy rough sets for
hardware, software, and the environment-desired bonding faults is represented
mathematically through the following equations as follows:

μFh ðHÞ= H ∩FðhÞj j
FðhÞ ð3Þ

μFs ðSÞ=
S∩FðsÞj j
FðsÞ ð4Þ

μFe ðEÞ=
H ∩FðeÞj j
FðeÞ ð5Þ

The fuzzy rough sets within an automotive embedded system can be formed by
the different classification approach of disjoint-type categories of fuzzy objects with
each of three bounded segment limits shown in Fig. 2. Criteria of the hardware
objects belonging to the similar category, assuming hardware characterized by the
same object attributes or related properties or related features, are elaborately not
distinguishable. For the hardware concept, let us consider the core co-processor and
timing concept of the component are emphasized to the same hardware-oriented
category, and the same is characterized by the states of attributes like large quantity
of data size and related clock frequency required are indistinguishable with the
hardware fuzzy components. The above 3‚ 4 and 5 equations show the relationship
between Random Access Memory (RAM) and Read-only Memory (ROM) are
elements of the hardware category of an embedded system. They are characterized
by their data size and address of accessibility and become more reliability with
embedded hardware co-related components. In this context‚ the
reconfiguration-state file and the initial-state file are not distinguished. In the case of
object software category‚ the state return aspects attributes in an embedded system
and state type of memory enhanced. After this, the last nature environment-related
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category concept, the most used sensors, and most actuators are not distinguishable
with surrounding based on the data size and minimum required threshold supply
voltage input to the system. Fuzzy set and the rough sets can be formed with fuzzy
aspects using the lower limit and upper limit approximations to many more attri-
butes and necessary values in each type and every type category, let us consider the
rough sets in hardware component rough sets in the upper and lower limit
environment.

By applying the membership functions of individual elements in each category
of permissible limits within the lower and higher values, an automotive embedded
system can be considered as an aggregation of fuzzy rough set of elements in the
context of their faultiness. The operational profile like the working temperature that
is as per the minimum and maximum limits in the hardware specifications. The
lower and higher power dissipation and the number of input/output devices are
considered in the work. The H, S, and E being considered in the above are justified
for the fault recovery [11].

The rough sets with embedded enhanced component “D” with hardware, soft-
ware, and environment being co-emphasized as H/D, S/D, and E/D and the U/C11…

U/C1N where C11 = U – {a11} can be determined. The overall fault detection
capability or accuracy of the rough set approach can be calculated as Eq. (6):

S ðh, s, e) = α Cij
� �

δ+ μ+ σð Þ ̸Value Cij
� ��� �� ð6Þ

The capacity in bits (a11) = 8 bits, component-used voltage (a12) = 2.4 V, and
power consumption in watts (a13) for the corresponding values of attributes are
calculated as shown in Tables 1 and 2, respectively (Fig. 3).

Hardware Software

Enviro
nment

Upper approximation

Lower approximation

Upper approximation

Lower approximation

Upper approximation

Lower approximation

Fig. 2 Limits approximation region-bound triangle
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The above Fig. 3 indicates that this operates within the required component
which justifies the design criteria of thermo- and electric conditions based on the
predefined values of the design. The numerical fuzzy-state attributes being dis-
credited for the particular limiting interval, for the cut sets, are threshold states
denoting these intervals. Further the set of attributes being formed with grouped
(quantized) cuts with disjoint subsets with original attributes of the state
values, which prove the expected result.

Table 1 The value for hardware peripherals

Peripheral
component

Capacity in
bits

Component-used
voltage

Consumption in
watts (W)

Frequency
(MHz)

C1 hard core 8 2.4 0.25 60
C2 RAM 16 2.4 0.25 48
C3 port 16 3.6 0.1 48
C4 timer 8 2.4 0.1 60

Table 2 Fuzzified value of SW components as faulty

Component Fuzzy values
Very low Low Minimum Nobel typical Expected

Buffer—software 0.1 0.3 0.6 0.8 1
Crystal—environment 0.1 0.2 0.6 0.8 1
Configuration—software 0.1 0.3 0.5 0.8 1
Function call—software 0.1 0.2 0.5 0.9 1

RTOS—software 0.1 0.2 0.6 0.9 1

Fig. 3 Fuzzified value of SW components as faulty
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5 Conclusion

The fault detection approach through rough sets using fuzzy logic control to
detect exact location and nature of faults‚ in terms of states in the automotive
embedded system. Fuzzy function method is used to locate the error components in
automotive embedded system. Any manufacturer-specific model of an automotive
with a given set of specifications and interfaces of a particular subassembly can also
be selected. With sufficient data for training and decision attribute through which
the fault can be detected and located within the three categories of entities using
fuzzy rough set technique. The clear distinction between thermal, mechanical,
electrical, electronics, communication, and computing subsystems is another
challenge in the design of fault-tolerant automotive embedded system. The scope of
the research work is to apply the fuzzy rough set approach to fault diagnosis which
enhances the correctness and performance in the detection process that indirectly
enhances the fault-tolerant features.

In order to present the capability of generating fault detection or decision column
with the help of two tables. One is the training table and for the second is generated
toward a decision attribute for which the sub table is selected in order to perform the
fault detection and location procedure which is limited for this work. Since an
automotive system can be considered as a collaborative system, in future the
multiple components from different vendors are interacting based on that particular
scenario, the identification of the fault becomes highly specific to the branded
instance with the upper and lower regions of fuzzy logic.
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An Analysis on Pricing Strategies
of Software ‘I-Med’ in Healthcare
Industry

Pattnaik Manjula and Pattanaik Balachandra

Abstract Software in healthcare industry plays vital role to make their work ease
and effective. Medical field has shown a tremendous development in its services
from the past to the present trend depending upon the requirement of the industry.
Pricing strategies for products or services encompass to improve profits. This paper
focuses on strategic price for the software ‘I-Med’ for the healthcare industry and the
various factors affecting pricing. Apart from market potential and customer per-
ception, cause and effect study for implementing software in healthcare industry has
been included in this study. Descriptive research has been adopted, and the data were
collected by both primary and secondary sources. The sampling method adopted for
the study is convenience sampling under non-probability sampling. The size of the
sample is 150. The various statistical tools like Karl Pearsons correlation, Kruskal-
Wallis test and Chi-square test are used to explain the significant difference between
performance based system and responsibility taken in this study.

Keywords I-Med ⋅ Pricing strategies ⋅ Kruskal-Wallis ⋅ Non-probability
sampling

1 Introduction

In this developing world, organization has to survey and find out the market needs
and conditions. In order to sustain in the market place, they have to implement
effective pricing strategy. This study helps to know about the effectiveness of the
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pricing strategy. It also helps the organization to concentrate on the pricing of their
product [1]. This study helps in understanding the process of strategic pricing.
Squaresoft Technologies of India has developed a software package named ‘I-Med’
for hospital management, and it has to determine a pricing strategy for that software.
Squaresoft Technologies does not have a pricing strategy for their product ‘I-Med’
and needs to develop an appropriate pricing strategy. This project would help
Squaresoft Technologies to develop an appropriate pricing strategy. Advanced
software’s enables to provide numerous modern services to their customers. It helps
to provide better competitive prices based on the usage [2].The approach for fixing
the optimal cost based on the preliminary approach cost based on their upgradation
[3]. Based on the above approach, the requirement of IT solution needed is highly
expansive [4]. To acquire the software for the healthcare field, the vendor has to
spend various running cost stage by stage starting from license fees. The optimal
demand of health care can be stated by patients’ perception about the best price [5, 6].

2 Objectives of the Study

Primary Objective: To analyze a strategic price for the software ‘I-Med’ for the
healthcare industry.

Secondary Objective:

• To analyze the customer perception about the software from other competitive
companies.

• To identify the market potential for ‘I-Med’ in the healthcare industry.

• To analyze the cause and effect of implementing software in healthcare industry.

• To find the various factors related to the price of the software for the healthcare
industry.

3 Methods and Methodology

Explanatory research is used for this study. The study is undertaken by using
convenience sampling under non-probability sampling [7]. Both primary and sec-
ondary data were used for this study. Primary data were collected by distributing
questionnaires to different employees of software companies, apart from that
interviews were conducted with selected persons of the companies. The various
sources of secondary data are books, periodicals, journals, directories, magazines,
statistical data sources, etc. The secondary source used for this study is company
profile, scope, need, review of the literature. The sample size is 150. The units
selected may be each person who comes across the investigator.
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4 Data Analysis and Interpretation

Inference: In Table 1, it is interpreted that 52% of the respondents have 5000–
10000 as their expected cost, 20% of the respondents have 10000–15000, and 28%
of the respondents have more than 15 K as expected cost.

Interpretation: From Table 2 and Fig. 1, it can be interpreted that 50% of the
respondents believe that there is a market potential for software ‘I-Med,’ and 33%
of the respondents feel average about market potential for software

Interpretation: From Table 3, it can be interpreted that 80% of the respondents are
ready to buy software ‘I-Med’ if its meet expectation, and 20% of the respondents
have not ready to buy software ‘I-Med’ if its meet expectation.

Table 1 Total cost of the
software

S. no Particulars No of respondents Percentage

1 <5 K 0 0
2 5–10 K 78 52
3 10–15 K 30 20
4 >15 K 42 28

Total 150 100

Table 2 Market potential of
I-Med

S. no Particulars No of respondents Percentage

1 Good 75 50
2 Average 50 33
3 Bad 25 17

Total 150 100

0

20

40

60

80

VERY HIGH HIGH NEUTRAL LOW

NO OF RESPONDENTS

PERCENTAGE

Fig. 1 Market potential of I-Med

Table 3 Purchase of I-Med Particulars No of respondents Percentage

Agree 120 80
Disagree 30 20

150 100
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Interpretation: From Table 4 and Fig. 2, it can be interpreted that 47% of the
respondents feel low, 20% of the respondents say low, and 20% of the respondents
say high about level of competition of the software.

5 Statistical Tools

5.1 Analysis Using Karl Pearson’s Correlation [8, 9]

Ho: There is positive relation between satisfaction on utilization of software and
after-sale service.
H1: There is negative relation between satisfaction on utilization of software and
after-sale service (Tables 5 and 6).

r=
N∑XY− ∑X∑Y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N∑X2 − ∑Xð Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N∑Y2 − ∑Yð Þ2
q =9825 ̸10277

r = 0.956

Table 4 Level of
competition

S. no Particulars No of respondents Percentage

1 Very high 20 13
2 High 30 20
3 Neutral 30 20
4 Low 70 47
5 Very low 0 0

Total 150 100

0
50

100
150
200

NO OF RESPONDENTS PERCENTAGE

Fig. 2 Level of competition
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Inference: Since r is positive, there is relation between satisfaction on utilization of
software and after-sale service.

5.2 Analysis Using Kruskal–Wallis Test

It is also called as H-test. This test is depends on the ranks of the sample obser-
vation. So it is also called rank-sum test. Kruskal–Wallis test employed more than
two populations [10, 11].

Table 5 Satisfaction on utilization of software and after-sale service

Factors Satisfaction on utilization (x) After-sale service (y)

Highly dissatisfied 0 14
dissatisfied 20 17
Neutral 40 35
satisfied 68 63
Highly satisfied 22 21
X X2 Y Y2 XY

0 0 14 196 0
20 400 17 289 340
40 1600 35 1225 1400
68 4624 63 3969 4284
22 484 21 441 441

∑x = 150 ∑X2 = 7108 ∑y = 150 ∑Y2 = 6120 ∑XY = 6465

Table 6 SPSS analysis Correlations

Level of satisfaction on
utilization Health Medicare
Software

After the
sales of the
product

Level of satisfaction on
utilization Health Medicare
Software

Pearson
Correlation

1 0.251**

Sig.
(two-tailed)

0.002

N 150 150

After the sales of the
product

Pearson
Correlation

0.251** 1

Sig.
(two-tailed)

0.002

N 150 150
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Ho: There is a positive relationship between various factors of performance of the
software.
H1: There is a negative relationship between various factors of performance of the
software (Table 7).

Formulae:

Z =
12

nðn+1Þ
R1∧ 2
N1

+
R2∧ 2
N2

+
R3∧ 2
N3

+
R4∧ 2
N4

− 3 ðN +1Þ

Table 7 Various factors of performance of the software

Particulars Adequacy Convenience Timeliness Dependability

Very good 22 17 20 10
Good 60 55 75 70
Average 40 45 30 40
Bad 20 26 25 20
Very bad 8 7 0 10
Total 150 150 150 150
Order Rank

22 10
60 18
40 14.5
20 8
8 3
17 6
55 17
45 16
26 12
7 2
20 8
75 20
30 13
25 11
0 1
10 4.5
70 19
40 14.5
20 8
10 4.5
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Z=
12

n ðn+1Þ
R1∧ 2
N1

+
R2∧ 2
N2

+
R3∧ 2
N3

+
R4∧ 2
N4

− 3 ðN +1Þ=1.2

Zα (tab) = 7.815, Zα (tab) >Z cal, H0 is accepted.

Inference: Since the tabulated value is greater than the calculated value, null
hypothesis is accepted; there is a positive relationship between various factors of
performance of the software.

5.3 Chi-square test—(Ψ 2)

Ho: There is no significant difference between performance-based system and
responsibilities taken.
H1: There is significant difference between performance-based system and
responsibilities taken (Tables 8 and 9).

Expected frequency =
Row Total * Column Total

Grand Total

ψ2 = 7.20,
Level of significance = 0.05

Degrees of freedom: = ðr− 1Þ ðc− 1Þ
= ð2− 1Þ ð2− 1Þ
=1

Table 8 Performance-based
system and responsibilities
taken

Good No

Yes 60 50 110
No 10 30 40

70 80 150

Table 9 Calculation of ψ2

value
O E (O-E)2 (O-E)2/E

94 84.5 90.25 1.06
26 35.5 90.25 2.54
75 84.5 90.25 1.06
45 35.5 90.25 2.54
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Calculated value = 7.20
Tabulated value = 3.841
Z = Z cal > Z tab
Z = 7.20 > 3.841

Hence, the alternate hypothesis [H1] is accepted (Table 10).

Inference: Since the tabulated number is more than the calculated number, H0 is
accepted, and hence, there is no significant difference between performance-based
system and responsibilities taken.

6 Findings and Suggestions

6.1 Findings

These main findings are very important for this study to come out with appropriate
suggestions. Following are the main findings drawn from the study,

• About 40% of the hospitals are with the service period of 10–15 years.
• More than 30% of the hospitals are involved in providing general services.
• Most of the hospitals have more than 200 beds for their patients.
• About 40% of the respondents are utilizing Health Medicare Software around

for the past 10 years.
• More than 35% of the respondents say that their software license validity period

is less than 2 years.
• Around 40% of the hospitals avail service agency for after-sale service for their

Health Medicare Software.
• About 50% of the respondents say that their Health Medicare Software is

working under Windows platform.

Table 10 Chi-square tests

Value df Asymp. Sig.
(two-sided)

Exact Sig.
(two-sided)

Exact Sig.
(one-sided)

Pearson
Chi-square

11.308a 1 0.001

Continuity
correctionb

10.037 1 0.002

Likelihood ratio 12.349 1 0.000
Fisher’s exact test 0.001 0.001
Linear-by-linear
association

11.232 1 0.001

N of valid cases 150
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• About 50% of the respondents say that they have not faced any problem with
their software.

• Majority of the respondents (63) have said that they are using Health Medicare
Software.

• More than 70% of the respondents are satisfied with the performance of Health
Medicare Software.

• Around 40% of the respondents are ready to buy a new Health Medicare
Software for their hospitals.

• About 40% respondents feel that their performance rating for adequacy is good
• Around 35% respondents feel that their performance rating for convenience is

good.
• More than 50% respondents feel that their performance rating for timeliness is

good.
• About 50% of the respondents say that their annual support cost for the software

lies between 10 and 15 K.

6.2 Suggestions

• Squaresoft Technologies can sell this product ‘I-Med’ with different packages to
target various kinds of hospitals.

• Squaresoft Technologies can sell this product ‘I-Med’ Micro targeted for small
size hospitals at a price of Rs. 30,000 with an annual maintenance cost of Rs.
6,000.

• Squaresoft Technologies can assure the license validity period for their product
about 5 years.

• They can assure 24/7 customer care service to their product ‘I-Med.’
• The product ‘I-Med’ Core targeted for small size hospitals at a price of Rs.

1,50,000 with an annual maintenance cost of Rs. 30,000.
• The product ‘I-Med’ Pro targeted for small size hospitals at a price of Rs.

3,00,000 with an annual maintenance cost of Rs. 60,000.
• ‘I-Med’ Micro can be sold as a plug and play product, while ‘I-Med’ Core and

‘I-Med’ Pro can be customized according to customer requirements.
• They can give some attractive price discounts in order to obtain more customers.

7 Conclusions

India is very well placed to tap the growing potential of the healthcare sector The
advanced softwares which are rapidly introduced in medical field, bring an overall
advancement in health sectors for better services. The future forecast growth in the

An Analysis on Pricing Strategies of Software ‘I-Med’ … 251



medical field expected to exceed 250 million USD. Based on the increase in per
capita income, it creates further investment requirement in medical field. This study
is useful in estimating the demand for hospital management software in each
segment of the market in India. It also helps in finding out the important factors
which the hospitals consider while purchasing a hospital management software.
This study will help Squaresoft Technologies to improve the sale of ‘I-Med’ by
providing selling it at the above specified pricing strategy. The sound pricing
system is hallmark of organization’s success and prosperity.
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FPGA-Based Partial
Crypto-Reconfiguration of Nodes for WSN

Prajakta Patrikar and Gayatri Phade

Abstract FPGA has a large number of applications in various fields. Wireless
sensor network is a vast field, and implementation of FPGA for WSN can minimize
a number of complexities. Secure communication between the networks must be
taken care of as a lot of networking takes place. Dynamic partial reconfiguration of
the specific part minimizes area utilization and power consumption. In this paper,
cryptographic algorithm Blowfish has been used. Partial reconfiguration is per-
formed considering the variable key lengths. Low power node (L) has less key size,
moderate power node (M) has moderate key size, and high power node (H) has
large key size. It is also seen how Blowfish is better as compared to AES cipher.
Experimental evaluation is given by considering two nodes on FPGA (ALTERA
DE2) kit. Programming is done in VHDL.

Keywords Reconfiguration ⋅ Cryptography ⋅ Blowfish ⋅ FPGA

1 Introduction

As complex wireless sensor networks are increasing, security has become a great
issue. Secured communication between two or more nodes is essential as the data to
be transmitted should not be leaked or manipulated by various types of attacks or
unknown users. Along with handling the issue of security, care must be taken about
the reconfiguration of various parts in a network. Also, reconfiguration time must be
as small as possible so that fast operations can be achieved in much less time. For
secure interaction between two networks consisting of nodes, the node must
reconfigure itself in real time. Cryptographic algorithms are used for secure data
transfer between the networks. Partial reconfiguration of an FPGA is used to modify
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certain elements of the network nodes. Using FPGA with WSN allows us to
implement diverse cryptographic algorithms on the same device without modifying
the network or node [1]. There are various types of cryptographic ciphers such as
RSA, DES, AES, Blowfish, and TWOFISH. Also, we can use hash functions, for
example, SHA1, SHA2, SHA3, for encryption purposes. Each of them has some
advantages as well as disadvantages. In this paper, we are using BLOWFISH
algorithm for reconfiguration of nodes with FPGA as its base. The basic method-
ology used in this work is given as follows:

• development of Blowfish crypto core,
• development of Blowfish De-crypto core,
• reconfiguring Blowfish for various key sizes, and
• integration in the system.

The rest of the paper is organized as follows: Sect. 2 describes other contribu-
tions in the similar work. Section 3 gives the comparison between AES and
Blowfish. Section 4 describes the encryption and decryption of blowfish algorithm.
Section 5 describes the reconfiguration of the system. Section 6 gives the experi-
mental evaluation. Section 7 shows the results, and Sect. 8 concludes the paper.

2 Other Contributions

The paper [2] provides the concept of software-defined networking (SDN) and
gives the relation between the need for reconfiguration and development of SDN.
SDN provides reconfiguration and control to the devices. SDN can play a major
role in the future of electronic and photonic reconfiguration.

Cryptanalysis for blowfish has not been found yet though many scientists tried
their hands but were only successful up to 3 or 4 rounds. The work in [3] gives
information about how blowfish is efficient in terms of speed and how speed can be
increased with the help of space and power using the method of pipelining.

The paper [4] shows that blowfish gives better performance as compared to DES,
3DES, and AES. AES requires more processing power and hence gives poor
performance as compared to other algorithms.

Managing dynamically reconfigurable systems is a big challenge; as a result,
MDC (Multi-Dataflow Composer) tool is developed by the authors in the paper [5].
Also, power consumption is a great issue in RVC (Reconfigurable Video Coding),
and the work showcases the power management done for coarse-grained recon-
figuration at the data flow level. The result combines structural and dynamic
strategies and shows that approximately 70% of the consumed power was saved.

Reconfigurable computing (RC) has gain a lot of importance year by year due to
its use in enumerable applications. The paper [6] gives information about the
extensive use of RC and has proven an alternative for refabrication of the devices.
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In order to check the strengths and weaknesses of RC, its application in complex
networks is still needed.

3 Comparison of AES and Blowfish

Blowfish is much faster as compared to AES. The comparison is made on the basis
of speed, block size, and key size [7]. Table 1 shows that the key size required by
both the algorithms is same, but block size required by both the algorithms is
different. Block size required by Blowfish algorithm is 64 bits less than that
required by AES algorithm which is 128 bits (Table 2).

4 Blowfish

This section gives information about Blowfish cipher, its encryption, and decryp-
tion process. Blowfish (symmetric block cipher) was designed in 1993 by Bruce
Schneier as an alternative to DES (Data Encryption Standard). It has a variable key
length varying from 32 bits to 448 bits. Blowfish is unpatented and can be freely
used by users. It uses 16 rounds and has a feistel network. The feistel network uses
P-boxes (permutation boxes) and S-boxes (substitution boxes) as elements and has
a feistel function F.

Figure 1 shows the feistel structure of the blowfish algorithm. XORing is used
for linear mixing. Each P array entry is used for every round, and at last, XORing
takes place between every half of the data block and one of the two remaining P
entries which are unused. The 32-bit input is divided into 8 bits as shown in Fig. 2
which forms input to the four S-boxes. Further addition is performed at the output
(232 addition), and XORing is performed. Decryption of Blowfish cipher is exactly
same as its encryption but in the reverse order. That is, P17 and P18 blocks are
XORed first, and then, the remaining P entries are taken in the reverse order.

Table 1 Comparison of AES
and Blowfish [7]

Algorithm Key size (Bits) Block size (Bits)

AES 128 128
BLOWFISH 128 64

Table 2 Power node
selection as per input

Input mode Power node selected (L/M/H)

00 L
01 M
10/11 H
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5 Reconfiguration

A configuration consists of one reconfigurable module for every reconfigurable
partition. One full BIT file and one partial BIT file are generated by each config-
uration for each reconfigurable module. In partial reconfiguration, partial BIT file is
generated. FPGA technology allows programming and reprogramming without
refabricating the entire design [8]. In partial reconfiguration, separate configuration
file is generated for each algorithm. This file is stored in a flash memory. Partial
reconfiguration is divided into two types:

Fig. 1 Blowfish algorithm
[3]

Fig. 2 Feistel function of
blowfish [3]
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• Static partial reconfiguration: It stops the system while any part is partially
modified. That is, the whole system remains static except for the part being
modified.

• Dynamic partial reconfiguration: It does not stop the whole system while any
part is partially modified. That is, the whole system keeps on running simul-
taneously while any part is being modified.

Figure 3 shows basic premise of partial reconfiguration. The function to be
modified in Reconfig Block “A” requires partial BIT files denoted as A1.bit, A2.bit,
A3.bit, A4.bit, as shown in Fig. 3. The gray part of FPGA shows static logic, and
the Reconfig Block “A” part shows reconfigurable logic.

In this work, we are modifying the cores for low-power WSN. So that the data
can be securely sent from transmitter to receiver in low power, and the overall
energy efficiency of the network can be improved. We are using a low-power
Blowfish cipher with variable key length for reconfiguration. Based on the device
power, the key size is varied. Low power node has less key size, moderate power
node has moderate key size, and high power node has large key size. The
encryption strength for low power node is weak, that for moderate power node is
normal, and that for high power node is strong. The number of rounds required by
each power node is different:

• L = 5 rounds work;
• M = 10 rounds work; and
• H = 16 rounds work.

These power nodes can be selected depending upon the input. If the input mode
is 00, then low mode will be selected; if the input mode is 01, then medium mode
will be selected; and if the input mode is 10 or 11, then high mode will be selected.
This selection is same for encryption as well as decryption.

Fig. 3 Basic premise of
partial reconfiguration [8]
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6 Experimental Evaluation

FPGA (ALTERA DE2) kit is used as shown in Figs. 4 and 5. For application
purpose, two nodes are considered: node TX for transmission and node RX for
reception. If the input mode for node TX is same as that for node RX, say TX =
Rx = 00, then even amount of LEDs glow at the output as shown in Fig. 4,
denoting that the data is transmitted and received successfully. If the input mode for
TX is different than that of node RX, say Tx = 00 & RX = 01, then odd amount of
LEDs glow at the output as shown in Fig. 5, denoting that the data which is
transmitted is not received successfully.

This means:

• Input mode for TX equal to input mode for RX—data transmitted securely.
• Input mode for TX not equal to input mode for RX—data not transmitted

securely (Table 3).

Figure 6 shows the input to FPGA as 00110011. The input mode for Tx as well
as Rx is 01, and the output obtained is same as that of the input that is 00110011.
This means the data which is transmitted is received successfully.

Fig. 4 Altera DE2 kit showing even amount of LEDs glowing at the output
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7 Results

I. Comparison of AES and Blowfish is done on the basis of speed block size
and key size, and it is found that Blowfish cipher is better as compared to
AES.

II. Partial reconfiguration is achieved considering the variable key lengths. The
key size is varied depending upon the device power; accordingly, power
nodes are selected (L, M, H) depending upon the input mode (refer Table 2).

Fig. 5 Altera DE2 kit showing odd amount of LEDs glowing at the output

Table 3 Data transmission

Tx Rx LEDs glowing in even/odd amount Data transmitted

00 00 Even Yes
00 01 Odd No

Fig. 6 Transmission of data from transmitter to receiver
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III. The transmitter and the receiver nodes are considered on a single FPGA kit
(Altera DE2), and if the input mode for transmitter and receiver is same, then
even LEDs glow at the output showing successful transmission of data.

8 Conclusion and Future Work

Secure communication between two nodes is achieved with the help of crypto-
graphic algorithm Blowfish using partial reconfiguration for wireless sensor net-
work with FPGA as the base.

Wireless sensor network consists of a number of nodes. Each node will require
one FPGA for secure communication with the other node. Thus by using multiple
FPGAs, we can show secure interaction between “n” number of nodes in a complex
wireless sensor network.
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Performance Scrutiny of Thinning
Algorithms on Printed Gujarati
Characters and Handwritten Numerals

Sanket B. Suthar, Rahul S. Goradia, Bijal N. Dalwadi, Sagar M. Patel
and Sandip Patel

Abstract We analyze the behavior of most common thinning algorithms on
printed Gujarati text and handwritten numerals. We are focusing mostly on two
types of algorithms: The first is serial thinning and second is parallel thinning.
Thinning is more crucial when we focusing on structural feature-based character
recognition. Thinned character reduced complication of the shape of the character.
This analysis focuses on the actual result we get after applying serial and parallel
thinning algorithms. Total five algorithms are used for experiments and applied on
small, medium, big size of character data and on skewed character data. The results
are useful where we designing classifiers for Gujarati text.
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1 Introduction

Thinning is preprocessing phase of OCR, and it is an essential step for many
structural feature extraction methods. Applying thinning on binary Gujarati char-
acters which converts binary image to single pixel wide line. Major benefits of
thinning reduce space and shapes that can be identified more easily.

Here, focusing on Gujarati characters and handwritten numerals, we can say
characters are perfectly thinned if it is one pixel wide, character is not broken, and
character’s curves should no more distracted and contain minimum noise at joints.

Thinning and skeleton is slightly different in terms of application. Skeleton is
used for pattern reorganization, image coding, and quantitative metallography
where thinning is used for circuit diagrams, engineering diagrams, finger print
reorganization, biomedical diagnosis, optical character reorganization, handwritten,
and printed characters. Performance of thinning algorithms is highly problem
dependent. Within the same domain, it gives different result for different patterns.

These limitations motivated us for the further analysis to find best algorithm
among all for Gujarati text. Among all thinning algorithms, we use five basic
algorithms and focuses on number of factors that affect the thinning operation like
type of documents (machine-/laser-printed), skew characters, and font size.

We also focus on connectivity, shape, and position of the junction point after the
results we get. Input symbols considered for printed characters and handwritten
numerals are from various font size, thickness, and skew present.

2 Review of Literature

2.1 Segmentation

The second component of typical OCR system is segmentation after optical scanning.
Segmentations remove vowel(s)/modifier from basic character. Extracted character
further proceeds for experiments. Segmentation is the process in which characters
from the text are segmented by connected component, and so in Gujarati language, all
connected components from the original character are removed. We collected almost
“100” samples of each Gujarati character and all 10 numerals from 0 to 9. Thus, we
have database of “18518” characters and numerals collected from different sources
such as magazines, newspapers, and books (Ramayana, Bhagavad Gita).

2.2 Preprocessing

Scanned image always has some noise which depends on the scanning machine and
also on which techniques you used for scanning. Results not always guaranteed one
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pixel thick, and some characters are broken. Further, it gives very poor recognition
rates. Thinning converts characters in one pixel thick and so most of the problems
are solved. We also take 10 and −10 skewed characters in experiments and check
how efficiently algorithm works.

2.3 Hilditch Sequential Thinning Algorithm

Naccache and Shinghal presented an algorithm of Hilditch for thinning edges. This
algorithm is applied by moving a 3 by 3 window on the binary character and applies
some passes. A pixel is marked for deletion if it satisfies all rules applied to it. This
basic procedure is applied iteratively until no further points are deleted [1].

2.4 ZS Parallel Thinning Algorithm

  Original ZS algorithm 

The ZS algorithm described in [2] uses 3 × 3 masks and is a two subiteration
algorithm. The criterion used in first subiteration is to remove the southeast pixel
which satisfies a set of 4 conditions.

2.5 LW Parallel Thinning Algorithm

Original ZS algorithm 
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We applied LW parallel thinning algorithm on same characters on which ZS
applied. Here, we can clearly observe that results of LW thinning algorithm are
slightly different from the result of ZS. Thus, we can say it gives different results for
different patterns and shapes.

The Lu and Wang [3] proposed an algorithm referred to as LW algorithm to
tackle diagonal line problem of ZS algorithm. In this algorithm, the first condition
of ZS algorithm 2 ≤ BP ≤ 6 is modified as 3 ≤ BP ≤ 6. This makes the LW
algorithm able to preserve 8-connectivity. Thus, the slant lines are retained, but they
are of two pixel wide.

2.6 ZW Parallel Thinning Algorithm

For thinning, bwmorph divides the image pixels into two subfields in a checker-
board fashion. Each iteration has two subiteration. In the first subiteration, pixels in
the first subfield are deleted if and only if they satisfy the conditions designed to
eliminate pixels while preserving topology. In the second subiteration, pixels in the
second subfield are deleted if and only if they satisfy a slightly different set of three
conditions.

Original ZS algorithm 

2.7 Stentiford Algorithm

In 1983, Stentiford uses concept of mask and introduced a new approach for
skeletonization algorithms using a mask concept. Four masks are used to scroll the
image in an orderly manner in the form: M1, M2, M3, M4 [4]. We are also
considering this algorithm for our excitements.

3 Performance Measurement Parameters

One-pixel-thick image produced by a thinning algorithm must be perfectly thinned
if it is one pixel wide, character is not broken, character’s curves should no more
distracted and contain minimum noise at joints, etc. By observing results of
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different parameters such that we preserve three characteristics of our input images
and these are “Thinning Quality”, “Sensitivity Noise”, and “Quality of Shape”.
Thus, to preserve quality of thinning we consider parameters [14].

Thinning rate (TR) measures how much character. Noise sensitivity (NS) mea-
sures the extra pixels remaining after thinning or not. In number of component
(NOC), we write the function which counts total number of components present in
image which is inbuilt function provided by MATLAB (R2009a).

con_st = bwconncomp(thin_img);
Components = con_st.NumObjects;

To identify the shape distortion in thinned image, the very important factor is to
calculate number of endpoints in character. In Gujarati script for each character, a
number of endpoints are different for the accurate character and distorted character.
From that factor, we can find the image is deformed or not. We marked the pixel as
an endpoint if they have less than 2 neighbor pixels.

Here, we converted results count number of endpoints (CNE) in between 0 and
1. We can clearly say that the how much quality of shape it preserves for algorithm
we are going to use. Number of endpoints tends to 1 gives no spurious edges. Thus,
it preserves the shape. The equation we are used is shown below.

The connectivity number used to observe the character is broken or not. If
broken, then thinning algorithm not worked well on the characters.

4 Experiments and Results

We have collected the printed (laser and machine) and handwritten Gujarati char-
acters from different sources such as magazines, newspapers, and books.
100 samples of each character are collected for laser- and machine-printed, and 300
samples of each numeral are collected for handwritten numerals.

4.1 Dataset Collection

• Machine-printed text: 5693 characters taken from books, 5000 from newspaper,
and 910 skewed characters (+10, −10 and 15°)

• Laser-printed text: 4825 character taken from books and newspaper and 500
skewed characters (+10, −10 and 15°)

• Gujarati handwritten numerals: 3000 character taken from books and newspaper
and 300 skewed characters (+10, −10, and 15°).
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4.2 Experiment 1

The set of images considered for testing involves Gujarati “Handwritten Numerals,”
set of various sizes, skewed, thick, and also handwritten numerals. Total 3300
numbers of symbols are there in our dataset (Table 1).

4.3 Experiment 2

The set of images considered for testing involves Gujarati “Small Size Characters,”
set of various sizes, skewed, thick, and also handwritten numerals (Table 2).

4.4 Experiment 3

The set of images considered for testing involves Gujarati “Medium Size Charac-
ters,” set of various sizes, skewed, thick, and also handwritten numerals (Table 3).

Table 1 Analysis of handwritten numerals

Thinning algorithm TR NOC NS EA Overall result

ZS 0.985845 1 0.998153 0.862570 0.84879
ZW 0.999562 1 0.996393 0.810615 0.80733
LW 0.985086 1 0.997906 0.824639 0.810639
Stentiford 0.952240 1 0.991341 0.360471 0.340283
Hilditch 0.990746 1 0.997066 0.802355 0.792598

Table 2 Analysis of small size dataset

Thinning algorithm TR NOC NS EA Overall result

ZS 0.980719 1 0.992928 0.784320 0.763758
ZW 0.997690 1 0.986087 0.793016 0.780176
LW 0.977593 1 0.991460 0.793016 0.768626
Stentiford 0.990074 1 0.993386 0.790976 0.777945
Hilditch 0.985531 1 0.989753 0.792140 0.772679

Table 3 Analysis of medium size dataset

Thinning algorithm TR NOC NS EA Overall result

ZS 0.988679 1 0.996971 0.864930 0.852548
ZW 0.999143 1 0.993673 0.835861 0.829861
LW 0.987579 1 0.996329 0.849339 0.83571
Stentiford 0.993280 1 0.995801 0.858531 0.849181
Hilditch 0.999628 1 0.994584 0.821218 0.816466
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4.5 Experiment 4

The set of images considered for testing involves Gujarati “Big Size Characters,”
set of various sizes, skewed, thick, and also handwritten numerals (Table 4).

4.6 Experiment 5

The set of images considered for testing involves Gujarati characters with 10°
skewed (Table 5).

4.7 Experiment 6

The set of images considered for testing involves Gujarati characters with −10°
skewed (Table 6).

Table 4 Analysis of big size character dataset

Thinning algorithm TR NOC NS EA Overall result

ZS 0.991324 1 0.998878 0.839904 0.831683
ZW 0.999205 1 0.996137 0.830570 0.826704
LW 0.990765 1 0.997724 0.846543 0.836816
Stentiford 0.982108 1 0.993053 0.853579 0.832483
Hilditch 0.995056 1 0.997537 0.841145 0.834925

Table 5 Analysis of 10° skewed dataset

Thinning algorithm TR NOC NS EA Overall result

ZS 0.983464 0.999043 0.993537 0.9923 0.968656
ZW 0.998145 0.999043 0.987181 0.9932 0.977713
LW 0.977949 0.999042 0.991937 0.9929 0.962254
Stentiford 0.975354 0.994351 0.989301 0.6532 0.626724
Hilditch 0.986841 0.999043 0.987943 0.9426 0.918101

Table 6 Analysis of −10° skewed dataset

Thinning algorithm TR NOC NS EA Overall result

ZS 0.976561 0.999043 0.990013 0.9953 0.961343
ZW 0.996250 0.999043 0.977089 0.9942 0.966853
LW 0.972798 0.999042 0.986873 0.9969 0.956135
Stentiford 0.974628 0.994351 0.977098 0.6332 0.599594

Hilditch 0.996226 0.999043 0.976654 0.9485 0.921977
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Figure 1 shows that till now we discussed and compared individual performance
of five thinning algorithms on different datasets which are very from each other in
terms of size, handwritten, printed, etc., but after applied all five together on
individual dataset, we observed that by calculating the average of the column
overall result from each table shows that it gives excellent performance for “10°
skewed dataset.”

5 Conclusion

From this performance analysis, it is concluded that for whole dataset ZW gives
very good result among all the thinning algorithms as our result shows. On skewed
dataset, all algorithms give result not good as on normal dataset and give no
guarantee having single component after thinning. The dataset contains variety in
terms of big size characters “LW” works well as compared to other four algorithms,
and as Handwritten Numerals are concerned “ZS” gives results well then other four
because the average result measured after applying “ZS” is 0.84879 which is
highest.
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An Exploratory Analysis of Foreign
Tourist Visits for Indian State Attractions
Using Multinomial Logistic Regression
Technique

Hari Bhaskar Sankaranarayanan

Abstract India attracts good amount foreign tourists for its rich heritage and
cultural destinations. Several states in India spend efforts to promote and market
their tourist destinations. Ministry of Tourism publishes the number of foreign
tourist visitors on an aggregated basis per state. The tourist destination in states such
as Tamil Nadu, Maharashtra, Uttar Pradesh and Delhi is highly skewed in positively
attracting foreign visitors. The paper analyzes the pattern and understands the rel-
evance of such skew on attractions using data from travel review sites such as
tripadvisor. The dataset is fused with visitor statistics from government data
sources. This paper also explores an approach to predict the degree of the number of
visitors per attraction in a particular state using multinomial logistic regression
technique. The experiment results are presented and discussed for further studies.

Keywords Tourism ⋅ India ⋅ Multinomial logistic regression
Machine learning

1 Introduction

Indian destinations are famous for its rich cultural and heritage value among foreign
visitors. In the year 2014, tourism in India has grown at the rate of 10.2% year on
year with 7.68 million visitors [1]. Tourism generates 20.2 billion US dollar rev-
enues per year and accounts for 6.7% of Gross Domestic Product (GDP). Ministry
of Tourism promotes and markets the destinations to attract foreign and domestic
visitors alike. Travel ecosystem in India is booming with the advent of new airports,
air traffic growth, infrastructure modernization, tour operators offering packages,
online travel agents (OTAs) providing convenience by offering the end-to-end
touring experience end. India has 32 heritage sites listed by UNESCO [2]. The data
show that the top 10 states contribute to high visitor rates such as 88% of foreign
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tourists. India is still placed at a 52nd position out of 141 in terms of tourism
competitiveness worldwide [3]. Online reviews act as a key planning tool for
determining the attractions to visit by foreign tourists. Tripadvisor is widely used by
tourists across the world to gather word of mouth recommendations and influencing
trip destinations for hotel and activity bookings. Recent study highlights that tri-
padvisor reviews influenced 352 million trips which account for 472 billion US
dollars to travel spending for worldwide trips [4]. In this paper, we will analyze the
dataset available from the Ministry of Tourism along with the data from tripadvisor
on Indian attractions and fuse them to study the visit patterns, and predict the degree
foreign tourists on a particular attraction using multinomial logistic (MNL) regres-
sion techniques. The paper is organized into following sections. Section 2 discusses
the related work in this area, Sect. 3 discusses the dataset, Sect. 4 discusses the
analysis approach, Sect. 5 presents the results of experiments and discussion around
them, Sect. 6 highlights the limitations and future work and Sect. 7 provides the
conclusion.

2 Related Work

Measuring tourist attraction visitations based on probability approach is discussed
in a research study conducted by National Park Service for Arizona state attractions
[4]. Multinomial logistic regression models are widely used for traveler choice and
demand prediction such as micro-econometric models for destination choice [5]. A
study on using destination image characteristics to predict visitor intention is
conducted for New York State Hudson river-based communities; it reveals the
choice of visitors on characteristics such as cultural offerings, local character and
infrastructure [6]. The tourism demand forecasting and modeling approaches are
comprehensively discussed in a survey paper, and it highlights that there is no one
particular method that can be relied on for predicting tourism demand [7, 8]. Thus,
the motivation of this research is to understand the uniqueness of Indian state
attractions and how we can develop a model for predicting the number of visitors to
an attraction.

3 Information About Datasets

The dataset collected is from the year 2014 unless specified. The dataset is gathered
for 10 states and 293 attractions listed in tripadvisor. Table 1 highlights the sample
set foreign tourist visits to respective states [1].

The next dataset contains information about tripadvisor information about every
state attraction. Table 2 highlights an indicative dataset for every state.

Table 3 depicts the states with good and bad access to tourist attractions. The
criteria used are the proximity to international airports such as Chennai, Delhi,
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Bangalore, Kolkata and Mumbai, tour operator options and connectivity through
major highways.

The next dataset is the number of visitors to a particular attraction. The list is not
comprehensive considering the diversity of attractions. The data source available
here is the monuments which are maintained by Archaeological Survey of India
(ASI). Table 4 provides the visitor details for the monuments shortlisted from
tripadvisor data and matched to ASI dataset. This dataset will also form as a training
set for predicting the visitors for other monuments.

The datasets are applied with discrete values for the number of visitors (Table 5),
the number of reviews (Table 6), state visitor share (Table 7) and heritage value of
attractions (Table 8).

Table 1 Top 10 states of
India by foreign tourist
visitors

State Number of foreign visitors (2014)

Tamil Nadu 46,57,630
Maharashtra 43,89,098
Uttar Pradesh 29,09,735
Delhi 23,19,046
Rajasthan 15,25,574
West Bengal 13,75,740
Kerala 9,23,366
Bihar 8,29,508
Karnataka 5,61,870
Haryana 5,47,367

Table 2 Tripadvisor data for state attractions (sample dataset)

State Attraction
name

Attraction
type

Award of
excellence

Number
of
reviews

Number
of tours

Tamil Nadu Monuments of
Mahabalipuram

Ancient ruins Certificate of
excellence

784 3

Maharashtra Gateway of
India

Speciality
museums

Certificate of
excellence

5,098 16

Uttar
Pradesh

Taj Mahal Architectural
buildings

2015 traveler
choice
winner

15,986 94

Delhi Qutub Minar Architectural
buildings

2015 traveler
choice
winner

5,986 25

Rajasthan Hawa Mahal—
palace of wind

Architectural
buildings

Certificate of
excellence

3,938 23
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Table 4 Visitor count for
ASI maintained monuments
(sample dataset)

Attraction name Number of foreign visitors

Taj Mahal, Agra 6,48,511
Agra fort, Agra 3,43,483
Qutub Minar, Delhi 2,76,043
Humayun’s tomb, Delhi 2,56,421
Fatehpur Sikri, Agra 2,31,099
Itimad—ud Daulah, Agra 66,186

Table 3 Access characteristics of attractions (sample dataset)

State Attraction locations Airport Road/tours
connectivity

Access
rating

Tamil Nadu Trichy, Madurai,
Kanyakumari,
Thanjavur

Chennai
international
airport

Good highways Good

Maharashtra Mumbai, Aurangabad Mumbai
international
airport

Good highways Good

Uttar
Pradesh

Varanasi, Agra,
Lucknow

Delhi
international
airport

Presence of large
tour operators

Good

Delhi Delhi Delhi
international
airport

Metro rail,
tour operators

Good

Bihar Saranath, Nalanda Delhi
international
airport

No tour operators
from tripadvisor list

Bad

Table 5 Classification for
number of foreign visitors

Classification Number of visitors

High >2,00,000
Medium 75,000–2,00,000
Low Up to 75,000

Table 6 Classification for
number of tripadvisor reviews

Classification Number of reviews

High >1000
Medium 500–1000
Low <500

Table 7 Classification for
state’s foreign visitor share

Classification State’s foreign visitor share (%)

High >10
Medium 5–10

Low Less than 5
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4 Analysis Approach

A parsimonious model can be built at by combining the above features and analyzing
them using MNL regression technique. Figure 1 highlights the phases of analysis.

4.1 Phase 1: Identification of Features

The objective of this phase is to list the dependent features that can influence the
overall visitor number to an attraction. For the purpose of this experiment, tri-
padvisor data, attraction access rating, state visit share, heritage value of an
attraction based on the type of attraction are identified as dependent features.

4.2 Phase 2: Data Fusion

From the above dataset listed in tables, the data are fused into a comma separated values
for further processing. The keys are matched based on attraction name and states.

Table 8 Classification for heritage value based on type of attraction

Heritage
value

Type of attraction

Yes Historic sites, ancient ruins, architecture buildings, speciality museums,
selected sacred and religious sites

Fig. 1 Analysis phases
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4.3 Phase 3: Prediction

Multinomial logistic regression is chosen for this analysis since it fits into the
prediction of a feature based on dependent feature which is statistically related to
each other. Also, this technique provides classification on logit models that can
provide a degree of classification of visitors. The prediction phase is done in Weka
tool for machine learning.

4.4 Phase 4: Output

The output is generated as a form of “High,” “Medium,” “Low” prediction classes
which denotes the number of visitors to a particular attraction. The results of the
prediction with the dataset listed in Sect. 3 will be discussed in the next section.

5 Results and Discussion

The results of the prediction with 72.91% accuracy are presented in Table 9.
Table 10 presents the coefficient values.
The positive coefficient on tour operators, airport access, medium and low

reviews and heritage value leads to “High” classification of an attraction. The high

Table 9 Results summary

=== Summary ===
Correctly Classified Instances          62               72.9412 %
Incorrectly Classified Instances        23               27.0588 %
Kappa statistic                          0.5629
Mean absolute error                      0.3691
Root mean squared error                  0.4016
Relative absolute error                88.6129 %
Root relative squared error             88.0917 %
Total Number of Instances               85     
Ignored Class Unknown Instances                208     
=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class
0.854     0.295      0.729     0.854     0.787      0.902    High
0.393     0.088      0.688     0.393     0.5        0.715    Medium
1         0.072      0.762     1         0.865      0.762    Low

Weighted Avg.    0.729     0.185      0.722     0.729     0.707      0.814
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amount of reviews, awards, airport access and medium visit shares leads the
attraction toward “Medium” classification. Low classification is a resultant of low
heritage value and airport access. From the results, it is evident that heritage value,
tour availability and airport access play a vital role along with review and visit share
values for predicting the visitor footfall for an attraction.

6 Limitations and Future Work

The current research work has the following limitations such as there may be the
possibility of multiple other features such as traveler profile, preferences, expen-
diture, safety, availability of facilities such as hotels that can be used to train the
model. The model of prediction is simplistic as it predicts only the degree of
classification of the number of visits. The dataset is available only for ticketed
monuments and the visitor count for the common point of interests (e.g., Gateway
of India) are not available since they are not ticketed. The assumption is that foreign
tourists will place high weights for heritage and cultural attraction compared to rest
of attraction categories. The current model is parsimonious in nature; hence, the
accuracy can be improved with more features and improved models can be built
with empirical and combinatorial approaches. This research work can be extended
in multiple ways such as adding more features such as cleanliness index, promotion
and safety aspects to predict the visitor count in much precise manner. The model
can be applied for developing overall tourism growth and prediction model for
various attractions. The same model can be extended to predict expenditure of
tourist in an attraction and further insights can be developed to add tours, events,
transport and other facilities for improving affinity toward an attraction. This
research can be extended to domestic visitors by including features such as
demographics, tourism purposes such as leisure, pilgrimage, visiting friends and
relatives. We can further enrich the dataset with geolocation information from
mobile devices and social media information.

7 Conclusion

The initial experiments show promising results in terms of estimating the individual
attraction visitor count based on parsimonious model and MNL regression algo-
rithm. This research is a stepping stone toward building models around travel
propensity model for foreign tourists visiting India. The research can be used to
predict and act on insights to promote tourist destinations with high heritage value.
It is an opportunity for tour operators to develop innovative packages and make the
end-to-end travel process as an enjoyable one for foreign tourists. Government and
travel agencies can come up with novel mechanisms such as mobile apps to track
visitors and promote the heritage sites which are getting low footfall of tourists
using this prediction data.
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Performance Exploration of Different
Dispersion Compensation Schemes
with Binary and Duo Binary Modulation
Formats Over Fiber-Optic
Communication

Hiroshama Nain, Urvashi Jadon and Vivekanand Mishra

Abstract Fiber-optic mediation offers high speed for data mediation and also
offered huge bandwidth for use. Due to its adaptable merits and insignificant
mediation losses, it becomes one of the most vital used communication techniques.
Although Fiber-optics mediation has a plenty of merits, ‘Dispersion’ is the chief
restrictive feature. Dispersion is the core issue responsible for impediment progress
of optical mediation systems in terms of bit rate and long-haul mediation. Dis-
persion originate distortion and expansion in the pulses, thus recital of the
fiber-optic communication. This inquiry paper gratified that inspection with
20 Gbps mediation network arrangement has been prepared with binary non-return
to zero and duo binary modulation designs in symmetric dispersion compensation
schemes. The coordination is imitated and evaluated by means of pre-, post-, and
symmetric dispersion compensation outlines. All organizations are linked in
expressions of bit error rate (BER), Q-factor, eye opening, and jitter. The outcome
is investigated using optical software tool, i.e., OPTSIM.
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1 Introduction

Optical fiber mediation is a procedure of carrying information from transmitting and
receiving side of the network by driving a light pulse through a fiber. In Fiber-optics
mediation, refractive index is mediate in the Ej j2, here E expresses electric field,
i.e., the power density inward the fiber [1]. Nonlinearity and dispersion in fiber
optics have developed an expanse of theoretical exploration and of unlimited status
in the optical fiber-based mediation network. Single-mode fiber is used in many
investigations for huge data rate mediation with minimum loss, but dispersion is an
imperative loss that deteriorates complete scheme presentation [2]. Dispersion of
the conducted optical light pulses origins alteration for both digital and analog
diffusions along fiber optic. Dispersion slanted the outline of the pulse as a light
wave broadcasting through an optical fiber. This kind of effect is well known as
inter symbol interference (ISI). Thus, a growing integer of errors may be met on the
digital fiber-optic network as the ISI becomes extra prominent. Dispersion is
classified on the basis of characteristic, which are linear characteristics and non-
linear characteristics. On the basis of linear characteristic, dispersion is divided into
three forms which are modal dispersion, waveguide dispersion, and material dis-
persion, whereas on the bases of nonlinear characteristics, dispersion is of two
types: polarization mode dispersion and chromatic dispersion. Modal dispersion
arises in optical fiber which devouring manifold modes mediation. It ascends since
modes survey dissimilar paths when mediated from the fiber and accordingly attain
at the next end of the optical fiber at diverse time. Chromatic dispersion is instigated
through delay variance between the group velocities of the dissimilar wavelength
comprising the basis range. Polarization mode dispersion is correlated to the dif-
ferential group delay, time alteration in the group interruption among two orthog-
onal polarized modes, which origins signal diffusion in digital networks, and
alterations in analog network [3]. Duo binary modulation scheme is an active
technique in providing eminent speed for fiber-optic mediation networks by rise
dispersion tolerance property of optical fiber, to advance spectral proficiency and to
diminish the compassion to nonlinearity. Here, the idiom ‘duo’ refers to the repe-
tition the ability of bit of a traditional binary system. The main merit of this
modulation format is to maximize the tolerance property of the optical network, for
the effects generated by the chromatic dispersion. To overcome the possessions by
ISI, this is proficient by accumulation of a binary data series to a single bit post-
poned form of itself, which can be found by passing the binary data series over the
delay-and-add filter [4]. Duo binary encoder consists of EXOR and ADD as shown
in Fig. 1.

Fig. 1 Duo binary encoder
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2 Dispersion Compensating Fiber

Dispersion compensation is a most commonly used scheme for growing the
mediation expanse in optical network functioning at huge data rates. There are
numerous procedures for dispersion compensation, but from all of them, dispersion
compensating fiber is highly acclaimed for long-haul optical mediation networks
[5]. Dispersion compensating fiber is an informal and proficient approach for rec-
ompensing dispersion. Optical fibers residing dispersion recompense possessions
has negative dispersal fluctuating from −65 to −95 ps/nm/km and with the assis-
tance of recompense the positive dispersal of mediation in single-mode fibers. Due
to the nonlinear characteristics of proliferation, the presentation of the network is
contingent on the level of power at the contribution of multiple sorts of fiber optics,
on the place of the DCF and on the quantity of dispersal. Slighter dimension of
dispersion compensating fiber is superior for operative optical mediation network
[6]. The cataloging of altered dispersion compensating schemes is shown in Fig. 2.

This scheme basically shows whether dispersion compensating fiber is posi-
tioned before and after to the single-mode optical fiber. For an unmitigated medi-
ation network, a dispersion compensating fiber should have minimum insertion
losses, polarization mode dispersion, and nonlinear effects [7]. By locating a
single-mode optical fiber which contains positive dispersion property just before
dispersion compensating fiber with negative dispersion property, the net amount of
dispersion in the optical mediation network becomes zero.

DSMF * LSMF = −DDCF * LDCF ð1Þ

Here D refers to dispersion limit, L refers to the dimension (length) of the optical
fiber, SMF refers to the single-mode optical fiber, and DCF refers to the dispersion
compensating fiber. As it shown in Fig. 2 that there are three forms used for
compensating a dispersion in an optical fiber network by using dispersion com-
pensating fiber, the three required arrangements are—pre-compensation,
post-compensation, and symmetric compensation. In pre-compensation technique,
the dispersion compensating fiber is spotted just before the single-mode optical

Fig. 2 Classification of dispersion compensating schemes
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fiber for recompensing the effects occured by dispersion over a fiber-optic network.
Similarly, in post-compensation technique, the dispersion compensating fiber is
sited after the single-mode optical fiber for indemnity of dispersion on to a
fiber-optic network. But in case of symmetric compensation procedure, dispersion
compensating fiber is located before and after the single-mode optical fiber for
minimizing the dispersion over a fiber-optic network [8].

3 Experimental Configuration

The consequence is inspected using optical software tool, i.e., RSOFT’s OPTSIM.
To accomplish huge capability, the average single-mode optical fiber should be
elevated to recompense the dispersion. The simulation illustration of the system is
split into three mediation sections: one is transmitting section, another one is the
optical channel, and the last one is receiving section. In transmitting section for
generating a signal, we use a PN sequence generator which basically generates a
binary logical sequence and here the date rate and bit rate are made to order.
A binary and duo binary non-return to zero modulation layout is used and for
producing electrical pulse, non-return zero electrical driver is used which converts
the logical sequence into electrical pulse. For duo binary modulation format,
electrical pulse is then led to a band-pass Bessel electrical filter for riddling. In the
same segment, a CW laser is used with multiple values of input power level. An
amplitude dual arm Mach zander modulator and sin square Mach zander modulator
are used for modulating a signal for different modulation formats and converting it
into optical signal for optical channel. An optical channel section consists of four
modules: optical fiber, amplifier with fixed power, optical combiner, and optical
splitter. In the receiving section, a preamplifier is used to amplify a signal before
detection through a sensitivity receiver. A band-pass raised cosine optical filter is
used for filtering process before sensitivity receiver, and its main overlooks on
central frequency. At receiving section, sensitivity receiver having PIN configura-
tion, which is used to convert the optical signal into electrical one for the electrical
scope which provides the eye analysis according to the input signal. Organization is
functioned at data rate of 20 Gbps. In this technique, for diminishing dispersion
effect, dispersion compensating fiber scheme is used. We have replicated three
dispersion compensating fiber outlines which are pre-compensation scheme,
post-compensation scheme, and symmetric compensation scheme at 20 Gbps. The
overhead methods are in terms of Q-factor, bit error rate (BER), eye opening, and
jitter. The imitation representations of the dispersion compensating outlines are
specified below:

The pulse is mediated above the regular single-mode optical fiber of 120 km.
The entire iteration for efficient optical mediation network is 2 spam. The module
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has been imitated for three forms of dispersion compensation outlines which are
pre-compensation, post-compensation, and symmetrical compensation. In
pre-compensation methodology, as given in Fig. 3 to recompense for the disper-
sion, dispersion compensating optical fiber of 25 km is aligned afore the
single-mode fiber optic of 120 km in dimension to minimize the losses occur by
dispersal. In post-recompense methodology, as presented in Fig. 4 to recompense
for the dispersion, dispersion compensating fiber of 25 km is used after
single-mode fiber optic of 120 km in dimension for reducing dispersal. In sym-
metrical compensation outline, as formed in Fig. 5, two dispersion compensating
fibers each of 25 km are located before and after the two single-mode optical fibers
of 120 km in dimension each.

Fig. 3 Simulation illustration of pre-compensating scheme

Fig. 4 Simulation illustration of post-compensating scheme

Fig. 5 Simulation illustration of a Symmetric compensation scheme using binary NRZ
modulation format and b Symmetric compensation scheme using duo binary modulation format
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Fig. 6 a Eye illustration of the pre-compensation outline on 20 Gbps, b Eye illustration of the
post-compensation outline on 20 Gbps
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Fig. 7 a Eye illustration of the symmetrical compensation with binary NRZ modulation format on
20 Gbps with 120 and 24 km dimension of the optical fiber and b Eye diagram of the symmetrical
compensation scheme with duo binary modulation format on 20 Gbps with 120 and 24 km
dimension of the optical fiber
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4 Imitation Results

The three numerous categories of dispersion recompense outlines, i.e.,
pre-compensation, post-compensation, and symmetrical compensation have been
imitated and investigated for 20 Gbps long-haul optical mediation network in
standings of conventional extreme quality factor value and then minutest Bit
error rate (BER) (Figs. 6, 7 and 8).

The evaluation of numerous compensation schemes in relations to quality factor,
BER, and eye opening is specified in Table 1.

Fig. 8 a Electrical spectrum of the binary modulation layout for symmetrical compensation
scheme and b Electrical spectrum of duo binary modulation layout for symmetrical compensation
scheme

288 H. Nain et al.



5 Conclusion

By mean of excessive data rate, i.e., 20 Gbps used the dispersion prompted
expansion of the diminutive pulses promulgating in the optical fiber origins
crosstalk among the alongside time slits, prominent inaccuracies when the media-
tion expanse rises outside the dispersion extent of the optical fiber to requite dis-
persion, dispersion compensating fiber were worn (Table 2). Three diverse
compensation outlines which are pre-, post-, and symmetric compensation are
imitated. Furthermore, an assessment among two modulation formats which are
binary and duo binary is prepared above a schematic of symmetrical compensation
scheme. These outlines are equated in expressions of Q-factor, BER, eye opening,
and jitter. In subsequent imitation, we have determined that symmetric compen-
sation is the preeminent dispersion compensation arrangement than pre- and
post-compensation, as well as we invented symmetric compensation scheme
operative exertion in duo binary modulation format.

Acknowledgements Author would like to express their gratitude to RSOFT enterprise assem-
blage for making available the OPTSIM imitation software for optical mediation network. Author
would also like to show appreciation to the assessors for their appreciated recommendations which
fetch the script in extant profile.
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Cognitive Radio Networks: State
of Research Domain in Next-Generation
Wireless Networks—An Analytical
Analysis

M. Anusha and Srikanth Vemuru

Abstract Cognitive radios (CRs) are the nearly novel innovation in which issues
such as under-utilization of spectrum and shortage of spectrum is comprehended in
light of the progressive thoughts. Intellectual radio permits gathering of clients to
recognize and entrance for accessible spectrum assets for utilizing ideally. Late
learning demonstrates that the vast majority of the selected spectrum was
under-utilized. Then again, the expanding number of remote sight and sound
applications prompts a spectrum shortage. CRs are proposed as a capable inno-
vation for tackling the awkwardness among spectrum shortage and spectrum
under-utilization. In CRs, spectrum detecting was completed by keeping that in
mind at the end of the goal to find the idle spectrum sections. This manuscript
demonstrates that quality & capacities of CRs procedures and makes that all the
extra intense more than the other focused radio. Anxiety is specified on appliance
zones, where CR procedures are executed and demonstrated away to have high
ground than the accessible intellect and adjusting radios.

Keywords Cognitive radio ⋅ Wireless networks ⋅ SDR ⋅ MAC
Intelligence ⋅ Spectrum

1 Introduction

The point of the CR innovation is to give the most extreme proficiency for the
spectrum by enhancing its use by utilizing dynamic spectrum admission strategies.
The way for empowering the great spectrum proficiency for giving the ability of
impart the remote diverts to authorized clients in the majority proficient way and
that objective will be accomplished by utilizing the spectrum administration sys-
tems are progressive and productive. CRs are remote gadgets that can be pro-
grammable by sensing their surroundings and that can adjust their strategies to
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access the channels powerfully; transmission waveform, utilization of spectrum,
and systems administration conventions are required for excellent system and for
execution of applications [2]. The fascinating component of CR innovation is one
of the handset devices that could naturally under-utilize the spectrum. Quickness of
a radio is the point at which it uses the accessible administration from locally
available remote PC organizes, and collaborates with systems of favored conven-
tions, with no perplexity in discovering the fitting remote system for sound video or
information [3]. Moreover, frequencies determination and use minimize/keep away
from impedance with existing radio frameworks.

2 Cognitive Radios (CRs)

To get over this confinement, another idea known as CR has been enhanced the
premise of software-defined radio. CR included with the cerebrum of knowledge for
its own has conferred by another ability of making decision. CR gives an interesting
answer for the methodology for spectrum under-utilization issue. CR could sense
the encompassing surroundings and relying upon the data along with the require-
ments the circumstance and adjusts its physical layer by reconfiguring. It could
modify the design, so that it could deal with difficult circumstances. Besides, it
could adjust to the new circumstance [4].

CR0s= SDR+ Intellect +Reconfigurablility

CR concocted another method for taking care of spectrum under-utilization
issue. It could sense the encompassing atmosphere by attempting to discover the
electromagnetic spectrum that was not used to its ideal limit. Subsequent to decision
such scope of frequencies, CR needs for utilizing appropriately for permitting the
unauthorized users for utilizing vacant spaces. The principles of CR from its
forerunners are as follows: It was characterized through programming along with
completely reconfigurable; every rationale in the CR could be actualized by pro-
gramming; and contingent upon the data, CRs could sense and modify its conduct
and which should be possible during physical adjustments along with that addi-
tionally through programming directions.

Present numerous meanings and explanations of CR have until now been created
by both in the scholastic establishments and different gauge organizations. In the
Layman expression, CR might be characterized as [3] “a psychological radio was a
remote correspondence framework that could insightfully use some accessible data
about the actions of active channel circumstance, codebooks, and communication
for different hubs that can share the spectrum.” Fundamentally, psychological radio
can be characterized as “a radio is cognitive,” “Meditate, therefore est.” [5].
Numerous specialists plus open authorities concur that updating the product radio’s
control procedures can increase the charge of programming radios; however, dif-
ference over the level of “comprehension” needs the brought about contradiction
above the exactness of the meaning of CR. A portion of unmistakably definition
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about the CR is talked about in the subtle element. In 1999, Joseph Mitola III
instituted the expression “psychological radio,” by characterizing the CR as [6] “a
radio which utilizes the model is based on thinking by accomplishing a predeter-
mined level of fitness in spectrum-associated spaces.”

Soon after Simon Haykin characterized CR as [7] “a smart remote correspon-
dence framework knows about its encompassing surroundings, utilizes the
approach of comprehension by working to achieve from nature, and adjust its
interior states to factual varieties in the making so as to approach RF boosts-related
changes in certain working restrictions such as transmit force, regulation method-
ology, and bearer recurrence continuously, considering two necessary objectives:

a. Extremely reliable correspondences at which, whatever, and wherever required.
b. Expert usage of the spectrum radio.

FCC concentrates on the function of transmitter characterized CR as [8] “a radio
could alter its transmission limits in view of connection with nature on which it can
work.” NTIA, USA [9], licensed spectrum administrative, can characterize CR as
follows: “A radio or framework can detect the functionality of electromagnetic
surroundings and can independently and powerfully modify its radio working limits
for adjusting framework operation, for example, alleviate obstruction, access
optional business sector, encourage interoperability, and augment throughput.” The
worldwide spectrum administrative group, ITUWp8A, characterizes psychological
radios can spotlight on the capacity as follows [2]: “A radio or else framework can
faculties the known about the operational surroundings and could progressively by
self-governing change its radios on working limits appropriately.” USA IEEE
characterizes the CRs as [10] “a radio recurrence transceiver can be intended to
keenly by recognizing that a specific section of the spectrum radio is right now
being used, and to bounce into and out of, as vital the incidentally unused spectrum
in a flash, with no impedance of transmissions with other approved clients.”

Also, SDR environment [5] built up two gatherings on CR and characterized as:
“A radio which have the attention to modify its surroundings [2] and in light of
those progressions adjusts its working attributes somehow to enhance its execution
or to minimize a misfortune in execution.” In any case, the SDR forms special
attention group [5] by creating intellectual radios for utilizing applications to
accompanying the definition.

“A versatile, multi-dimensionally mindful, self-ruling radio’s framework gains
that from its encounters for spectrum, reasons choose the future activities to address
the issues of clients.” Virginia Tech CR Working Group characterizes that CRs as
adaptive radios [3]:

“CRs are those which have the following abilities:

a. knowledge about its surroundings and their abilities,
b. object-driven self-ruling process,
c. Learn and understand the activities that affect their objectives, and
d. Recollect and connect the precedent activities, execution along with

surroundings.”
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The functionality of all the above-mentioned descriptions is condensed in
Table 1. Several broad abilities between the greater parts of the descriptions are as
follows:

Perception—Specifically otherwise in a roundabout way, framework gains data
about its working surroundings.

Flexibility—Fit for changing its waveform.
Insight—Equipped for applying data to accomplish target objective.
Joining these normal elements, we could characterize CR as “completely pro-

grammable, remote gadgets that could sense their surroundings by progressively
adjusting their channel access strategy, communication waveform, organizing
conventions, and spectrum utilization required for best system and execution of
application.”

3 Strengths of CR

To streamline asset use, cutting edge systems require brilliant gadgets like CR to
have the capacity to show their area, systems, clients, and bigger environment.
Figure 1 demonstrates the different CR abilities, which make it additional normal
from different radios. In light of checked spectrum of those limits, CR could adjust
for the proper recurrence groups, edges, and conventions [6].

Mitola [7] spoke to the real capacities to adjust the communication limits in
altering situations during a cognitive sequence.

Fig. 1 Capabilities of CR [3]
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The six-stage discernment sequence appeared in Fig. 1 as informed below:

Watch Get information on the working surroundings on the assistance for
detecting along with flagging instruments. Calculate the watched data
along with the importance. Depending on the calculated assessment, CR
decides its choices for enhanced asset improvement.

Choose Takes the choice, by considering the perspective of the option that
assesses additional positively with the other different alternatives.

Act CR actualizes on the choices that are considered for enhancement of the
assets. Achieved modifications are reflected on the obstruction report
exhibited on the CR in the exterior world as speak.

Learn In the ongoing procedures, CR uses its perceptions and choices for
enhancing its future operations, making novel displaying states and
choices by joining the component of knowledge.

A CR can dependably sense wide transfer speed and identify the accessible
vacant spectrum for utilizing unfilled openings for the correspondence except those
are essential by the authorized users. The air interface for CR depends on 4 primary
methods [8]:

a. Sensing,
b. Management,
c. Sharing, and
d. Mobility.

a. Sensing

In CRs, detection of spectrum alludes for the identification of gaps by the
assistance of detecting spectrum methods, for example, transmitter/vitality recog-
nition, obstruction-based discovery, coordinated channels, and helpful location [9].
Not just should the CR identifying the spectrum openings, constant observation of
the spectrum is likewise fundamental. Point in time and exactness and recognition
reach are vital contemplations for detecting. Some related issues in detecting are as
per the following:

False Alarm: Cognitive radio recognizes the primary user regardless of the fact
that no authorized user is available. This is known as false alarm.

Missed Detection: Existence of authorized user in the environment of CR and
that does not watch its vicinity; this is called as missed detection.

b. Management

Administration of the spectrum alludes the gaining of the finest accessible
spectrum which incorporates the spectrum investigation along with selecting the
bands as indicated by client prerequisites. Different working and transmission
parameter needs can be constantly broke down so that the greatest blends of lim-
itations might be tuned to keep up the QoS. Various enhancement methods have
been utilized including man-made brainpower and delicate registering procedures
[6].
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c. Sharing

Once if the CR knows the transmitting recurrence, it educates its collector
regarding the spectrum band picked. So that a typical conveying channel could be
built up. Furthermore, a reasonable spectrum planning strategy can be given; it could
be respected to be like nonspecific MAC issues in the existing frameworks [6].

d. Mobility

Versatility of the spectrum or handover alludes to the modification of working
recurrence on band. Versatility happens on. CR modifies its recurrence endless
supply of authorized users sign. For acquiring elevated QoS, CR wants to change to
an additional recurrence, keeping up consistent correspondence prerequisites amid
the move to enhanced spectrum [6].

4 MAC Layers and Architecture of CR

4.1 DLL (Data Link Layer)

The essential capacity of CR’s data link layer is spectrum sharing, which could be
found in Fig. 2. DLL is called for sharing the spectrum, since the issue identifies
with a radio with the entrance of the spectrum to ordinarily worries with the
sub-layer MAC. Essential contrast among the nonexclusive MAC along with MAC

Fig. 2 Basic CR-layered architecture as conventional OSI approach [11]
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in CR is that conjunction in the middle of authorized and unauthorized clients and
active determination of the recurrence for transmitting in the scope of accessible
spectrum and transceiver handshakes where there are two or more intellectual radio
bands should concede to common channel whereupon to convey [3]. By and large,
productive MAC, and blunder the control along with revision of the primary
capacity of the connection layer.

Blunder Control: FEC (forward error correction) and ARQ (Automatic Repeat
Request) are the primary mistake control plans of the remote systems. In any case,
ARQ retransmission-based instrument causes additional vitality utilization and
diminishes transfer speed utilization [6]. Along these lines, FEC plan is a decent
option for asset-compelled intellectual radio system.

Medium Access Control: MAC convention plans to furnish system with intends
to get to the medium in a reasonable and effective way, which is a testing target
taking in perspective the constrained assets, thick system sending, and the appli-
cations particular QoS prerequisites (Table 2).

4.2 MAC Sub-layer

The IEEE 802.22 MAC sub-layer gives instruments to adaptable, bolster intellec-
tual abilities and proficient information transmission for both dependable security of
occupant administrations in the television band and self-conjunction among 802.22
frameworks [1]. The IEEE 802.22 MAC sub-layer is pertinent to any district on the
planet and does not require nation particular limitation sets.

4.3 Characteristics of MAC

Association situated: This sets up association, IDs, and administration streams
which are progressively made [5].

Table 2 MAC approaches developed for cognitive Ad-Hoc N/w’s [6]

S. No MAC
approaches

Drawbacks in CR Reasons to accept
CR

Open research topics

1 On-demand
channel
negotiation

Conflict due to
single channel for
all discussions

Suitable for
bursty traffic

Management of various
control channels essential
for serious traffic

2 Home channel
negotiation

Needed several
transmitter and
receiver

Does not require
discussions for
every packet

New approach necessary
for the use of single
transceiver

3 Time
division-based
negotiation

N/w-wide
management is
necessary

Simple and few
rules

Get rid off n/w-wide
synchronization
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Quality of service: Different sorts of Quality of service administrations are bolstered
as shown in Table 3. ARQ bolstered, uni-cast, multi-cast and show administrations
are upheld [5].

4.4 Cognitive Radio Functionality

Self-motivated and adaptable reserving the silent phases are permits to the frame-
work for adjusting QoS necessities for the clients which needs to calm down the
system for bolster detecting of spectrum. In calm phases, spectrum from 1 image to
1 super outline. Subscribers can alarm the BS, the vicinity of client in various
methods. Devoted-Urgent-Co-presence-Situation (UCS) communication needs
MAC communication. Base station could ask for one or more endorsers of move to
an extra direct during various ways of utilizing frame control header (FCH) or
devoted MAC communication.

4.4.1 L-L-C Sub-layer

L-L-C sub-layer in 802.22 has no particular dissimilarity for intelligent
assignments.

5 Applications of CR

With the up coming innovation for CR, numerous conceivable outcomes are being
investigated for utilizing the functionalities and capacities for different appliances.
At present, there are numerous software-defined radio strategies that could be
improved for utilizing CR elements. Taking after are few much of the time sup-
ported uses of subjective radio.

a. Indoor sensing applications,
b. Multimedia applications,
c. Multi-class heterogeneous sensing applications,

Table 3 Quality of service
obtained by MAC sub-layers

S. No QoS Applications

1 UGS VoIP, T1/E1
2 rtPS MPEG video streaming
3 nrtPS FTP
4 BE E-mail
5 Contention BW request, etc.
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d. Real-time surveillance applications,
e. Improving spectrum use and proficiency,
f. Improving connection dependability,
g. Less cost radios,
h. Collaborative techniques, and
i. Automated radio asset administration.

6 Conclusion

Experiencing this manuscript, CR has proposed a capable innovation for compre-
hending the irregularity among spectrum lack and under-utilization. Different CR
capacities such as detecting the spectrum, channel set administration, versatility,
sharing, geo-location, self-concurrence supporter enlistment, and following and
occupant databases make the additional customary from the different radios by
checking the spectrum limitations. CR can adjust the suitable recurrence groups,
edges along with conventions. Usual CRs are known as IEEE 802.22 Working
Group which could be useful for provincial and distant regions as IEEE 802.22 has
a scope of around 100 km. Because of the better general execution, CRs are relied
upon to shape a spine for the cutting edge spectrums halfway or entirely, which
might to the considerable degree relieve the spectrum lack issue. Additionally, amid
the crisis circumstances getting to the confined unlicensed spectrum for transmis-
sion will be the most elite application capable element for CR.
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Smart Bike Through Server Using GPS
Technology

Rajneesh Tanwar and Ashwani Chaudhary

Abstract Population is increasing day by day and everyone uses bike for personal
work. Cases of bike accidents and bike thefts are also increasing simultaneously.
Connection of all bikes with a centralized server by inserting a programmable chip
in bike starting mechanism which will control the speed of bike, authenticate the
user by key and allow ON/OFF of engine, stores the vehicle identification number
(VIN) and also tell the location of bike by using Global Positioning System (GPS).
User can ask for details of bike location by contacting server and can also make
bike engine stop in case of theft. If chip is removed from the bike, connection
between battery and server will be lost and bike will not be able to start in any case.
By using GPS, speed of bike is also managed automatically i.e., rider will not able
to exceed speed of bike more than limit of road. This will decrease the ratio of
accidents on road; speed will be maintained and lost or theft bike can be caught
easy.

Keywords Server ⋅ Programmable chip ⋅ VIN ⋅ GPS ⋅ Battery

1 Introduction

Now a day, in all over the world, personal vehicles are counted as only two, first is
four-wheel vehicle i.e., cars and second is two- wheel vehicles i.e., bike or bicycle.
In today’s world, security for car is concerned and many advanced techniques are
invented which are possibly securing car on the basis of speed thrills, accidents, car
theft, auto control, etc. But today in modern era, still two wheelers are used in many
parts of world as a necessary means of personal transport but till now there is no
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security concern is considered for these vehicles. Likewise cars, bikes, or bicycles
are also manufactured in such a way that these are also able to describe its security
to user. GPS (Global Positioning System) [1] is one of the biggest and widely used
technologies in whole world whenever concern for the location tracing or tracking
comes [2]. With the use of GPS technology, vehicle can easily be tracked and user
or owner of vehicle can easily able to trace the location of vehicle and have
advantage to lock vehicle if micro controller to control locking system is attached
[3]. With the help of GPS technology, if accident happened on the road, then the
information is passed to server telling details about the location of accident.
Accidental situation can also get managed and easy curing arrangement can be done
[4]. GPS carry out its working in very smart way. Each of the satellites in a circle
permits a beneficiary to distinguish no less than four of the operational satellites.
The satellites convey microwave signs to a collector where the implicit PC utilizes
these signs to work out your exact separation from each of the four satellites and
after that triangulates your careful position on the planet to the closest few meters
taking into account these separations. Signals from only three satellites are expected
to complete this triangulation procedure; the count of your position on earth in view
of your separation from three satellites [5].

2 Survey of Related Work

Up to now, World is applying all theft protection techniques on car [6] which is
basically expensive. Till now, many car are present in the market which are con-
nected to the server and opening or driving authentication is all done by the server.
But till now, no work is done for bike, as in bike, authentication part is very
difficult. Speed control system is also present in today’s world but for only cars not
for other vehicle [7].

My approach is to provide all authentications and speed controlling techniques
in bike so that bike owners are able to detect and track their bike and also feel
comfortable if other is driving as controlling system of speed is done by server
which is not in hand of user.

3 Methodology

Methodology is proposed for tracing and speed controlling over vehicle like bike, a
chip is mounted between key lock and battery connection. If this chip gets detached
from bike, then connection between key and battery will get lose. This proposed
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system will trace the bike location with the help of mounted chip and also control
the speed of bike i.e., GPS will instruct the maximum speed on road, and chip will
control the speed of bike according to the output from the GPS system.

In the proposed system, first, CHIP which is going to be used for managing all
authentication and connection to server plus GPS location tracking system should
be fitted very securely in bike as in rainy season it can cause problem and thief can
easy get access to that which will led to loss of security to the bike. The location of
chip should be connected to the battery as it will allow to start and controlling speed
of bike according to the rules or GPS system.

Figure 1 describes the role of mounted chip. The mounted chip performs fol-
lowing function and also stores some values

• Always contains bike’s Engine Number and Chassis Number for unique iden-
tification and authentication.

• Always connected to battery which will help chip to continue its server and GPS
functioning in OFF of bike i.e., engine is OFF.

• Always connected to GPS for analyzing the speed of the bike and also tell the
location of bike in both driving and steady state.

• Always connected to server which will analyze the output from GPS and give
command to chip according to the output, also control the ON and OFF
mechanism of bike, and lastly, this will also authenticate the right rider or owner
for details about bike.

Fig. 1 CHIP
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At server site, the server will determine the location of bike from GPS and also
trace the speed of bike according to output of the GPS. It will automatically give
command to chip for managing the speed of vehicle. Server will also authenticate
the user for getting the information about the bike. This authentication is on the
basis of engine number and chassis number which is stored in chip and maintained
by server. A toll-free number is provided for user to get contacted with server.

3.1 Flow of Whole System

Figure 2 describes the whole working of the system in which there is 3 chances for
entering the key for open the lock of vehicle. If number of attempt becomes more
than three then the locking system will be blocked by server through chip. This will
again get activated by contacting server and authenticating engine number and
chassis number. This will again let the user to go for three more attempts.

This system will also show how the GPS, Chip, and server are connected to each
other and coordinating their information in moving plus steady condition of bike. In
this system, control in the speed of bike is also shown which is done by chip. GPS
will tell the current speed and maximum speed; server will match both and give
automatic command to chip according to the output from GPS system.

The proposed system will need the chip having GPS module and connected to
server and battery too for controlling the speed and tracing the location of bike. This
system is best suited for vehicles like bikes which are still not in any security.

Figure 3 describes the way by which owner will get the details about bike when
rider is not owner or owner is not able to find bike. In such case, owner directly
contact to server and authenticate himself by engine number and chassis number,
then server will share the details of bike by telling the location of bike, speed of
bike if moving. This case will help owner in theft situation which will inform the
location of bike.
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Fig. 2 Flow of system
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4 Simulation Diagram

Figure 4 describes the flow of data exchange and how the speed of bike gets
controlled and also gets the location of bike for security reasons. In this figure,
process under circle area is implemented in the situation of bike theft or when the
owner of bike is not rider and wants to know the location and information about
bike.

This proposed system will automatically control the speed of bike so that no rash
driving is done on road and location will tell the location of bike which increases
the security of bike. This proposed system will make bike smart.

Fig. 3 User authentication
for getting bike information
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5 Conclusion

Implementation of such proposed system will help to know the location of the bike
and also speed of the bike will get controlled which also result in less accident
overroad. In many cases, when owner is not driver and worrying about his/her
vehicle, this system will able to give details about the vehicle location and the speed
of bike. Such system is very helpful, especially for youth protection and caring. In
theft cases, this system will work in very good manner and is able to determine the
location of bike.
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Preventing Node Replication Attack
in Mobile Wireless Sensor Networks

Aarti Singh and Kavita Gupta

Abstract Node replication is a challenging security issue in sensor networks.
Attacker compromises one node, creates copy of that node, and captures the sensed
information forwarded to the base station. This work proposes a centralized tech-
nique for preventing the MWSN from replicated attack. The proposed technique
detects the attacker at very early stage, thereby receiving sensed data at the base
station in secure manner. Experimental results indicate the feasibility of the pro-
posed scheme that it is suitable for MWSN in real-time environment.

Keywords Node replication ⋅ MWSN ⋅ Security

1 Introduction

Mobile wireless sensor networks (MWSN) are collection of small size sensor nodes
that are having sensing capability and are densely deployed in hostile environments
for sensing task. This sensed information is forwarded to the base station or sink
that can be either static or mobile. MWSN find applicability in military applications,
health monitoring, tracking the movement of animals, environment mapping, and
control [1–3].

In static sensor networks, nodes are stationary, so all the nodes along with sink
node have their fixed location, and thus, their geographic position can easily be
identified [4]. In MWSN, nodes are of mobile nature, so their location detection is
not an easy task. Traditional location detection schemes are not useful in MWSN.
So in these types of networks, attackers compromise a node and create its replica.
This replica is then used with cryptographic details of the original node to
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communicate with other peer nodes in the network. These replicated nodes are
known as pretenders as they use identity of an existing node to communicate with
peer nodes in the network.

Since pretender node has stolen all the credentials of compromised node, dis-
tinguishing the pretender node from real node is not an easy task. Thus, pretender
detection is a major challenge [5, 6] in MWSN. The literature highlighted [7] that
there are various types of attacks associated with node identity such as replication
of nodes, selective forwarding, and sinkhole attack [8]. Creating multiple copies of
a node or using stolen identity during data aggregation process is a major challenge
faced in MWSN [9].

This work focuses on node replication attack in MWSN through asymmetric key
cryptographic mechanism managed centrally. This work uniquely contributes
toward prevention and detection of pretender attack in MWSN.

2 Related Work

Mobile wireless sensor networks (MWSN) [10] consist of n sensor nodes that are
deployed in hostile environment. These sensor nodes sense data or information and
forward it to the base station that can be static [11] or dynamic. It acts like a gateway
for external network using routing protocols suitable for MWSN [12–14]. This work
assumes a homogeneous network where all nodes have similar properties such as
memory, energy, and computational capabilities. They move freely within the
bounded network region with different speeds, and hence, it is not easy to predict
their speed, position, or IDs of colliding nodes.

A pretender is defined as a malicious node which steals the identity of other node
for communication in the network. It steals identity information [15, 16] of a node
for communicating with sink and the other nodes. However, it is assumed that the
base station is secure and pretender cannot generate new IDs by using base station’s
credentials. The proposed work focuses on sybil attack, so the literature related to
this attack has been explored in this section.

Radio-based detection scheme [17–19] is used for authenticating sensor nodes
for pretender detection that is based on signal strength or other physical
characteristics.

Parno et al. [4] presented network-based detection scheme deploying claimer
witness framework. It is suitable for static networks by storing their location
information with respect to some nodes in the network that can detect and report
duplicate nodes when multiple locations are used by one identity.

A centralized scheme is proposed by [20] where speed of nodes is calculated by
the base station using their location information received from their neighbors.
ID-based cryptography scheme is proposed by [4, 21]. Here, public keys are
embedded in nodes before deployment. Thus, nodes are recognized by their public
key so that other nodes can verify the authenticity of message. According to [22],
ID-based authentication is not efficient for message authentication.
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From the above literature review, it is clear that security of sensor nodes is of the
utmost importance [23, 24]. Compromising a node leads to shift of network control
toward hacker. Thus, there is dire need of mechanism for detecting and preventing
replication attack in MWSN. The next section presents proposed mechanism.

3 Proposed Work

This work proposes an asymmetric key cryptography mechanism for preventing
node replication in MWSN. Every node in the network is required to be registered
with the base station for taking part in communication. The base station assigns a
unique asymmetric key pair to that node of the form: < public pbkð Þ, private ptkð Þ> .
The base station maintains a log containing key assigned to every node in the
network along with time of key generation. In MWSN, participating nodes are
mobile in nature and are possessed with fixed amount of energy. The amount of
energy consumed in movement of node and in communication is known, and thus,
lifetime of a node can be calculated if its energy level is known. Using this concept,
the base station allocates key to a node for its lifetime, i.e., a fixed period of time,
after which key gets deactivated. If this concept is not used, key pair of a com-
promised node may be used by some replicated nodes, even after its lifetime, cre-
ating a severe hole in security.

Figure 1 provides high-level view of proposed mechanism; here, whenever a
node is registered with based station, a tuple containing its public_key and pri-
vate_key is generated. Base station assigns a node id to that node and also shares its
own public key, i.e., BS_public_key with that node to be used in all future

Sensor nodes in 
MWSN

Base Station (BS) 
SN Key 

log 

Public & Private key 
+ Id + 
BS_Public_key 

Registration 
process 

Id    Public key   Private key 

Fig. 1 Overview of proposed frame work
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communications. Public key of all registered nodes is shared among cluster
members for making communication possible.

The base station uses Eq. (1) to determine the validity of keys. Here, E is the
initial energy level of node, e be the energy consumption rate of node per unit time
(ms), and t be the remaining lifetime of the node. Remaining lifetime parameter
helps identify pretender nodes using identity of dead nodes. Table 1 shows the
remaining time of sensor nodes.

t=E ̸e . . . ð1Þ

Now, whenever two nodes say N1 and N2 want to communicate with each other,
N1 encrypts data with public_key of N2 and sends the data, and N2 decrypts the
message with its own private key. While sending reply, N2 encrypts data using
public_key of N1 and sends it to N1, and N1 decrypts the message using its own
private key. Since nodes in MWSN are mobile and they move from one cluster to
other while moving, thus nodes need to access public keys of other nodes in current
cluster from their cluster head which in turn gets this information from the base
station. In this process, every node needs to authenticate itself either to cluster head
or base station, and chances of pretender getting exposed at early stages increase. If
some pretender has location entirely different than that of original node, it will be
noticed by the cluster head or base station since movement that a sensor node can
make in one hope is fixed although its direction is random. Figure 2 presents
process of communication among peer nodes.

The next section presents implementation results.

4 Experimental Result

The proposed scheme has been implemented in simulation environment with 200
nodes that are moving randomly in area of 200 m X 200 m with average speed of
2.5 m/s. The proposed mechanism is evaluated on the basis of two prerequisites:

(1) Time taken to quarantine the pretender node with proposed scheme;
(2) Number of false positives in quarantine list for adaptive scheme.

The performance of the proposed scheme is evaluated on the basis of the number
of neighbors, i.e., node density and number of pretenders in the network. In poor

 N1  N2

Base Station 
Key_Log 

Data encrypted with pub_key of N2 

Data encrypted with pub_key of N1 

Fig. 2 Communication
among peer nodes
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case, we assume that node density varies from 1 to 7 and number of pretenders from
2 to 25. Density of nodes can be increased by expending the communication range
of the nodes.

Figures 3 and 4 present pretender detection time w.r.t. the number of pretenders
and node density respectively. Bold line indicates the performance of proposed
scheme which is clear than that of traditional scheme.

5 Conclusion

The node replication is a severe attack in MWSN. Many preventive security
mechanisms have been proposed for static network where both nodes and base
station are fixed. But this work proposes a node replication detection and prevention
scheme for mobile wireless sensor networks. This is a centralized scheme where
major tasks are handed by base station and cluster head. This scheme detects the
pretender or replicated nodes at very early stage leading to reduction in number of
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replicated nodes or pretenders as compared to traditional preventing scheme.
Zero False positive at some points ensures that this scheme works in self-healing
manner and it will be suitable for MWSN.
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Logistic Regression with Stochastic
Gradient Ascent to Estimate Click
Through Rate

Jenish Dhanani and Keyur Rana

Abstract Majority of Web users utilize search engines to locate Web site links.
Based upon the search queries provided by the users, search engines display
sponsored advertisements together with actual Web site link results to procreate
monetary benefits. However, users may click the concerned sponsored advertise-
ments that generate revenue for the search engines based upon a predefined pricing
model. Furthermore, by analyzing previous information of users, advertisements,
and queries; search engines estimate click-through rate (CTR) for predicting users’
clicks. CTR is a ratio of clicks to number of impressions associated with a particular
advertisement. In this paper, we propose a model, based on CTR, to estimate
probabilities of clicks using logistic regression that determines parameters using
stochastic gradient ascent method (SGA). Moreover, this paper also summarizes
the comparative analysis of SGA and batch gradient ascent (BGA) methods, in
terms of accuracy and learning time.

Keywords CTR ⋅ Internet advertising ⋅ Logistic regression ⋅ Stochastic
gradient ascent ⋅ Batch gradient ascent

1 Introduction

To increase the sales of products and services, an advertisement has become an
important entity of branding. Majority of advertisement media incorporates
newspaper, magazine, television, radio, banner board, and Internet [1]. In recent
years, Internet has emerged as a major source of information that is rapidly
increasing Internet users, by providing versatile services that include communi-
cation, data transfer, social networking, and product selling. Moreover, by
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considering growing Internet popularity, advertisers have identified it as a mam-
moth market to advertise their products and services. Also, report published by the
Interactive Advertising Bureau (IAB-2015) shows that US advertising market
comprises of $49 billion [2]. Henceforth, targeting individual user or group of
users, by providing personalized advertisements considering different parameters
such as user’s demographic information, behavior data, search history, and queries
have established Internet advertising as a widely accepted platform for adver-
tisement campaigning [3, 4].

Significant consumers of Internet advertising include users and advertisers: who
want to advertise their products or services over the Internet [5], publishers and
search engines: who display advertisements on their Web sites [6, 7], and ad
networks: who play a role of the mediator between publishers and advertisers [8],
by collecting advertisements from advertisers and exhibiting the same over pub-
lisher’s Web sites such as media net [9] and charging commissions from both the
advertisers and publishers. Cost per impression (CPM), cost per click (CPC), and
cost per action (CPA) are the three popular pricing models for Internet advertising
[2, 4, 5, 10].

Selection of an advertisement should be such that it should result in some
action, such as a click from the user. There are three approaches to select an
advertisement, namely, sponsored search advertising [1, 2, 4, 5, 11, 12], contex-
tual advertising [4, 5, 8, 13, 14, 15], and behavior-targeted advertising [16, 17].
Sponsored search is advertisements that result in the search query [18]. Majority
of search engines have adopted sponsored search advertising. In search engines,
when user fires a query, it results in Web links (also known as the organic search
result) and sponsored search links, which is a small text-based or multimedia-
based advertisements [11, 19]. The contextual and behavior-targeted advertising
are beyond the scope of this paper.

Advertisement selection plays an important role in the Internet advertising. If
an advertisement is relevant to the user, then an advertisement has a higher
probability of being clicked by the user. The probability of an advertisement being
clicked by the user can be estimated from click through rate (CTR). CTR is a
qualitative characteristic of an advertisement [20]. It is the ratio of number of
clicks to the impressions of an advertisement [1, 10, 16]. To display the adver-
tisement and to predict the clicks, CTR is widely used in sponsored search. Search
engine displays the advertisement that has a higher CTR. To make advertising
more personalize, search engine needs to handle and process the data of billions of
user and millions of advertisements. In this paper, we have proposed a model to
estimate CTR using logistic regression where parameters are estimated by
stochastic gradient ascent (SGA) method. SGA is time efficient as compared to
batch gradient ascent (BGA).

Section 2 surveys the works related to CTR prediction using different approa-
ches. Sect. 3.2 discusses the data preprocessing applied to KDD data set. Sec-
tion 3.3 outlines logistic regression with SGA and BGA. Sect. 4 presents and
analyzes the experimental results. Finally, in Sect. 5, we conclude the paper.
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2 Related Work

The major focus has been given on the Internet advertising and role of CTR into the
Internet advertising research. The search engine can maximize the revenue by
showing relevant advertisement based on user’s query and information. An
advertisement has a higher probability of being clicked by the user if it is relevant to
user’s query. The click by the user brings revenue for the search engine. The click is
predicted from CTR. In the literature, several learning methods have been discussed
to estimate CTR, namely, logistic regression [1], naive Bayes, Bayesian learning
[21], multivariable linear regression [22], boosted tree [11], Poisson regression [17],
and multiple criteria linear programming [12, 23].

Logistic regression is a well-known binary classifier that we have used to
classify that, whether the user has clicked on the advertisement or not. Logistic
regression is applied broadly in the field of statistical machine learning and data
mining such as classification of documents [24], credit scoring [25, 26], and text
classification. In logistic regression, parameter estimation plays an important role in
building a model because the performance of a model is dependent on the values of
estimated parameters. In the literature, we found two methods for parameter esti-
mation viz. batch gradient ascent [27, 28] and stochastic gradient ascent [27, 29].
To estimate CTR, a system should process the data of user and advertisement. Such
data is usually very large in volume. Time efficient and accurate machine learning
algorithm should be used to estimate CTR from the large volume of data. In logistic
regression, stochastic gradient ascent can be used for parameter estimation from a
large volume of data [30, 31].

3 Proposed Work

This section describes our proposed model as depicted in Fig. 1. The figure is
divided into two phases: (1) training phase: It consists of data preprocessing and
building a model from the training data set and (2) testing phase: The built model is
applied to the testing data set to measure the performance. Various modules of the
system are described below.

3.1 The Data Set

For this study, we have collected data of CTR from the track 2 of KDD cup 2012
Web site in text format [32]. This data set includes one training file and different
associated files. Training and associated files include different features such as click,
impression, user_id, query_id, advertisement_id, title_id, description_id, age of the
user, gender, and keywords of advertisement.

Logistic Regression with Stochastic Gradient Ascent … 321



3.2 Data Preprocessing

Data preprocessing is one of the important steps for CTR prediction. The collected
data is noisy, incomplete, and inconsistent which cannot be directly given as input
to the learning algorithm. The data preprocessing consists of techniques such as
feature selection and normalization. The features are selected manually because not
all the features available in the data set are required for our approach. The next step
is to normalize the value of all features in between 0 to 10 because the value range
of each feature is different. Min-max [13] method has been used to normalize all
features.

3.3 Logistic Regression

In this work, Logistic regression is used to estimate CTR and predict click from the
CTR. Logistic regression is based on the logit function that is natural log of an odds
ratio. The predicted value of CTR is always in the range of 0–1. For given m data
points such as X 1ð Þ,Y 1ð Þ� �

, X 2ð Þ,Y 2ð Þ� �
, X 3ð Þ,Y 3ð Þ� �

, . . . , ðX mð Þ,Y ðmÞÞ� �
and k fea-

tures such as X0,X1,X2,X1, . . . ,Xk of data set where bias term X0 = 1, the
hypothesis function of logistic regression is f zð Þ or hβ Xð Þ

f ðzÞ= 1
1 + e− z ð1Þ

where z= β0 + β1X1 + β2X2 + ⋯+ βkXk and β0, β1, β2, β3 . . . βk are the parame-
ters to be estimated hβ Xð Þ or p Y =1jX; βð Þ is the probability of advertisement being
clicked ðY =1Þ for the given features ðX0,X1,X2,X1, . . . ,XkÞ. p Y =0jX; βð Þ or
1− hβ Xð Þ is the probability of advertisement being not clicked Y =0ð Þ for given
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Testing 
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Normalization

Logistic Regression 

Parameters 
Estimation

Built Model 

Click/Not Click

Data Prepressing Model Building
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Fig. 1 Proposed model of click prediction
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features ðX0,X1,X2,X1, . . . ,XkÞ. If the result of hβ Xð Þ is above 0.5, then it is
considered that “click” is predicted else “not click” is predicted.

Maximum likelihood estimation (MLE) method is used to fit a model for a given
data points. The aim of MLE is to maximize the value of average objective function
J βð Þ for given data points. It is formulated in Eq. (2) for m data points.

J βð Þ= 1
m
∑i=m

i=1 Y logðhβ XðiÞ
� �� �

+ 1 − Yð Þ logð1 − hβ XðiÞ
� �� �� �

ð2Þ

To estimate the parameters in logistic regression, we have explored batch gra-
dient ascent (BGA) and stochastic gradient ascent (SGA) methods in this paper.

3.3.1 Stochastic Gradient Ascent (SGA)

SGA takes the initial random value of parameters ðβ0, β1, β2, β3 . . . βkÞ. To esti-
mate the new value of parameters, the product of learning rate (α) and gradient of
the objective function is added to the old value of all parameters as shown in
Eq. (3).

βnewj = βoldj + α Y ðiÞ − hβ XðiÞ
� �� �

XðiÞ
j

� �
ð3Þ

where Y ðiÞ is actual output, and hβ XðiÞ� �
is predicted output of the ith data point.

Once, all parameters are updated through all data points that consider as one
iteration and move further for next iteration. The difference between BGA method
and SGA method is its gradient of the objective function is calculated from all data
points as shown in Eq. (4).

βnewj = βoldj + α
1
m

∑
i=m

i=1
ðY ið Þ − ðhβðX ið ÞÞÞXi

k

� 	
ð4Þ

where YðiÞ is actual output, hβ XðiÞ� �
is predicted output of the ith data point, and

m is the number of data points.

4 Experimental Results

In this paper, we have used track 2 KDD data set to estimate CTR [32]. Features
used to estimate the CTR are click, impression, query, age of the user, gender of the
user, and keywords of advertisement. In this experiment, one million data points
have been used to click prediction. The data set is divided into two chunks:
Training data set that contains 67% record drawn randomly and testing data set that
contains 33% record drawn randomly. We have applied logistic regression with the
baseline model batch gradient ascent. We implemented logistic regression in which
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parameters are estimated through batch gradient ascent and stochastic gradient
ascent methods in java.

We compare the objective function value and time to build a model using
stochastic gradient ascent and batch gradient ascent as shown in Table 1. We
analyze the result with different learning rate (α).

By analyzing these experimental results, it is observed that SGA algorithm
requires approximately 400% less time as compared to BGA algorithm. The main
cause of time difference is because BGA algorithm requires passing through all data
points in order to update the parameters, whereas the SGA algorithm updates
parameters at every data points. From the comparison of the objective function
value of SGA and BGA at different learning rate, it is observed that for the
increasing values of learning rate, the value of objective function in BGA algorithm
increases as the number of iterations increases. Since, we search for the maximum
value of the objective function, it can be empirically seen that BGA results toward
the optimal solution. For the smaller values of learning rate, BGA needs more
number of iterations as compared to the higher values of learning rate to reach
maximum value of objective function. In SGA, the value of objective function
varies a lot for the higher values of learning rate, i.e., α ≥ 0.1. These experiments
also highlight comparison of accuracy. Though SGA takes lesser time as compared
to BGA, the accuracy of SGA and BGA is almost similar.

5 Conclusions

In this paper, we have discussed the prediction of binary class ‘click’ and ‘not
click’; by computing CTR that maximizes the revenue of a search engine for
sponsored search. We had proposed a model to predict clicks using logistic

Table 1 Comparison of objective function and time for different learning rate of BGA and SGA
for one million data points

Learning
rate (α)

BGA SGA
Value of obj.
function

Time
(s)

Accuracy
(%)

Value of Obj.
function

Time
(s)

Accuracy
(%)

0.001 −0.219 1481 94.86 −0.196 300 95.03
0.005 −0.215 1452 94.91 −0.195 293 95.03
0.01 −0.213 1455 94.91 −0.197 294 95.03
0.05 −0.201 1456 95.03 −0.331 294 95.03
0.1 −0.197 1462 95.03 −0.554 295 95.03
0.15 −0.195 1460 95.03 −0.815 295 95.03
0.2 −0.195 1457 95.03 −1.491 294 95.01
0.25 −0.195 1455 95.03 −1.749 294 94.87
0.3 −0.194 1451 95.03 −1.663 294 94.95
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regression with stochastic gradient ascent, a parameter estimation method. Fur-
thermore, this paper examined that stochastic gradient ascent method takes less
time, in comparison with batch gradient ascent method for building classifier
model. Moreover, we analyzed that difference of both the methods in terms of
accuracy is negligible.

Future work may include devising a new classifier model, considering more
features such as social data of users, for training the model.
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Cloud-Based Pollution Scheming System
Using Raspberry Pi

Vaishnavi Kulkarni and Prashant Salunke

Abstract Pollution is increasing with time and measures to control the same needs
to be taken or not now but later, the whole range of living beings have to suffer due
to ignored issue of increasing pollution. Amalgamation of trending technologies
with the control measures can be the best choice. This paper aims at development of
a centralized cloud-based system with a self-determining machine using Raspberry
Pi that can monitor and control pollution in the location of heavy traffics or in
industries, and collected data can be stored on cloud server that can be accessed
through Web browser from anywhere using provided log-in credentials. Due to
real-time monitoring of environment, quick actions can be taken for the presence of
pollutants around and this can help in controlling pollution with preventive mea-
sures. System will sense and detect the contents/pollutants in the environment that
will be controlled using a controller and control measures, which will also have
sensing capabilities; this data will be communicated with cloud server using
Raspberry Pi interface and with log-in credentials. This complete data can be
accessed using Web browser anywhere in the world with Internet connection.

Keywords Air pollution ⋅ Environmental pollution ⋅ Sensors
Cloud computing ⋅ Raspberry Pi ⋅ Internet of Things ⋅ Internet of Vehicles

1 Introduction

The air that living beings breathe has a very crisp composition; 99% from this
composition contains nitrogen, oxygen, water vapor, and inert gases. Air pollution
is nothing but the addition of foreign things to this air composition. A common and
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very harmful type of air pollution is caused when we release particles knowingly or
unknowingly into the air from burning fuels may it be any fuel.

Only burning fuels is not the reason behind air pollution; it is also caused due to
the pervasive spread of hazardous and unsafe gases, such as sulfur dioxide (it comes
in some other combined forms too), carbon dioxide in large content, carbon
monoxide, nitrogen oxides (it has the highest distribution in the composition of the
air), and other harmful chemicals. These gases are highly reactive in nature and take
part in chemical reactions by combining with other elements in the nature. These
gases form acid rains and smog-like things due to their presence in atmosphere.

The other form of air pollution could be greenhouse gases, such as dioxides in
the form of sulfur and carbon. These gases are the reason behind global warming; it
is caused due to the greenhouse effect. The greenhouse effect is well explained by
EPA; according to them, greenhouse effect is caused when the greenhouse gases as
mentioned above absorb the infrared rays those are released from our planet due to
many activities here; this traps the heat on the earth and stops its way to escape into
the sky, and hence, out of atmosphere on the earth seems naturally warm; this
warmth is increasing every year now due to the release of number of gases in the
atmosphere.

Air pollution is a cause of many deaths on earth, and even ambient atmosphere
kills many here. According to some statistics, around 2 million people die due to
excessive air pollution. This is the immediate result of the air pollution; but along
with this, it also acts as a slow poison and affects human health in very bad way; it
causes simply from headache to the fatal chronic diseases and cancers. This just
explains the health effects in a long term, but we cannot avoid the incidents like
Bhopal gas tragedy that took place in the year 1984.

After implementation of this project, it will get easier to monitor and control
environment using cloud server, where all data will be stored that can be analyzed
and seen in real time through web browser with the interface that will be provided
to the cloud server; in case of any emergency alert will be generated on the screen
displaying contents of gases (optional) along with alarm at actual place under
monetization and control measures can be taken.

There can be many environment pollution control systems, but without the
flexibility of Web access or the Internet, that is one of the assets of digitization, we
can leverage this opportunity and are coming with the valuable implementation of
this project that would provide help to the society and environment, flexibility of
the data access, easy control measures, quick actions, and effortless data analysis
from anywhere in the world.

Above was the technical scope and novelty, along with that this implementation
can be very helpful for the Ministry of Environment, Forest and Climate change
under Government of India to monitor pollution at many different areas simulta-
neously and analyze the data monitored to take quick and necessary actions.
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2 Overview

There has been number of regulations and schemes put forth by government to
control environmental pollution. Many attempts went unsuccessful while few cre-
ated major impacts to improve quality of life, by inculcating values and habits for
environment protection. The environmental data such as temperature, humidity, and
air quality play an important role in the well-being of the environment [1].

The principal emanation standards were presented in India in the year 1991 for
petrol and for diesel vehicles; it was presented exactly next year of the release of
petrol vehicles [2]. The principles, taking into account European regulations were
initially presented in 2000. Dynamically, stern standards have been taken off from
that point forward. Every new vehicle made-up after the release of these standards’
usage must be consistent with the regulations presented and mandated. Right from
October month the year 2010, Bharat stage III standards have been advocated all
over the India. In 13, noteworthy urban communities, Bharat stage IV discharge
standards are set up subsequent to April 2010.

Vehicle pollution monitoring has been initiated at many places as a step toward
pollution control measures, sometimes along with wellness monitoring or accident
detection [3]. This application is in similar faces with the industrial pollution
monitoring, but at more advanced level as the critical industries such as chemical
industries and atomic plants have mandatory processes that are practiced on regular
basis for company, people, and environment health checkup. It is necessary to
maintain the data for annual review, and it is in fact asset of the company. Hence,
the monitored data analysis can be done in number of ways from manual to
automate. Cloud server storage of data is one of the methods.

Distributed computing alludes to a computational model where errands are
executed by a few interconnected PCs offering more prominent capacities as far as
preparing force and capacity than stand-alone arrangements. Scientists have con-
nected the standards of distributed computing to the fields of mechanical technol-
ogy and in addition portable registering [4]. This has brought about the
development of themes, for example, cloud applies autonomy and the portable
cloud.

Cloud computing may it be Glasgow Pi Cloud, AWB, eNlight, Openstack, etc.,
along with the smart robot consisting of Raspberry Pi as proposed below can play a
major role in improvement of the environmental conditions on earth [5]. Cloud
computing, i.e., SaaS, IaaS makes a vital role in the pollution control and global
warming due to its many features initiated due to virtualization technology [6]. We
can say that Virtualization is an environmental asset and can benefit human and
nature widely [8].

After the literature review, it was noted that there is no such system that could
help environmental inspectors to check for pollution in specific areas. An approach
that could help inspectors monitor pollution effectively from anywhere in the world
and could help them in taking proper decisions in order to take control measures or
preventive and corrective actions against it. For example, traffic jams, ill-managed

Cloud-Based Pollution Scheming System Using Raspberry Pi 329



vehicles, flow of traffics, etc., could be the reason for pollution in specific area. Due
to centralized pollution scheming systems, a track of keeping fluctuations in the
pollution levels could be easily managed and reasons and patterns in pollution
could be identified with action plan to manage the same.

3 Proposed System

Proposed system is being represented with the diagram below Fig. 1, learning about
the problems faced by the world due to pollution caused by industrial wastes and
uncontrolled processes, the system proposed as shown in Fig. 1 can be helpful to
monitor measure and control the pollution significantly. There are many systems
developed for monitoring pollution but here the novelty of this project is centralized
cloud system that can enable anywhere access to the data monitored.

Briefing about the system design broadly, it can be divided into three parts such
as sensors, active system, and cloud platform. Further, we can delegate the system
mobility with location tracking to gain exact position of pollution augment. Let us
see each component of the block diagram in detail.

3.1 Sensors

Primary industrial pollutants are nitrogen dioxide (NO2) and carbon monoxide
(CO) [7]. To monitor these pollutants, the sensors we are using are MICS-2710 for
NO2 and MICS-5525 for CO.

Fig. 1 Block diagram
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3.2 Active System

It comprises of signal conditioning system for sensors that can be applied to the
monitoring system that have display of screen, which will demonstrate the count of
pollutant concentration, through which quick view of the pollutants in air at that
place can be monitored. Signal conditioning comprises of combinations of resistors
and capacitors, and its output is given to the ADC. The important component, we
can say heart of the complete system is Raspberry Pi.

Raspberry Pi: It is called as a single-board computer; it has provision of
Ethernet/Wi-fi, USB mouse and keyboard connection, and SD card. Question arises
that why Raspberry Pi? When we have variety of processors and controllers
available. Reference [5] shows that the Raspberry Pi venture can possibly alter
computer science instruction and is as of now collecting backing from industry and
the training division, and in addition boundless media scope. The venture and the
subsequent framework empower computing science understudies to utilize case ICT
and to design complete frameworks. The machines are as of now accessible in
model A and B, including little differences in RAM size and the number of
input/output ports in the RPi. Device, in any case, offers a noteworthy properties of
cloud-based servers, for example, restricted capacity and fringe ability—but at a
littler scale. The utilization of an instructive processing stage to build a cloud
domain proposes a favorable blend of education and exploration.

3.3 Cloud Platform

Raspberry Pi can be connected to the Internet using Ethernet of Wi-fi module.
Cloud platform can be accessed in the presence of Internet, and it provides ease of
access from anywhere with additional many features such as data security flexi-
bility, low cost, ease of access, user-friendly, platform-independent. There are
number of cloud services available; we are using a ThingSpeak an open data
platform for the Internet of Things. Using ThingSpeak, we can collect data, analyze
it, and can act upon it.

Maximum of the process and system flow has been already explained in the
block diagram, but the work flow will give the details on hardware and software
partition in the proposed system. A dataflow, as shown in Fig. 2, consists of the
stepwise detailing of the proposed system. Process flow of the proposed system is
divided into hardware and software elements, where hardware element defines the
details and work flow of the hardware that is used in the system and the software
element will provide the details and workflow of the software part used in the
system. Although this is at initial stage of the implementation, this could provide a
brief overview of the proposed system. Many alterations are expected in every
system as the project is proceeded and challenges are faced.
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Cloud access in the form of user interface providing details can be provided with
the log-in credentials, and with availability of these details, cloud server on which
all real-time data in the form of monitoring of pollution is stored can be accessed
through Web browser; testing was done for the proposed system, and readings in
the form of graphs were taken where we can get into detail by clicking any instance.
Figure 3 shows the graph with readings of temperature with respect to time. Similar
readings were taken for other parameters, and the testing will be continued till the
final product with desired specs is obtained.

Implementation of this system will lead to the useful way out for all the envi-
ronmental inspectors, and they would be able to easily monitor the streets and
regions across the globe from anywhere on the globe. This also initiates a thought
for smart city concept, wherein environmental sensors or the modules like one
proposed in the system could be deployed across a cluster and the data can be
collected through it and monitored through Web. Clusters could then be a part of
more big clusters this way, data could be available quick as a wink and everything
would be connected and everything would be smart. For example, the recent even–
odd rule implemented in Delhi, during the active days of this rule, proposed system
could help in monitoring the reduction in pollution. Traffics those are major cause
of pollution sometimes can also be managed to avoid pollution in the area by
diverting it through other ways and very interesting thing is there won’t be any
human intervention everything would work smartly and automatically as everything
would be connected, a boon of Internet of Things (IoT). These modules could also

Fig. 2 Data flow
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be deployed on the moving vehicles with GPS coordinates to increase efficiency or
to increase scope of monitoring; it is referred to as Internet of Vehicles.

4 Conclusion

This entire project primarily concentrates on the idea of identifying the level of
pollution and providing anywhere access to monitor it. We can notice a significant
growth of air pollution from the last decade; this is resulting in many environmental
issues. There will be immense industries that do not consider the measures for
controlling pollution; however, many of the companies are considering the fact of
pollution control which has as of now brought about a new face to manage the
environmental issues. Along these lines, this framework will be profoundly
advantageous is checking this issue. It will be easy to utilize this framework in the
present system of the industries, its ease of data access from anywhere and log of
data collected makes it perfect for the analysis of environment by environmentalists
in the industries. This will provide a good solution for the analysis of environment
by environmentalists.

Fig. 3 Temperature monitoring graph
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A Deadlock Detection Technique Using
Multi Agent Environment

Rashmi Priya and R. Belwal

Abstract In order to develop a Mobile Agent-based system for deadlock detection
in Internet-based systems, Agent A and Agent C were used in the deadlock
detection process. In order to achieve the deadlock detection process, a mathe-
matical model has been designed. The implementation of this prototype has been
carried using Java platform technology. The result achieved through the experi-
ments satisfactorily matches the analysis of result through mathematical model in
knowledge-based multi-agent system.

Keywords Agent ⋅ Distributed computing ⋅ Deadlock ⋅ Resolution

1 Introduction

As both servers and clients keep moving and interacting, there is a call for dis-
tributed applications. This is the reason why an improvised technique for traditional
approach of distributed computing is needed. Movements of agent are limited by
imposing traditional distributed solutions into mobile agent systems as traditional
solutions limit the movement of agents. There are many assumptions on which
traditional distributed algorithms depend. Some of those are data location, com-
munication mechanisms, or network organization i.e., agent host location, number
of nodes, and connections between hosts.

Mobile agents are becoming more popular in areas of application development.
Because of movement of both clients and servers is free through the network.
Some of the fundamental assumptions of deadlock detection do not hold true.
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Hence, new techniques and solutions and techniques are to be developed for mobile
agents to solve their distributed coordination problems.

It is providing competitive environment to traditional distributed computing
techniques.

1.1 Distributed Deadlock Detection
(“Traditional Approach”)

Deadlock detection properties are similar in case of Single processor Systems and
distributed systems. The deadlocks are harder to detect, avoid, prevent, and resolve
because of the non-availability of centralized information and resource control.
These deadlocks are harder to detect. It becomes the responsibility of server to
detect and resolve deadlocks in these cases of distributed systems. As the trans-
actions are distributed and a number of servers are interconnected across multiple
servers, detection process of deadlock becomes a cumbersome problem. In such
situation, detection of deadlock becomes complex problem as number of servers
and transactions are interconnected and distributed across network through multiple
servers. Under such scenario, distributed deadlock detection solutions can be
divided into five categories: centralized, path-pushing, edge-chasing, diffusing
computation, and global-state detection. A number of solutions have been proposed
to detect and resolve deadlocks in distributed systems. A number of solutions are
achieved by optimizing number of messages or frequency of detection.

Distributed deadlock detection is implemented simply using a centralized server
to maintain the global wait-for graph. A local copy of the wait-for graph is added
which is analyzed on a periodical basis for each server in the network. In this
technique, periodically, each server in the network adds to the central server the
local copy of the wait-for graph, which is analyzed for deadlocks. As the single
server can fail to handle many transactions, this method does not follow fault
tolerance.

2 Mobile Agent Systems

This section presents how the properties of mobile agent systems influence tradi-
tional distributed problem-solving techniques. Traditional distributed techniques
such as distributed shared memory or distributed barriers can be adapted to work in
mobile agent systems, but impose restrictions or inefficiencies that are often
unacceptable to mobile agent applications. Special attention is paid to distributed
deadlock detection, but the problems and their solutions are applicable to a wider
range of problems. Traditional distributed deadlock detection solutions commonly
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have location and fault assumptions. The following two sections compare the
properties of mobile agent systems and traditional distributed computing environ-
ments that cause these assumptions to fail. In particular, agent movement and
failure recovery are discussed.

A large number of mobile agents are available in the systems. They are used in
various day-to-day requirements. Many such environments are available free of cost
or are available on purchase. There are advantages and disadvantages related to
each environment. Moreover, every environment has some unique properties.

Any default standard does not exist at present for mobile agent system. There is
not much competition from the market for mobile agent development as such the
mobile agent developer faces difficult situation.

The mobile agent’s fundamental properties of a mobile agent system should
provide support for the basic properties of an agent.

Additionally, a mobile agent environment must support agent properties such as
mobility, learning, and flexibility. Depending on the selected agent attributes, dif-
ferent mobile agent system descriptions are produced (Table 1).

Description

Also called agent migration
Transfer of agent state and type
Supported methods for agent-to-agent communication
Types include asynchronous and synchronous
Localization of agents in a distributed system i.e., finding an agent
Creation/Termination, suspension/resumption
Provide globally unique agent names and locations
Control structure
Region support
Also called constrained execution
Different from security
Types include: hierarchy, partially supervised, set of agents that can be “found”
Allows the mobile agent system to cooperate with other mobile agent systems
Language support security

Table 1 Mobile agent
system functions

Property

Agent transport
Agent communication
Agent tracking
Agent management
Agent naming
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3 Deadlock Shadow Agent Technique

The foundation and assumptions of this algorithm are presented first, followed by
the detection, and resolution phases of the algorithm. Finally, a deadlock detection
process is described in the section below.

The following sections deals with topic of the thesis as proposed i.e., it deals
with the solution to distributed deadlock detection.

The solution follows the topology to be static in the beginning of the working of
algorithm. A Mobile ad hoc Networks (MANET) type topology update protocol
must execute in the background to keep routing tables synchronized with the actual
topology. This movement is accomplished via node- or resource-based routing and
the agent requests to be routed to a particular environment or resource. It is assumed
that the host environment to route the agent on a best effort basis. This technique is
similar to the routing scheme used in Internet Protocol (IP) routers. The mobile
agents of all types are independent from the network topology. The agents can
move independent of nodes with no detailing of number of nodes and their con-
nections. They can move independently throughout the network. This property
allows host environments to communicate the details of Agent C. The assumption is
taken that the Agent C can only lock and unlock the resources. It is assumed that the
resource should be at the same environment physically. The agents manipulate the
resource requests to the counterparts which detect the deadlock.

This solution assumes that agents must inform the host environment whenever
any resource is blocked by them. Moreover, here, the properties of a mobile agent
solution are presented. These properties are responsible for deadlock detection.

These assumptions provide the environment for the distributed deadlock
detection in a mobile agent system.

The state of agent is communicated to deadlock detection agents. The additional
requests desired by the blocked agents are not granted. The blocked agents during
the deadlock detection process are available in the agent system. The agents are
assigned identifier preceding the blocking if any done by Agent C. The agent
identifiers can be assigned even when a resource is locked.

4 Algorithm Overview

“The agent-adapted mechanisms are used by mobile agents that are based on those
found in traditional edge-pushing global wait-for graph algorithms [20].” The
assimilation of host environments including Agent A, Agent B, and Agent C
combined together helps to detect and resolve any deadlocks that are present in the
case of mobile agent system. The advantages of the present technique in a mobile
agent environment are dealt in the next section.

The combined elements and their tasks that are part of this distributed deadlock
detection solution are described in the following table. Following sections describe
the phases of the algorithm, which are initiation, detection, and resolution.
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It is noted that deadlock detection probes come into existence from traditional
solutions. The segmental partition of global wait-for graph also receives inspiration
from traditional solutions.

There are three types of agents contained in the mobile agent system: Agent C,
Agent B, and Agent A. In the given solution, Agent B maintains a part of the
wait-for graph in place of their target Agent C. During the deadlock detection
process, the Agent B progressively checks for deadlocks in the global wait-for
graph. It tries to form deadlock detection agents to construct the global graph.
Detector agents are small reactive agents and are used in place of probes in tra-
ditional edge-pushing solutions (Table 2).

Table 2 Deadlock detection
elements

Element name description

Agent A

Agents in the system that actively consume resources and
perform tasks
Only agent that can lock resources
Represent the entities which implement algorithms and perform
tasks
For deadlock detection and resolution, there is no active role
Agent B

It is formed by host environments
It helps to maintain the resources locked by Agent C
It helps to follow the network
It initiates the deadlock detection phase
It helps to inform the target when the blocking of agent occurs
It analyzes the data collected by Agent B
It starts deadlock resolution when needed
It helps to detect and recover when faults occur in deadlock
detection process
A representation of global wait-for graph occurs
Agent C

It is an agent created by shadow agents
It informs the host environment when the target agent is blocked
It is a type of mobile agent
It helps in the construction of global wait-for graph
It helps in opposing deadlock situation
Host environment
It helps in hosting of the mobile agents
APIS are provided for consumer and shadow agents
APIS for resources move, block, unblock, etc.
It helps in the coordination of agents
It progresses through the network
It manages the work through token
It is taken by Agent C
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5 Deadlock Detection

Upon creation, Agent B starts the deadlock detection cycle by initiating detection
agents. These are created with predecessor Agent B group of locked resources and
the residing environments of their location. Once initialized, the birth of a dedicated
detection agent permits agent B to simultaneously look for deadlocks and recip-
rocate to other Agent B to move to the resources that are locked by Agent C, which
is the target.

At each resource, the movement of Agent D occurs by noting the network
location of each resource whenever it gets locked. The routing of detector agents is
taken forward. They call the host environment to find out whether some other
agents are blocked on the same resource.

The processing is executed at the same time for each and every agent whenever
blocked agents are found. The Agent D locates the related Agent B and finds out for
the deadlock detection information that is present on a resource which is held by a
remote agent (Tables 3 and 4).

6 Deadlock Resolution

The resolution of deadlock is discussed in this section whenever the replica of an
agent detects a deadlock or when a cycle is formed in the global wait-for graph
which needs to be dissolved. The figure presented as under shows how the deadlock
detection information gathered in above section is used to break a deadlock. The
copy of an agent must identify the cycle to resolve the deadlock in a successful way
and in order to determine steps to break the deadlock.

The information collected by the Agent D is enough to form the deadlock cycle.
It helps in the determination of resource that can be unlocked. The following

table represents the graph represented by the deadlock detection Table 5.
Here, we see that the resolution phase is now started. Each shadow determines

the deadlock cycle. It also determines lowest priority resource in the cycle. In this

Table 3 Deadlock detection information

Name of agent This denotes to the unique name to identify the agents

Resources which are blocked This provides the information that the agent is blocked
Primary locks This indicates the lock in resource information format

Table 4 Resource information

Resource owner The agent name that has locked this resource

Resource name The name of the resource with uniqueness
Environment name The name of environment containing the resource
Priority The priority of the resource
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case, the resources involved in the cycle are determined to be R1 and R2. Even
though both shadow agents find that R2 has the lowest.

Blocked on resource R2 (R2, A3, E2, r2) priority and must be unlocked, only S3
owns R2 and is responsible for breaking the deadlock. The following events occur
to break the deadlock and allow processing to continue:

1. S3 instructs D3 to travel to E2 and lock resource R2 and notify Al when
unlocked.

2. D3 moves to E2.
3. D3 unlocks E2.
4. D3 leaves E2 to notify its shadow of success.
5. E2 notifies A1 that the resource it wanted is now free.
6. A1 locks R2 and continues processing.
7. D3 arrives at E1 and notifies its shadow that R2 is no longer locked.
8. A3 performs recovery from having its resource unlocked.

When D1 and D3 return to their shadow agents (S1 and S3), their constructed
tables are analyzed for possible deadlocks before being added to the shadow’s local
detection information. Each shadow scans for its target agent in the returned table to
recognize a deadlock situation. In this example, each shadow agent detects a
deadlock, since their target agents appear in the returned tables on the first iteration.

7 Measurement Discussion

For example, the value of Mo in a fault-free ring network of three agents (con-
figuration b) should be: Mo = 3 × 3 × 4 or Mo = 36. The value presented shows a
median value of 25 migrations in this configuration. The insertion of random delays
into the simulation and their associated influence on event sequencing explains the
difference between the measured and theoretical value for Mo. If an agent is suf-
ficiently delayed, other agents can migrate and perform multiple lock checks before
the delayed agent arrives. This allows the delayed agent to gather more information
in a single trip than normally would be possible, speeding the detection of the
deadlock. The effect of sequencing changes can also be seen in the number of
repetitions, which is also below the theoretical maximum values.

This means the value presented for the failure-prone configuration of three
agents in a deadlock is 33 that the additional work created by detection agent
failures was offset by the savings achieved through event-sequencing changes. As
the number of faults increases with 13 total faults and long delays, this number is

Table 5 Deadlock information

Agent name Blocked on resource Primary locks

A1 R2 (R2, A3, E2, 2) R1 (R1, A1, E1, 1), R4 (R4, A1, E4, 4)
A3 R1 (R1, A1, E1, 1) R2 (R2, A3, E2, 2)
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below the theoretical maximum of 36; the number of migrations will approach and
then exceed the theoretical maximum.

For example, the impact of faults on the total number of migrations is difficult to
measure as it depends on other factors such as network topology and at which point
of the detection process the failure occurs.

The number of migrations required to detect a deadlock in configuration ‘c’ (a
ring topology) is 54 while the equivalent mesh topology requires 32 messages. As a
result, the comparison adding more nodes into this configuration, but keeping the
number of agents constant, causes a proportional increase in both of these values
between topologies is not a meaningful measurement.

The number of repetitions (NR) is used to compare deadlock detection efficiency
between topologies. NR is only impacted by the number of agents in the system;
therefore, if the number of agents is kept constant, the number of required repeti-
tions should stay constant between topologies.

The difference over the ten executions while agents in the ring topology required
about three repetitions and agents in the mesh topology required four repetitions to
detect the deadlock in these values can be compared between fault-free and
failure-prone scenarios to determine the impact of failures on the number of repe-
titions required to detect a distributed deadlock can be attributed to sequencing
differences (and their savings); therefore, it can be determined that ring configu-
rations are more sensitive to event sequence changes than mesh configurations.

When the detector agent returns and if the suggested mobile agent algorithm
assumes that network topology is static and always organized in a ring, a significant
reduction in the number of migrations can be realized using this assumption, and a
simplistic deadlock detection technique can be created where a detector agent
performs a walk of the entire network and gathers deadlock information to its
starting point, the data is checked for deadlocks.

Unrestricted agent movement and fault tolerance in most real-world IP networks
in this scheme follow the number of migrations equals the number of nodes in the
network causes similar increases in the number of migrations is similar to the mesh
topology simulation; therefore, detector agents can often migrate directly to the
desired host environment. Additionally, it has been observed and documented that
most deadlocks occur between two transactions. As such resource locked by a
remote mobile agent roughly maps to a transaction in traditional distributed
deadlock detection the measurements for systems with two agents are of particular
relevance. Due to the common nature of deadlocks between few agents or trans-
actions, the number of messages needed to detect and resolve a deadlock between
many agents is not a significant concern or disadvantage.

The measurements gathered in mobile agent environments demand network
organization (topology) flexibility and fault tolerance. Incorporating these proper-
ties into a mobile agent solution impacts the amount of processing required for the
algorithm during simulation of the solution suggested by this thesis confirms that
these properties require additional processing and messaging. Although due to the
parallel nature of mobile agent systems, there is no conclusive evidence that the

342 R. Priya and R. Belwal



additional processing significantly impacts deadlock detection performance or
efficiency. Additionally, the lack of similar mobile agent solutions makes com-
parison and evaluation difficult and inconclusive (Tables 6, 7 and 8).

8 Results and Discussion

The mobile agents which are mentioned in this paper are created using Java Agent
Development framework. Through mathematical analysis, a formula is derived with
respect to movement of agents which helps to identify the deadlock conditions. The
result obtained experimentally is in approximation to the theoretical derivations.
The measurements gathered in mobile agent environments demand network orga-
nization (topology) flexibility and fault tolerance. Incorporating these properties
into a mobile agent solution impacts the amount of processing required for the
algorithm during simulation of the solution suggested by this thesis confirms that

Table 6 Simulation environment configurations

Configuration Number of agents Number of agent

A1 2 2
B1 3 3
C1 4 4
D1 20 20

Table 7 Mesh connected and fault-free measurements

Configuration Med message vol Median number repetitions

A1 8 during detection A1:2
C1 32 during detection A2:3

Table 8 Mesh-connected and failure-prone measurements

Configurations Median message Vol Median Rep Total faults Missed deadlocks

A1 2 during reso A1:2 1 0
B1 15 during reso A1:3 2 0
C1 2 during reso A3:5 2 0
D1 1174 during reso Amed:20 58 0
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these properties require additional processing and messaging. Although due to the
parallel nature of mobile agent systems, there is no conclusive evidence that the
additional processing significantly impacts deadlock detection performance or
efficiency. Additionally, the lack of similar mobile agent solutions makes com-
parison and evaluation difficult and inconclusive.
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Google AdWords: A Window
into the Google Display Network

Vekariya Subhadra, Kapadiya Urvashi, Fruitwala Pranav
and Vyas Tarjni

Abstract In the twenty-first century, the advertisers are slowly migrating from the
traditional advertising platform to digital advertising platform. Google AdWords
provides two platforms to market your products and reaches the customers. Google
Search Network and Google Display Network are the two options in Google
AdWords to publish your advertisement on the Google. Google Search Network
covers the Google search platform for advertising, and the advertisers can advertise
with the Google search results. The advertisers who wish to reach diverse customers
can use the Google Display Network platform. This platform reaches 90% of the
people around the globe as the advertisements are not only displayed in the search
results but also displayed in all the partner sites of Google such as YouTube,
blogger, and also the sites registered to the Google Ad-Sense. This paper discusses
the in-depths of using the Google Display Network platform for advertising.

Keywords AdWords ⋅ Google Display Network ⋅ Mobile ads

1 Introduction

The Google Display Network [1] includes mobile sites and apps and is a collection
of specific Google Web sites and partner Web sites which includes YouTube,
Google Finance, Blogger, and Gmail. There are different ways to show ads on
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display network. The different ways include reaching a new customer or fascinate
users with layout or one other option is to choose the position of the visibility of
your advertisement. The Display Network lets you place your content in front of
spirituous customers at the correct place and at the appropriate time in various
ways. One of the ways is to target users using the keywords and topics. Other ways
include selecting distinct pages or Web sites and trying to search for the users who
are already intensified in the stuff that you are proposing. Display Network has a
variety of advertisement layouts which includes text advertisements, rich media
advertisements, image advertisements, and video advertisements. Ad auction [2] in
Display Network is quite like the regular auction except the feature of incremental
clicks and an additional service fee for interest category (Fig. 1).

To know whether you are achieving success with your business targets, Display
Network provides reports [3] to see on which web pages your advertisements are
succeeding and this way you will be able to know which Web sites are giving you
higher profits at lower costs. If the advertisement is not doing according to your
favor, then the Google Display Network automatically decreases proposal for that
Web site.

2 Google Display Network Campaign Setup

The effectiveness of a Google AdWords [4] campaign can be increased by
understanding the various campaign settings. The campaign settings selected by the
user will have an effect on all ads that belong to the same campaign. Various
settings are available depending upon the type of campaign chosen by the user. The
settings decide three basic attributes of any ad. Namely

• Budget and bid: Setting the budget and bid will decide the price you pay for
your ad.

• Extra features that the user can add in his ad, apart from text and links.
This can be done with the help of ad extensions.

Fig. 1 Overview of Display Network [11]
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• Deciding the perfect location for your ad using the geographical location, and
language settings.

Three main components have to be kept in mind while deciding the content of
any ad group, namely a set of specific keywords [5], ads, and the budget/bid. More
than one ad group forms an ad campaign. Grouping your keywords with specific
ads can be done by ad groups. This makes sure that customers find the ads that are
most relevant to them, when they search using a specific keyword or a phrase.

2.1 Structure of an AdWords Account

AdWords is subdivided into three basic sections: the account, campaign, and the ad
group.

• Unique email address, password, and billing details are assigned to an account.
• A fixed budget and specific settings are provided to the ad campaign. These

details decide the location where your ad will appear.
• The keywords/phrases and sets of related ads that you wish to be displayed in

your advertisement are contained in an ad group.

An organized account can help with effective ad targeting [6] and quick changes
which will eventually result in achieving your ad goals. Tips to consider while
structuring the account:

• Build your campaign in such a way that it reflects the core idea of your Web site.
• While advertising in different regions, it is a good practice to create different

campaigns corresponding to the different regions.
• Manage your campaigns effectively with the help of AdWords editor.

2.2 AdWords Ad Gallery

The Ad gallery is a tool for creating advertisements which provides various formats
for displaying your ads. Many ad formats are available such as image ads, video
ads, and dynamic ads. Advantages are as follows:

• Differentiated products and services: By setting appropriate and clever product
images, colors, and logo that reflects the brand you wish to advertise, you can
tempt the customers to engage with the ad.

• Increase campaign effectiveness: By using display ads that provide visual
effects, you can achieve higher click-through rates and witness an increasing
conversion volume on the Google DN.
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• Free ad templates: try and choose different color palettes, images, etc., for your
ad at zero cost.

• Customize ad styles: You can create your own custom ad in any available size
and color and create your own variations of the style. You will be charged only
for the number of clicks received by your ad, or the impression your ad made on
sites across Google’s DN.

• Business ad templates: Create clear-cut and precise ads with limited but relevant
text information.

2.3 Features for Bidding on DN

There are various ways to set the bids in your campaign when advertising your ad
on the DN.

• Default Bids: If you have not placed a custom bid on your ad, AdWords will
assign your ad group default bid value to your ad, in case your ad appears in a
location which matches the area you were targeting.

• Custom Bids: By enabling custom bids for a single targeting method, such as
keywords, AdWords will assign the custom bid value to your ad when it appears
on Web sites that match the keywords of your ad.

• Adjusting Bids: By adjusting the bid values at the campaign and ad group stage,
you can control the time and location for which your ad will appear.

The type of bids provided by the Google Display Network can help you in
increasing the effectiveness of your campaign by adjusting and setting the perfect
price for your ads. Two bid types are provided by Google Display Network:
(1) You can set your ad group default bids, your own custom bids, or choose the bid
adjustment feature, for the campaigns targeted specially for the Display Networks.
(2) Automatic bid adjustment will be done for the campaigns that fall under the
Search Network and Display Select categories.

2.4 Viewable Impressions Bidding with Viewable CPM

With the viewable cost-per-thousand impressions, you can choose to pay for only
those ads that are marked as viewable. In the case of display ads, the ad is con-
sidered as “viewable,” if more than 50% of the ad appears on the screen for more
than one second; and for video ads, the ad is considered “viewable,” if it stays on
the screen for two or more seconds. If you are using CPM bidding method for the
campaigns meant only for the Display Networks, it is advisable to choose the
VCPM as your bidding strategy. For ads belonging to the campaigns that target
mobile applications, you cannot use the VCPM bidding strategy. Ads for app
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installment or app engagement cannot use the VCPM. By using VCPM, you will
only have to pay for those impressions that are considered to be “viewable.” It also
optimizes your bids in such a way that your ads appear in the slots that are most
viewed. If you are looking to maximize the views on your ads, and not the clicks,
VCPM is the go-to strategy.

2.5 Flexible Bidding Strategies

Flexible bidding strategies provide automatic bidding facilities for the exact time
and location that you want. This can be done for multiple campaigns or within a
single campaign. Many flexible bidding strategies are available:

• Clicks Maximization: This helps you by automatically setting bids to acquire the
maximum clicks, but within the specified spend time.

• Target search page location: Adjusts the bids in a manner which can raise the
chances of your ad appearing on Google search results first page, or on top of a
page. This strategy increases the ad visibility.

• Enhanced Cost per click: Increases or decreases the manual bid automatically on
the basis of a click conversion probability.

• Target outranking share: adjusts bids to achieve greater ad visibility and rank,
relative to ads from other domains.

• Target Cost per acquisition: increases click conversions, while simultaneously
achieving average CPA.

2.6 Conversion Optimizer

CO focuses on increasing/maximizing the conversions, instead of targeting CPC, or
CPM. Its main focus is to get the maximum possible conversions, while keeping a
close track on the cost-per-acquisition specifications. Conversion optimizer com-
pletely eliminates the need to adjust the bids manually to achieve the conversion
targets. It takes into account information related to your previous campaigns and
auto sets the best CPC bid for your ad, every time it is eligible to appear.

2.7 Elevate Your Ad Using Ad Extensions

Ad extensions give customers more reasons to click on your ad. Ad extensions are
basically formats for your ads which you can use to add extra information about
your business. This can be done either manually or automatically. Ad extensions are
excellent tools for increasing the CTR and visibility of your ads. If adding the
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extension can elevate the performance of your campaign and if your “Ad Rank” is
high, AdWords can associate extensions with your ad. There are two categories of
ad extensions: manual and automated.

2.8 Campaigns for Mobile App Installs

Use campaigns to increase app downloads. The feature “Mobile app installs” on
DNs and “Trueview” on YouTube allow you to make your own app install ads,
specifically targeted for mobiles and tablets. AdWords use the logo of your app, and
customer reviews to create the app install ad. This ad can redirect customers straight
to the app store to download your app. Connect your AdWords account to Google
play developer account to easily monitor and track installs. There are two types of
app campaigns: mobile app installs and universal app campaign.

2.9 Dynamic Display Ads

You can promote your products and services from your feeds by creating dynamic
display ads for them. Such ads can be created while setting up a dynamic
re-marketing campaign from the ad gallery of your account. You can specify the
type of layout you want. If you choose a custom layout, you will have to specify the
attributes that you wish. There are many layout features to choose from such as
multiple product carousels, image cropping, and star ratings. Apart from the layout,
you can also customize the text that will appear in your dynamic ads. You can
decide how the different attributes should be arranged in your dynamic ad.

2.10 Lightbox Ads

Lightbox ads are a perfect way to target new customers by using vivid ads that have
interactive formats. You can decide your own billing model based on your needs
and objectives. Two kinds of Lightbox ads are available:

• Ready Lightbox ads: This allows you to add your brand images, videos, maps,
product feeds, etc., to the already available set of templates that are pre-designed
by AdWords.

• Custom Lightbox ads: These ads belong to ads served by third parties.
The ads are professionally and entirely developed by creative agencies.

Google assigns a family status attribute to all ads. Any ads that are Lightbox ads
must be family safe as the audience targeted by such ads belong to all ages. Ready
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Lightbox ads take only a few minutes to make and v = can be published well
within a day. Ads that use studio layouts can take anywhere between 3–4 days to be
developed and published. Lightbox ads are available in standard sizes, decided by
the Interactive Advertising Bureau (IAB). Once customers engage with such ads,
new media is added to the ads either directly within the ad, or in a separate
expandable canvas. This helps reduce the accidental clicks and increase the cus-
tomer satisfaction. Two different formats are available for Lightbox ads: Lightbox
ads with many videos and Lightbox ads with a combination of images and videos
gallery.

2.11 Ad Publishing Requirements

All ads must meet certain standards in order to be published. This ensures excellent
user experience. An ad can be rejected for errors such as:

• Ambiguous promotion: when the ad is difficult to understand, inaccurate, or all
together nonsense.

• Ambiguous relevance: when the ads are not relevant to the landing pages where
they appear.

• Unreliable claims: when the claims made in the ads have not been verified by
the party on whose page the ad appears.

• Grammatical/spelling errors: ads that contain grammar or spellings that are not
commonly recognized or when the ads use improper punctuations, capitaliza-
tion, spacing, etc.

If your ad has been disapproved or rejected, you should try to find the reason for
the rejection, modify your ad, and then wait for it to be reviewed again.

3 Ads on Display Network

On the Google Display Network, you can achieve an extensive variety of clients,
pick which destinations or pages your advertisements show up on, and connect with
individuals with an assortment of engaging promotion groups. To promote on the
Display Network, utilize any campaign “Display Network only” or “Search Net-
work with Display Select.” The nuts and bolts get your promotions on to the
Display Network targeting strategies such as keywords, and proclivity gatherings of
people get your advertisements on to the Display Network.

Focusing on settings such as “Target and bid” and “Bid only” additionally
decides the range of your promotions. Consider the controls that do the following:
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Target and bid: confines your advertisements to appearing for the focusing on
strategy you have chosen, as catchphrases. Permits you to set bids for individual
focusing on, as $2.00 for purchasing soccer balls.

Bid only: confines your advertisements to appearing for the focusing on strategy
you have chosen, as catchphrases. Permits you to set bids for individual focusing
on, as $2.00 for purchasing soccer balls. Does not confine your advertisements to
appearing for the focusing on technique you have chosen. Permits you to set bids
for individual focusing on, as $2.00 for soccer fans.

Placements are areas on the Google Display Network where your advertisements
can show up. They can be a site or a particular page on a site, a portable application,
video content, or even an individual ad unit. What makes a placement a “managed
placement” is that you have focused on a site, versatile application, or ad unit
particularly.

With negative keywords [7], you can keep your advertisement from appearing to
individuals scanning for or going to, sites about things that you do not offer,
demonstrate your ads to individuals who will probably tap on them, reduce costs by
excluding keywords where you may be spending cash but not getting a return.

AdWords gives you a chance to do the following with negative keywords
keeping in mind the end goal to enhance your campaigns:

• Add negative keywords.
• Edit, remove, or download negative keywords.
• Exclude keywords.
• Get negative keyword ideas.

In the event that you attempt to speak with other people who do not talk the same
dialect, then you may think that it is intense to convey the desired information. So
also with AdWords, you need your ads to show up for clients who can comprehend
them. Language targeting permits you to pick the dialect of the sites that you would
like your ads to show up on. We will demonstrate your advertisements to clients
who use Google items (e.g., Search or Gmail) or visit sites on the Google Display
Network (GDN) in that same language. Remember that AdWords does not interpret
ads or keywords. Every Google area has a default language. For instance,
Google.com defaults to English and Google.fr defaults to French. On the Google
Display Network, AdWords may take a gander at the language of the pages that
somebody reviews or has as of late seen to figure out which ads to show. This
implies that we may identify the language from either pages that the individual had
seen before, or the page that they are at present survey.

Display Planner is a free AdWords tool that you can use to arrange your Display
Network ad campaigns. You will simply require a couple of fundamental points of
interest to begin, similar to your clients intrigues or your landing page. Display
Planner then produces targeting ideas alongside impression estimates and historical
expenses to guide your plan.
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4 Reaching Audience on Display Network

You can add different audiences to the ad groups and target groups on the basis of
your advertisement goals and the stage of their purchase process. There are three
main types of audiences: affinity audiences, custom affinity audiences, and
in-market audiences.

You can decide what advertisements to show the audience based on the content
of a Web site/page when they visit a Google partner Web site. You can use this
content to show relevant ads. The data from third-party companies and the major
topics from the web page visited can be used to associate the audiences’ interest
with their anonymous cookie ID.

Google’s re-marketing feature, as the name suggests, can help you in reaching
customers that have already visited your Web site and hence makes it easier to
connect with an “Already Interested” audience. The similar audience feature can
help you in discovering new customers that share similar interests with your
existing audience. This opens up a new way to find potential and qualified cus-
tomers. This feature, however, is available in the Google Display Network only.

By observing the browsing activities of up to 30 days on Display Network sites
and by using the contextual engine, AdWords can understand the similarities and
interests of the audience in your re-marketing category. By using this information,
AdWords [8] can find new audiences with similar interests and characteristics to the
already existing people on your re-marketing list. Benefits of using the similar
audience feature are it simplifies audience targeting and attracting new and potential
customers.

With the demographics targeting feature of AdWords, you can target customers
in a specific demographic group such as gender: male, female, or other; age: below
18, 18–30, 30–45, 46–60, or other; parental status: parent, not a parent, and other.
This kind of demographic targeting on Display Networks can help in reaching the
right audience, customizing your ads, and in target refining.

For demographics on mobile applications, instead of using cookies, this feature
uses an anonymous identifier to remember that person’s preference and the apps
visited, by keep tracking of browsing history and app activities. This identifier can
be linked to the customer’s cell phone and associated with a certain demographic
category.

Re-marketing helps you to target those people who have previously visited your
mobile app or Web site, so that you can show your ads to them. Re-marketing is
limited to only previously visited apps and web pages. A new feature called
“Dynamic re-marketing” adds another level of sophistication by targeting those
products and services that people were attracted to, “within” the ads. There are
many forms of re-marketing supported by Google, namely standard re-marketing,
dynamic re-marketing, search ads re-marketing lists, video re-marketing, and
mobile app re-marketing.
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5 Google Display Network Versus Google Search Network

5.1 Google Display Network

It can create all types of advertising such as text, image, and video. In DN, you can
place where your ads are displayed on the Web site that are relevant to what you are
selling. It also manages and tracks your budget. It is similar to the Google Search
Network [1] but with additional feature of the displaying ads in network sites and
videos. Advertising format includes pictures, video, text ads with sounds. It targets
the search with advance category option. It is used for displaying branding ads. In
Google Display Network, you can choose place where your ads appear on the
particular Web site and particular geographic area.

5.2 Google Search Network

Ads can be placed in Google search results and search partner sites linked with it.
Advertising format is only based on text ads. It only targets the search keywords.
Bidding is done with CPC (cost per click) [9] basis. It is used for call to action ads.
In Google Search Network [10], the costing of campaign ads is 5–10% higher than
display ads. In Google search network, you can decide how much amount to spend
and after that you will not charged more than that.

6 Conclusion

Google Display Network has brought a new approach to the advertisers by dis-
playing ads in such a way that the ads reach to the 90% of the people worldwide.
This paper has discussed the in-depths of the Google Display Network platform of
the Google AdWords. The paper also discusses setting up an advertiser’s campaign
which also includes the details of the various types of advertisements and their
format. The various bidding strategies and the different display options for the ads
are covered along with various options to reach the diverse customers.
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Clustering to Enhance Network Traffic
Forecasting

Theyazn H.H. Aldhyani and Manish R. Joshi

Abstract Network traffic forecasting has become more and more vital and

important in present days for monitoring the network traffic. The number of users

that are connecting to network utilization is experiencing exponential growth. The

accurate of modeling and forecasting network traffic is increasingly becoming signif-

icant in achieving guaranteed quality of service (QoS) in network. The enhanced QoS

is maintained in the network by modeling and forecasting network. In this paper, we

propose an integrated model that combines clustering with linear and nonlinear time

series forecasting models, namely, Weighted Exponential Smoothing (WES), Holt-

Trend Exponential Smoothing (HTES), autoregressive moving average (ARMA),

Hybrid model (Wavelet with WES), and AutoRegressive Neural Network (NAR-

NET) models to enhance forecasting of loading packets in network. The experimen-

tal results show that the integrated model can be an effective way to enhance fore-

casting accuracy attained with assist of derived centriods. The performance measures

MSE, RMSE, and MAPE are used to evaluate the results of conventional time series

models and proposed model.

Keywords Network traffic ⋅ Forecasting ⋅ Clustering ⋅ Time series models

1 Introduction

Nowadays, the broadcast speed of wired and wireless network has increased man-

ifold. They have created the concepts such as cloud and always remain connected,

which in turn have generated high volumes of data on network. This increasing trans-

mission speed of different types of network, the Internet of things (IoT) and machine
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to machine (M2M) have gained momentum. In future, this data volume will grow

substantially and experts are forecasting it to grow to tenfold by 2019 [1].

Consequently, forecasting of network traffic plays a vital role in planning, man-

agement, and optimization of modern telecommunication networks. On the other

hand, accurate and dependable forecasting permits planning the capacity of a net-

work on time and sustaining the necessary level of quality of service (QoS). Network

traffic forecasting is the key issue to ensure effective bandwidth allocation, speeding

of network, congestion control, and engineering flow. The network traffic data has

more fluctuations among entire data. According to the network traffic data, we need

to establish the suitable mathematical model to forecast network traffic. The network

traffic forecasting models can prevent network congestion, and the utilization rate of

the network can effectively improved. There has report of a large work focused on

developing forecasting models for computer data networks. The most popular and

common time series models are linear time series models such as single moving

average, Holt-Winters, exponential smoothing, and autoregressive moving average

(ARMA) models and nonlinear time series models such as artificial neural network

(ANN) and wavelet models.

In this paper, we discuss the use of linear and nonlinear time series models

for forecasting of loading packets volume in network traffic. Moreover, in order to

enhance forecasting accuracy, we applied k-means clustering approaches. An inte-

grated model is proposed for network traffic forecasting that integrate the results

of various time series models with derived centriods that obtained from clustering

approaches. The model is tested using real network traffic data.

The rest of this paper is organized as follows: Section 2 discusses related work.

The description of generic framework is discussed in Sect. 3. Section 4 presents inte-

grated model, followed by results analysis in Sect. 5. Finally, Sect. 6 concludes this

paper.

2 Related Work

The first stage to achieve a good forecasting algorithm in order to optimize network

traffic with a objective to sustain network utilization is an accurate model for the net-

work traffic. The major objective for Internet traffic modeling and forecasting is to

determine appropriate model, which can best represent the network traffic behavior

and incorporate the model for enhancing loading packets despite the fact that net-

work traffic is complex in nature. The motivation of proposed work is from previous

research where researchers have used several time series models based on the behav-

iors and characteristics of traffic data and also keeping in mind the loading packets

in network traffic. In the following sections, we will discuss some of the research

works done so far, which has motivated this work.

Feng and Shu [2] studied ARMA model to predict network. Di et al. [3] and Li et

al. [4] used wavelet approach with linear and nonlinear time series model to forecast

network traffic for network management and design. Rutka [5], Wang and Liu [6],
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and Chabaa et al. [7] proposed neural network approaches to predict network traffic

for enhancing QoS in network.

Kuang et al. [8] proposed a hybrid model (two-dimensional correction and single

exponential smoothing) for prediction mobile network.

In this research works, we are concerned to use clustering approaches for enhanc-

ing time series models for forecasting network traffic. Nevertheless, we come up with

a new method that can help to enhance forecast time series models. Our new method

is focused on the centriods of clustering for improving the forecasting of time series

models.

3 Generic Framework

Figure 1 displays the architecture of our integrated model that combines forecast-

ing of conventional models with the derived centriods obtained from clustering. The

various conventional forecasting models, namely, Weighted Exponential Smoothing

(WES), Holt-Trend Exponential Smoothing, autoregressive moving average

(ARMA), Hybrid model (Wavelet with WES), and AutoRegressive Neural Network

(NARNET) models are implemented to forecast future loading packets in network

traffic. Limitation description of the methodology and procedures of these conven-

tional forecasting models can be read from [2, 9].

Further, the derived centriods are used to improve forecasting. The novelty of inte-

grated model is an integration of the forecasting results that are obtained from time

series conventional models with the derived centriods that are obtained from clus-

tering approaches. We applied k-means clustering approaches to enhance time series

forecasting models for forecasting loading packets of network traffic. The explana-

tion of theory and mathematical model of these clustering approaches is available

in [9].

Fig. 1 Generic model for

proposed network traffic

forecasting model
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Finally, the integrated model is tested with online data attained from WIDE back-

bone network. It is observed that the integrated model has enhanced the accuracy of

conventional models.

3.1 Data Set

The data set of our research is attained from real network traffic from the WIDE

backbone network. WIDE backbone network repository is maintained by the MAWI

working group. This data daily trace at the transit link of WIDE (150 Mbps) to the

upstream Internet service provider (ISP). For our analysis, we used nine year data

from 2008 to 2016 which is aggregated every one hour. We extracted the numbers

of packets by using wireshark software [10].

3.2 Evaluation Metrics

To evaluate our forecasting models, we used three error indicators. Mean square

error (MSE), root mean square error (RMSE), and mean absolute percentage error

(MAPE) are applied as performance indices. These standard indicators methods are

defined as follows:

MSE = 1
N

n∑

k=1
(xt − xt)2 (1)

RMSE =

√√√√ 1
N

n∑

k=1
(xt − xt)2 (2)

MAPE =
∑|(xt − xt)∕xt|

n
∗ 100 (3)

4 Integrated Model

In this section, we present and describe the phases of our integrated model for fore-

casting network traffic.

1. Collect network data. In order to apply time series model, we need a few data

point to start with. We experimented with window size of last six month data

sets.
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2. Data of last six months from August 2015 to January 2016, monthly data is used

for forecasting Ffeb2016 = F(DAug2015,… ,DJan2016), where Dm is a data obtained

from months m and Fm is a forecasting for month m.

3. Normalize the data.

4. Deriving cluster centriods: Obtain cluster centriods (DerivedCi
).

5. Forecasting: Apply conventional time series models, namely, WES, HTES,

ARMA, hybrid, and NARNET models for forecasting future loading packets of

network traffic (Fi).

6. Enhance forecasting: An integration of forecasting of each conventional time

series models with the derived centriods. The integration function is EFi =
f (Fi,DerivedCi

).
7. Evaluation of conventional models and enhanced model using MSE, RMSE, and

MAPE metrics.

The Step 4 and Step 6 are important steps of the overall model. The steps are

described in detail in separate subsections below:

4.1 Deriving Cluster Centriods

In case of prediction, we only cross check our prediction with already known data.

Hence, for existing data, clustering can be applied and accordingly an integrated

model is developed [9]. However, for forecasting, we have to develop a model that

would predict network traffic for unseen period.

Unlike prediction, the centriods information for the period for which the traffic

is to be forecasted is not available. A mechanism is devised to overcome this issue.

According to [11], clustering of time series subsequences is meaningless. More con-

cretely, clusters extracted from the time series are forced to obey a certain constraint

that is pathologically unlikely to be satisfied by any data set. Hence, we can use the

previous clusters knowledge to build new anticipated centriods.

When applied k-means clustering approaches to eight years data from 2008 to

2015 that are obtained from WIDE backbone network. Five centriods for each year

are obtained. It is decided to use these centriods for improving future loading packets

in network traffic. Consequently, it is the proposed mechanism that can implicitly

help to improve forecasting loading packets in network traffic. The newly derived

centriods are used to enhance conventional forecasting models. The procedural steps

for deriving centriods are as follows:

1. The network data from 2008 to 2015 is clustered using k-means clustering. We

obtained centriods of these clusters for all years.

2. Organized the centriods into five groups. Group j contains jth centriods of all

years. (1 ≤ j ≤ 5)
3. Sort all centriods of all years in ascending order. This rearrangement of clusters

centriods enables proper grouping of appropriate centriods.
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Table 1 Derived centriods

that are obtained from

k-means clustering

Derived centriods obtained from k-means approach

18.39

18.52

18.22

18.29

18.301

4. New set of centriods is derived by applying single exponential smoothing tech-

nique to all centriods in each group.

Table 1 shows the derived centriods that are obtained by applying the single expo-

nential smoothing model. We used these centriods to improve forecasting of future

loading packets of network traffic. We obtained five derived centriods from observa-

tion centriods that belong to k-means clustering approaches.

4.2 Enhance Forecasting

In this step, we used derived cluster centriods along with result obtained from con-

ventional time series forecasting models. The forecasting phase forecasts loading

packets of February 2016 in real network for congestion control. The enhanced fore-

casting is a function of existing forecasting value Fi and appropriate derived centroid

values DerivedCi
as follows: EFi = f (Fi,DerivedCi

) where Fi is a forecasting value

that is obtained by various conventional models. DerivedCi
is the derived centriods

of the ith cluster (1 ≤ i ≤ 5). The function used is average of forecasting results

that are obtained from conventional time series models and derived centriods values

that are obtained from clustering approaches.

5 Results and Analysis

We test our integrated model on real network data for forecasting of loading packets

in network traffic. Our integrated model is implemented in MATLAB. We forecast

only packet’s numbers from WIDE real network in order to provide quality of ser-

vices (QoS) for network.

The conventional time series, namely, WES, HTES, ARMA, Hybrid, and NAR-

NET models have been applied for forecasting loading packets in network traffic. We

demonstrate the generalized performance of conventional time series model and inte-

grated model when applied to forecast loading packets in network traffic. Real net-

work traffic data set is collected from WIDE backbone network. It has been decided

to gather network data in window size last 6 months to forecast February 2016 with
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Table 2 Results of conventional models for forecasting of network traffic using last six month data

WES HTES ARMA Hybrid model NARNET

MSE 0.0372 0.2240 0.0366 0.0345 0.0999

RMSE 0.1929 0.4733 0.1913 0.1858 0.3161

MAPE 0.9515 2.2980 0.9502 0.9080 1.4084

Table 3 Results of integrated model (k-means with conventional time series models) for forecast-

ing of network traffic using last six month data

WES HTES ARMA Hybrid

model

NARNET

MSE (Improvement %) 0.0343 0.0891 0.0270 0.0331 0.0386

7.08 60.23 7.66 4.6 61.37

RMSE (Improvement %) 0.1851 0.2985 0.1644 0.1819 0.1964

4.05 36.94 3.82 2.99 37.87

MAPE (Improvement %) 0.9026 1.4547 0.7479 0.8809 0.7231

4.06 36.07 5.09 2.99 48.66

Fig. 2 Performance

improvement with respect to

MSE using last six month

data as window size

time interval one month. In order to enhance the conventional time series models for

forecasting loading packets in network traffic, we proposed the integrated model that

combines derived cluster centriods with conventional time series models to enhance

forecasting of loading packets in network traffic.

In this experiment, we collected last six month data from August 2015 to Janu-

ary 2016 to forecast February 2016. Table 2 shows the results that are obtained from

conventional time series models, namely, WES, Holt-Trend, ARMA, Hybrid, and

NARNET. Whereas the Table 3 shows the results that are obtained from integrated

model. We observed that the integrated model improves the performance of conven-

tional forecasting network traffic models. MSE, RMSE, and MAPE metrics show the

average of 28.18, 17.13, and 19.37
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6 Conclusions

For network traffic forecasting, an innovative model is proposed which can best rep-

resent the network traffic data and its characteristics. The proposed model combines

the conventional linear and nonlinear time series models with clustering to improve

the forecasting of loading packets in network traffic. The standard live network data

is attained from WIDE backbone that is used for experiments. The MSE, RMSE,

and MAPE performance measures are applied to evaluate the proposed model.

We used k-means clustering techniques to cluster the existing network traffic data

to capture the traffic characteristics in the form of cluster centriods. These derived

cluster centriods are used further to enhance the forecasting obtained from conven-

tional time series models. We forecast network traffic for February 2016 using win-

dow size last 6 months network data. The proposed forecasting model outperformed

the conventional models. For k-means clustering augmentation average of 28.18%

of improvement in MSE is recorded.

This model demonstrates the feasibility and effectiveness of clustering approaches

to enhance the quality of services(QoS) of network. In future, we shall attempt to

apply another soft clustering approaches in order to obtain better results.
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Load Balancing Mechanism Using Fuzzy
Row Penalty Method in Cloud Computing
Environment

Narander Kumar and Diksha Shukla

Abstract Nowadays cloud computing becomes an emerging standard for
accessing and organizing large computing application over network. In cloud
environment, two entities plays major role such as cloud users and cloud service
providers. Cloud users submit request, and cloud providers provide services to end
users. Load balancing is one of the major concern in cloud computing environment
means how to distribute load efficiently among all the nodes. For solving such
problem, we need some load balancing algorithm, so this paper proposed a solution,
fuzzy row penalty method, for solving load balancing problem in fuzzy cloud
computing environment. Here, fuzzy technique is used for solving uncertain
response time in fuzzy cloud environment. Fuzzy row penalty method is used for
solving both balanced fuzzy load balancing problem and unbalanced fuzzy load
balancing problem in cloud environment. The proposed algorithm is implemented
on CloudSim, and the obtained result is used for solving load balancing problem in
terms of response time and space complexity in order to increase performance and
scalability, minimize associated overheads, and avoid bottleneck problem.

Keywords Fuzzy load balancing problem ⋅ Row penalty method
Virtual machine ⋅ Cloud computing

1 Introduction

Cloud computing means to access computing resources over the Internet on pay per
use basis, and in cloud computing environment, data is stored remotely and cloud
service providers provide cloud resources. Nowadays, cloud computing is growing
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rapidly so cloud users request for more and more services and want to achieve
better result, and this will increase the load on the network. There are three types of
loads, i.e., network load, CPU load, and memory capacity. Load balancing is the
key issue in cloud computing environment. As if workload is not distributed
properly among all the nodes then some nodes gets heavy load and some nodes gets
low load, this will create communication overheads and leading to bottleneck
problem. For solving such problem, we need some load balancing algorithms in
order to increase performance, minimize response time and communication over-
heads, increase scalability, and minimize failover in cloud computing environment.
Balancing algorithms are of two types such as static balancing algorithm and
dynamic balancing algorithm. Dynamic balancing algorithm does not require prior
knowledge of all the system applications and resources and also depends upon the
current state of the system. Dynamic balancing algorithms are more popular for
solving load balancing algorithm as compared to static load balancing algorithm, as
dynamic balancing algorithms are more efficient and provide better result. There are
many dynamic load balancing algorithms available in cloud computing environ-
ment; for example, fuzzy Hungarian algorithm is more popular dynamic algorithm
for solving both fuzzy load balancing balanced problem and fuzzy load balancing
unbalanced problem in fuzzy cloud computing environment. Here, fuzzy technique
is used for solving uncertain parameters such as uncertain response time and
uncertain cost but fuzzy Hungarian method is not working well in fuzzy cloud
computing environment for solving unbalanced fuzzy load balancing problem as it
gives high response time and gives high space complexity. So this paper proposed an
algorithm, fuzzy row penalty method, for solving load balancing problem in fuzzy
cloud computing environment, and row penalty method solves unbalanced fuzzy
load balancing problem effectively and takes less execution time as compared to
fuzzy Hungarian method. The proposed algorithm is implemented on CloudSim, and
the obtained result is used for showing variation between fuzzy row penalty method
and fuzzy Hungarian method in terms of execution time and space complexity and
shows that row penalty method is more efficient for solving fuzzy load balancing
problem in fuzzy cloud computing environment.

2 Related Work

In [1–3], the author gives brief discussion on existing round-robin and throttled
scheduling algorithms for load balancing in cloud computing environment and then
compares those using parameters such as response time and processing time. Dif-
ferent types of dynamic load balancing mechanism for dynamically distributing
workload in cloud computing environment have been discussed in [4]. In [5], the
author proposed fuzzy controller which is used to allocate virtual machine to each
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application in cloud environment in order to enhance quality of service. In [6], the
author describes fuzzy logic-based novel load balancing algorithm for balancing
load in cloud environment. In [7], this paper describes various techniques for
efficiently managing virtual machines in cloud environment and then compares
these techniques on various parameters. In [8], the author discusses load balancing
strategy based on cloud partitioning concept in order to improve response time and
throughput of public clouds. In [9], the author describes the method for partitioning
cloud and then compares various load balancing algorithms in order to balance
dynamic load in cloud environment. In [10], this paper proposed method to balance
load on various nodes in order to reduce movement cost. Existing load balancing
mechanism in cloud environment are compares on the basis of various
parameters like scalability, energy consumption etc. in [11, 12]. In [13, 14], this
paper gives an overview on load balancing and load balancing algorithm, and
compares load balancing algorithm in order to achieve maximum resource uti-
lization. In [15, 16], the author describes various load balancing algorithms for
solving issues related to load balancing in cloud environment. Three distributed
solutions biased random sampling, and active clustering mechanisms to balance the
load in cloud environment are discussed in [17]. In [18], the author compares
various load balancing algorithms in order to increase reliability and user satis-
faction. A survey of dynamic load balancing mechanism in cloud environment
and its comparison on the basis of various balancing parameters are given in [19].
In [20], the author describes queue algorithm with ACBLA algorithm which can be
used to schedule tasks among all processing nodes in order to reduce communi-
cation overheads. In [21], this paper uses switch mechanism which is used to divide
public cloud into cloud partitions and then uses improved round-robin algorithm
and game theory to balance load in cloud environment.

Generally, there are so many linear programming algorithms available for
solving load balancing problem in cloud environment. Fuzzy Hungarian method is
used to solve fuzzy load balancing problem, but this algorithm is not working well
in fuzzy environment; due to high response time and space complexity. So to
resolve all the limitations associated with existing fuzzy Hungarian algorithm, this
paper proposed dynamic fuzzy row penalty method for allocating workload effi-
ciently across all the nodes in order to solve uncertainty problem in fuzzy cloud
computing environment and gives less response time and space complexity as
compared to fuzzy Hungarian algorithm in order to increase performance of cloud
computing environment.

This research paper is organized as follows: Sect. 1 presents introduction.
Section 2 represents related work. Proposed mechanism is given in Sect. 3.
Section 4 represents result and discussion. Section 5 represents the conclusion.
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3 Proposed Mechanism

This paper proposed fuzzy row penalty mechanism for solving load balancing
problem in fuzzy cloud computing environment. Fuzzy row penalty method is used
to solve uncertain response time and memory capacity in fuzzy environment. This
mechanism solves fuzzy balanced and unbalanced load balancing problem effec-
tively, takes less iteration so as to improve response time and space complexity, and
gives minimum cost in order to enhance performance and user satisfaction. In this
paper, load balancing problem can be solved in terms of response time and space
complexity. The proposed algorithm is implemented on CloudSim, and the
obtained result shows that fuzzy row penalty method gives least response time and
space complexity as compared to fuzzy Hungarian method in order to increase
performance and minimize bottleneck in cloud environment (Fig. 1).

……..
Virtual 

machine 1
Virtual 

machine 2
Virtual 

machine n

VMM (Virtual Machine Manager)

Fuzzy Row Penalty Method
(Load Balancing Mechanism)

Load Balancer and scheduler

Controller of Data Center

Task 1   
(Cloudlet) 

Task 2
(Cloudlet)

Task n
(Cloudlet)

Fig. 1 Fuzzy load balancing model
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3.1 Fuzzy Row Penalty Mechanism

Step 1: Create matrix with fuzzy values
Matrix[i][j] = number of cloudlets/workload response rate.

Step 2: Calculate the ranking value of each fuzzy response time Xij:
If response time is in fuzzy triangular number (b1, b2, b3), then ranking
value is calculated as Mag (∼ Xij) = (b1 + 10b2 + b3)/12.
If response time is in fuzzy trapezoidal number (b1, b2, b3, b4), then
ranking value is calculated as Mag (∼ Xij) = (b1 + 5b2 + 5b3 + b4)/
12.

Step 3: In matrix, check each row and circle the response time whose corre-
sponding ranking value is less than other response time in that row.

Step 4: Optimal workload

(a) Check all the circled fuzzy response time in the matrix and then
examine the fuzzy response time which is uniquely circled in
column as well as in row. Assign this fuzzy response time and then
remove the corresponding column and row.

(b) In the above steps, if no response time is found, then examine
single row I which contains single fuzzy response time but corre-
sponding column j contained more than one circled response time.
Then, calculate fuzzy row penalty. Row penalty is calculated by
subtracting ranking value of minimum and next to minimum fuzzy
response time in same row. Select maximum penalty row and then
assign circled fuzzy response time to that row. Then, remove cor-
responding column and row from matrix table.

Step 5: Repeat third and fourth steps until all columns and rows are crossed out.
Now, calculate optimal fuzzy response time.

Optimize∼T= ∑
N

i= 1
∑
N

j= 1
∼Xij Yij

4 Result and Discussion

Figures 2, 3, 4 and 5 are self explanatory and show the comparisons between Fuzzy
Hungarian and Row penalty method. From the results we can say that Fuzzy Row
penalty Method is better. Therefore, proposed mechanism is good.
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Fig. 2 Comparison between Fuzzy Hungarian and row penalty method in terms of response time
for solving balanced fuzzy load balancing problem

Fig. 3 Comparison between Fuzzy Hungarian and row penalty method in terms of response time
for solving unbalanced load balancing problem
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5 Conclusion

In cloud computing environment, the major issue is how to distribute workload
across all processing nodes so that all nodes gets equal job at a given instant of
time. So this paper proposed fuzzy load balancing algorithm for solving load

Fig. 4 Comparison between Fuzzy Hungarian and row penalty method in terms of space
complexity for solving balanced load balancing problem

Fig. 5 Comparison between Fuzzy Hungarian and row penalty method in terms of space
complexity for solving unbalanced load balancing problem
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balancing problem in fuzzy cloud computing environment. The simulation result
shows the comparison between fuzzy Hungarian and fuzzy row penalty method in
terms of response time and space complexity in order to provide latest approach.
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Performance Evaluation of Data Mining
Techniques

Mani, Bharti Suri and Manoj Kumar

Abstract Data mining has gained immense popularity in various fields of medical,
education and industry as well. Data mining is a process of predicting the result and
extraction of useful information from huge dataset. In this paper, we have surveyed
various data mining techniques. Further, performance of various data mining
techniques, namely decision tree, random forest, naive Bayes, AdaBoost, multilayer
perception neural network, radial basis function, sequential minimal optimization
and decision stump, have been evaluated using UCI communities and crime dataset
for classifying crime in US states. On the basis of results obtained, we found that
the decision tree outperforms with 96.4% accuracy and minimal false-positive rate.

Keywords Data mining ⋅ Classification techniques ⋅ Decision tree

1 Introduction

Data mining is an analytical process which handles huge data. It is defined as a
process of extraction of meaningful information from a huge, unclean, ambiguous
and inconsistent data set. Data mining has shown its applicability in numerous
fields like education, health care, tourism, marketing and fraud detection. Data
analysis is being done in these areas so as to make managerial decision for success
in marketing, to analyze previous data of patients to predict the disease, to detect the
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fraud in banks [1], to analyze or improve the student performance in education [2].
The data mining process has become a supporting system [3] for understanding
requirements of stakeholders and analyzes their behavior. The process of data
mining follows a conceptual architecture [4] which illustrates framework where the
database or data repositories undergo cleaning process followed by requesting a
relevant data from data server which are then used to extract the interesting result
pattern on the basis of knowledge domain and at the end presents the result to user
through graphical user interface. Before applying any data mining algorithm,
dataset undergoes filtering process [5] like removing missing values in data attri-
butes and non-relevant data, thereby empowering the accuracy of classification
techniques. This motivates us to review various data mining techniques and eval-
uate their performance on communities and crime unnormalized dataset [6]. The
rest of the paper is organized as follows. Sect. 1 contains the related work, Sect. 2
discusses framework of a process, and Sect. 3 discusses the performance evaluation
of data mining techniques followed by conclusion in Sect. 5.

2 Related Work

Various data mining methods have been implemented and prove to be a beneficial
predictor in real world [2, 7–9]. Every business process has a common framework
of data mining process. In [10], CRM (customer relationship management) data
mining framework is proposed to predict the behavior of the customer in order to
intensify the decision-making process, thereby retaining the valued customer. The
data so acquired from CRM framework are used to evaluate the effectiveness of two
classification method, i.e., naive Bayes and neural network. Merceron and Yacef [2]
have proposed a education data mining system to uncover the pertinent facts
contained in a database acquired by Web-based educational system. The relevant
knowledge for such system is extracted using data mining algorithm such as
clustering, classification and association. This system helps teacher to direct and
retain their class and comprehend their student’s learning ability. Mai et al. [8] have
shown that data mining has gained its importance in healthcare sector. The
objective of mining data of healthcare sector includes early disease diagnose and
prevention of disease and analyzes the better health policy making. As we know
that health awareness is growing among the people and they have become more
caution about their health status. The major group which suffers from health issues
is old age group people, and to keep track of their health status MyPHI [7] is one of
the successful systems developed to predict the personal health index of elderly
people. Kumar and Toshniwal [9] have proposed framework that includes clus-
tering technique to categorize the road accidents and perform regression analysis.
Every system has a main concern of extraction of knowledge from a database, and
process to discover such useful information is termed as knowledge discovery [11].
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3 Data Mining Framework

Data mining process follows a systematic approach which is shown in Fig. 1. The
basic approach of mining process is as follows:

• Initially, the business objectives are set, which formulate the reason to mine the
useful knowledge for constructing profitable strategies and decisions.

• After setting out the objective, business model is designed.
• Objective supporting data are collected as per requirements followed by

cleansing and reduction.
• For the ease of user, analysis can be represented in graphical format to visualize

the data behavior or to see the critical point in analysis that can benefit or may
lead to loss in future circumstances.

• In the end, the data mining techniques are evaluated for the performance
measures.

3.1 Dataset Used

We have used communities and crime unnormalized dataset [6] that contains the
147 attributes and 2216 instances. We have selected only 16 attributes including
class label which classify the country or community with rate of crime as high or
low. The data consist of detailed information of the crime in some US states. The
attributes used in dataset are as follows:

• String attributes: communityname, state.
• Numeric attributes: countrycode, communitycode, population, murders, murd-

perpop, rapes, rapeperpop, robberies, robbperpop, assaults, assaultsperpop,
burglaries, burglperpop.

• Categorical attribute: crime (class label).

3.2 Data Preprocessing

Data available is usually raw, noisy and inconsistent in nature. There are many
factors which affect the quality of data under mining process. Concerned quality
factors [12] of data are accuracy, completeness, consistency and interpretability. So,

Fig. 1 Basic data mining framework
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we can say that the data in real world consist of various discrepancies and these
should be removed before performing the data mining techniques. To make the data
suitable for the mining process, every relational dataset undergoes cleaning process
followed by data reduction and data transformation. Data cleansing [12] is process
where missing values are removed by replacing it with mean or median value, and
noisy data are removed by binning methods. After cleaning the data, the dataset is
subjected to reduction process [13] where the attributes are reduced or selected
using filters [14] in WEKA. Data preprocessing has great influence [13] on accu-
racy of data mining techniques, and hence, it is recommended to preprocess the
dataset in order to speed up the process or increase the accuracy rate. While clas-
sifying the crime dataset [6] by considering all attributes and instances of it, the
resulting accuracy of classifiers came to be inaccurate. So for the sake of accuracy
we have used only 16 relevant attributes and reduced the data instances number
from 2215 to 533 using unsupervised instance filter in WEKA.

3.3 Data Mining Techniques

The major categories of the data mining methods are association rule mining,
clustering and classification. In this paper, we have used supervised classification
method which is as follows:

Decision Tree
Decision tree [12] is a classifier structured as tree with the root and leaf nodes. It is a
rule-based method and easily comprehended. Decision tree is highly advantageous
and based upon greedy top-down approach [15]. Internal node and leaf nodes are
represented as attribute and class label, respectively. Basic algorithm of decision
tree [12] is used for attribute selection, and there are various measures [16, 17]
adopted for its selection. Decision tree uses information gain as measure for attri-
bute selection, and attribute with highest information gain value is selected as the
splitting attribute node. Information gain is an average amount of information to
classify data instance as class label.

Random Forest
It is ensemble learning method and also known as nearest neighbor predictor for
classification and regression. Random forest [18, 19] conceptually based upon
decision tree and produces numerous classifying tree. Ensemble is depicted as a set
of multiple classifiers that contributes toward the overall classification tree and
created by two methods bagging [20] and boosting [21]. Mathematically, the ran-
dom forest can be represented as collection tree classifier f ðx, θkÞ, k=1, . . . , kf g
where fθkg are independent identically distributed random vector.

Naive Bayes
Naive Bayes is a probabilistic learning classifier and based upon the Bayesian
network [12]. It predicts the class membership probabilities, such as the probability
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that a given tuple belongs to a particular class. It assumes that all variables or
features xi are mutually independent for given C class label.

Sequential Minimal Optimization
Sequential minimal optimization (SMO) [22] is a method that overcomes the
drawback of support vector machine of solving large quadratic programming
(QP) optimization problems. SMO is an iterative process that parts the complex QP
problems in smaller QP problems, and these small problems are analyzed, thus
avoiding time-consuming optimization. Another advantage of SMO is that it does
not require extra memory.

Multilayer Perceptron
Multilayer perceptron (MLP) [23] is a supervised and nonparametric method of
classification. MLP structure [24] consists of three layers: input, hidden and output
layer. The input layer units are multiplied by a weight with a threshold added and
then is passed through an activation function that may be linear or nonlinear.

Radial Basis Function Network
Radial basis function (RBF) [25] is artificial neural network and characterized by
the several features. RBF network comprises of three layers [26]: the input layer,
the hidden layer and output layer. Input layer consists of n component of input
vector that is fed into proceeding input units of hidden layer. Each unit in hidden
layer computes the radial Gaussian activation function. Every stimulus of input
component is evaluated by activation function associated with the hidden units and
weight associated with links between hidden layer and the output layer.

AdaBoost
AdaBoost [27] is an machine learning algorithm developed by Yoav Freund and
Robert Scaphire. The motive of this algorithm is to enhance the accuracy of the
prediction rule by combining the multiple weak and inaccurate rules. It is a boosting
algorithm which takes input as training set, s= ðx1, y1Þ . . . ðxm, ymÞf g where xi is
instance drawn from some space X and represented in some manner and yi ∈ Y is
the class label associated with xi.

Decision Stump
Decision stumps [28] are one-layered decision tree and are useful for classifying
small volume dataset. Decision stumps are easy to build than compared to decision
tree. In one-layered decision tree [29], only one feature or attribute is selected for
class label, and for each attribute, it computes the score measuring the capability of
separating the classes.

4 Performance Evaluation

The effectiveness of the classifiers has been estimated using the following measures
[12]:
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True-positive rate (TPR): It is defined as number of positive data tuples that are
classified correctly, which is given as:

TPR=
TP

TP+FP

False-positive rate (FPR): It is defined as number of negative data tuples that are
incorrectly classified as positive data tuples, which is given as:

FPR=
FP

TN +FP

True negative (TN): It is defined as number of negative data tuples that are
correctly classified.

False negative (FN): It is defined as number positive data tuples incorrectly
classified as negative data tuples.

Accuracy: It is defined as the percentage of correctly classifying test dataset.

accuracy=
TN +TP
P+N

where P = TP + FN and N = FP + TN.
Precision: It is defined as degree of exactness (i.e., the percentage of tuples

classified positive are actually positive).

precision=
TP

TP+FP

Recall: It is defined as degree of completeness

recall=
TP

TP+FN

F-measure: It is defined as measure of test’s accuracy and takes both recall and
precision to compute its value.

F −measure=
2fðprecision * recallÞg
ðprecision+ recallÞ

Receiver operating characteristics (ROC) curve: It is a plot between the
true-positive rate and false-positive rate, and hence it, illustrates the performance of
a classifier.

Here, comparison of the classifiers is being done on the basis of
above-mentioned measures and depicted their performance in bar graph (see
Fig. 2). We have tabulated (see Table 1) the results of each classifier and thereby
analyzed their capability. The results have given us a clear view that decision tree is
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highly accurate (see Fig. 2) with higher degree of exactness (precision) and com-
pleteness (recall), whereas MLP has minimal accuracy with high false-positive rate,
and hence, it is an inefficient classifier. Another most efficient method is AdaBoost
with highest ROC performance curve.

5 Conclusion

We have done a comparison of data mining classification techniques and evaluated
results of performance measures of each classification techniques. As our dataset
has predefined class label, we have used supervised learning or classification
methods for evaluation. Our main purpose of applying techniques or method is to
classify the crime rate with high accuracy and see which technique does it with best
results (see Table 1). The result we have concluded from the table is that decision
tree outperforms with 96.4% accuracy and has minimal false-positive rate.

Fig. 2 Bar graph for performance measures of classifiers

Table 1 Performance measure of classifiers

Techniques TP rate FP rate Precision Recall F-measure ROC curve Accuracy

Decision tree 0.964 0.036 0.964 0.964 0.964 0.945 0.964
Random forest 0.743 0.258 0.773 0.743 0.736 0.837 0.743
Decision stump 0.902 0.098 0.904 0.902 0.902 0.874 0.902
Naive Bayes 0.864 0.137 0.888 0.864 0.862 0.879 0.864
SMO 0.896 0.104 0.898 0.896 0.896 0.894 0.896
MLP 0.583 0.414 0.728 0.583 0.506 0.75 0.583
RBF network 0.887 0.123 0.886 0.877 0.877 0.956 0.887
AdaBoost 0.932 0.068 0.932 0.932 0.932 0.985 0.932
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Automatic White Blood Cell Segmentation
for Detecting Leukemia

Pooja Deshmukh, C.R. Jadhav and N. Usha Rani

Abstract White blood cells are used to detect different diseases infected to human
body. The classification and segmentation of white blood cells for detection of
leukemia are one of the important and complex steps. It allows detection of acute
lymphoblastic leukemia (ALL). Partially automated system do not give accurate
results also manual diagnosis process results are depend on operators ability. These
problems can be resolved using fully automated system. This system uses com-
puterized segmentation and classification techniques for detection of leukemia
accurately and within less time period. Segmentation scheme segment WBC’s into
nucleus and cytoplasm, classification is used to classify WBC’s into various as per
different characteristics also, features of nucleus and cytoplasm extracted.

Keywords Image processing ⋅ White blood cell ⋅ Acute lymphoblastic leuke-
mia ⋅ Segmentation ⋅ Classification ⋅ RGB (Red Green Blue)

1 Introduction

The White blood cells are present in whole human body that is in blood as well as
lymphatic system. These WBC’s protect human body from various diseases. White
blood cells also known as leukocytes help in diagnosis of various diseases infected
to human body. White blood cells are important cells used for detection of leu-
kemia. Leukemia is classified into two types [1] as (1) Acute leukemia and
(2) Chronic leukemia. Acute leukemia grows quickly whereas, chronic leukemia
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grows slowly. This leukemia is curable if detected at early stage. WBC’s play
important role leukemia detection. These white blood cells consist of nuclei and
cytoplasm. Features of nuclei and cytoplasm also differentiate between
normal/healthy cell and abnormal or unhealthy cell. Characteristics of nuclei and
cytoplasm of normal cell are different than infected cell. Also, WBC count is
indicator of disease. Existing techniques include number of systems including
hardware and software. Some of those software systems are partially automated
systems which are time consuming. Currently most of the hospitals using hardware
machines for detection which provide accurate results but time required for results
is in hours. Also, automated system of detection uses classification methods such as
SVM, k-NN classifier for classifying normal and abnormal cells. Whereas, pro-
posed system includes clustering technique to form clusters of normal and abnormal
clusters (Fig. 1).

2 Basic Concept

Above figure shows normal cells and cancer cells difference. It shows that normal
cell nucleus is of regular size and shape, whereas, cancer cell nucleus is of irregular
shape and size. Cancer cell nucleus size is more than normal cell nucleus size.

There are five different types of leukocytes which are Neutrophil, Eosinophil,
Basophil, Lymphocyte, Monocyte [1]. These types are distinguishable by their
functional characteristics.

Section 2 is about basic concept of cell and WBC. Section 3 describes related
work of leukemia detection and related information. After background details
Sect. 4 is of proposed scheme which includes methodologies used. Section 5
describes expected results. Section 6 is devoted to conclusion.

Fig. 1 Normal cell versus cancer cell [13]
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3 Related Work

Donida et al. [2] proposed freely available dataset which includes blood sample
images. This dataset was specially designed to compare and evaluate classification
and segmentation algorithms. The dataset designed which is publically available is
known as ALL-IDB.

Madhloom [3] Each WBC have nucleus so only nucleated were considered and
other unnecessary data was removed. To separate nucleus from remaining cell body
arithmetic operations on cell and global threshold and filter was used. Otsu’s
method was used for threshold calculation. Histogram equalization was used to
highlight the objects in blood image.

Scotti [4] presented segmentation and measurement technique in order to diag-
nose disease such as leukemia. L * a * b color space used to convert input image
into grayscale. Fuzzy k-means forms clusters of blood cells. Histogram threshold
technique is segmentation scheme used to segment nucleus and cytoplasm.

Piuri and Scotti [5] focused classification and identification of white blood cells
from microscopic images. Firstly, white blood cells were differentiated from other
types of cells. Then, morphological analysis performed to get indexes for classifi-
cation of cells. Also, explained classifier selection process from set of classifier to
classify cells into various types of WBC’s. There are 5 different types of leucocytes
as Basophil, Eosinophil, Lymphocyte, Monocyte and Neutrophil.

Halim et al. [6] proposed a method which automatically count the number of
blasts in blood sample. This method helped in segmentation which was most dif-
ficult step in detection process. HSV color space based segmentation was used to
separate WBC’s from background. Morphological operations were used to extract
shape information based on geometry properties. Dilation and erosion are two basic
morphological operations for extraction process. In this method, only erosion was
used.

Mohapatra et al. [7] explained independent method to recognize lymphoblasts.
Independent methods were required to recognize types of blasts as myeloblast and
lymphoblast. In this first step was sub imaging given blood image. Then, SCM
clustering algorithm was used to segment identified leucocytes. Segmentation was
done as nucleus and cytoplasm. Group of classifiers were used for classification
based on statistical features of nucleus and cytoplasm.

Cheewatanon [8] proposed new segmentation algorithm. There were two tasks in
an algorithm region growing algorithm and mean shift (MS) filter algorithm. MS
filter was used to reduce noise. Region growing algorithm based on first assump-
tion. First assumption was that the WBC images represented as a set of regions. The
observed colors of set of region change gradually, but they change unexpectedly
across the boundary between the regions. These algorithms were tested using RGB
color space and CIE L * a * b color space. In this method cytoplasm was over
segmented, this over segmented region was reduced using CIE L * a * b color
space.
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Hsu et al. [9] described a classification technique: support vector machine (SVM).
SVM produces a model which calculates the target values which is based on training
set. The purpose of this classifier was to evaluate target value for test data as per test
data attributes. This technique did not give satisfactory result for number of features.
If there are many features then set of features are selected for classification. If given
data is in attributed form then it is converted into numerical form.

Rezatofighi and Soltanian-Zadeh [10]: Different image processing algorithms
were proposed to distinguish different types of white blood cells. A method was
used for segmentation of cytoplasm and nucleus of cells. Then segmented parts
were used for number of feature extraction. Sequential Forward Selection algorithm
was used to select distinct features from segmented region. Features were extracted
based on LBP. Classification algorithms ANN and SVM are compared which
shows SVM was more accurate classification algorithm.

Nazlibilek et al. [11]: Automatic counting of white blood cells and their sizes were
evaluated for easy detection. Further features were extracted using PCA algorithm
and classifier was used to classify different types of white blood cells. Five types of
WBC’s were classified as lymphocyte, monocyte, basophil and neutrophil. To
convert grayscale image into binary image Otsu’s method was used. Otsu’s method
uses threshold calculation for conversion of image into binary image (Fig. 2).

4 Proposed Scheme

The proposed system includes WBC detection process, Filtering, nucleus and
cytoplasm selection, feature extraction of nucleus and final step is classification.

Fig. 2 System architecture
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4.1 WBC Detection Process

WBC detection takes input of blood image. Then, further processes input blood
image to detect WBC’s from an image.

4.2 Color Conversion

In this process colored blood image is converted into CMYK color model. RGB
color space is used for conversion process. An RGB color space considers intensity
of each pixel and converts into CMYK for further processing. Because white cells
are more clearly visible in yellow color. Figure 3 shows original image and image
after conversion.

4.3 Histogram Equalization

Enhancement process enhances image by increasing intensity of objects of blood
image. This method highlights the objects and borders of image. It equalizes the
intensities of cells present in blood image. This method takes converted y plane
image as input and produce result after enhancement. Figure 3 shows enhancement
of image.

4.4 Filtering

There are various filters available which remove noise from an image. One of those
filters is median filter. Median filter reduces unnecessary data from given image. It
considers pixel values under structuring element and sort and arranges pixel values
linearly. Then, median of those pixels is calculated and center pixel value is
replaced by computed median value.

Original image y plane image Histogram Equalization Background Removal

Fig. 3 Original image, converted image, enhanced image, background removal
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4.5 Nucleus and Cytoplasm Selection

Nucleus and cytoplasm are identified and segmented using segmentation algorithm.
Each WBC has nucleus and cytoplasm so segmentation algorithm helps to identify
those WBC parts easily. Green component of RGB color space is used to get binary
image and binary image obtained from a* component of CIELab color space are
combined [1] to identify nucleus and cytoplasm.

4.6 Feature Extraction

Feature extraction process is done on segmented nucleus and cytoplasm. Features
of nucleus and cytoplasm are considered to differentiate between normal and
abnormal cells. There are three different features are considered as shape, color and
texture. Shape descriptors include area, perimeter, convex are etc. [1]. These
measures are used to compute solidity and compactness. Also, color features
include mean, standard deviation, smoothness [1]. There are number of texture
features.

4.7 Classification

Automatic classification technique is important to classify cells into normal cells
and abnormal cells. SVM (Support Vector Machine) classifier [12] uses large
number of variables for separation of classes of WBC’s for detection of leukemia.
SVM is suitable for binary classification [12]. K-means clustering is used to cluster
cells in healthy and unhealthy cells. Clustering is done until all cells go in correct
cluster and no cell should remain unclustered.

5 Expected Result

Partial automated system and manual leukemia detection process do not produce
accurate results. Manual leukemia detection process takes time to detect disease.
Accuracy depends on operator’s ability. To overcome above problem fully auto-
mated system is proposed which uses computerized segmentation and classification
techniques that is automated schemes.

This proposed scheme takes input blood image for further processing. Figure 3
shows result of preprocessing. Blood image is used to identify WBC’s from blood.
After identification process image will be cleaned using feasible filter that is median
filter will remove unnecessary data from a blood image. Figure 4 shows result of
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median filter. Identification of nucleus from WBC’s will separate nucleus and
cytoplasm from each WBC. These separated nucleus and cytoplasm will be used for
feature extraction process. Feature extraction process will consider color, shape and
texture features for classification of healthy and unhealthy cells. This proposed
scheme will give almost 80–90% accuracy using median filter and k-means clus-
tering algorithms. Implementation of this system is done using Matlab.

6 Conclusion

Blood images are segmented and detection of leukemia is done by feature
extraction process. Further features of cells are considered for accurate results of
detection. These features are shape features such as area, circularity, perimeter etc.
Classification of extracted features for leukemia detection is done using k-means
clustering algorithm and comparative study of algorithm. Automatic segmentation
and classification scheme produce accurate results by detecting leukemia using
blood image and classifying cells as normal cells and abnormal or cancer cells.
Feature extraction process extracts shape, color and texture features for identifi-
cation. Moreover the proposed technique should provide accurate results to
unnecessary and grouped cells. Also, it is important to study and analyze new
features that help to improve detection process. Blood images required for detection
process are taken from ALL-IDB1 and ALL-IDB2 datasets which are freely
available.
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Indian Script Encoding Technique (ISET):
A Hindi Text Steganography Approach

Sunita Chaudhary, Meenu Dave, Amit Sanghi and Hansraj Sidh

Abstract A prehistoric technique of concealing clandestine information is
steganography which takes use of a shelter media as text, audio, video, etc. The
most important thing related to same is the capacity of hiding information under the
cover. The typical individual in the same concern is linguistic steganography or text
steganography due to the fact that text is lacking in terms of redundant data as in
audio or video steganography, this property comes in abundance and serves as the
basis of stego process. Here we put forward a linguistic text steganography tech-
nique. This technique implants secret information into the shelter media for
searching novel probabilities for occupying a language Hindi which is apart from
English. The proposed approach namely Indian Script Encoding Technique (ISET)
will work by implementing the linguistic attributes of Hindi language. In this
approach, there is no difference between vowels and consonants. In this new
approach, we worked with random and Hindi texts where Hindi text is used as a
secret message and random text as a cover medium. Secret message will be hidden
in cover medium. Our aim to propose this new ISET method is to increase
robustness of the data and also increase in capacity of hidden data.

Keywords Linguistic ⋅ Text ⋅ Steganography ⋅ Random ⋅ Hindi
Robustness ⋅ ISET
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1 Introduction

As the Internet and wireless networks are rapidly spreading day by day in which
multimedia streams are used for information exchange. For this, issue of security is
a major concerned area for the researchers. From the past several years, maintaining
the security of data and maintaining confidentiality over the Internet have now
become the necessity. To maintain the security of data and confidentiality, there are
many techniques among which steganography is one of the most effective tech-
nique, which is gained through obscurity. The steganography refers to the method
of sending data into another data in such a way that no one can suspect the original
hidden data, as in between the communication intruder can see the cover media
only, not the original data. We can use various types of data, viz image, audio,
video, and text as a cover media to hide the original data. Further, text can be of any
language such as Hindi, English, Urdu, Marathi, Persian, and Chinese[1]. There are
various areas of applications such as watermarking, SMSing, CAPTCHA,
e-business, defense, bank, and portal security. Thus, we can very promptly able to
say that there is no area where security is not needed; hence, steganography touches
every area of information networks.

2 Text/Linguistic Steganography

Text steganography utilizes the properties of text features for communicating the
secure messages over the Internet. It can be implemented mainly through the
random and statistical generation methods, format-based method, and linguistic
method; this is given in the Fig. 1.

In random and statistical generation methods, statistical and random attributes of
the particular language are basically deployed for hiding the original information
and to generate cover content that means we can generate random character
sequence, random sentence sequence, and random word sequence to use as cover
text to avoid attacks like known plain text attack [17]. Because of randomness, this
method is less suspicious, and in our research also, we have used this method along

Text Steganography

Random & Statistical
Generation MethodLinguistic MethodFormat Based    

Steganography

Semantic MethodSyntactic method

Fig. 1 Types of text steganography
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with the linguistic properties of India’s national language Hindi to conceal the
original information into cover media.

In format-based method, format attributes of the particular language are used to
generate the cover text. These format attributes are included white spaces, delib-
erate misspelling, changes in color, and size or type of fonts [18].

In linguistic-based steganography, the linguistic attribute of the particular lan-
guage is used to generate cover text or to hide the original data into the cover text.
Linguistic attributes are included commas, punctuation marks, and synonyms of the
words [2].

Language-based steganographic scheme gives more highly developed methods
to hide the original secret messages in cover media [3]. As this scheme handles
specific property of the particular language which may not be available in other
language or not suitable to other languages means language-based methods not
work on the identical properties of all the languages.

Linguistic scheme can be implemented by two ways, one is syntactic method
and another one is semantic method. If we include some commas, punctuation
marks in this way that no one can suspect it, then it is called syntactic method [4, 5].

If we put synonyms of a particular word in such a way that the meaning of the
sentences will not change, then it comes in semantic method.

3 Related Works in Indian Language Steganography

Hiding information in plain text is called text steganography. Previously, various
researchers have done work in this field. In next section, we give brief idea of
previous work.

In paper [6], the focus is on Urdu and Arabic languages. Urdu and Arabic
languages have a most important feature of having redundant dot symbols. These
dot symbols are used for hiding the information. To hide the data, one can change
or shift the position of dot by some degree in horizontal or vertical position in
references to the customary position of point in the text.

The paper [7] reflects the attributes of Hindi language. Every language has its
own features. Hindi language has its own vowel, consonants, and compound letters
which are combination of vowel and consonants. In this technique, author made
two groups: one is for simple pure letters means only vowel and consonants, and
another is compound letters means group of vowel and consonants.

In paper [8], the author has used three different techniques, namely THK,
Core-Noncore character and using matraye, which has given new idea to hide the
Telugu data.

In paper [1], researchers have used diacritics of Arabic script as cover text to put
out of sight the Chinese original secret data. This is a combination of Arabic and
Chinese languages. So, one can suspect it if he or she is aware of both the languages
deeply.
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The paper [9] provides an approach which is basically designed for sending
secret message in Bengali language. Here, the researchers convert the secret mes-
sage into the binary stream using grammar structure of Bengali script and encode it
in meaningful sentence.

In paper [10], approaches designed by the researchers are for sending the secret
information of Guajarati language. In this method, researches have used their own
revised SSCE code and passkey to encode the data, so one can give input in any
digital form.

In paper [11], the vowels have assigned 0 bit and consonant characters assigned
1 bit for diacritic and compound characters of Hindi language.

In paper [12], the researchers have implemented feature coding technique to hide
and embed the secret message. In feature coding technique, one can shift the letters
by some degree or can add some extra white space into the sentences and these
white spaces can be used to hide the data.

In paper [13], the authors had given a new approach in which they have assigned
4-bit binary value to every Hindi letter. And by this binary value, the authors have
generated a numerical code to hide the data. But the drawback of this method is that
it is very time-consuming.

In paper [14], there is an approach designed by the researchers, where they have
used the technique for sending the secret information in Oriya language. Thus, this
technique uses the concept of inputting the data in any digital form, as they have
used quantum truth table to map the secret message and generate the cover text.

In paper [15], special characters like inverted commas of Punjabi language are
used to the secret data, and cover text is generated by the quantum truth table. The
researchers embed the secret information into cover information according to their
ASCII representative alphabet.

In paper [16], an approach is designed for hiding the secret message in Telugu
language. Two approaches are implemented by the researchers. In first approach,
the secret message is hided in compound letters of the Telugu language; in second
approach, punctuation marks are accustomed to conceal the covert message.
Original message is hided according to the Unicode value of punctuation marks.

After reviewing and analyzing above mentioned techniques it has been observed
that still there is a need to do research in the area of linguistic steganography, as
security issues are still a major concern.

4 Proposed Work

The problems encountered with different existing methodologies of text
steganography is that if we change the format of text or retype the text, then it
results in loss of secret information [17]. In our research, we have proposed a new
method which conceals information written in Hindi language by using the lin-
guistic method of steganography. We named this technique as Indian Script
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Encoding Technique (ISET). In this technique, we have used the random character
sequence as a cover medium and feature coding method of text steganography.

We use two processes to implement the proposed method. First, we encode all
the characters of the secret message with new encoding technique which is based on
cataloging of Hindi fonts. Second is hiding the secret information into the cover
content. Proposed method reduces the memory consumption and size of cover text
used for stenography in compare to other methods. As in this method, one letter can
hide total eight bits. Because of this hiding capacity, the development of proposed
approach to hide the message as well as to retrieve the message proved to be
efficient. In proposed method, we classify the Hindi language characters and dia-
critics into eight groups. The grouping is based on the tongue position in the
pronunciation of Hindi script grammar, namely Kanth, Talu, Murdha, Dant, Hont,
Naak, Sayunktakshar, and Ayogyavah. In this approach, we used the random
content as a cover text and secret message, which will be hidden in cover medium,
is in Hindi language. Table 1 shows 8-bit encoding format of Hindi letters and
diacritics. In this method, two schemes are used: one is encoding and another is
decoding.

Encoding Algorithm:
In this approach, we introduce new encoding technique to conceal secret infor-
mation in cover content. In our proposed technique, every character of secret Hindi
message is encoded in the form of 8-bit binary number after that the equivalent
ASCII character is replaced the original character. In this, the left most 0th and 1st
bit will always remain ‘0’ for Hindi characters. That means it shows that the input is
in Hindi language not in others.

While making group, we consider only Hindi letters and diacritics of Hindi
script. The left most 2nd, 3rd, and 4th bit of 8-bit number represents the group
number these are from 1 to 8. In this approach, all letters and diacritics are divided
into groups and every letters and diacritics has its position in corresponding
group. This position will represent the last three bits of 8-bit number. By using this
approach, we can encode all eight bits of one letter of secret message into one letter
of cover text at a time.

After encoding the secret character, we get 8-bit binary data of the recreate
character then the corresponding ASCII equivalent of this 8-bit binary data will be
fetched. And this fetched character is embedded with the cover text according to the
key.

Table 1 8-bit encoding format of character

Zero
bit

First
bit

Second
bit

Third
bit

Fourth
bit

Fifth
bit

Sixth
bit

Seventh
bit

Always remain
‘0’

Group number (1–8) Character position in particular
group
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Algorithm for Message Encoding:

1. Read character one by one.
2. for each character:

2:1 Find the character in the group table and convert into 8-bit binary value.
2:1 If character is compound statement (have diacritics then), then we make two

separate binary streams, one for character and another for diacritics or next
character.

2:3 Convert each 8-bit binary sequence into its ASCII equivalent.
2:4 This new letter is now embedded into the cover text according to the key.

Decoding Algorithm:
Decoding is the reverse of encoding. Following decoding algorithm has been used
to decode the secret message.

1. Get the letter from the embedding position (according to the key).
2. Get the equivalent ASCII code.
3. Translate the ASCII code into its equivalent 8-bit binary format.
4. Map 8-bit Binary value and find the character from the group table.

5 Experiment Result

The experimental results are on the basis of linguistic features of Hindi language;
we develop proposed method ISET through Java language and Netbeans profiler.

Through our newmethod, we are able to achieve the high security for the transmitted
text, sincewehave initially encoded the textwith the help of our newgeneratedalgorithm
and then embedded the encoded characters into the cover content according to the key,
and that key is having a separate method of formation. Another strong point is that our
cover text is randomly created so no one can easily suspect it, as generally normal people
take this embedded coverfile as a corruptedfile and ignore or delete it. The unauthorized
person whowants to access the data has to first find out the key and then he has to crack
the algorithm. Thus, it will be not an easy task. Here we show each algorithm interface
individually. Figure 2 is a GUI, shows example of generation of random character
sequence of cover text with secret message. It contains encode, reset, and generate
buttons through which one can encode, reset, and generate cover text. In secret message
window, secret information can be written. Similarly, a window for cover text is given.
This window can be used to randomly type the cover text or cover text can be randomly
generated by generate button. Now, secret information and cover text are encoded by the
encode button. Reset button is used to reset the main window to its original.

Figure 3 shows message after encoding and embedding of original message into
cover content.

After decoding the message, we get the original message which is shown in
Fig. 4.
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Fig. 2 Generation of cover text and secret message

Fig. 3 Encoding of the secret message

Fig. 4 Decoding of secret message

Indian Script Encoding Technique (ISET) … 399



6 Conclusion

This paper may prove as milestone for the researchers. Various steganography
methods for different languages namely English, Chinese, Telugu, Arabic, and
Hindi have been described. This paper presents a novel advance technique to
linguistic steganography by using the specific feature of tongue position in pro-
nunciation of Hindi script. Secret information is hidden in random letters and this
concealed content is used to send out information over the network [18]. Since it is
scrambled text, no one can expect it as a meaningful data. Thus, random sequence is
an ideal cover text for hiding and transferring the data between two parties strongly.
Our new method helps to reduce the bit required to hide each character along with
their diacritics and compounds. In this way with minimum efforts, large amount of
message can be hidden and ensure better security of the secret contents.

Further, improvement in this method enables us to use cover media such as
image, text, or script of any language or even video of any.

In the future, we can embed the encrypted string into any cover media, where the
cover can be an image, text of any language, audio or video for steganographic or
watermarking purposes.
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IC Technology to Support Children
with Autism Spectrum Disorder

Nara Kalyani and Katta Shubhankar Reddy

Abstract The research in computing technology enables many areas to have a
tremendous advantage. Education is one field where the traditional classrooms are
replaced by E-classrooms and is proved to be effective in showing student’s pro-
gress. The study carried out by International Clinical Epidemiology Network Trust
(INCLEN) shows that there are ten millions of children in India who suffer from
autism. Autism is a kind of development disorder of an individual with a deficit in
learning ability, social interaction and language skills. In the recent past, there are
many research scholars working across the world to provide supporting aids which
are personalized based on the assessment of the child. This paper provides the details
of the app developed that is personalized a solution to kids of age group 3–4 years to
overcome the learning disability through a comfortable handheld device.

Keywords Autism ⋅ Vocabulary building ⋅ Improving pronunciation
Speech synthesis device ⋅ Sentence training

1 Introduction

Autism is a social and skill development disorder which is a kind of inability in kids
toward social, mechanical and language learning skills. It is not similar to an
organic disease that can be diagnosed and cured with medication. This requires a
team of psychology experts who would assess the kid regarding the actual disorder
and suggest a personalized solution in terms of training. This problem if properly
identified and addressed in right time would help in molding the kid in the right
direction with required skills. This will help individual to lead an independent life
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and also be a part of society. At the same time, if it is not addressed properly, the
individual would develop psychological disorders and the impact is unpredictable.

The role of teacher and parent plays a major part in diagnosing the children with
autism. This requires a keen observation of the response (physical/communication)
given by the child in suitable activities carried out on at the very early age of
childhood. There are many universities with remarkable research contributions
since 50 years. To name few institutes, National Institute of Health, Southwest
Autism Research and Resource Centre (SARRC), Autism Speaks and Autism
Society of America are in lead addressing this issue. In India, the awareness of such
disorder is coming into light and even the doctors are giving possible guidelines to
parents to enable them to use the suitable techniques at the early stage of childhood.

ASD are a group of behaviorally defined disorder with abnormalities or impaired
development in mainly two directions. First is relating to the continuous deficit in
social communication or social interaction and the second being in restricted
interests, activities or in repetitive patterns of behavior. In the recent past, it is
observed that advancements in computer science engineering are said to have a
better platform for scientists in providing supporting models using Artificial
Intelligence Contemporary Techniques. Multimodal social–emotional interactions
would help the child to develop the ability to identify, correct the true means of
communication [1]. It improves the ability of children in terms of understanding the
intentions, emotions of other people and gives the spontaneous and appropriate
emotions as response in terms of usage of verbal and facial expressions [2, 3].

The authors in [4–8] carried out experiments using robots for associating labels
to different facial expressions and categorizing the emotions into “happiness”,
“sadness”, “anger” etc. They extended their work by providing a sensory motor
architecture for recognition of facial expressions. These robots can interact with
humans and produce required facial expression or emotions and also imitate them
even online. This facilitated in developing the online games between the robot and
the human. Similar architecture can be used to interact with the child and based on
the style of interaction and response, the child can be tracked and analyzed to
understand the level of understanding.

There is a very interesting multidisciplinary research carried out using different
technologies, and it is successful in providing a supporting system for specially
challenged people. The authors in [9] explored and carried out an experiment to use
robots in providing therapy solutions. They devised an ICT device for treating
ASD. This device provided a new paradigm of learning through imitation that
explored the learning of different participants. It also provides systems that analyze
and conceptualize through cognitive computation.

Duquette et al. [10] made an experimental setup and conducted experiments on
two pairs of children with autism: one pair interacting with the robot and another
pair interacting with the experimenter. The objective was to explore whether mobile
robot toy could provide equivalent social interaction in situations where the robot
was predictable. The results were interesting and proved that the body movements
and actions of children were more when they were interacting with humans rather
than with robot. The two children interacting with the robot had better-shared
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attention in terms of eye contact and physical proximity. They were also able to
mimic facial expressions than the children that were interacting with a human
partner.

Fujimoto et al. [11] designed and used techniques that could mimic and evaluate
the human motions in real time. They designed a therapeutic humanoid robot to
perform practical experiments for testing the interaction of ASD children with
robots and to evaluate the improvement of children’s imitation skills.

Feil-Seifer and Mataric [12] designed a mobile robot and experimented on a
group of eight children with ASD and observed tremendous variability in the
valence of an effective response. This study reveals that the robot automatically
distinguished between positive and negative reactions of children with ASD.
Studies proposed by Dautenhahn and Werry [13] have shown that some children
with ASD preferred interacting with robots compared to non-robotic toys or human
partners. However, it is also found that there are few individual differences in
whether children with ASD preferred robots to non-robotic toys. Two of the four
participants exhibited more eye gazes toward the robot and more physical contact
with the robot than with a toy.

Flores et al. in [14] showed that it is possible to improve both communications,
social skills of children with ASD by providing Augmentative and Alternative
Communication (AAC). The latest forms of AAC are available as cell phones, MP3
Players, and personal computer tablets. They investigated the utility of iPad as a
communication device was more effective when compared its use to a simple
system that incorporates communication using picture cards.

Recently Serret [15] developed a serious game, “Jestimule”, to improve social
cognition in ASD. This game was designed with consideration for heterogeneity of
ASD. Young children and children with developmental delays can easily play this
game, and it also helps these kids to recognize facial emotions, emotion gestures
and emotional situations.

2 Android Solutions for Individuals with ASD

In this busy world, parents and teachers hardly find extra time to spend with
children with special needs. This is a serious issue when the child suffers from
Autism Spectrum Disorder. For children with ASD, multimodal social–emotional
interaction plays an important role in the development of skills. Based on the
statistical analysis, it is observed that computers are user-friendly for children with
autism due to their predictability and consistency, compared with the unpredictable
nature of human responses.

There are many assistive devices to help an autistic person in society and help
them, and their families achieve a better quality of life. The existing technology is
suitable for early intervention but lacks the facility to track the performance of the
individual. In September 2014, i-Autism and Foundation Orange have launched
APPYAUTISM, a new website devoted to apps for people with ASD. There are
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various apps that are useful in developing communication, learning skills, under-
stand the social behavior and many more features. With this motivation, this
research is carried out where the kid is given a scope in developing the required
skills, the parent is informed about the progress of the kid and the activities are
regularly monitored by the expert psychologists. Since from time to time there is
regular monitoring on the kid, the training process can be modified from time to
time based on requirement.

This work proposes an architecture that would perform three tasks simultane-
ously and is shown in Fig. 1. The app is developed with three main modules one for
training, second for testing and third for tracking the performance of the kid. The
app is focused on the kids of young age groups. Usually, kids of 3–4 years would
be very comfortable in framing good sentences. In the case of kids with autism,
there could be problems in regard to proper usage of vocabulary, proper framing of
sentences and expressing the proper emotions while communicating with others.

For example even in spite of repeated training, ASD kids find it difficult in
mapping the words with objects. They would have confusion regarding proper
recognition of characters and also spelling the words that are not phonetically same
in all cases. The best example is: “know” and “no” pronunciation is same, but the
written form is different. Such words always leave a trace of confusion in the minds
of ASD kids. The second example is: when a question is framed to ASD kid, the
response is also in the form of a question. They find it difficult in processing and
framing the correct response. Even if they understood, they may not put the words
in the correct order using proper prepositions wherever required. These issues are
addressed in this project based on simple language models. The application has two
levels of learning. The first level is regarding the vocabulary pronunciation and
image identification. The second level is regarding framing sentence using images.

Fig. 1 System architecture
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3 Vocabulary Training

Training for words is done as an incremental process. When the child gets exposed
to the surroundings and the scenarios, he gets a chance to increase his knowledge of
using the words. It is essential to pay special attention regarding the words, what is
its meaning and how it is used. There are few words that differ in primary meaning
when used as a noun and secondary meaning when they are used as a verb. Some
words can also be replaced with synonyms retaining the meaning. Use of antonyms
changes the meaning of the statement. The process of building word knowledge is
done in following ways.

• Adapt the child to recognize the word using a picture at initial step.
• The child is trained for proper pronunciation of the word using SSDs.
• The child will be able to understand the meaning of the word in primary form

when it has multiple meanings.
• A new word is introduced that has similar meaning, form, adds purpose or

attribute to the primary word.
• The child will be able to use the word appropriately after training.

For example:
Process of building the vocabulary relating to bird
The first step is to identify the given picture is a bird. This can be done by

attributes the bird would have. All birds would have feathers, wings, and beak. This
information can be used for differentiating a bird with the others. At second level
what the birds can do. Some birds can fly and some can swim. Once it is clear then
train on different types of birds and the words that can be used for describing them.

1. First, display images of birds to train for the word bird.
2. Second, display the images of wings, feathers, and beaks to train these words.
3. Next, display the images relating to flying birds like a crow, sparrow, owl etc.
4. Then, train with the words relating to birds that can swim like a duck, swan etc.

This process enables the child to learn without any ambiguity what the birds can
do and the difference between various birds.

The process of improving pronunciation Incorporating Speech synthesis device
(SSD) facilitates to control the voice output. There are many voice output devices
that are commercially available that can be used for verbal communications which
are close to natural speech. Such devices may not be helpful as there is special
attention to be given for the autistic kids as they cannot repeat the utterance at once
if specified. Most of the kids require a partial word to utter at a time and later should
have the facility to combine the subunits to get the acquaintance for the complete
utterance. Otherwise, the usual problem that would arise is mispronunciation
learning which is difficult to correct.

The SSDs are designed which is customized to the child based on the level of
assistance needed to each individual. The system is adaptive and also has the
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facility to synthesize the part of the desired unit when touched with finger or head
stick. In various researches, it is observed that if the child is given a communicative
device, it will support to overcoming speech disorders. This may not be an efficient
substitute to humans but would be a possible solution for improving language
skills, as there is a scarcity of trained people and is not available at affordable price.

SSD can serve as a first step in exploring communication with children who have
ASD. The process of tracking the activities would help in identifying the level
where the child is and the enhancement that can be made to the device from time to
time to take care in improving the vocabulary building.

This module is designed which would make the device very useful for the kid in
the initial stages of childhood. The android app has a module which takes care of
training the style of pronouncing a word. Selecting an image the word is identified
and its corresponding phonetic representation is taken from the dictionary. The
word is divided into subunits such that, selection of each unit, the pronunciation is
given in a slow manner so that the child can get acquainted with spelling and the
corresponding utterance. If the child wants to repeat, he can select the unit;
otherwise, it displays set of videos which contain related word’s use. This helps the
child to register the word, image, and the corresponding pronunciation. If he wants
to continue he can, otherwise terminate the process. During the entire session, the
activities of the child are tracked in terms of time for each activity, the way the
selection is made and the hand pressure applied by him while selections are made.
The following Fig. 2 explains the flow of the process.

Fig. 2 Process of training
vocabulary
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The recorded information is sent to the parent and the trainer/psychologist. This
information helps the attitude of the child to be tracked and take appropriate
measures from time to time.

4 Sentence Training

Kids find it difficult in framing sentences: they would find it difficult to answer
simple questions that are framed. For such kids, this device would be very useful.
Training the kids to frame sentences can be done level by level by using structured
context-free grammars. Figure 3 explains the process of training the sentences.

Research observations show that some children with ASD find it difficult to
frame sentence or have the tendency to imitate the same when asked a question
rather than answering. These kids try to frame sentences by picking words from the
question itself. Sometimes we need to frame set of questions in sequence to enable
him to answer using single words. Some children may find it difficult to combine
words. There may be a need to break down the words into small articulation units
like syllables so that the child attempts to articulate the unit and combine more than
one syllable to give the complete utterance of the word or multiple words. Slowly

Fig. 3 Process of training
sentences
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increasing the length of the sentence would enable the child to produce the utter-
ance for the complex sentence.

Initially, the child starts framing the sentence with one or two words using
incorrect grammar and gradually learns to use proper word order in the sentence. In
the case of a child with ASD, once the pattern is trained, it is difficult to change the
pattern. For such children, it is preferred to teach grammatical forms from the
beginning. The main aim of the second module is to identify the words and the
complexity within the word. Based on this information, decision may be taken
whether to produce the sounds as a sequence of syllable units or words combined
together.

For example, when the sentences to be trained are

• I saw ball
• I saw blade
• I saw hippopotamus

In these sentence, there is no complexity in the first and second statement there is
a need to give a pause at the blade as there are two consonants together which may
be little difficult. In the third case, the word is complex for the child as there are five
syllables and two syllables share same articulation. This kind of word is difficult for
the kid to utter. Hence, there is a need to separate each syllable and train it as
individual units and then combine two or more units at the convenience of the child.

Partington and Sundberg [16] recommended few word orders that can be fol-
lowed to train the child with ASD. The following are few such sequence that was
used in this system.

1. Noun + Noun

Ex: Mom, Dad

cat, rat

2. Noun + Verb

Ex: ball rolling

car driving

3. Adjective + Noun

Ex: big ball,

red rose

4. Verb + Adjective + Noun

Ex: bouncing red ball

flying small bird
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5. Adjective + Noun + verb

Ex: white bear running

Bad dog barking

The teaching techniques adapted for training the kid toward sentence formation
are listed below.

1. Mapping of perception to response: the child is encouraged to respond to the
query in one word. The response given by the child shows the clarity regarding
the transfer of perception to response. It is essential to make sure that the
response is appropriate.

2. Building appropriate word combinations: this procedure uses the expertise the
child has acquired to build simple sentences. These sentences should be framed
such that the verbs are used with appropriate adjectives/adverbs.

3. Expanding utterances: this technique is used when the kid is able to consistently
form simple phrases to respond to the request. It helps to reinforce the correct
utterances by adding one more word to the phrase he is using based on his
simple activities.

4. Contingent comments: once he has learned to make simple sentences the other
similar sentences can be taught easily. It is always preferred to encourage the
child to respond with variety forms. For instance, when training on adjectives it
is preferred that child gets a chance to get exposed to multiple objectives with
the same adjective or same object with multiple adjectives.

Example: red rose, pink rose, beautiful rose, etc.
Beautiful bird, beautiful flower, beautiful butterfly… etc.

These are the techniques used in the model at three levels in which the
context-free grammars are used to track the level of training and step-by-step
procedure to expand the sentence. The first level is suitable when the kid is aware of
minimum 40–50 words and is capable of pronouncing the words in a comfortable
zone. The framing of the sentence is trained in a standard format with using two
words at a time. In the first level, the sentence is framed by a simple rule which
contains the form “Noun + Noun, Noun + Verb, Adjective + Noun” Sentences
are of the form a big ball, I ate, red rose, give me, etc. In Level 2 training is done
using three words in correct order that contains the form “Verb + Adjec-
tive + Noun, Adjective + Noun + Verb”. For example, I blow a balloon, bounc-
ing red ball, I like sweet, I want fruit. etc. In Level 3, a complete sentence is framed
using the prepositions wherever necessary like I blow a red balloon, I saw the blue
bag, etc. The advantage of this system is even if the kid is not aware of the words,
images are provided in the appropriate order so that on selecting these images,
correct sentence is framed for the kid to practice.
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5 Testing

The app is provided with options where testing can also be done at vocabulary and
sentence levels. The child is allowed with a separate interface where he can make a
choice to test his/her vocabulary and sentence framing skill. Sequences of images
are displayed, and these are to be mapped with the words that are listed. It facilitates
the pronunciation of the words when clicked on the words. For testing at sentence
level, the kid is given the option to select suitable words in order of forming a valid
sentence. If the selection order is valid, then an appreciation sound is generated. The
activities are tracked from time to time in terms of the order of selection and the
pressure applied while performing the activities. This information is pooled and
stored in log records and from time to time the complete details are sent to the
parent and psychologist for required analysis. The system was tested with special
children, selected from special school that was associated with NIMH, Hyderabad,
following the special curriculum. Totally 16 students of 5–8 years age group were
selected who required repeated training. Of these students when allowed to use this
app, 9 students tried using it with ease and showed interest. The recorded evidence
provides a means to understand the learning capability of the kid and helps in
updating the unit which is personalized to the kid.

6 Conclusion

The increase in Autism rate affects the nation’s human resources. The development
of ICT-based approaches improves therapy facilities and supports the education of
children with ASD. Integration of interfaces, sensor technology and algorithms
would provide the kid with ASD a platform that can simulate the role played by a
trainer. This work is an initial contribution in the direction of providing a solution
for children with ASD and also for tracking the activities. These small contributions
are valuable and find a place in future. It is essential to develop ICT architectures
and devices that are clinically accepted. More studies need to be performed to
generate a more reliable, attentive, emotional device that can tailor the special
education methods that are personalized or can be adapted to the children with
ASD.
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Using Hybrid Cryptography
and Improved EAACK Develop Secure
Intrusion Detection System for MANETs

Sharad Awatade and Pankaj Chandre

Abstract MANET is widely used in different areas, because it supports lots of
feature. Day by day importance of wireless network increases. The issue in mantes
are security, broadcasting, Packet dropping there for giving security to mantes is
important. There are different types of attack such as misbehaving attack, wormhole
attack, gray whole attack and flooding attack. In this paper, we study how the attack
is detected or prevented. And finally using specific parameter, we measure per-
formance. We study the EAACK algorithm, and it uses hybrid cryptography
technique for reducing network overhead.

Keywords Digital signature ⋅ Intrusion detection systems (IDS)
Denial of service (DOS) ⋅ MANET ⋅ EAACK

1 Introduction

MANETs support different features such as dynamic network topology, do not
support centralized control, it has small memory size and also battery storage. It is
used in military battlefield, fire, earthquake and PAN. In broadcasting, there is
problem occurred such as collision and redundancy in the network. Remove the
problem in MANETs like clustering, broadcasting, power and bandwidth man-
agement is necessary. Classification of MANET Protocol is given below:

• Reactive protocol
• Proactive protocol
• Hybrid protocol
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Examples of reactive protocol are AODV and DSR. Example of proactive
protocol is DSDV. Example of hybrid protocol is ZRP [1]. Most commonly used
protocol is AODV in which it maintains new root when it demands. It uses three
message formats, i.e., RREQ, RREP and RERR. Static sink and mobile sink are the
two type of sinks present in the MANET. In static sink, information is collected
from only the source node; mobile sink information is collected from whole net-
work. Giving security is a real test or requirement for securing the system [2]. There
are number of interruption identification frameworks have been produced, however
there are number of downsides for expelling these disadvantages. In this paper, we
anticipated new framework, i.e., improved EAACK. MANET is used in emergency
requirements, because it allows easy deployment, minimal configuration and low
cost. It has restricted battery power and resources.

2 Background

Providing security is very challenging task in MANETs. There are numerous IDS
have been produced for giving security. In this area, we fundamentally portray three
exhibited method in which some have weakness explained below.

2.1 Watchdog

Marti anticipated method watchdog for detecting misbehaving node which is unsafe
for network. It operates in two phase, first is watchdog and second is pathrater. It
uses its next hops transmission for detecting the misbehaving attack which is
present in the network. This algorithm has certain week point such as collusion,
power limitation and dropping packet [3].

2.2 TWOACK

Some of the drawbacks which are present in previous IDS to avoid these limitations
and to increase the performance of network TWOACK schema are proposed. It
uses three consecutive nodes to transfer packet from source to destination [4, 5].

2.3 AACK

It consists the combination of TWOACK and TACK. It transfers packet from the
first node to last node. Destination node gives feedback to first node. It gives the
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better performance than the watchdog and TWOACK. But drawbacks of the AACK
are it is not suitable for when there is number node in the network is large [6, 7].

3 Literature Review

Fourth watchdog and pathrater is designed by S. Marti and T.J. Giuli, et al. It
improves performance of the network. It is first IDS for MANET but it suffers from
certain drawbacks [8].

N. Kang, E. Shakshuki and T. Sheltami develop new IDS for MANETS called
Enhanced Adaptive Acknowledgment (EAACK) [9]. Main goal for establishing of
EAACK is to overcome drawbacks of traditional IDS, i.e., watchdog. MANETS
having number of advantages such as convenience, deployment, faster and cost
consuming as compared to any wired network. But security is a very important task
because attacker can easily attack on MANETS.

Leady E. Shakshuki Proposed EACCK using DSA Routing protocol it has
advantageous such as root cache store multiple root source node first check root
cache then path between source and destination is established. It uses RSA and
DSA algorithm. But there are disadvantages like link breakage. After digital sig-
nature is used for preventing from forging acknowledgment [5].

Now, we use hybrid cryptography and improved EAACK algorithm for pre-
vention of attack or to eliminate requirement of redistributed keys. We use key
exchange mechanism such as RSA & DSA. And finally, testing the performance of
mobile ad hoc network in real environments by skipping in simulation [10].

4 System Description

4.1 ACK

It is circular acknowledgment schema packet is send originator node to target node.
Then target node sends an acknowledgment packet to source within fixed time,
otherwise again the same packet is sent once more.

4.2 S-ACK

It uses three consecutive nodes for detecting misbehaving node which attacks the
system. Transmitting packet from first to last, then it gives acknowledgment back to
first node. For sending S-ACK packet to source node, third node is used. It removes
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limitation of TWOACK schema. It urgently creates misbehavior report, and it is the
primary step of misbehavior report authentication. Main purpose of this algorithm is
detecting the misbehaving nodes in the network channel.

4.3 MRA

First, check destination side dropped message is reached or not. Then, source node
sends misbehavior report to MRA node. Then, MRA node sends same packet
which was being sent but at this time it uses a different routes for sending packet.
For sending packet, it searches path using its own local knowledge base table, it
contains information about route path selection. Then, it checks the result if the
same packet reaches target node for early time, then misbehavior report generated is
correct. On the other hand, if same packet is already designated, then false report is
generated and which node generates this report is marked as folksy Node or mis-
behaving node or malicious node and removing these node for securing the net-
work. All the above three are the part of EAACK algorithm [7].

Source Node Hybrid 
Cryptography

Digital 
Signature

AES and RSA 
Key Pair 

Destination 
Node

Malicious 
Node

Fig. 1 Proposed system architecture
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5 System Architecture

Source node is used to send packets to the number of destination nodes. Source
node sends packet to its neighboring node, then it gives quick response. When
packet is sent from next node, then back acknowledgment is directly sent to source
node; in this way, we can create a structure of MANETs. Digital signature tech-
nique is used for authentication purpose. Secure data transmission is done by using
RSA and AES key pair. Combination of cryptography and EAACK gives advan-
tages [9]. After to check what type of attack arises on the network and according to
this classify this attack (Fig. 1).

6 Detection of Attack

6.1 Gray Hole Attack Detection

Detecting Gray Hole attack is easy node showing correct direction for transiting
data but after it dropping the data. Misbehaving is occurred in gray hole attack [4].

6.2 DOS Attack

When attacker avoids to access particular information to authorized user, then this
attack is detected.

Detection step:

Step 1: First sender sends the packet.
Step 2: Node between sender and receiver works as attacker node
Step 3: Packets which are sent by the sender capture the attacker node.
Step 4: If it is not forwarding the information at receiving node, then DOS attack is
generated.

7 Attack Prevention

To build up the security in the mobile ad hoc network, concept of elliptic curve
cryptography (ECC) is used for providing more security. ECC algorithm basically
utilized on behalf of encryption and decryption of the data, text, and packets [11].
While using the concept of encryption, it creates secured connection, when data is
to be sent through the network and the observer cannot see the relevant information.
The attack prevention system takes the precaution of providing prevention from the

Using Hybrid Cryptography and Improved EAACK … 419



malicious node in the MANET. This system probably utilizes either RSA or DES
for the concept of providing security data for the function of key exchange and
encryption or decryption [20].

8 Performance Evaluation

For measuring the outcome of our system, we use the different parameters or
technique which are given below:

(1) Packet Delivery Ratio: It gives information about how many packets send and
how many packets received.

(2) Delay: Time required for traveling packet from first node to last node of the
network.

(3) Routing Overhead: It gives information about overflow rate.

1. Result Scenario I
In scenario I, we perform our system from 1 node to 3 nodes in which PDR,
retransmission count, underflow rate, and overflow rate is to be calculated which is
shown in the Fig. 2.

2. Result Scenario II
In scenario II, we perform our system from 1 node to 7 nodes in which PDR,
retransmission count, underflow rate, and overflow rate is to be calculated which is
shown in the Fig. 3.

Fig. 2 Result Performance I
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9 Conclusion

For securing any system there is need to develop strong mechanism of protecting
network there for in this paper we develop secure intrusion detection system for
MANET named EAACK. Also, we study formation structure of MANET and study
of previous intrusion detection system.

Study some attack occur in the network, which can be harmful to the system. In
this paper, we study broadcasting in MANETS, different attacks on MANET; also;
we study the EAACK algorithm using hybrid cryptography technique. Using this
technique, we can cover all the drawbacks of traditional IDS. In future scope need
to develop faster system used for increase the speed of network and give more
throughput than existing technique.
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Diversification in Tag Recommendation
System Using Binomial Framework

Jayeeta Chakraborty and Vijay Verma

Abstract Diversity has been recently identified to be one of the major contributors
for improving performance of a recommendation system in terms of user satis-
faction. In social tagging-based systems, tag recommendation is used to suggest
tags to a user for a resource. Diversity in tag recommendations has been overlooked
in traditional tag recommendation techniques so far. In this paper, we propose a
novel tag recommendation system that recommends a diverse yet relevant set of
tags to the user. Our system utilizes a simple greedy-based algorithm that optimizes
an objective function, defined using recently proposed binomial framework for
diversification that considers high coverage and penalizes redundancy. To incor-
porate user preference to the recommendations, tags are suggested based on user’s
affinity with tags along with diversity. We experimented with the MovieLens 10M
dataset. Effectiveness of the system has been evaluated off-line with respect to both
relevance and diversity.

Keywords Tag recommendation ⋅ Diversity ⋅ Coverage ⋅ Redundancy
Recommendation system ⋅ Tags

1 Introduction

Users need to be guided properly so that they can find the products based on their
interests. Recommendation system (RS) suggests a user to easily find their preferred
items among other items in a broad system where large amount of information is
available on the Web [1]. Researches in recommendations have traditionally
focused only to improve accuracy of a RS [2–4]. But it has been observed that only
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accuracy of the predictions may not always satisfy user needs [5]. There exist
metrics beyond accuracy, e.g., diversity, novelty, and serendipity that are consid-
ered major dimensions to evaluate performance of a recommendation system to
actually satisfy a user.

Diversity represents the dissimilarity between the items recommended [1]. It
comes at the expense of accuracy. With increasing diversity, accuracy of the rec-
ommendations decreases. So a trade-off between accuracy and diversity has to be
maintained to keep the balance. In this paper, we focus on increasing diversity of
specifically a tag recommendation system. Tag recommendation to users is an
integral part of social tagging-based systems. In social tagging-based systems
(STS), also known as the participative Web, users can contribute by annotating and
categorizing resources of interests with freely chosen keywords called tags [1].
These tags can be treated as meta-data for the resources. So, proper tag recom-
mendation is vital as it can play potential roles in information retrieval and data
mining domains. As users are free to associate any tags to a resource, it creates the
problem of information overload. It has become essential to improvise tag rec-
ommendations to overcome this situation. Unlike resource recommendation or user
recommendation, small size of tag recommendation list is a major factor. As users
are not interested to select from a long list of tags, it is important that the list
contains as much different varieties as possible and covers different aspects with no
redundant recommendation. Our approach to diversify the recommendations pro-
vided by the tag recommendation system is based on a binomial framework that
uses a greedy algorithm to optimize an objective function that considers both
coverage and redundancy. This framework penalizes redundant recommendations
and maximizes the coverage by recommended tags.

There are very few diversification techniques available for tag recommendations.
We can categorize diversification techniques into two categories: implicit diversi-
fication and explicit diversification. In implicit diversification, diversification is
done along with the relevance ranking. Reference [6] presented a framework for tag
recommendations using genetic programming, a nonlinear method. It applies a
global search mechanism on individual that represents a solution to the target
problem. A fitness function is optimized over multiple generations. The individuals
with highest fitness function value are chosen to evolve. For the RS, each individual
represents a ranking function and the fitness is measured using NDCG (Normalized
Discounted Cumulative Gain). This fitness function formerly considered only rel-
evance. But in [6], authors extended the function to include diversity of the tags
using implicit diversification. Explicit diversification is a very common technique.
It is also known as re-ranking technique. Reference [7] used explicit diversification
to diversify recommended tags to the user. In the first step, genetic programming
and random forest are used as baseline recommender systems to generate relevance
score of tags. In the second step, a greedy approach-based algorithm, xTRed, is
used for diversification. This xTRed algorithm is adapted from xQuAD algorithm
[8] used in search result diversification considering user profile aspect analogous to
query intent. In next section, we will thoroughly discuss explicit diversification.
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2 Explicit Diversification

As discussed in previous section, diversification techniques can be classified into
two categories based on the process of diversification: implicit diversification and
explicit diversification. Explicit diversification technique is more popular approach
than the former one. This is a two-step process. First, a list of items is found using
any relevance-driven baseline recommendation system. Second, a diversifying
method is applied that selects and re-ranks items to produce a list with higher
diversity. The re-ranking step is done using a simple greedy approach algorithm
that selects the tag with maximum objective function value among the candidate
tags, similar to [7]. The algorithm takes a baseline ranking R as input and re-ranks
into a new ranking S by iteratively selecting item i* belonging to the set R-S that
maximizes an objective function F. The output of this algorithm is the final tag list S
for recommendation. The steps are shown below:

Algorithm 1
1. Initialize
2. while 
3. 
4. 
5. 
6. end while 
7. return S 

3 Binomial Framework

To define the objective function in our tag RS, we used binomial framework.
A binomial framework is used to model random selection from a list of relevant
recommendations to incorporate diversity. The objective function F is defined as
the combination of relevance and binomial diversity,

F i, Sð Þ= λ * rel ið Þ+ 1− λð Þ * dvr i, Sð Þ ð1Þ

where rel(i) is the relevance score obtained from baseline recommender, λ is the
balancing factor between relevance and diversity, and dvr(i, S) is the difference
between the binomial diversity of the list S including item i and the binomial
diversity of the list S excluding item i. Diversification of i to the list S has been
defined as follows:
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dvr i, Sð Þ= binDiv i∪ Sð Þ− binDiv Sð Þ ð2Þ

The binomial diversity incorporates maximum coverage and minimum redun-
dant recommendations. These are termed as coverage score and non-redundancy
score. Binomial diversity of a list S is defined as follows:

binDiv Sð Þ= coverage Sð Þ * nonRed Sð Þ ð3Þ

The coverage score and redundancy score are defined using binomial distribu-
tion. The binomial distribution is the discrete probability distribution of the number
k of successes in a sequence of N-independent Bernoulli trials with the same
probability of success p. A random variable X following binomial distribution has
the following probability mass function:

P X = kð Þ= N
k

� �
* pk * 1− pð ÞN − k ð4Þ

This framework has been recently introduced by Saul Vargas et al. for item
recommendation system [9]. We have adapted this framework for tag recommen-
dation system. We considered the selection of tags covering different movies as a
Bernoulli trial. If a tag t covers a set of moviesM(t), the Bernoulli trial is considered
whether a randomly sampled movie m belongs to M(t). The number of successes is
the number of set of tags belonging to each movie in M(t).

Stm = t ∈ T :m ∈ M tð Þj j ð5Þ

The probability of success of this trial has two aspects: global aspect and user
aspect. So the probability is defined as follows:

pm = α * p′m + 1− αð Þ * p′′m ð6Þ

p′m represents the user-specific probability, and p′′m represents the global probability.
α is the personalization factor to balance personal aspect and global aspect
diversity.

p′m = Sm Iuj j, p′′m = ∑
u
SIum ∑

u
Iuj j ð7Þ

Here, Iu represents user’s interaction with the system. To ensure maximum
coverage, the coverage score is defined as the product for the movies not repre-
sented in the recommendation list of their probabilities of not being selected
according to random variable Xm.
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coverage Sð Þ= ∏
m∉M Rð Þ

P Xm =0ð Þ1 ̸jMj ð8Þ

The redundancy is represented as the product of the penalty scores on each
movie appearing in the list more than at least k times. Both scores are normalized
using |M|th root.

nonRed Sð Þ= ∏
m ∈ M Rð Þ

P Xm ≥ kmjXm >0ð Þ ð9Þ

The main advantage of using this framework is that it is able to penalize
redundant recommendations and maximize the coverage by recommended tags. As
tag recommendation has the limitation of small size, it is important that each
recommendation has coverage of different aspects as much as possible and no
redundant data are entertained.

4 Experiments

4.1 Dataset and Evaluation Methodology

The dataset we have chosen for our experiment is MovieLens 10M dataset, which is
publicly available by GroupLens. It consists of 10 million ratings and 95K tags for
10,681 movies by 71,567 users. The dataset includes information about the title,
and genres of the movies and tags associated with it. But here, we are only con-
cerned about the tags which are user-generated meta-data about movies.

To evaluate the performance of our model tag recommendation system, we
performed experiments with different test datasets and varying parameters for each
case. We split the total MovieLens 10M dataset into segments of size 10. For each
experiment, all segments except one segment are used for training and the selected
segment is used for testing. Result of each segment test data has been collected, and
average performance of the system has been calculated. As the framework suggests,
a baseline algorithm is needed for the first phase of the system. We have used the
TagRec project available online on GitHub [10]. We selected the following algo-
rithms as our baseline algorithms for comparison: BLL (base-level learning) [2], 3L
(3 Layers) [3], and LDA (latent Dirichlet allocation) [4]. There are mainly two
parameters based on which we ran a series of experiments to find out the best values
needed for the required results. First one is the trade-off parameter between accu-
racy and diversity, lambda, and the second one is the personalization factor alpha,
used to balance between global probability and user-specific probability of a movie.
We have varied these parameters to find out the optimal value for the desired result.
For the results, different evaluation metrics have been used to measure both
accuracy and diversity. The following metrics have been used: recall, precision
(basic metrics for usage prediction), NDCG@10 (to measure ranking accuracy),
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ERR-IA@10, and binomial diversity (for measuring diversity). Recall is the ratio of
number of recommended useful items, i.e., true-positive predictions to the total
number of useful items for a user. Precision is the ratio of number of recommended
and useful items to the total number of recommended items. Useful items are those
that a user selects or visits. NDCG@k and ERR-IA@k both are ranking measure
metrics where user gain is discounted with increasing item rank. For NDCG@k, the
discount is done logarithmically, i.e., 1 ̸log 1+ ið Þ, and for ERR-IA@k, the discount
is 1 ̸ið Þ for ith position of the ranking. The value of k is 10 to consider top 10
recommendations.

4.2 Result

As explicit diversification works in two stages, we used a separate diversification
component, also referred as re-ranking component‚ for the framework. The results
presented here show the difference in performance metrics for the cases where the
system excludes diversity component and where the system includes the diversity
component. We derived the results varying values of different parameters. It shows
their effect on the performance of the system. The trade-off parameter we mentioned
before, λ, is varied from 0.6 to 0.9. Only values, i.e., 0.7 and 0.9, for trade-off are
shown in tables for easily visible comparison of results. The results for different
values of λ are shown in two separate columns. For each trade-off value, we varied
the value of α from 0 to 1 and tried to derive the contribution of personalization
factor on the output for each baseline algorithms. Three separate tables, Table 1,
Table 2, and Table 3, present results for α = 0.0, 0.5, and 1.0, respectively. Each
row represents different metrics as mentioned in each table. The values presented in
the table show how much better or worse the recommender performed collectively
with our re-ranking component than it would have performed individually for each
metrics.

As it can be seen from the table, the values of precision and recall hardly change
with change in trade-off parameter. This is due to the fact that recall and precision
metrics are independent of ranking of items and only concerned about true-positive
items or in this case tags. But increase in both recall and precision values can be
observed with high personalization of the recommendations. On the other hand, as

Table 1 Results for α = 0.0

Difference in Trade_off = 0.7 Trade_off = 0.9
BLL 3L LDA BLL 3L LDA

Precision −0.19 −0.07 0.055 −0.183 0.21 0.055
Recall −1.38 −1.36 0.5 −2.08 0 −0.6
NDCG@10 −4.03 −3.514 −2.22 −2.04 −0.09 −2.098
ERR-IA@10 2.8 2.73 1.9 2.82 2.29 1.86

BinDiv 3.67 3.625 3.33 3.62 3.37 3.33
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NDCG@10 is a ranking measure metric, its value changes with changing param-
eter, along with the diversity metric. For each algorithm, higher trade-off value
leads to higher NDCG@10 value which means higher accuracy in prediction. It is
observed that accuracy increases with increase in personalization factor. It indicates
that personalization can play a major factor for more accurate prediction. Increase in
trade-off causes increase in diversity which is predictable because trade-off value is
used to stimulate accuracy and it’s complement value is used to stimulate diversity.
Also, we can make sure less personalization means more diversity in the result.
From the overall result, it can be easily stated that diversity costs accuracy. But a
recommendation having both accuracy and diversity is preferable. So, there needs
to be a balance between diversity and relevance for a more accurate recommen-
dation. In Table 3, it can be observed that for trade-off value 0.7 and personalization
factor 1.0, both NDCG@10 values and binDiv values are positive. Though for
trade-off value 0.9, accuracy value is higher, but binDiv values are negative. So
easily the former one with less accuracy and higher diversity will be a better choice.

5 Conclusion

Our proposed tag recommendation system is able to recommend a diverse set of
relevant tags for a resource to a user. It also incorporates user’s affinity based on
personalization factor for maximum coverage and penalization for redundancy. We
can deduce from the result analysis that it improves accuracy and diversity
according to the parameter values. But, off-line evaluation is not enough to evaluate

Table 2 Results for α = 0.5

Difference in Trade_off = 0.7 Trade_off = 0.9
BLL 3L LDA BLL 3L LDA

Precision −0.17 −0.05 0.255 −0.346 0.09 0.155
Recall −1.18 −1.16 0.7 −1.38 0.24 1.5
NDCG@10 −0.584 −2.134 −0.61 −0.74 1.8 1.16
ERR-IA@10 0.62 0.6 0.3 0.42 0.4 0.23
BinDiv 1.049 1.047 0.918 1.006 0.893 0.838

Table 3 Results for α = 1.0

Difference in Trade_off = 0.7 Trade_off = 0.9
BLL 3L LDA BLL 3L LDA

Precision −0.13 −0.01 0.755 −0.23 0.13 0.185
Recall −0.78 −0.76 0.7 −0.38 0.74 3.5
NDCG@10 2.81 1.23 2.55 3.37 2.15 2.654
ERR-IA@10 0.005 0.005 0.002 −0.0005 −0.0013 −0.05
BinDiv 0.023 0.022 0.0075 0 −0.0001 −0.048
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a recommendation system. The effectiveness of a recommendation system, spe-
cially to know how diverse the recommendations are, is mainly user interaction
dependent. That is the reason it is important to set up an environment where users
can interact with the system. In future, we intend to design the system so that users
can interact with it and evaluate the system based on online users’ review and
feedback.
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Optimized Task Scheduling Algorithm
for Cloud Computing

Monika and Abhimanyu Jindal

Abstract Cloud computing is an extraordinary advancement which has changed
the work culture of organizations. In cloud computing, a substantial number of
assignments can be executed simultaneously using the resources of cloud yielding
better results and in lesser time. This simultaneous and rapid execution of assign-
ments is performed with the assistance of scheduling which is the demonstration of
allocating tasks on resources in such a manner that same performance is achieved in
least time with lesser utilization of resources. Nowadays various task scheduling
algorithms are accessible. In this paper, a task scheduling algorithm is proposed that
points reducing the turnaround time and waiting time of the tasks in cloud
infrastructure. The algorithm is simulated using Cloudsim simulator, and experi-
ments are carried out to demonstrate the results.

Keywords Cloud computing ⋅ Task scheduling ⋅ Waiting time
Turnaround time ⋅ CloudSim

1 Introduction

Cloud computing intends to give the way to creating reliable, practical, and very
versatile applications as services. It empowers awesome changes to occur in today’s
IT with the worldwide fame of hybrid computing environments. Cloud computing
infers controlling, getting to and organizing applications online and profiting
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applications, infrastructure, and information storage over the Internet. The users are
not required to present an item on their PC, and they can have the organizations of
programming over the framework through internet. It is less exorbitant in light of
the way that customers do not need to purchase the whole system instead they make
payment for resources as indicated by their usage. This additionally spares the labor
of the organization and expansions the benefits [1]. Taking into account the level of
reflection that it gives, cloud computing can be seen from various methodologies:
Infrastructure as a service (IaaS), platform as a service (PaaS), and software as a
service (SaaS). Because of the recorded performance of cloud infrastructures, the
quantity of clients expanded radically amid the previous couple of years which have
brought about increased traffic on the clouds. This expanded activity influences the
performance of the cloud systems and can be understood with the assistance of
different strategies and among them, one is scheduling. Task scheduling is an
NP-hard problem [2]. It is the method of administering tasks onto accessible
resources of the cloud in time taking after the restrictions depicted by the customer
and cloud supplier. The fundamental intention of task scheduling algorithm is to
apportion resources to tasks, minimize finishing time, and expand asset usage [3].
Research on task scheduling in cloud computing has transformed into a fascinating
issue. The task scheduling ought to arrange the tasks in a way where equalization
between enhancing the performance and quality of service and in the meantime
keeping up the proficiency and reasonableness among the tasks [4]. Expanse is
another parameter which should be remembered while chipping away at cloud and
ought to be least [5]. Cloud frameworks have constrained assets, and they are all
that much exorbitant. Scheduling algorithm enhances QoS parameters and aims to
reduce the costs of client by effectively planning assignments on the resources.

Load balancing is another fundamental challenge in cloud computing. It is a
strategy which is required to flow the dynamic workload over various VMs (virtual
machines) to ensure that no single virtual machine is overburden. Load balancing
systems help in perfect use of resources. The main target is to maximize the
resource utilization which will encourage diminish power use and carbon spread
rate that is basic need of cloud computing [6, 7]. Load balancing also helps in
reducing deadlocks and reducing the number of job rejections [8].

With the increasing trend of cloud computing, cloud service providers prefer to
store and share data. Thus, there is a need to secure the data over the cloud. In [9],
authors explain two cryptographic approaches to secure data; one is based on
software and another on hardware. Hardware-based approach provides robustness
and software-based approach provides flexibility. As number of cloud users are
increasing more and more, it is necessary to provide bug-free services to user.
While identifying the bugs, it is mandatory to check all the factors; in [10], authors
study various cloud testing tools.

Users prefer to store their data on cloud and may experience loss of data. Thus,
there is a privacy issue as user data is visible to the cloud service provider. In [11],
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authors provide security measures in which client data is encrypted and data flow is
under the control of client. It builds faith in cloud customers regarding cloud
services and encourages them to adopt cloud services.

The rest of this paper is organized as follows: The Sect. 2 describes some similar
work related to the task scheduling, Sect. 3 describes the proposed work, Sect. 4
describes the experiment and results, and the paper is concluded in Sect. 5.

2 Related Work

A cloud scheduler acts as a cloud-empower distributed resource manager. The
principal thought process of task scheduling in cloud computing is to plan tasks
onto the accessible resources so that the resources are used and client solicitations
are fulfilled. Many task scheduling algorithms have been introduced.

Zhang et al. [12] proposed an intelligent workload factoring scheme for hybrid
cloud computing model. The scheme parts the framework workload into two sec-
tions, the base burden and the trespassing burden. The base burden can be taken
care of by a personally owned datacenter, while the trespassing burden is taken care
by an open cloud administration. Grounds et al. [13] presented an algorithm of
cost-minimizing scheduling of workloads on a cloud. The clients submit their
workflows to the scheduler, and a deadline is given to them which defines the time
by which all the tasks of the workflow must be completed. The sum of the expenses
for all workflows represents the cost on operation and maintenance. In [14], an
algorithm is presented which works on the basis of task priority and completion
time. The priority of the cloudlet is dictated by the properties such as customer
benefits, length of the task and its workload. The cloudlet having least completion
time is assigned first so that all the cloudlets may be executed in time. A similar
algorithm PISA (Priority Impact Scheduling Algorithm) is defined in [15] which
execute tasks according to the priority given by the client itself, and the task with
highest priority is executed first. The algorithm shows that the highest priority tasks
are executed successfully with a higher ratio than FIFO by 26.7%. In [16], authors
have proposed an algorithm for scheduling the cloudlets according to the priority of
both the tasks and the VMs. The priority of the tasks is calculated according to their
QoS, and the priority of the VMs is determined on the basis of their MIPS value.
A similar priority-based algorithm is presented in [17]. In [18], a two-level
scheduling algorithm is used. The algorithm takes care of both the client require-
ments and load over the cloud resources. This algorithm efficiently meets the client
requirements and enhances the resource utilization. Saranu and Jaganathan [19]
proposed a scheduling algorithm which is based on load balancing in cloud, and the
algorithm improves the performance of the system significantly. A similar load
balancing algorithm is presented in [20] which reduced the makespan as well as
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completion time of the tasks. In [21], a scheduler named SRT-Xen is presented
which focuses on scheduling soft real-time applications and also improves the
management of VMs queuing in order to provide fair scheduling of both the
real-time and non-real-time tasks.

Ding et al. [22] proposed a resource scheduling algorithm empowered with a
relevant feedback network. The mechanism schedules the resources according to
the previous feedback of the customers. The algorithm works in three stages:
resource matching, resource selection, and feedback integration. The resources
relevant to client needs are gathered and then matched with the tasks. Then, the
resource scheduling feedback history of user is considered for resource allocation.
This algorithm results in high customer satisfaction and efficient use of the
resources of the cloud. In [23], authors proposed a resource management policy
which keeps on monitoring the resources of the cloud continuously and migrates
them on the tasks. It also switches off the resources, when they are not in use. This
mechanism saves the energy and resources of the system.

Shin et al. [24] proposed a scheduling algorithm which aims at enhancing both
the deadline achievement and resource utilization. The algorithm utilizes two
algorithms that are earliest deadline first (EDF) and largest weight first (LWF). In
the event that the cloud has enough resources to execute tasks, then the VM will be
allotted to the occupation, occupation will be removed from the holding up line, and
machine status will be changed to occupied from idle. Be that as it may, if the
required resources are not available, it will use LWF as backfilling algorithm.
Sindhu and Mukherjee [25] proposed two algorithms, namely, LCFP (Longest
Cloudlet Fastest Processing Element) and SCFP (Shortest Cloudlet Fastest Pro-
cessing Element). In LCFP, longest cloudlet is given priority and is assigned to the
PE (processing element) with high power which reduces the makespan. In SCFP,
shortest cloudlet is scheduled on the PE with high power which reduced the flow
time of the system. In [26], authors proposed a backfilling algorithm to provision
cloud resources so as to satisfy user-defined QOS parameters. To schedule tasks,
three different queues are made according to their requests and then resources are
provisioned. In [27], authors proposed a workflow scheduling algorithm in which
algorithm tasks of the workflow are scheduled sequentially and in distributed way
so that estimation of number of required resources can be made so that workflow
can be completed within the defined deadline. In [28], an algorithm is proposed to
reduce power consumption and load on the datacenters. Cloud computing services
get executed on datacenters; when the load on datacenters is on its peak, datacenters
consume more power. The authors conclude that power consumption can be
reduced by using least number of hosts in datacenter. In [29], the authors state that
when there are workflows in which task gets executed on various virtual machines
in different time instances, then there is highest average waiting time and elapsed
time in case of FCFS. The authors proposed an optimized way to generate the
sequence so that average waiting time and elapsed time is reduced significantly as
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compared to FCFS. In [30], authors proposed a scheduling approach by considering
the idle time of task on resources, and results show that this algorithm performs
better as compared to min-min algorithm.

3 Proposed Work

3.1 Introduction

The clients of cloud systems want their work to be completed in least time with
high QoS and, on the other hand, the cloud administration suppliers attempt to
utilize lesser resources for a particular task. This task of achieving high performance
in lesser time by using least resources is done with the help of a scheduling
algorithm. The algorithm presented is based on the arriving pattern of the tasks in
the system. It sends the tasks to the system in such a manner that the waiting time of
the tasks is reduced resulting in the reduction of the turnaround time.

3.2 Problem Statement

In multi-objective task scheduling algorithm [16], all the tasks are dispatched
collectively to system and tasks keep on waiting in ready queue which keeps on
increasing the waiting time of the tasks and results in increase in the turnaround
time. In the current scenario, all the tasks are not dispatched collectively to the
system instead all the tasks are sent one after other but with a time gap between
them.

3.3 Proposed Algorithm

All the tasks that need to be executed are first assigned to some priority value and
are sorted according to it. The tasks are then sent one by one to the system with
some delay after dispatch of every task. The delay value is a fixed time interval
which is added to the dispatch time of each task. The first task is sent on starting
time of the system, then the delay value is added to the starting time and the next
task in ready queue is sent on that time. Again the time at which previous task was
sent is added to the delay value, and the task in ready queue is dispatched at the
time computed after adding the delay value and so on. The name given to proposed
approach is “optimized task scheduling algorithm” and is described in Algorithm 1.
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4 Experimentation Results

The results of the algorithm are obtained by simulating it using Cloudsim 3.0.3
simulator which was run over Eclipse Juno. The operating system used was Win-
dows 7 with core i3 processor. In this simulation scenario, different test cases given
in Table 1 were used. A delay value was set initially and was same for each test
case. The results obtained from the experiments are shown in Figs. 1 and 2.

Table 1 Test cases [16] Number of VMs Number of tasks

Case 1 3 20
Case 2 3 50
Case 3 3 100
Case 4 5 50

Case 5 10 100
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The comparison of turnaround time is shown in Fig. 1, and comparison of
waiting time is shown in Fig. 2. From both the figures, it is observed that the
proposed algorithm performs better than the other algorithm.

5 Conclusion and Future Work

For productive utilization of resources of cloud taking all the QoS requirements into
consideration, scheduling is required since cloud infrastructure has limited
resources and they are costly too. The proposed optimized task scheduling algo-
rithm is based on delaying the arrival of tasks to the system, and it results in reduced
turnaround and waiting time. In future, the algorithm may be modified by intro-
ducing some more QoS parameters.

Fig. 1 Comparison of turnaround time

Fig. 2 Comparison of waiting time
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“BOMEST” a Vital Approach to Extract
the Propitious Information from the Big
Data

V.K. Jain, Deepali Virmani, Preeti Arora and Ankit Arora

Abstract Cost-effective, innovational methods to extract information and to pro-
vide analytic solutions for intensify perspicacity is one of the biggest challenge of
big data. So an effective system to extract the accurate information is required for
big data. Thus, in this paper, an efficient system to extract the propitious infor-
mation from the raw big data (BOMEST) is proposed. Proposed BOMEST works
by taking the raw data, preprocesses it, and extracts the accurate information based
on polarity assigned using POS tagging. BOMEST is applied on the twitter dataset.
BOMEST algorithm enhances and improves the accuracy of results by 78% as
compared to existing lexicon approach.

Keywords Big Data ⋅ Twitter ⋅ Rest API ⋅ Sentiments ⋅ Bag-of-words
POS ⋅ NLP and polarity

1 Introduction

Big data’s huge volume, velocity, and variety information is known as 3-V’s [1]
that are generated from Sensor Networks, Human-generated Applications, ERP
systems, and Web and Social Networks in the form of tweets, videos, images text,
etc. Big data demands cost-effective, innovational, and creative forms of informa-
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tion processing and analytics solutions for intensify perspicacity, decision making,
customer’s fulfillment, and happiness [2, 3]. With the hasty expansion of the Social
Web media, all of us express our sentiments and thoughts for assorted activities
such as blogs, tweets, products, and political issues [4]. All the data generated by
these sources needs an effective algorithm to extract the accurate analysis of sen-
timents or opinions for unstructured data. Sentiment analysis is ascribed as opinion
analysis to elaborate the emotions or feelings about some entities in place of simply
squeeze the facts about these subjects [3]. It is a prolongation of data mining in the
NLP (Natural Language Processing) domain. In this paper, social networking site
such as Twitter and its REST API is used to access the tweets using the secure
tokens obtained via OAuth as the source of big data which includes 100 and 500
million users, their blogs, tweets, and messages [5]. The vital handout of this paper
is the layout and evolution of a peculiar BOMEST Big Data Analytics Framework
and Algorithm to provide better solution to lexicon-based approach to evaluate the
sentiments of each tweet and assign it the polarity for real time analysis.

The paper is organized as follows. In Sect. 2, the literature and study conducted
in this domain is reviewed. In Sects. 3 and 4, our proposed BOMEST Big Data
Analytics Framework and Algorithm for tweets extracted from Twitter are elabo-
rated with the explanation of each layer in detail. Finally, the results of our
experiments are validated in Sect. 5 and Sect. 6, present the conclusion.

2 Literature Review

In this paper [6], authors highlight the importance of preprocessing and various
steps involve in preprocessing using Twitter data for the prediction of the US
Presidential election. Firstly, all the uppercase words change to lower case, repeated
words get eliminated, and all the punctuations marks get removed. By imple-
menting the SVM model, they achieved about 69% accuracy.

In this paper [7], authors present the technique to collect data from Twitter using
hashtags, emoticons, abbreviations, etc. Also shows that the POS tagging is not
sufficient for sentimental analysis. Various datasets such as hashtagged datasets,
iSieve dataset, and emoticon datasets with different models such as bigram, n-gram
were be discussed.

3 Proposed Framework

Our proposed BOMEST Big Data Analytic Framework for unstructured stream
tweets related to teacher for sentimental analysis is representing in Fig. 1. The
framework consists of four layers; detailed explanation of each layer is as follows:

Data Storage Layer: In Step 1, the tweets from search engine, Web and social
media through Twitter Rest API using OAuth token keys is gathered. Then, these
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Fig. 1 BOMEST Big Data Analytic Framework a Data storage layer. b Preprocessing layer.
c Sentimental and prediction layer
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tweets pass to message filter in Step 2 for collection of data based on that specific
keyword. After that, these tweets get transformed, and in Step 3, data in the form of
text, audio, video is collected as shown in Fig. 1a.

Preprocessing Layer: In Step 1, named entity identifier module is used to extract
and classify text into predefined categories such as name, age, organization, etc.
Now in Step 2, the amount of data is resolved to recognize the tokens for the next
phases using the feature extraction module. Then in Step 3, data is passed to text
cleaner module for removing all the unwanted stuff from the tweets such as
hashtags, hyperlinks, videos, etc. Now, this preprocessed data is stored in the form
of CSV format or as a dataset; in Step 4, it is passed to next layer for effective
analysis as shown in Fig. 1b.

Sentimental and Prediction Layer: The preprocessed text is passed to tok-
enization module in Step 1 to generate token from the text. Then these tokens are
passed to polarity assignment module in Step 2 with the sentiment lexicons i.e.,
SentiWordNet_3.0.0 lexicon [8] to assign the score and calculate the polarity of the
tweets. In Step 3, previous lexicons are extended with our trained dictionary to
classify the tweets in three categories i.e., +ve, −ve, and ± for the better results as
shown in Fig. 1c.

Information Extraction Layer: This layer is capable to produce the effective
analysis based on the mechanism and algorithm used in sentimental layer [9] as
shown in Fig. 1.

4 Information Extractions

Our proposed algorithm BOMEST for the sentimental analysis of tweets is divided
into three phases to produce the capable class of sentiments as described follows.

Collection of Twitter Data: In this phase, 7054 tweets related to keyword
“Teacher” using Twitter Rest API is collected. The Search API collects tweets
containing a Teacher word or a phrase about teacher in real time [10, 11]. Dot-net
language and Framework 4.5 are used to implement our experiment. Fig. 2 shows
the code for extracting the tweets from Twitter.

Fig. 2 Collection of twitter data
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Cleaning of Data: This phase involves removal of errors and inconsistency from
the tweets to improve the quality of the dataset prior to the process of analysis [12].
As shown in Fig. 3a, some tweets only contain hyperlinks or links, or mentions,
etc., that did not provide any information and hence, should be removed before
processing.

So with our algorithm, all the hyperlinks, URLs links video, photos that are
attached with tweets are eliminated and then removed all the punctuations marks
(:, @, “”, comma, etc.) and stop words (for, is, the, to, of, etc.) from the tweets as
shown in Fig. 3b.

After removing all the unnecessary stuff, blank lines, and URLs from our tweets,
a clean dataset is prepared that passed for further analysis.

Proposed BOMEST Algorithm:

So, our designed new algorithm, the BOMEST, which takes input as clean dataset
and gives better efficiency of POS tagging [3], assigning the score of polarity and
enhancement in the analysis accuracy of the Twitter tweets [8] by analyzing each
tweet and extracts the information in the real time by following the steps mentioned
below and provide the improved result as shown in Fig. 4.

Fig. 3 a Twitter data before cleaning. b Twitter data after cleaning
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Symbols Used: ±neutral, †  Positive – Negative Polarity & ¶ Polarity

5 Results

Here, two algorithms are implemented in our sentimental analysis experiments. In
the first experiment, Bag-of-Words and SentiWordNet dictionary for tagging of
POS to the tweets are used. The dictionary assigns a positive and negative score to

Fig. 4 Results of our experiment
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each synset and the objective score is always the complement of the sum of the
positive and negative scores [8].

Objective score=1− ð+ ve score+ − ve scoreÞ

In second experiment, the BOMEST algorithm which is based on bigram model
is used, with Bag-of-Words and tags all the POS in an efficient way as explained in
Sect. 4 and uses trained dictionary that stores all the combination of words of
nouns + adj, adv + adj, etc. The score to new synset is calculated by multiplying
+ve polarity increases value by 0.45 whereas −ve polarity decreases value by 0.35
for the indexed data, and sum of all these lies in the range of 0.0–1.0 as shown in
Table 1.

Comparison of both the algorithms is shown in Fig. 5. As proved by the result
that sentiment accuracy depends on the size of dictionary. If dense dictionary with
effective scoring schemes is used, it may result in enhancement of accuracy.
Therefore, our trained dictionary provides accuracy greater than 78% using a
BOMEST algorithm.

Table 1 Score of new synset
based on (+, −) polarity

Very
bad

Bad Avg Good Very
good

+ve Inc ∞∞ 0.3 0.6 0.75 0.8
−ve
Dec

0.7 0.55 0.25 0.15 ∞∞

Fig. 5 Comparison of
BOW + POS, BOMEST
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6 Conclusion

Big data demands cost-effective, innovational, and creative forms of information
processing and analytic solutions to extract the propitious information from the raw
data. In this paper, BOMEST approach was proposed to extract the accurate
information based on sentiment analysis. BOMEST was applied to twitter dataset.
First of all, raw data was entered then it was preprocessed (cleaning). Polarity was
assigned to the processed data by POS tagging. Tokenized data was accessed by
assigning +ve, −ve, and ± values. Based on these values, final information is
extracted. An implementation result proves enhancement and increased accuracy up
to 78% of proposed BOMEST over the existing lexicon approach with accuracy of
45%.
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Information Privacy Using Stego-Data
Element with Visual Cryptography

Manjeet Kantak and Sneha Birendra Tiwari Sharma

Abstract There exist many techniques for information hiding in images such that
any alterations done in the image are perceptually invisible. Steganography and
visual cryptography are most widely used methods for information hiding.
Steganography uses a mask image and hides the information within the mask image
whereas visual cryptography provides information hiding by creating shares of the
image. The proffered algorithm performs steganography using region incrementing
method combined with Floyd halftone approach to perform visual cryptography.
The proffered method takes in the image to be classified and the other image to act
as a mask for it. The mask image is converted into the CMY color model and each
CMY component is then halftoned and reverse halftoned. A random select method
is designed which processes every pixel of every region of the classified image in
an incrementing method and embeds the processed pixels in each of the halftoned
and reverse halftoned components. The shares are then generated by combining the
halftoned and reverse halftoned components. The classified image is obtained only
after the entire halftoned share is combined.

Keywords Steganography ⋅ Floyd halftone ⋅ Region incrementing
Visual cryptography ⋅ Mask image ⋅ CMY color model ⋅ Random select
Halftone ⋅ Reverse halftone
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1 Introduction

The recent trends which display the very fact that Internet usage have increased in
our day-to-day life for the very purpose to exchange information. Communicating
parties are more concerned toward the privacy and security of the messages that is
being exchanged over the Internet. To provide privacy to the messages many
methods have been developed among which steganography and visual cryptogra-
phy are the two most widely used techniques for providing privacy to the infor-
mation. They hide the information by disrupting the visual appearance of the image
that carries the information that is being shared among the communicating parties.

Steganography also termed as prisoner’s problem [1, 2] defines how one can
hide the valuable information or message behind an image formally termed as
“mask image.” The classified message could be a text or another image that is being
shared among the communicating parties. The message to be classified is embedded
into the mask message. Cryptography is another method to provide privacy to the
information that is being shared over the Internet. Many cryptography algorithms
such as the AES, DES, Blowfish, and genetic algorithms have been applied to
provide information privacy. Visual cryptography is also been widely explored in
the last decade by many research scholars. In visual cryptography [3, 4] the image
that is to be classified is divided into multiple shares. The shares are biform image
showing grayscale view. If the intruder gets access to one of the share, it will not be
able to get access to the classified information because the classified message is
engraved into both shares. The message is visually known when both the shares are
overlapped.

In this paper, we have proffered a method that combines steganography with
visual cryptography to provide privacy to the information. Steganography is per-
formed using the region incrementing method, and visual cryptography is per-
formed using the Floyd halftone method. In the proffered algorithm, the CMY
components of the mask image are extracted and each component is halftoned and
reverse halftoned. To perform steganography, the region incrementing method uses
a random select function that divides the classified message into different regions
and in pixels of each region is randomly embedded into the halftoned and reverse
halftoned CMY components by performing the pixel preprocessing steps. Two
shares are then generated by combing all the halftoned components for one share
creation and all the reverse halftoned components for the other share creation. The
classified message is then revealed by overlapping both the shares.

The paper organization consists of the following sections: Sect. 2 provides a
description of some of the “research works related to visual cryptography and
steganography,” Sect. 3 provides a detailed view of our “proffered research algo-
rithm,” the Sect. 4 shows the “test results generated from the experiments per-
formed on our proffered algorithm,” followed by “conclusion” in Sect. 5 and
“references.”
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2 Related Work

In the research paper [5], the authors have proffered the expansion to the LSB
method used for steganography and have also proffered an edge-adaptive scheme
that performs the selection of regions to be embedded based on criteria which
includes the size of the classified message and the dissimilarity among the adjacent
pixels of the mask image. According to the authors, regions with sharper edges are
selected when low rates for embedding are selected. The embedding rates can be
increased by adjusting a few parameters adaptively so as to hide more information.
The authors performed the experiments on a total count of 600 images showing
how their proffered enhancement provides a better security in comparison with the
existing LSB and edge-based methods.

In the paper [6], the authors have proffered a method for processing halftone so
as to improve the quality of share images. The researchers construct the share
images to incorporate meaning full mask images and providing an opportunity to
integrate visual cryptography and biometric safety methods. Their experimental
results have shown that the regained classified image is a protracted visual cryp-
tography scheme as the size of the share images and the regained image is the same
as for the original halftone classified image. The proffered method eventually
preserves the original surveillance as that of the protracted visual cryptography.

3 Proposed Algorithm

This section provides the complete specification of the proffered algorithm. Block
diagram in Fig. 1 provides the flow of the proffered method which is followed by
the step-by-step description of the algorithm.

3.1 Step-by-Step Functioning of the Proposed Algorithm

Step 1: Input: Mask image and classified image //input by the user is the classified
image and the mask image.

Step 2: Extract R, G, B components of the images.
Step 3: Visual cryptography process:

Step 3:1: Input: mask image.
Step 3:2: Convert mask image to CMY color model and extract each

component of CMY model.
Step 3:3: Apply Floyd_halftone on each CMY component and obtain the

halftone of each C, M, Y components.
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Step 3:4: Perform reverse halftone for each of the C, M, Y components.

Step 4: Steganography process using region incrementing method:

Step 4:1: Input: Classified image.
Step 4:2: Design a random_select function //this function processes every

black and white pixel.
Step 4:3: For every pixel “m(k,n)” of classified image

Step 4:3:1: Do: call the random_select() and pass the classified
image as an argument and go to A1 //encoded clas-
sified information.

Step 4:3:2: A1: calculate x_coordinate and y_coordinate values
the random positions in the halftoned C components
of the mask image and pass the classified image pixel
values to the halftoned(C) component and to rever-
se_halftoned(C) components.

Input: Mask Image Visual Cryptography Process 

Convert the image into CMY 
Color model

Convert the image into CMY 
Color model and extract each 

component (C, M, Y)

Use Floy_Halftone Method on 
each extracted component and create 

halftone and reverse halftone of 
each component

Steganography using 
Region Incrementing 

Process

Perform a random_select 
operation on every pixel 

m(k,n) of the classified image 

Encode the randomized 
pixel of classified message into 

each halftone and reverse 
halftone components of the 

All halftone components are combined forming Share1 and Reverse 
halftone components are combined forming Share2 

Overlap Share1 and Share2 to obtain 
the classified message

Fig. 1 Proposed information privacy algorithm
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Step 4:4: End of Step4 and goto Step5.

Step 5: Repeat Step4 operations for the M component and the Y components and
then goto Step6.

Step 6: Combine the halftoned components into one forming one share1 and then
combine the reverse_halftoned images into one forming share2 and then
goto Step7.

Step 7: The classified image is retrieved with the overlap of the two created shares.

4 Test Outcomes

The proffered algorithm is materialized by utilizing MATLAB programing. The
proffered algorithm was tested on 100 binary images as classified images taken
from standard online image-processing database. The implementation results are

Fig. 2 Mask image

Fig. 3 Classified binary
image
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Fig. 4 CMY color model

Fig. 5 Halftoned CMY
image

Fig. 6 Share1
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shown below where in the classified image is the image with the text “PRISM” and
the mask image is an arbitrary RGB image (Figs. 2, 3, 4, 5, 6, 7, and 8).

The test outcomes display that the classified image can be retrieved only after the
shares overlap over each other. A single share does not contain all the information
and that both the shares carry the required information which is the classified
message. Thus, to reacquire the classified image, both the shares are needed.

Fig. 7 Share2

Fig. 8 Overlapped image showing the classified message
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5 Conclusion

The proffered algorithm is based on the idea of providing information privacy by
using a combinational approach of steganography and visual cryptography. The use
of region incrementing method to perform steganography on the classified message
adds a higher degree of randomness making it difficult for the infiltrator to retrieve
the classified message. The algorithm embeds the pixels into the halftoned and
reverse halftoned CMY components of the mask image and then visually
encrypting the halftoned and reverse halftoned components to create share; thus, to
access the classified message, the intruder needs both the shares as the algorithm
avoids any information leak if any classified share is obtained because the classified
message is randomly engraved into the shares of the halftoned and reverse half-
toned components.
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Power-Aware Virtual Machine
Consolidation in Data Centers Using
Rousseeuw and Croux Estimators

Lincolin Nhapi, Arun Kumar Yadav and Pallavi Khatri

Abstract In order to maximize resource utilization and lessen energy consump-
tion, dynamic virtual machine (VM) consolidation has been found to be effective.
The idea here is that energy consumption can be reduced by keeping inactive
servers in operating modes that consume less power (such as sleep, hibernation);
thus, the power consumed due to idle servers running at all times is eradicated. In
this paper, we propose an adaptive virtual machine consolidation mechanism based
on Rousseeuw and Croux estimators Sn and Qn, respectively. These two estimators
are used to dynamically adjust the upper utilization threshold of server CPU uti-
lization so as to adapt to volatile workloads. When it is necessary, the sleeping
nodes are activated so as to be allocated to new requests of VMs or migrating VMs.
We have evaluated the proposed mechanism through simulation in CloudSim, and
experimental results have shown that our technique can be applied in hyper-scale
data centers to effectively utilize resources and in turn lower energy consumption.

Keywords Data center ⋅ Virtual machine ⋅ Quality of service
Energy-efficient ⋅ Dynamic consolidation ⋅ Service-level agreement

1 Introduction

Information and Communication Technology (ICT) industry has gone through a
revolution since the emergence of cloud computing such that computing resources
are now provisioned on-demand, in an elastic fashion and on pay-as-you-go basis.
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Organizations can now outsource their computational requirements to the cloud and
thus they can be able to avoid huge investments in a private computing infras-
tructure. By outsourcing their computational needs to the cloud, organizations can
consequently avoid costs of maintenance and upgrades. They also have the option
of constructing private cloud data centers and so as to manage their resources and
provisioning processes better. Cloud computing continues to rise on a daily basis;
this has seen large corporations around the world to establish large-scale data
centers with thousands of servers. However, these servers gobble a significant
amount of electrical energy and incidentally causing a rise in operational expen-
diture and carbon dioxide (CO2) released into the atmosphere. Inefficient use of
computing resources is one of the many sources of energy wastage. As outlined in
[1], server utilization in data centers hardly approaches 100% since most of the time
they operate in between 10 and 50% of their maximum ability. Furthermore, the
narrow dynamic power range of servers compounds the problem of low server
utilization: servers still use up to 70% of their peak power even if they are totally
idle [2]. Hence, from the energy consumption standpoint, it is highly uneconomical
to keep servers underutilized.

The remainder of this paper takes the following organization: Sect. 2 introduces
the idea behind energy-aware consolidation of virtual machines while Sect. 3
outlines related works. We present the system model in Sect. 4, give performance
metrics in Sect. 5, and propose our methodology in Sect. 6. In Sect. 7, we present
our experimental results and analysis and go on to conclude our findings in Sect. 8
as well as give future directions.

2 Power-Aware Dynamic Consolidation of Virtual
Machines

One of the technologies which forms the base upon which cloud computing is built
is virtualization. Virtualization enables live migration of virtual machines
(VMs) between the physical nodes with a minimal downtime usually less than 1 s.
The use of live migration [3] enables VMs to be dynamically consolidated on
physical servers as fluctuations in the workload occur. This has the advantage of
keeping the number of working physical nodes minimal for as long as possible. The
process of consolidating VMs is comprised of two basic procedures: identifying
servers that are not fully utilized then initiate live migration so as to reduce the
number of active hosts and identifying overused hosts then initiate live migration so
as to offload VMs from overburdened hosts.

In order to maximize resource utilization and lessen energy consumption,
dynamic VM consolidation has been found to be effective [4]. The idea here is that
energy consumption can be reduced by keeping inactive servers in operating modes
that consume less power (such as sleep, hibernation), thus the power consumed due
to idle servers running at all times is eradicated. When necessity arises, the servers
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can be switched ON to accommodate new requests of VMs or migrating VMs.
Nonetheless, modern service applications often experience volatile workloads
which results in ever changing resource utilization patterns. This warrants a close
attention to the challenge of dynamic or automatic VM consolidation. It is not a
petty issue. Therefore, cloud service providers have a challenging task of dealing
with the issue of balancing performance and energy consumed. In other words, the
aim is to minimize electricity consumption and, on the other hand, fulfill quality of
service (QoS) demanded by clients. The QoS requirements are laid out in
service-level agreements (SLAs).

3 Motivation and Related Work

This section discusses past approaches that have been found in the literature
regarding energy-aware effective dynamic VM consolidation. The writers in [5]
formulated the problem under study, dynamic VM consolidation, to resemble a
bin-packing scenario. They also applied a forecasting method based on historical
data and a genetic algorithm to minimize electricity consumption. In this research,
they did not make use of an overload detection algorithm but they focused on VM
placement. By applying a forecasting method and genetic algorithm (GA), they
found out that the GA-based method outperforms the bin-packing approach in terms
of minimization of power consumption. However, by use of forecasting and GA,
their method resulted in increased time during training of the genetic algorithm.

Some authors have proposed the use of thresholds, in these kinds of approaches,
upper and lower thresholds are manually set. Thus when the current CPU usage
goes beyond the maximum threshold, an overload occurs and when the current
CPU usage is below the minimum threshold, an underload is said to have occurred.
To this effect, the authors in [6] proposed the use of two fixed thresholds, minimum
threshold and maximum threshold, so as to enable the identification of overloaded
and underloaded. But the inherent problem with fixed thresholds is that they are
unfit for an environment with applications that share resources and have variable
workload patterns. The ability of the system to change its behavior accordingly is
thus a requirement. In another approach by the authors in [7], they put forward a
proposal for determining an optimal host overload detection policy based on
Markov chain model. They postulated that by exploiting the average intermigration
time as specified by the QoS objectives, they can optimally solve the problem of
host overload detection. However, the satisfaction of the Markov properties may be
untrue for variable types of workloads.

A negative correlation exists between energy conserved and the violation of
SLAs [7] since energy consumption is typically reduced at the expense of increased
SLA violation. Thus, from another viewpoint, meticulous resource management
algorithms in large-scale data centers are required to intrinsically balance the
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trade-off among the amount of energy consumed and breach of SLA. Consequently,
one of the early works to investigate virtualized data centers on a large scale was
proposed by the authors in [8]. On top of hardware weighting and consolidation of
VMs, they suggested a new method for managing power in virtualized environ-
ments. Furthermore, they also suggested division into resident and universal levels,
of the resource management task. The power usage by guest VMs is monitored at
local level while on the other hand coordination of multiple physical machines is
done at global level. Their experimental evaluations show a power consumption of
up to 34% without considerable losses in performance.

The authors in [9] took a different angle in which they first conducted a com-
petitive analysis and have shown competitive ratios of optimal online deterministic
algorithms. They worked out competitive ratios for the challenging task of dynamic
VM consolidation and likewise did the same for VM migration of a single machine.
They went further to divide the problem of VM consolidation into four subprob-
lems: (1) detection of overloaded host; (2) detection of underloaded host;
(3) identification of VMs to migrate from an over utilized node; (4) implementing
another placement scheme for the VMs migrated from overused and underused
nodes. They suggested innovative heuristics that can dynamically adapt to changes
in the workload by making use of statistical methods, for instance the median
absolute deviation (MAD), interquartile range (IQR), linear regression (LR) and
among others. They also proposed another algorithm which takes into account the
amount of electricity consumed, and they named it PABFD meaning power-aware
best-fit decreasing. The PABFD was a follow-up study to their earlier work in
which they proposed a modification to the best-fit-decreasing algorithm [6]. Their
techniques managed to perform static-threshold-based methods in reducing power
consumption. However, when performance is of paramount importance, these
methods can be improved.

Finally, the authors in [10] introduced a novel method, namely enhanced opti-
mization (EO) policy for resource management in cloud data centers. This idea is
based on a single step for alleviating the VM placement problem rather than doing it
in multiple steps. Moreover, for optimization of different objectives in cloud
environment, they proposed a solution that forms its basis on Technique for Order
of Preference by Similarity to Ideal Solution (TOPSIS). In this methodology,
performance measures such as the amount of energy consumed, breaching of SLA,
and the frequency of VM migration are all taken into account at the same time. This
idea forms the foundation on which the authors put forward new algorithms as such
to tackle problems associated with dynamic VM consolidation. The following
techniques were proposed: (1) TPSA (TOPSIS Power & SLA Aware Allocation)
and (2) TACND (TOPSIS Available Capacity Number of VMs Migration Delay).
By implementing this multi-criteria approach, the proposed techniques were able to
significantly lower the number of virtual machine migrations and improve service
quality. However, electricity usage was still high in comparison with other methods.
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4 System Model

In this work, we consider the case of an Infrastructure as a Service (IaaS) cloud
provider. To this effect, we have modeled the scenario of an IaaS provider
resembled by a huge data center consisting of multiple different physical hosts. The
capacity of each host is measured by its CPU performance and the amount of RAM.
Users submit VM requests randomly, and each request contains specifications such
as 2 processor cores, 4 GB RAM and 100 GB storage. Resource utilization of each
VM (footprint) differs according to usage by clients, and so there is a possibility that
users may request for more than their required specifications implying that
resources are wasted. The customers establish service-level agreements (SLAs)
with the IaaS provider to define the QoS provided.

We propose a mechanism which consists of the following 3 modules:

• Server Manager Module
This module maintains an overview of resource utilization by servers/hosts and
does initial assignment of VM requests to servers. It also performs VM
replacement in case of server overload or underload. In other words, it peri-
odically does optimization of VM assignment. This enables remaining idle
servers to be set to an energy saving mode.

• Load Analyst Module
This module is responsible for analyzing and predicting when an overload is
likely to occur on a host. Prediction will be based on historical demand behavior
or resource utilization of virtual machines running on a host. This enables
migration to start before an overload occurs and thus avoid violation of SLA.

• Virtual Machine Migrator
This module decides on which virtual machine(s) to migrate and also performs
the actual VM migration. It is also responsible for changing power mode of a
host (Fig. 1).

5 Power Models and Performance Metrics

Occasionally, recent studies [8, 11] have come to an agreement that energy con-
sumption by servers can be estimated or represented by a direct proportion between
CPU utilization and electricity consumption. In other words, there exists a linear
relationship among these two. Nonetheless, we make use of authentic power con-
sumption data as made available through survey findings in [12]. In this study, the
energy consumption of servers considered is shown in Table 1.
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Performance Metrics

(1) Consumed Energy (E)

The overall amount of power consumed by servers in a data center is repre-
sented by this metric. Additionally, energy consumption is modeled as the
summation of power consumed during a period of time according to Eq. (1).

Fig. 1 The system model

Table 1 Electricity usage of servers at variable workloads (W)

Utilization level Idle 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Dell PE R730 46.9 87.8 107 124 141 156 171 191 215 243 272
Dell PE T630 48.1 89.6 108 126 142 157 172 191 217 247 273

462 L. Nhapi et al.



E tð Þ=
Z

PðtÞdt. ð1Þ

where P is power and t is a period of time.

(2) SLA violation (SLAV)

SLATAH =
1
N

∑
N

i=1

Ksi

Kai
. ð2Þ

PDM =
1
V

∑
V

j=1

Udj

Urj
. ð3Þ

where N is the number of hosts; V is the number of VMs; Kai is the total time of
the host i being in the active state (serving VMs); Ksi is the total time duration
in which utilization levels of host i have reached 100% resulting in performance
degradation and thus violation of SLA; Urj represents the overall CPU time
demanded during the lifetime of VM; and Udj is a measure that estimates
performance bottleneck caused by VM migrations on a particular VM j.

SLAV = SLATAH.PDM. ð4Þ

(3) SLA Violations (ESV)
This is a joint metric resulting from the calculation of both energy consumption
and SLAV.

ESV =E.SLAV . ð5Þ

(4) Migration Frequency (MF)
This metric is a measure of the overall number of virtual machines migrated. If
the frequency of VM migrations is low, then performance degradation is also
minimal else it is high. Therefore, it is imperative to reduce the number of VMs
migrated.

6 Proposed Methodology

Rousseeuw and Croux Estimators Sn and Qn

Like the MAD proposed in [6], the two scale estimators Sn and Qn have the
capability to be applied as ancillary or scale estimates. However, unlike the MAD,
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they exhibit more efficiency and are unbiased with respect to symmetric distribu-
tions [13].

The following is a definition of the estimator Sn:

Sn = d.meda medb ya − ybj jf g. ð6Þ

where for each a the median of fya − yb; b=1 . . . ng is calculated resulting in
n numbers from which their median provides the final estimate of Sn. The value
1.1926 is used as a default value of d, and its purpose is to maintain consistency
[13].

In Eq. (5), the inner median is taken as a high median, with its order statistic
being of rank h = [n/2] + 1 while the outer median is taken as a low median, with
its order statistic being of rank [(n + 1)/2].

The estimator Qn is defined as

Qn = c.f ya − ybj j; a< bgðhÞ. ð7Þ

where c represents a constant element and h=
k
2

� �
≈ n

2

� �
̸4 where k= n

2 + 1

represents approximately 50% of the observations. Thus, out of the
k
2

� �
interpoint

distances, we take the kth-order statistic. This has some similarities to Sn in the
sense that by taking the median twice, this yields the interpoint distances which are
at minimum as big as their 0.25 quartile.

We therefore define the upper utilization threshold (THigh) as in [9], but contrary
to them, we apply the two estimators aforementioned.

THigh =1−m.Sn. ð8Þ

THigh =1−m.Qn. ð9Þ

where m ∈ℝ+ stands for a factor or parameter of the function controlling the
aggression with which the system consolidates VMs. From another perspective, the
parameter m enables the fine-tuning of how risky consolidation can be, the lower
value of parameter m, the lesser amount of electricity consumed, but on the other
hand the SLA violations resulting from aggressive consolidation of VMs increases.

7 Performance Evaluation and Results

The proposed VM consolidation schemes based on the two estimators Sn and Qn

have been implemented, and their performance has been compared to other VM
consolidation methods proposed in [9], namely the MAD, IQR, and Threshold
(THR). The VM selection policy, minimum migration time (MMT), was the
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preferred choice in this experiment. In this research, the most important perfor-
mance parameters of interest are energy consumption and SLAV; however, MF has
also been assessed. For each scheme, we have used real-workload data made
available as part of the CoMon project [14] (Fig. 2; Table 2).

From the graph and table above, it is evident that our two proposed VM con-
solidation policies; Sn and Qn have a better performance than MAD, IQR, and THR
policies in both energy conservation and violation of SLAs (SLAV). They were
able to achieve a notable reduction in power consumption levels by more than 16%,
and the number of VM migrations (i.e., MF) was also reduced marginally.

According to a report by [15], the amount of electricity consumed by US data
centers in 2013 was estimated to be 91 billion kilowatt-hours and this is forecasted
to reach around 140 billion kilowatt-hours annually by 2020. This will result in
American businesses incurring US$13 billion annually in electricity bills and dis-
charging closely 100 million metric tons of carbon pollution per year. If a 16%
decrease in electricity consumption is achieved by using our proposed method, this
will result in an estimated total savings of up to US$2 billion dollars.
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Fig. 2 Comparison of simulation results

Table 2 Simulation results
in tabular form

Policy Energy (KWh) MF × 102 SLAV% × 10−5

MAD 151.59 222.36 393
IQR 155.61 229.03 415
THR 151.74 223.01 416
Sn 132.17 215.76 405
Qn 131.80 213.56 407
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8 Conclusion and Future Works

In this study, we have proposed two VM consolidation methods that were able to
minimize energy usage and improve QoS by reduction of VM migrations. We have
used simulation and real-world data to evaluate our proposed techniques. Simulation
results have shown that our suggested methods Sn and Qn have a better performance
than other methods proposed in the literature. Therefore, our technique can be
employed in huge data centers to efficiently and effectively utilize servers. As a result,
cloud service providers can bring down their overall electricity consumption, limit
operating expenses, and increase their return on investment (ROI). Furthermore, by
use of our proposed technique, data centers can lower their carbon dioxide (CO2)
emissions and thus contributing to the green data centers initiative. In future, we plan
to investigate the effect of using methods such as linear regression and forecasting of
resource usage requests to efficiently allocate resources in cloud data centers.
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A Rule-Based Self-Learning Model
for Automatic Evaluation and Grading
of C++ Programs

Maxwell Christian

Abstract A procedural and formulated evaluation of the practical work or task
performed by a student, irrespective of the procedure or method incorporated by
him, has always been a challenging job, as perceived by many researchers and
practical program evaluators since long [1–3, 5]. So there always has been a
continuous process of improvisations in different techniques to properly judge and
evaluate the tasks performed by students [5, 6]. Also the time required to solve the
trivial and re-occurring common errors, during the initial phase of the student
learning of new concepts, leads to more time consumption and hence needs to be
reduced. Thus, the model that can evaluate, grade and inform the work accom-
plished by the student against the actual requirement can smoothen the learning
curve and ease the job of the evaluator always comes handy.

Keywords Automatic evaluation ⋅ Automatic grading ⋅ Rule-based evaluation
Rule-based grading ⋅ Self-learning models

1 Introduction

Understanding programing concepts and implementing them have majorly
observed as a poles-apart scenario [6]. The student studying a particular pro-
gramming concept and then implementing them in-line with other concepts that he
has studied is observed to be lacking good coupling and also good cohesion in the
primary stages of the learning curve [6, 7]. Also, it is observed that the time
consumed in coupling the concept and the implementation is quite high in the initial
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stages of learning [4, 6, 7]. The major reason observed behind the time consumption
is also the time consumed to solve the trivial and re-occurring common errors,
experienced by the students [4–7].

2 The Proposed Model

2.1 The Need

A continuous interaction with students and evaluators alike has derived a few
ground rules for assessment. There are multiple methodologies possible to solve the
given problem, many a times both student and the evaluator is unaware of the better
methodologies than what they are adopting to solve [8, 9]. Many times the
implementation is not exactly in-line with the actual requirement. Students waste lot
of time doing things not asked for [6, 7]. A dire need exists for using a task and
implementation-based dynamic evaluation technique, i.e. evaluation on the basis of
the method adopted to solve the concerned problem may be conventional or totally
innovative [10, 11].

There also lies a situation where the actual outcome may not be up to the
expectation due to the student’s lack of proper step-by-step approach towards the
problem solving where the student may have wasted fair enough of his time in
solving trivial logical error(s), which may be easily identified by the evaluator
though his expertise and experience [11, 12]. But on the contrary, solving the same
error(s), on a regular basis, by a student/evaluator, again may lead to time crisis
towards the overall completion of the entire system evaluation [12, 13, 14].

To narrow down this gap amongst the actual and the expected evaluation, in
terms of both time and quality, an intelligent evaluation model which may help on
the first hand towards the evaluation process and then backed by the intelligent
expertise of the actual evaluator can result in saving the time consumption and also
aid the student to understand his own trivial error(s) and the situations that may
have lead him towards generating such error(s).

Hence, the automatic evaluation will be a first step towards the evaluation
process, still leaving the final verdict in the hands of the evaluator, whose human
expertise and experience, as known, can never be out—matched by machine or an
algorithm.
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2.2 The Architecture

The Fig. 1 demonstrates the architecture of the proposed model expected to be a
self-learning model for rule-based automatic evaluation of C++ programs

The model as seen in the Fig. 1 is composed of the following major components:

1. Rule base: All the rules used to evaluate a developed program will be stored
here and will keep on increasing gradually with the inputs of the
trainer/evaluator

2. Parser: The parser will basically study the structure of the developed program
and then direct them to the code analyzer (for static analysis like code cor-
rectness) and to the concept analyzer (for dynamic analysis like member method
implementations)

3. Grade Analyzer: The parsed and analysed code (both by the code and concept
analyzer) will be studied by the grade analyzer for the grading purpose.

4. Message base: It will be used to output the feedback messages, which will be in
normal plain form rather then the conventional technical format.

Fig. 1 Architecture of the proposed model
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2.3 The Working

To help the student with his developed program and to provide him the feedback on
his developed version of the program, the model will work in the following listed
steps:

1. The student will first input his program to the model
2. The model will then select the rule set, if specified by the evaluator
3. In case there is no question-specific rule set defined, then the model will use the

entire rule base available
4. Then, the program will be evaluated against the selected rule(s)
5. The grading will also be done accordingly
6. The student will be provided the feedback in plain messages
7. When a new rule is encountered, if in case, while evaluating the new version of

the implementation, the model will learn it and add it to the knowledge base of
rules thus improving itself.

2.4 The Pre-requisites

The model will work in the presence of the rule base will have to be populated by
the teacher/evaluator/invigilator with some pre-defined set(s) of

1. Programs
2. Evaluation criteria
3. Proper grades

The sample programs used to populate the rule base will have to be well
organized, structured and precise in terms of the requirement to be fulfilled by the
student as a part of the development. An example of a sample question is provided
in Fig. 2.
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Fig. 2 Sample program for the model
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3 Conclusions

The expected outcome of my research will be a self-learning system which shall be
capable of evaluating the practical assignments related to C++ program(s) based on
a rule set selected and defined by the evaluator, and providing grade to the
developed program and also provide feedback as and when required in form of
plain messages.
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Study and Research on Raspberry PI 2
Model B Game Design and Development

Nishant Sahni, Kailash Srinivasan, Karan Vala
and Saurabh Malgaonkar

Abstract This paper gives a detailed account of the steps required to develop a
multimedia system, which marries the software component—an arcade-style game
developed using Pygame libraries and the hardware component—a portable arcade
game machine developed using a Raspberry Pi processor. It also describes the
various functionalities Pygame libraries offer to game developers and emphasizes
its ease of use along with the benchmark statistics.

Keywords Raspberry Pi ⋅ Pygame ⋅ Python ⋅ Games ⋅ Gaming
Game development

1 Introduction

Having a computer as a gaming machine is one of the most common and finest
forms of playing games. Due to the rapid increment in technology, evolving
hardware and software requirements, the way games are being viewed by one and
all is changing. For instance, arcade games have been the center of attraction for the
past 30 years. Year by year, it is becoming very economical for game developers,
attracting a huge group of customers, and as a result, 2D games are still being

N. Sahni (✉) ⋅ K. Srinivasan ⋅ K. Vala
Computer Engineering Department, Mukesh Patel School of Technology
Management & Engineering, NMIMS University, Mumbai, India
e-mail: nishantsahni1994@gmail.com

K. Srinivasan
e-mail: kailashs1802@gmail.com

K. Vala
e-mail: karanvala22@gmail.com

S. Malgaonkar
Department of Computer Science, Whitacre College of Engineering,
Texas Tech University, Lubbock, TX, USA
e-mail: saurabhmalgaonkar@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
D.K. Mishra et al. (eds.), Information and Communication Technology
for Sustainable Development, Lecture Notes in Networks and Systems 9,
https://doi.org/10.1007/978-981-10-3932-4_50

475



developed and sold. One of the main advantages is that 2D graphics are easy and
relatively less expensive to implement as compared to 3D graphics. As a result, 2D
games are enjoying a great comeback and have reinvigorated interest in the arcade
style of gaming. The main objective of this project is to understand and create a
developer-friendly portable gaming machine which runs Python-based games
developed using Pygame libraries [1]. The various hardware components required
to construct the portable gaming machine are highlighted. The developer-oriented
aspects with respect to game development with Python and Pygame are also
explored [2]. The hardware components that put together to build this gaming
machine [3] are as follows:

1.1 Raspberry Pi

This was found to be the most suitable processor for the gaming system. The
following table gives its precise specifications (Table 1).

1.2 Display Device

The main purpose of a display device in our system is to output the game content.
The display device used is a LCD display with an HDMI port. As the display is
capacitive touch-enabled, touch can be used as another form of input for a game
running on the system.

1.3 Controls

These are required to carry out the actions in the game and to interact with the
system. We are using a controller comprising of joysticks and buttons for input.

Table 1 Raspberry Pi 2
Model B specifications

Parameters Specifications

RAM 1 GB
CPU 900 MHz
Operating system Linux operating system
Video output HDMI (rev 1.3 and 1.4)
Power Micro USB socket
Dimensions 85 × 56 × 17 mm
GPU Dual core

1Gpixel/s to 1.5Gtexel/s
Audio output 3.5 mm jack, HDMI

USB 4 × USB 2.5 connector
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A wired or wireless keyboard and mouse can also be used for testing. The physical
controls need to be wired. We have identified the ports that each button is wired to
and then edited the control configuration file to map the keys to the right in-game
buttons.

2 PyGame Design and Development

Pygame is a platform on which the actual games are written using the high-level
Python programming language as Pygame exclusively contains Python modules [4]
(Fig. 1).

Program files contain information about sprites and other data. Along with this
data, image as well as input data is stored in the database. Whenever any of these
functions are called by the user, i.e., when the user starts the game, the object
handler is initiated. This object handler controls various functions such as sound,
text, and displaying text messages. The array contains sprite information that
communicates directly with the object handler. For example, you have the sound
handler to control the sound and the text handler to display the text messages, and
so on. The object handler retrieves sprite information as soon as other data requests
are received from the other handlers. Depending on what function is called, the
handler performs that in particular.

2.1 Library Support

Simple DirectMedia Layer (SDL) is a game creation library on which Pygame is
built. SDL simplifies the task of porting games from one platform to another. SDL

Fig. 1 System design for a touch screen game
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provided a common way to create a display on multiple platforms. As it became
very easy to work with, game developers have been using this for a long time for
developing commercial games. It is written in C, which is a language commonly
used for writing games. It has the ability to work with the hardware at a low level.
Pygame allows Python programmers to use the very powerful SDL library.

2.2 Visualization Using Pygame

Pygame consists of many subsections for a variety of game-related tasks. Pygame
provides functions only for creating programs with a graphical user interface (GUI).
Programs with graphical user interface (GUI) can display a window with colors and
images. The following ‘Hello World!’ script demonstrates the basics of initializing
Pygame, creating displays, event handling, and drawing on the screen.

Input:

import pygame, sys
from pygame.locals import *
pygame.init() #initializing pygame
DISPLAYSURF = pygame.display.set_mode((600,400))
pygame.display.set_caption('Hello World!')
while True: #main loop
for event in pygame.event.get():
if event.type == QUIT:
pygame.quit()
sys.exit()
pygame.display.update()

For the above python code, the corresponding output is a blank window with the
name ‘Hello World!’ at the top of the window, i.e., the title bar which holds the
caption text. The print() function cannot be called here, because it is a function that
works for CLI programs. Similarly, for the input() function, keyboard input is taken
from the user. There cannot be a game without images. It is due to the assembled
images stored in the hard drive (CD, DVD, or any other storage media) that the
display is visible to the user. The images may represent backgrounds, characters or
any artificial intelligence (AI) opponents in a 2D game, and as textures to create 3D
scenes in 3D games. Images are stored as a grid of colors in a computer. This
depends on the number of colors needed to reproduce the image. Apart from regular
colors such as red, blue, and green, there may be an alpha-component or the
attribute-component. Translucency is mostly represented by the alpha value of a
color. So, when drawn on top of another image, parts of the background can show
through. Hence, the images may be created using an alpha channel. The following
formats are supported by Pygame: JPEG, PNG, GIF, BMP, PCX, TGA, LBM (and
PBM), XPM. JPEG, and PNG. JPEG (Joint Photographic Expert Group): For
shrinking the file size, they use a process known as lossy compression. This can
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reduce the quality of the image. PNG (Portable Network Graphics) is the most
versatile image format because it has the capacity to store a huge variety of image
types. It compresses the image well and also supports alpha channels. Thus, JPEG
is used only for larger images which have a lot of color variations, otherwise PNG
is used.

2.3 Game Designing

The game code must draw lines, circles, and other geometric figures to represent
in-game figures on the screen. An entire game can be created just by using these
draw functions and without loading any images. Some of the functions are
described as:

pygame.draw.rect: This function is used to draw a rectangle on the surface.
Using ‘pygame.rect,’ rectangular dimensions can be drawn along with the width of
the line.

pygame.draw.polygon: While calling ‘pygame.draw.polygon,’ lists of points
are taken as parameters and a polygonal shape is drawn between them. An optional
width value can also be taken. For example, if width is excluded or set to zero, the
polygon will be filled; otherwise, only the edges will be drawn.

pygame.draw.circle: This function draws a circle on the surface. The center
point and the radius of the circle are taken as parameters along with a value for the
width of the line. If width is excluded or zero, the circle will be drawn along with a
line; else, a solid circle will be drawn.

pygame.draw.ellipse: A squashed version of a circle may be called an ellipse.
This function takes a rectangle-style object that the ellipse must fit into. Width is
also taken as a parameter.

pygame.draw.line: This function is used to draw a line between two points, for
example, the start and the end point.

pygame.draw.aaline: The jagged appearance of lines occurs due to the aliasing
effect. But Pygame draws anti-aliased lines that are much smoother than the lines
that are drawn using the function ‘pygame.draw.line.’ Even though anti-aliased
lines have better visual quality, they are slower to draw in comparison with the lines
drawn using the ‘pygame.draw.line’ function.

Surfaces can be represented by various images, but most of these details are
hidden by Pygame. As soon as the surface is stored in the memory, it can be drawn,
transformed or copied to another image. For instance, a surface object can be
represented as the screen. The function ‘pygame.display.set_mode’ returns a sur-
face object used to represent the display. There are two main ways of creating
surfaces in Pygame. A surface can be created by calling the ‘pygame.image.load’
function. This surface will match the dimensions and colors of the image file.
Another way to create a surface is to call the ‘pygame.Surface’ function passing the
surface size as parameters. The following line of code creates a surface of size 256
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by 256 pixels using the ‘pygame.Surface’ function: blank_surface = pygame.Sur-
face((256,256)).

When surface objects are used, Pygame will hide this detail from the user. The
type of Timage used does not matter, the code will run anyway. If all the images are
of the same format, then there will be not much load on Pygame. The code will be
executed with ease. If the convert function is called, avoiding all the parameters,
then the current surface will be converted such that it matches the display surface.
In conclusion, if the source and the destination of the surfaces are of the same type,
it will be copied much faster. The problem arises when the image contains an alpha
channel (the convert function may neglect it). In response to this, Pygame provides
a method (method alpha) that helps converting the surface to a certain format. This
information (alpha) is preserved within the image. Consider the following lines of
code:

background = pygame.image.load(background_image_filename).convert()
mouse_cursor = pygame.image.load(mouse_image_filename).convert_alpha()
The load function reads a file from your hard drive and returns a surface con-

taining the image data. The call to pygame.image.load reads the background image
and then immediately calls convert. This function converts the image to the same
format as our display. The mouse cursor is loaded in a similar way (convert_alpha).
The mouse cursor image contains alpha information, which means that portions of
the image could be completely invisible.

Rectangular Objects A rectangle can be defined using the x and the y coor-
dinates with respect to the top left corner of the screen followed by the height and
the width of the rectangle. Similarly, x and y coordinates can be used as individual
tuples followed by the height and the width. For example, the following code can
define a rectangle having the same dimensions:

my_rect1 = (120,120,250,160)
my_rect2 = ((120,120), (250,160))
The main benefit of Rect objects is that once a Rect object is created, its position

can be adjusted, points whether inside or outside can be detected, and intersection
of other rectangles can be found.

The following two lines of code construct the Rect objects that are equal to the
two rectangle tuples in the previous example:

my_rect3 = Rect(120, 120, 250, 160)
my_rect4 = Rect((120, 120), (250, 160))
Clipping is the process of removing or cutting a part of the region that is

irrelevant. To clip the unwanted region, the ‘set_clip’ function is called along with a
Rect-style object. In case a portion that you require is clipped by some unforced
error, it can be retrieved by the ‘get_clip’ function. The following is an example
showing how clipping is implemented

screen.set_clip(0, 0, 550, 400) #sets the region
draw_map() #draws on to the top half of the screen
screen.set_clip(0, 400, 550, 170) #sets the clipping area
draw_panel()
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Usually, the entire screen must be filled while creating an image on the display;
otherwise, parts of the previous screen will be visible. A simple way to avoid this is
to call the fill method that takes a color as a parameter. The following code will fill
the screen:

screen.fill((0,0,0))
Here, the three parameters are the red, green, and blue values of the color.
Blitting literally means bit block transfer.
This method is very useful if relevant image data have to be copied from one

surface to the other. This method can be used to draw backgrounds, characters,
fonts, etc., in the game. One of the ways to use this method is:

screen.blit(font((0,0))
The above code is an example stating that blitting of the surface is possible by

calling the screen.blit function.
Sprites are a very useful feature inside of a Pygame program. They are nothing

but two-dimensional images that can be manipulated within a graphical scene.
Sprites usually support 2D games. They basically come in handy with objects that
support collision. The attributes that sprites consist of are: Name (name of the
selected sprite), Image (name of image file), Frame rate, Random (whether the
selected sprite has random movement or not), Bounces (whether there is any change
in the direction of the selected sprite after collision), Visible (visibility of the sprite
on the display/screen), etc.

Sounds, Pygame can load files of the format MP3 or WAV. Sound files are
imported as soundObj = pygame.mixer.Sound(‘bloop.mp3’) soundObj.play()

import time
time.sleep(1) # stop and sound plays for 1 s soundObj.stop()
Above is a sample code for running an audio file that may be saved in another

file. Calling the play() method starts the program execution. As Pygame can load
only one music file at a time, call the pygame.mixer.music.load() function to load a
single audio file every time you want another audio file to be played. Call the
pygame.mixer.music.stop() function to immediately stop the current running audio
file.

3 Inferences

The ongoing work explains why Pygame is appropriate for two-dimensional game
development. It provides a developer-friendly platform for shorter and more
cost-effective development cycles. In terms of hardware compatibility, it provides
entities to perform tasks for handling external input using keyboards, mouse, and
controllers (joysticks). Also, the Pygame library supports in-game physics through
an Open Dynamics Engine (ODE), typically referred to as PyODE. This engine has
two main features—rigid body simulation and collision detection. Rigid body
simulation involves incorporating real-world physical properties such as mass
distribution, mass, elasticity, etc., to in-game objects. Collision detection helps in
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determining the force with which two in-game objects or bodies collide, and their
reaction after the collision [5]. This engine exclusively works with Pygame
libraries. Thus, physics-based games can also be implemented using Pygame [3].
The future work consists of comparing the existing system with the new upcoming
equivalent gaming consoles and focus more on optimization of performance with
respect to many available parameters in game designing and programming.

4 Results

Basic objects and scenarios were designed and executed on the system, and the
following are some benchmarking results documented. After the source file is
compiled, it is copied to a removable storage device such as pen drive and then
loaded through the terminal for the execution on a Linux OS and the benchmarks
could be obtained (Tables 2, 3, and 4).

Power Consumption was 1.037 W (max) for the above-mentioned operations.
With Raspberry Pi as the processor, which supports quad-thread programming

and handling, transportation is much easier and faster due to its size, providing

Table 2 System memory access for game processing benchmarking

Memory utilization (KB) Scaling (MB/s)

8 1011
32 1014
512 679
1024 391

Table 3 Vector graphics rendering with CPU, GPU, and memory utilization (MB/sec)

Object/Scenario
(Memory KB)

A = A + B * A A = A + A + B A = A + A

16 1975 2290 2793
32 1685 1866 2141
512 775 811 839
1024 425 438 436

Table 4 Request response through threading for the processing operations

One thread Four threads

Total time: 657.536 s Total time: 180.786 s
min 65.31 ms per request response min 65.27 ms per request
avg 65.75 ms per request response avg 65.37 ms per request
max 71.02 ms per request response max 99.27 ms per request
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high-performance and basic PC functionalities like accessing the web browser, etc.
Also, due to the HDMI ports, the display quality will be very good. This paper
gives an account of the Pygame framework’s capabilities, which include several
entities with functions for manipulating graphics, colors, creating objects, playing
sounds, and so on. The light-hearted nature of these games appeals to hardcore and
casual gamers alike. Pygame enables the development of these games with mini-
mum effort and expense to developers.
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Improved Churn Prediction Based
on Supervised and Unsupervised
Hybrid Data Mining System

J. Vijaya and E. Sivasankar

Abstract Retaining a customer plays a vital role in success of every sales firm. Not
only it increases the profit margin of the firm but also it maintains the ranking of the
firm in the competitive market. Every organization competes for the success of
itself in the competitive market, so it aims to retain the existing customers through
customer preservation techniques. Because preserving an existing customer is less
costly than adding new customer. Hence, customer association management
(CAM) and customer maintenance (CM) are two important parameters in deter-
mining the success of the organization. Also quality service is another parameter
which reduces the customer churn to a greater extent. Hence, every organization
conducts a customer churn forecast as a valuable step because it aims at customer
maintenance and organization success. In this work instead of single classifier
resulting in low efficiency, hybrid supervised and unsupervised techniques are
deployed to achieve improved churn prediction. In stage one, data cleaning is
carried out to eliminate deviations in data set. In stage two, clustering algorithms
such as K-Means and K-Medoids are used to group customers with similar trends.
In stage three, hold-out methods based training and testing data sets are obtained
from the above clusters. In the next stage, the training and testing are carried out by
algorithms such as decision tree (DT), k-nearest neighbor (KNN), support vector
machine (SVM), linear discriminant analysis (LDA), and naive bayes (NB). In the
final stage, sensitivity, specificity, and accuracy are measured to evaluate the effi-
ciency of the hybrid system.

Keywords CAM ⋅ Churn ⋅ CM ⋅ K-Means ⋅ K-Medoids
Decision tree ⋅ Support vector machine ⋅ Linear discriminant analysis
Naive bayes ⋅ K-nearest neighbor

J. Vijaya (✉) ⋅ E. Sivasankar
National Institute of Technology, Tiruchirapalli 620015, Tamilnadu, India
e-mail: vijayacsedept@gmail.com

E. Sivasankar
e-mail: sivasankar@nitt.edu

© Springer Nature Singapore Pte Ltd. 2018
D.K. Mishra et al. (eds.), Information and Communication Technology
for Sustainable Development, Lecture Notes in Networks and Systems 9,
https://doi.org/10.1007/978-981-10-3932-4_51

485



1 Introduction

There is a tremendous growth in telecom sector year by year. Telecommunication
companies are growing due to the invention of various high end technologies such
as cloud computing, Internet of Things, m-payments, and due to evolving com-
munication technologies. In day-to-day life, mobile communication and broadband
connectivity have become part of the society and also the number of connected
devices is increasing at a high rate. So telecom sector has become an area of
innovation, growth, challenges, and competitions. It is known from Global Mobile
Consumer Survey report that customers of USA are looking at their mobile devices
about 8 million times per day on an average [1]. Hence, there is always continuous
demand from consumers for various digital technologies that are offered by the
telecommunication companies. The companies should be able to provide both voice
and data with high quality, reliability, and also at affordable cost. Also the customer
maintenance and customer churn depend upon various factors such as the quality of
service, customer geographic location, cost per service, and customers’ need. In
front, customer churn forecast plays a vital role in the success of every telecom firm
[2]. Hence, various intelligent data mining methods such as decision tree, naive
bayes, logistic regression, random forest, artificial neural networks, inductive rule
learning, and support vector machines are used to predict the customer churn ahead
[3–8]. These techniques are applied not only in telecom but also in bank, news-
paper, pay-TV, supermarket, credit cards, and automobile industries’ churn pre-
diction [3, 9, 10]. Nowadays, instead of using single classifier, hybrid supervised
and unsupervised combined data mining techniques are deployed for improved
churn prophecy [11, 12]. In this work, KDD Cup 2009: French Telecom Company
Orange data set is deployed to analyze customer churn forecast. In stage one, data
cleaning is carried out to eliminate deviations in data set. In stage two, clustering
algorithms such as K-Means and K-Medoids are used to group customers with
similar trends. In stage three, hold-out methods based training and testing sets are
obtained from the above clusters. In the next stage, the training and testing are
carried out by algorithms such as decision tree (DT), k-nearest neighbor (KNN),
linear discriminant analysis (LDA), support vector machine (SVM), and naive
bayes (NB). In the final stage, sensitivity, specificity, and accuracy are measured to
evaluate the efficiency of the hybrid system.

2 Literature Survey

Churn prediction problem is solved by number of data mining techniques. In earlier
days, a lot of researchers utilized single-model-based classification algorithms such
as decision tree, logistic regression, artificial neural networks, inductive rule
learning, random forest, naive bayes, and support vector machines to predict the
customer churn [3–6, 8]. Nowadays, researchers concentrate on hybrid model

486 J. Vijaya and E. Sivasankar



which is a combination of two or more classifiers or a combination of clustering and
classification. Indranil Bose and Xi Chen (2009) selected 14 attributes from a
collection on 271 attributes related to revenue contribution and minutes of usage of
the customer. He has used five clustering techniques, namely fuzzy c-means,
K-Means, BIRCH, self-organizing map, and K-Medoids, to segment the customers
and the result of segmented customers is given as an input to the decision tree, and
performance is evaluated using top decile lift [13]. Some of the researchers worked
on landline mobile customer churn prediction, but landline customer data set is not
available in proper format. Huang, Kechadi, and Buckley (2012) extracted and
modified new set of features such as aggregated call details, account details, bill,
and payment from the entire set, which was evaluated using seven traditional
classification methods. The accuracy is amplified by the newly extracted features.
Performance was measured in terms of true-positive and false-positive rates [4].
Khashei, Hamadani, and Bijari (2012) implemented a hybrid model by combining
artificial neural network and multiple linear regression model. Their proposed
artificial neural network with multiple linear regression gives better result compared
to single artificial neural network as well as traditional classification techniques
such as support vector machine, linear discriminant analysis, k-nearest neighbor,
and quadratic discriminant analysis [14]. Kyoungok Kim, Chi-Hyuk Jun, and
Jaewook Lee (2014) concentrated on network patterns within customers because
within a network, the churn information is passed from one customer to another. He
identified who was the initial churner, thus targeting these people to reduce cus-
tomer churn. Louvain community detection algorithm used to find structure of
community [15]. Churn prediction problem is also applicable for various domains
such as automobiles, gaming, banking, and credit card forecasting. Kyoungok Kim,
Chi-Hyuk Jun, Jaewook Lee (2014), proposed modified Fisher’s discriminant
algorithm which was based on Fisher’s linear discriminant function for credit card
churn forecasting. The output of the modified Fisher’s discriminant algorithm
produces better profitability than discriminant algorithm [2]. Torsten J. Gerpott and
Nima Ahmadi (2015) divided the entire contract period for landline customers into
three stages such as earlier winback, late winback, and proactive period. Winback
period is the activity where the service providers try to retain the customer after he
submits his termination notification. They added winback reasons to the original
data set and analyzed it using survival analysis. The results show that winback
produces improved result compared to the previous [16]. Ozden Gur Ali and Umut
Arıturk (2014) proposed dynamic churn prediction which means churn prediction is
based on the time as well as on the customer. In normal churn prediction, each
customer has only a single observation, but in dynamic prediction, each customer is
observed during multiple times. They formulated three ways of churn prediction,
namely single-period training data, multiple-period training data, and single-period
data with addition lags. They built the model using logistic regression and decision
tree for the above banking data set [17]. Adnan Idris, Muhammad Rizwan, and
Asifullah Khan (2012) proposed a PSO-based undersampling method as the
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number of non-churners is very high compared to the number of churners. The
various reduction techniques were evaluated. His data set is modeled using random
forest and k-nearest neighbor. His approach produced better AUC value [18].

3 Churn Prediction Models and Methods

The block diagram of the proposed model is given in Fig. 1. The orange data set is
preprocessed using effective data cleaning methods. After the cleaning process, the
clustering approach is carried out using unsupervised techniques such as K-Means
and K-Medoids algorithms. The various clusters obtained from the above-
mentioned method are divided into training and testing sets using hold-out
method. And each of the cluster training and testing data sets is handled by various
supervised data mining techniques. The hybrid mechanism efficiency is measured in
terms of sensitivity, specificity, and accuracy.

3.1 Data set

French Telecom Company Orange has given two versions of data sets. One is of
smaller data set and other is of larger. For our study, we have taken training part of
small version. The data set involved in this work consists of 50,000 instances with
230 features. Of the total features, available 190 are of numerical type and 40 are of
nominal features. The names of the attributes are hidden inside the data set in order
to maintain privacy of the customer. Majority of the customers about 46,328 are
non-churn customers and about 3672 customers are predicated to get churn.

 

Clustering approaches (K-Means, K-Medoids)

C1 C2 C3 CN

Classified by (DT, KNN, SVM, NB, LDA)

[Each cluster is modeled by using Hold-out method] 

Evaluation (Sensitivity, Specificity, Accuracy)

Original Dataset

Effective Data cleaning

Fig. 1 Block diagram of
hybrid churn prediction model

488 J. Vijaya and E. Sivasankar



3.2 Data set Preprocessing

In the above data set, 60% of the data consist of missing values. Hence, prepro-
cessing plays a vital role in increasing the consistency and accuracy of the system.
From the above, data set features with 25% of the missing values are eliminated to
reduce the system with 67 useful features. From the above-obtained data set, all the
missing values of numerical and nominal features are replaced with mean and mode
of the attribute values. Some of the nominal features are showing higher deviation
in the attribute values. Hence, those features with higher deviations are removed
from the data set, reducing the features count to 49. Since the clustering algorithm
handles only numerical values, all the string values are converted to numeric. In the
next step, normalization is carried out using min-max normalization.

3.3 Clustering Algorithm

Many data mining techniques such as image segmentation, customer segmentation,
market analysis use clustering technique. Clustering technique is a process of
grouping-related data items without much knowledge of group definition. The main
aim of the clustering is to identify highly efficient clusters with high similarity
within a cluster. From the clustering, homogeneous groups are formed to construct
supervised classification models.

3.3.1 K-Means

In 1957, Stuart Lloyd proposed a partition-based clustering technique called
K-Means algorithms. N input tuples are divided into K partition, and K should be
less than N. It must satisfy the following criteria: (i) Each tuples must be a member
of at least one cluster and (ii) each cluster should have at least one tuple. The
K-Means algorithm consists of the following steps as shown below.

1. Initially, K value is initialized and it should be less than N.
2. In the next step, K tuples are randomly chosen as initial cluster points.
3. Next, we measure the distance from each tuples to the cluster center of all the

clusters.
4. The cluster center which is at minimum distance is chosen as the cluster of the

tuples considered.
5. After adding the tuples to the cluster, a new cluster mean is computed and it is

taken as a new cluster center.
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6. The above steps are repeated and the cluster is fixed until all the tuples are
checked and there is no change in the mean value of the cluster.

3.3.2 K-Medoids

In 1987, Kaufman and Rousseeuw proposed a partition-based clustering technique
called K-Medoids algorithm. It constructs K partition of N input tuples, where K
less than or equal to N. The K-Medoids algorithm consists of the following steps as
shown below.

1. Initially, K value is initialized and it should be less than N.
2. In the next step, K tuples are randomly chosen as initial cluster points.
3. Next, we measure the distance from each tuples to the entire chosen cluster

center.
4. The cluster center which is at minimum distance is chosen as the cluster of the

tuples considered.
5. After adding the tuples to the cluster, new cluster means are taken as a com-

bination of already known medoids and randomly select any non-medoids
object present in the data set.

6. The above steps are repeated and the cluster is fixed until all the tuples are
checked and if there is less cost function of the cluster in the consecutive steps.

3.4 Classification Algorithm

Classification technique is a process of grouping-related data items which is known
in advance. The main objective of the classification is to assign class label to the
unidentified data items based on the model created from the training samples.

3.4.1 Decision Tree

In 1993, Quinlan proposed a divide and conquer method-based classification
technique called decision tree. The decision tree classification algorithm consists of
the steps as shown below.

1. Find the information gain for all the attributes.
2. A binary tree starts with highest information gain attribute.
3. The tree construction stops until there is no further attributes.
4. After constructing a tree, the classification rules are built based on each path

from the root to leaf.
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3.4.2 K-Nearest Neighbor

The k-nearest neighbor is one of the easiest classification techniques in data mining.
The k-nearest neighbor classification algorithm consists of the steps as shown
below.

1. Initialize the number of nearest neighbor, which is K.
2. Find the distance between each unknown test case and all known training cases.
3. Each unknown test case value is predicted by a majority vote by its K neighbors.

In this work, Euclidean distance measure is used for finding distance between
data point and nearest neighbor = 3.

3.4.3 Support Vector Machine

In 1992, Boser, Guyon, and Vapnik proposed Gaussian radial-basis kernel
functions-based SVM. SVM supports both linear and nonlinear data. Our churn
prediction is linearly separable because it is a binary classification problem, namely
churners or non-churners. The customers are separated by a hyperplane that sep-
arates the two classes. The classification function of SVM is calculated in Eq. 1 as
follows:

dðXTÞ= ∑
l

i=1
yiaiXiXT + b0 ð1Þ

where XT is a test instance; yi is the class label of support vector Xi; αi and b0 are
numeric parameters; and l is the number of support vectors.

3.4.4 Naive Bayes

Naive bayes is a simple statistical classifier based on Bayes’ theorem. Bayes’
theorem is used to find the posterior probability P(H/X) from prior probability
[P(H)], posterior probability conditioned on X [P(X/H)], and [P(X)] prior proba-
bility of X.

PðH ̸XÞ= PðX ̸HÞPðHÞ
PðXÞ ð2Þ

Here, we go for kernel density estimation used to estimate probability density
function for data values, and it overcomes the data smoothing for our proposed data
set.
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3.4.5 Linear Discriminant Analysis

In 1936, R.A. Fisher proposed a classification technique called linear discriminant
analysis. Linear discriminant analysis uses continuous independent variable and
categorical dependent variables similar to logistic regression. LDA is used to solve
binary classification problem like churn prediction. Variant of LDA is Fishier linear
discriminant, multiclass LDA, Quadratic discriminant LDA, etc. Face recognition
and bankruptcy prediction problem are also solved by LDA. In this work, result is
based on Quadratic discriminant LDA.

4 Experiments and Results

4.1 Experiment Setup

This work comprises a set of experiments. Initial set of experiment is conducted to
evaluate the performance of the single-classification model such as decision tree
(DT), k-nearest neighbor (KNN), linear discriminant analysis (LDA), support
vector machine (SVM), and naive bayes (NB). Next set of experiment is carried
out to appraise the hybridization performance on the K-Means algorithm and
K-Medoids clustering algorithms along with classification algorithms decision tree
(DT), k-nearest neighbor (KNN), linear discriminant analysis (LDA), support
vector machine (SVM), and naive bayes (NB). Finally, we compare the effective-
ness of single-classification techniques and hybrid learning system.

4.2 Performance Measures

In our study, we have used accuracy, sensitivity, specificity as performance mea-
sures to analysis the performance of the single classifier and hybrid model-based
classifier. The objective of the churn prediction model is to acquire high sensitivity
with low specificity. Table 1 shows a confusion matrix (Japkowicz 2006) where
D11 is the number of the correct predicted churn customers, D12 is the number of the
incorrect predicted churn customers, D21 is the number of the incorrect predicted
non-churn customers, and D22 is the number of the correct predicted no-churner
customers. From the confusion matrix, sensitivity is defined as the fraction of churn
test cases that were correctly classified as churn, calculated by Eq. 3.

Sensitivity=
D11

D11 +D12
ð3Þ

Specificity is the fraction of non-churn test cases that were incorrectly classified
as churn, calculated by Eq. 4.
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Specificity=
D21

D21 +D22
ð4Þ

4.2.1 Performance Based on Single Classifiers

In single classifier model, our proposed data set is divided into training and test sets
based on hold-out method and finds the performance calculated during the
experimentation using accuracy, sensitivity, and specificity as tabulated in Table 2.
It shows that our proposed data set works well for the entire classification algorithm
compared to normal data set and also SVM reaches our objective function of 100
percentage sensitivity and maximum accuracy 92.55. Figure 2 picturing the accu-
racy of the various classification algorithms performs individually.

4.2.2 Performance Based on K-Means Clustering Along
with Classifiers

In hybrid model, our proposed data set is segmented using K-Means clustering
method; then, each of the clusters divided into training and test data sets based on
hold-out method. Training data set is modeled using classifiers, and test data set
is predicted based on the model designed by classifiers. Finally, output of all
cluster value is aggregated. In this, we go for various classification algorithms,

Table 1 Churn prediction
confusion matrix

Actual Predicted
Churn Non-churn

Churn D11 D12

Non-churn D21 D22

Table 2 The performance of
classifiers

Classifiers DT KNN SVM NB LDA

Accuracy 87.61 90.91 92.55 91.39 89.52
Sensitivity 93.68 98.00 100.0 99.00 97.96
Specificity 12.23 02.84 00.00 01.00 00.16
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92
94
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A
cc

ur
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Classifier's

Accuracy comparision 

Fig. 2 Accuracy curve for various classifiers
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such as decision tree (DT), k-nearest neighbor (KNN), linear discriminant analysis
(LDA), support vector machine (SVM), and naive bayes (NB), and find the per-
formance calculated during the experimentation using accuracy, sensitivity, and
specificity as tabulated in Tables 3, 4, 5, 6, and 7, Here K represent the no of
clusters. It’s varies from 2 to 10. Bold indicates which K value getting maximum
accurcy, sensitivity and minimum specificity value. The graphical view of accuracy
is shown in Fig. 3. The result shows that (1) all the classifier decision tree (DT),
k-nearest neighbor (KNN), linear discriminant analysis (LDA), support vector

Table 3 The performance of DT along with K-Means based on the number of clusters

#k K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

Accuracy 88.85 89.34 87.66 88.38 88.00 90.32 88.71 88.84 88.83
Sensitivity 94.43 94.42 94.32 94.21 93.71 95.67 94.27 94.45 93.92
Specificity 9.82 08.57 13.03 10.84 08.28 07.77 10.35 10.53 10.07
Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value

Table 4 The performance of KNN along with K-Means based on the number of clusters

#k K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

Accuracy 89.84 90.85 89.74 89.52 90.57 91.18 94.72 92.15 92.25
Sensitivity 97.61 97.94 97.15 97.57 98.03 98.15 98.49 98.40 98.36
Specificity 03.25 02.89 03.92 02.63 02.22 02.16 01.94 02.29 02.28
Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value

Table 5 The performance of SVM along with K-Means based on the number of clusters

#k K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

Accuracy 93.28 91.71 91.41 92.29 91.72 91.74 93.77 91.68 92.72

Sensitivity 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Specificity 00.00 00.00 00.00 00.00 00.00 00.00 00.00 00.00 00.00

Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value

Table 6 The performance of NB along with K-Means based on the number of clusters

#k K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

Accuracy 93.13 92.15 94.14 90.50 93.72 84.67 87.74 87.23 81.05
Sensitivity 99.48 97.45 97.74 89.15 97.09 89.70 93.07 92.84 85.36
Specificity 00.09 02.97 02.45 13.18 05.11 11.53 11.35 06.18 12.95
Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value

Table 7 The performance of LDA along with K-Means based on the number of clusters

#k K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

Accuracy 93.16 93.65 93.72 92.56 93.01 91.54 93.26 92.38 92.89
Sensitivity 99.85 99.73 99.68 98.18 98.49 99.45 97.63 97.61 98.74
Specificity 00.06 00.09 00.14 00.62 01.94 00.89 02.95 00.37 01.59
Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value
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machine (SVM), naive bayes (NB) along with K-Means produce improved result
than their individual performance. (2) Out of the five hybrid models, SVM along
with K-Means produces better accuracy, sensitivity, and lower specificity.

4.2.3 Performance Based on K-Medoids Clustering Along
with Classifiers

In this hybrid model, instead of K-Means algorithm we go for K-Medoids algorithm
along with similar classification algorithms and find the performance calculated
during the experimentation using Accuracy, Sensitivity, and Specificity is tabulated
in Tables 8, 9, 10, 11, and 12, Here K represent the no of clusters. It’s varies from 2 to
10. Bold indicates which K value getting maximum accurcy, sensitivity and mini-
mum specificity value. The graphical view of Accuracy shown in Fig. 4. The result
show that (1) all the classifier decision tree (DT), k-nearest neighbor (KNN),
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Fig. 3 Accuracy curve for various classifiers along with K-Means

Table 8 The performance of DT along with K-Medoids based on the number of clusters

#k K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

Accuracy 88.78 87.62 88.27 88.29 90.43 85.52 85.58 87.10 87.08
Sensitivity 94.32 93.53 93.27 94.20 95.24 92.10 92.63 92.95 93.61
Specificity 9.83 10.75 11.30 10.69 09.15 11.87 10.95 10.44 09.20
Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value

Table 9 The performance of KNN along with K-Medoids based on the number of clusters

#k K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

Accuracy 90.46 90.90 89.96 89.27 88.53 94.41 91.43 90.15 91.59
Sensitivity 97.79 97.95 97.78 96.98 96.86 98.99 98.23 97.41 97.92
Specificity 03.28 02.78 02.55 03.48 03.13 01.99 02.96 03.20 02.23
Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value
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support vector machine (SVM), linear discriminant analysis (LDA), naive bayes
(NB) alongwithK-Medoids produce improved result than their individual performance.
(2) Out of the five hybrid models, SVM along with K-Means produces better accuracy,
sensitivity, and lower specificity. (3) Both the clustering algorithms (K-Means and
K-Medoids) are performing well with the slight variation in their efficiency.

Table 14 shows peak performance (maximum accuracy, sensitivity, and speci-
ficity) among the various numbers of clusters explored in clustering algorithm.

Table 10 The performance of SVM along with K-Medoids based on the number of clusters

#k K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

Accuracy 93.29 91.30 93.22 92.63 92.39 92.38 93.32 92.40 92.55

Sensitivity 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Specificity 00.00 00.00 00.00 00.00 00.00 00.00 00.00 00.00 00.00

Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value

Table 11 The performance of NB along with K-Medoids based on the number of clusters

#k K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

Accuracy 93.14 92.50 92.32 89.09 91.60 86.49 88.47 86.89 83.99
Sensitivity 99.48 99.30 98.61 94.34 98.14 91.85 93.45 92.02 88.64
Specificity 00.14 00.40 01.02 05.31 02.38 06.92 07.83 08.00 13.43
Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value

Table 12 The performance of LDA along with K-Medoids based on the number of clusters

#k K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

Accuracy 92.21 87.29 90.76 87.64 89.84 87.44 89.37 91.86 89.95
Sensitivity 99.01 92.80 94.98 94.15 95.24 94.08 94.58 95.95 95.62
Specificity 00.09 11.11 02.50 17.54 11.21 12.93 10.29 06.41 09.47
Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value

78

80

82

84

86

88

90

92

94

96

K=2 K=3 K=4 K=5 K=6 K=7 K=8 K=9 K=10

Ac
cu

ra
cy

No of clusters

K-Means+DT

K-Means+KNN

K-Means+SVM

K-Means+NB

K-Means+LDA

Fig. 4 Accuracy curve for various classifiers along with K-Medoids

496 J. Vijaya and E. Sivasankar



4.2.4 Performance Comparison with Other Existing Approaches

The proposed supervised and unsupervised hybrid learning system shows better
performance than various hybrid learning system done by previous research work
tabulated in Table 13. Indranil Bose and Xi Chen (2009) selected 14 attributes from
a collection on 271 attributes related to revenue contribution and minutes of usage
of the customer. He has used five clustering techniques, namely fuzzy c-means,
K-Means, BIRCH, self-organizing map, and K-Medoids, to segment the customers,
and the result of segmented customers is given as an input to the decision tree, and
performance is evaluated using top decile lift [13]. Adnan Idris, Muhammad Riz-
wan, Asifullah Khan (2012) proposed a PSO-based undersampling method as the
number of non-churners is very high compared to the number of churners. The
various reduction techniques were evaluated. His data set is modeled using random
forest and k-nearest neighbor. His approach produced better AUC value [18]. Ying
Huang and Tahar Kechadi (2013) proposed weighted K-Means algorithm hybrid
with First Order Inductive learning classification algorithm for prediction [12]
(Table 14).

Table 13 The performance comparison of proposed method with existing approaches

Performance comparison with existing hybrid models Accuracy

Our proposed model K-Means + KNN 94.72
Chr-PmRf by Adnan Idris [18] 66.59
Weighted K-Means +FOIL by Ying Huang [12] 87.24
KM-boosted C5.0 by Indranil Bose [13] 92.84

Table 14 Performance comparison of highest accuracy, sensitivity, and lowest specificity values

Performance
measure

Classifiers Single
classifiers

K-Means
hybrid

K-Medoids
hybrid

Accuracy DT 87.61 90.32 90.43
KNN 90.91 94.72 94.41
SVM 92.55 93.77 93.32
NB 91.39 94.14 93.14
LDA 89.52 93.72 92.21

Sensitivity DT 93.68 95.67 98.24
KNN 98.00 98.49 98.99
SVM 100.0 100.0 100.0
NB 99.00 99.48 99.01
LDA 97.96 99.85 99.48

Specificity DT 12.23 07.77 09.15
KNN 02.84 01.94 01.99
SVM 00.00 00.00 00.00
NB 01.00 00.09 00.14

LDA 00.16 00.06 00.09
Bold indicates which K value getting maximum accurcy‚ sensitivity and minimum specificity value
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5 Conclusion

In this work, the orange data set is preprocessed using effective data cleaning
methods. After cleaning process the clustering approach is carried out using
unsupervised techniques such as K-Means and weighted K-Means algorithms. The
various clusters obtained from the above method are divided into training and
testing sets using hold-out method. And each of the cluster training and testing data
sets is handled by various supervised data mining techniques. The hybrid mecha-
nism efficiency is measured in terms of sensitivity, specificity, and accuracy. The
proposed hybrid models are very useful for success of every firm.
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Simulation-Based Comparison of Vampire
Attacks on Traditional Manet Routing
Protocols

Joshua Reginald Pullagura and Dhulipalla Venkata Rao

Abstract A mobile ad hoc network is wireless network without infrastructure and
is self-configuring network of mobile nodes where nodes move to their places
randomly, leave around or join the network. Over the many years, simulation work
has been carried out to achieve a new reliable routing protocol. This paper seeks to
rationalize Vampire attacks on the network layer that deals with route establish-
ment. During route establishment and packet forwarding, Vampire attacks perpet-
ually weaken the network by draining nodes’ energy. The Vampire attacks degrade
the performance of routing protocol. All the basic traditional routing protocols those
are examined here are open to Vampire attacks, which are damaging, and is
time-consuming to troubleshoot. Simulation results show DSDV performs better
than its counter parts.

Keyword AODV ⋅ DSR ⋅ DSDV ⋅ Vampire

1 Introduction

Mobile ad hoc networks (MANET) is defined as network without any permanent
infrastructure. It consists of nodes distributed randomly and communicates with
each other in radio environment. MANETs even though mainly designed for mil-
itary applications can also be deployed in commercial sector. In recent times, there
is a rapid growth in personal area networking. Routing plays an important role so
that packets are delivered successfully to the destination.

In general, every protocol consists of static nodes. The main objective of a good
protocol is to identify the path to destination and send the encrypted data from
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source to destination. Since the network has no fixed infrastructure, each node
should genuinely participate in packet forwarding process. This can be concluded
through simulation, which can be modeled hypothetically for further investigation.
Here, simulation is carried out using NS2 simulator, NS2 plays a role of both
emulator and simulator [1]. NS2 provides default implementations for creation of
network nodes and creating links between nodes and dealing with routing algo-
rithms. It is also used for the implementation of transport layer protocols such as
UDP and TCP and some of traffic generators [2]. The motivational work carried out
here is to compare the traditional routing protocols with Vampire attacks with the
help of a simulator. AODV and DSR are categorized as on-demand protocols. DSR
protocol [3] allows the nodes to establish the route and they react when there is
need, whereas DSDV [4] falls under proactive category where table updation
provides better route. The performance comparison of AODV, DSR and DSDV
routing protocols with Vampire attacks is evaluated and monitored and simulation
is carried out on NS-2.35 simulator. DSDV routing protocol exhibits enhanced
performance in comparison with the other two protocols. Average energy and total
energy are computed and evaluated for analysis purpose, and the number of nodes
utilized for the simulation are varied from 20 nodes to 30 nodes and increased to 40
nodes with one vampire.

2 Vampire Attacks

Security is the salient feature of the ad hoc networks. It is the most essential factor
for network functions which include route discovery, forwarding the packets and
route maintenance. Ad hoc networks are open to threats and hence counter mea-
sures have to be incorporated in the initial stage of design. Security in wireless
networks is much more challenging when compared to wired network [5]. In
mobile networks, the majority of the functions are shared by all the nodes. This
scenario creates the core security threat that is specific to the network. The attacks
on networks are mainly due to selfishness nature of the node or due to malicious
nature of the node and other reasons are not properly defined. The attacks are
categorized as active and passive attacks, respectively. Active attacks range from
message replay, injecting erroneous messages, impersonation of nodes, thus
threatening the availability, integrity, authentication, and non-repudiation. Almost
six layers of the OSI model are prone to attacks. The worst hit layers are network
and data link layers. Network layer deals with the routing concept which is the most
essential phase in source to destination packet delivery.

Vampire attacks are not protocol specific. This type of attack degrades the
performance of a network. At the network layer, the source node inserts entire path
in the packet header. The intermediate nodes will not make any decision about the
route but follow the route given by source node in packet header and it does not
depend on the physical design. The active Vampire attacks are further classified into
two categories.
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2.1 Stretch Attack

Here, an infected node creates an alternate longer source routes, causing packets to
travel through more number of nodes in the network affecting the network lifetime.
A non-malicious source would select the route which is short and stable to the
destination, but the malicious node selects very longer and unstable route. In sensor
and adhoc networks nodes, battery is the one of the main concerns, as the route with
high energy is drained more. The route stability also decreases as one or few nodes
with low energy may drain out. The stretch attack is more challenging when
compared to the other attacks.

Figure 1 shows randomly placed nodes where malicious (colored) node is
causing stretch attack, thereby draining the nodes’ power in the network.

2.2 Carousel Attack

Here, a harmful node transfers a packet in a route with more number of loops. This
causes the infected node to appear several times in the route, increasing route length
beyond the established quantity.

In this paper, we consider the vampire attacks both stretch and carousel on the
three basic routing protocols. The stretch attack expands route distance travelled by
packets, causing them to be processed by more number of nodes. The harmful node
does not consider hop count and shortest route to the destination [6]. Carousel
attack [7] causes immoderate battery drain for few numbers of nodes, whereas

Fig. 1 Stretch attack
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stretch attack causes precise energy drain for all the nodes in the network [6]. These
attacks are causing serious threat to network layer.

Figure 2 shows randomly placed nodes in the simulation where malicious
(colored) node is causing carousel attack thereby draining the nodes power in the
network.

3 Simulation Results and Discussion

The simulation was carried out by increasing nodes from 20 to 40 numbers using
NS-2.35 network simulator in an area of size 1000 m × 1000 m. The simulation
has been carried out for AODV, DSDV, and DSR routing protocols under the
stretch and carousel attacks. After analyzing the trace files, the total and average
energy is computed. The simulation parameters are given below: (Table 1)

In Fig. 3, the plot shows the stretch attack for 20 nodes. It is observed that
average and total energy consumed by DSDV is less when compared to AODV and
DSR Protocols.

In Fig. 4, the plot shows the stretch attack for 30 nodes. It is observed that
average and total energy consumed by DSDV is less when compared to AODV and
DSR Protocols.

Fig. 2 Carousel attack

Table 1 Simulation
parameters

Number of nodes 20–40
Routing protocol AODV, DSDV, DSR
Traffic source CBR
Area 1000 m × 1000 m
Tool NS-2.35
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In Fig. 5, plot shows the stretch attack for 40 nodes. It is observed that average
and total energy consumed by DSDV is less when compared to AODV and DSR
protocols which are tabulated in the table given below.

When nodes are linearly increased from 20 to 40 numbers, the energy drained
due to stretch attacks in DSDV protocol is comparatively less than AODV and DSR
protocols. There is very less variation noticed when the nodes are dynamically
increased in the three traditional protocols.

Fig. 3 Stretch attack 20 nodes

Fig. 4 Stretch attack 30 nodes
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From Figs. 6, 7 and 8 we conclude that that DSDV protocol takes lesser average
and total energy than AODV and DSR routing Protocols which were subjected to
Carousel attack. When the number of nodes is less, simulation results exhibit
distinguishable variations and when number of nodes are increased the variation are
less noticeable. For the three traditional protocols the average energy and the total
energy are also increased with the increase in number of nodes (Table 2).

Fig. 5 Stretch attack 40 nodes

Fig. 6 Carousel attack 20 nodes
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Fig. 7 Carousel attack 30 nodes

Fig. 8 Carousel attack 40 nodes
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4 Conclusion

Vampire attacks disrupt the working of the ad hoc mobile networks immediately.
The average and total energy consumed by the nodes due to Vampire attacks is less
in DSDV protocol when compared to the AODV and DSR protocol because all the
nodes in the network will be knowing all possible destination details. When the
Vampire attacks are occurred in the network, it not only consumes higher power,
but also consumes more time. There are many solutions and techniques proposed to
prevent from these attacks, but are not so effective; hence, there is a need for a
better solution which avoids these kinds of attacks.
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