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Preface

Optics and Photonics are related to the science of light and it can be harnessed for
utilization in an enormous variety of applications, as evidenced by its increasing
pervasiveness in our everyday lives. We use photonic technologies to light up our
homes, offices and cities, to harvest renewable energy from the sun, to make
telephone calls or surf the Internet, to enable early medical diagnosis and treat-
ments, to establish clean and efficient manufacture of a multitude of everyday
products, or to provide reliable security systems to protect us as we travel. Already,
over 90% of all the data transferred for telecommunications is transmitted by optical
fibre. Green photonics is the study and development of applied optical systems for
generating clean, renewable energy. This includes solar cells and photovoltaic
devices, creating energy-efficient optical sources for lighting and display applica-
tions and developing environmental friendly materials for optoelectronic devices
and components.

The 3rd International Conference on Opto-Electronics and Applied Optics,
OPTRONIX 2016 (www.optronix.iem.edu.in) has been organized by Research and
Development Council, University of Engineering and Management, UEM, New
Town, Kolkata, India, in association with Institute of Engineering and
Management, IEM, Salt Lake, Kolkata, India, on 18–20 August, 2016 at UEMK
Campus. The Conference has got technical collaboration with Optical Society of
India, OSI and American Journal of Advanced Computation Technology (AJACT),
Canada and was supported by SPIE (Society of Photonics and Instrumentation
Engineers, USA) and OSA (Optical Society of America, USA) approved IEM–

UEMK Group Student Chapters.
The theme of the Conference is selected as the emerging research area,

“Green Photonics: The Scope of Research and Development in harnessing Clean
Energy”. In addition to the theme, diversified areas, namely Silicon Photonics,
Advanced Photovoltaics, Application of Solar Energy, Fibre and Integrated Optics,
Organic Photovoltaics, Nano-Photonics, Bio-Photonics and Bio-Medical Optics,
Opto-Electronic Materials, Optical and Digital Data and Image Processing,
Photonics for Space Applications, Adaptive Optics, Optical Design, Fabrication and
Testing, E.M. Radiation Theory and Antenna, Interferometry, Micro-Electronics
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and VLSI, Quantum Optics and Information Processing, Digital Holography,
Terahertz Technology, etc., have been selected on which researchers have
disseminated their contributions. The conference is organized to promote the
International Solar Alliance of over 120 countries initiated by Hon’ble Prime
Minister of India, Mr. Narendra Modi with the French President, François
Hollande, at the Paris COP21 climate summit. “Solar technology is evolving, costs
are coming down and grid connectivity is improving”, as said by Hon’ble Prime
Minister “The dream of universal access to clean energy is becoming more real.
This will be the foundation of the new economy of the new century”. Twenty seven
eminent Scientists and Professors from India and abroad had been invited to deliver
keynote, plenary as well as invited addresses in the related field. More than seventy
research papers have been registered and presented in the Conference. Among
distinguished International Invited Speakers were Prof. Toyohiko Yatagai, Director,
Centre for Optical Research and Education (CORE), Utsunomiya University,
JAPAN and Former President SPIE (2015), San Diego, USA; Prof. Vasudevan
Lakshminarayanan, Professor of Optometry (Vision Science), Physics, Electrical
and Computer Engineering and Systems Design Engineering, University of
Waterloo, Canada; Prof. Motoharu Fujigaki, Professor, Human and Artificial
Intelligent Systems, Graduate School of Engineering, University of Fukui, Japan;
Prof. Takeo Sasaki, Professor, Department of Chemistry, Tokyo University of
Science, Japan; and Prof. Tigran Galstian (over Skype), Professor, Department of
Physics, Centre d’optique, photonique et laser (COPL), University of Laval,
Quebec, Canada.

The distinguished National Invited Speakers include Prof. Ajoy Ghatak, Prof.
Kehar Singh, both are eminent Physicists and former professors of IIT Delhi; Prof.
Rajpal Sirohi, Professor of Eminence, Tezpur University, Assam and Former
Director, IIT Delhi; Prof. Samit Kr. Ray, Dean of Postgraduate Studies and
Research, IIT Kharagpur; Prof. Lakshminarayan Hazra, Emeritus Professor,
Department of Applied Optics and Photonics, Calcutta University, India;
Dr. Amitava Roy, Scientist ‘F’, Department of Science and Technology, Govt. of
India; Prof. Rajesh Gupta, IIT Bombay; Prof. Navin Nishchal, IIT Patna;
Prof. Rajan Jha, IIT Bhubaneswar; Prof. Partha Roy Chaudhuri, IIT Kharagpur;
Prof. Samudra Roy, IIT Kharagpur; Prof. Asim Kar, Former Professor, Jadavpur
University; Prof. Shyamal Bhadra, Emeritus Scientist, Raman Centre for Atomic,
Molecular and Optical Sciences, Indian Association for the Cultivation of Science
(IACS), Jadavpur, Kolkata; Prof. Kallol Bhattacharya, Department of Applied
Optics and Photonics, Calcutta University; Prof. P.T. Ajithkumar, CEO and
Leading Scientists, Light Logics Holography and Optics, Trivandrum, Kerala;
Prof. Tarun K Gangopadhyay, Senior Principal Scientist, CSIR-Central Glass and
Ceramics Research Institute, Jadavpur, Kolkata; Prof. Somnath Ghosh, INSPIRE
Professor, Calcutta University; and Prof. A.K. Chakraborty, Prof. K.K. Ghosh,
Prof. K.P. Ghatak and Prof. Rajiv Ganguly, all professors of UEMK and IEM
Group.

I am extremely thankful to SERB, Symposia Section, Department of Science and
Technology, Govt. of India, for providing partial grants-in-aid to support the
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TA and DA of Senior Scientists and young researchers to participate in the
conference. My sincere gratitude to the International Advisory Committee and
Technical Program Committee for providing valuable guidance and extended
support in reviewing the submitted contributions continuously. I would like to
thank Prof. Dr. Mrimnoy Chakraborty, Assistant Professor, Dr. B.C. Roy
Engineering College, Durgapur, for his support and cooperation in the review
process.

My special thanks to Prof. Dr. Mina Ray, Assistant Professor, Department
of Applied Optics and Photonics, University of Calcutta, Kolkata and
Prof. Dr. Debotosh Guha, Professor, Institute of Radio Physics and Electronics,
Calcutta University, eventually both are my seniors at Rajabazar Science College
Campus of University of Calcutta, for their presence and chairing technical sessions
in their area of expertise. I would like to express my sincere thanks and gratitude to
the respected faculty members and staffs as well as the Student Organizing
Committee of UEMK–IEM Group who has provided relentless support and
cooperation to make the Conference successful.

Kolkata, India Indrani Bhattacharya
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Investigation of Degradation
in Photovoltaic Modules by Infrared
and Electroluminescence Imaging

Archana Sinha, Subinoy Roy, Sagarika Kumar and Rajesh Gupta

Abstract Photovoltaic (PV) modules suffer from a variety of degradation that
reduces their long-term performance and reliability. This paper presents a com-
prehensive investigation of various outdoor degradation in PV modules by
spatially-resolved infrared (IR) thermography and electroluminescence
(EL) characterization techniques. Active IR thermography has been implemented
for the investigation of delamination, corroded interconnects and other electrical
losses in a PV module, while EL characterization technique has been exploited for
the quantification of discoloration extent in encapsulant material, and detection of
finger and cell breakages. Due to fast and non-destructive nature, these imaging
techniques can be employed for large-area inspection of PV modules in shorter
time.

1 Introduction

Solar photovoltaic (PV) is a promising solution to harness the freely available solar
energy and to reduce the dependency on the conventional fossil fuels. In the last
few years, large-scale PV deployment has attracted huge attention worldwide after
improvement in energy-driven policies and considerable reduction in module cost.
The structure of wafer-based crystalline-silicon PV module consists of front
transparent tempered glass, polymeric encapsulant (ethyl vinyl acetate, EVA), solar
cell string, EVA and a backsheet. Degradation in any of these component layers
deteriorates the overall module’s performance and its service lifetime. Some of the
field studies show that PV modules suffer from a variety of degradation due to the
impact of environmental conditions [1, 2]. It mainly includes delamination, dis-
coloration, corrosion, interconnect failures, cracks and broken fingers. However, the
type and extent of degradation depend on location, exposure time, module
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technology and packaging materials used in the module. One such important
degradation is delamination, which is the loss of adhesion strength between
encapsulant and other layers of module [3]. It decreases the heat transfer efficiency
at delaminated regions, leading to hotspot formation. It also increases moisture
ingression and accumulation capacity inside the module, which increases the pos-
sibility of corrosion of cell metallic parts. Encapsulant discoloration is another
common degradation, which directly decreases light transmission to the solar cells,
reducing short-circuit current and maximum output power [4]. Other than degra-
dation of encapsulant layers, the electrical defects such as micro-cracks, finger
breakage, shunts are also present in the module that decreases its performance.
Thus, it is important to detect and characterize such degradation in PV modules to
improve their performance and sustainability.

I-V characterization is used to measure the change in maximum power and other
electrical parameters. However, it only provides the global module parameters from
which it is difficult to find the exact reason of degradation. In order to identify the
location of degradation and its induced effects in the module, spatial characteri-
zation techniques are required. Camera-based infrared (IR) and electroluminescence
(EL) characterization techniques have received high importance due to their
inherent advantages of large area inspection in a shorter time while providing good
spatial information along with their non-destructive nature and capability to be
employed in field conditions by means of some portable equipment. The IR
imaging technique had been widely used for solar cell characterization, mainly for
shunts investigation [5, 6]. In the present study, it has been exploited for investi-
gation of delamination and other degradation effects in the module which has been
less explored. EL imaging is another popular technique, which has been extensively
used for mapping of electrical parameters (diffusion length, series resistance) and
detection of localized defects in the solar cells and modules [7, 8]. In this study, it
has been utilized for quantification of encapsulant discoloration and investigation of
severity of some common electrical defects in the PV modules.

2 Experimental Methodology

Experiments were performed on some degraded mono/multi c-Si photovoltaic
modules for investigating various kinds of outdoor degradation and corresponding
induced effects on the module electrical parameters. For IR thermographic mea-
surements, a cooled IR camera having InSb detector has been used. Two different
approaches of IR thermography were applied: by irradiating the module with a heat
flux using a halogen lamp, and by passing the electrical current using a pro-
grammable power supply under lock-in mode. The IR images of module were taken
from the backside of module, since the front glass was opaque to IR radiation.

For EL measurements, a cooled Si-CCD camera has been used to measure EL
signal. Under dark surrounding, the current equivalent to Isc under forward bias was
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injected into the module and the luminescence emission (near-IR region) of solar
cells has been captured by an EL camera through the encapsulant and glass.

3 Results and Discussion

The characterization results obtained from IR and EL imaging techniques for
investigation of delamination, discoloration and electrical cell defects in the
degraded PV modules are presented in this section.

3.1 Delamination

Figure 1a shows the schematic of PV module assembly showing a delamination at
solar cell/ EVA interface. In order to detect and characterize this delamination in PV
module, a novel method based on active IR thermography approach has been
exploited. In this method, a discrete part of module was thermally excited by
subjecting a constant heat flux and the corresponding temperature evolution at the
back surface was measured by IR camera. The delamination defect perturbs the heat
propagation inside the module, which develops a temperature difference on the
module surface. The delaminated region has low thermal conductivity compared to
non-delaminated region, which build up the heat over the delaminated region that
leads to an increase in surface temperature. Figure 1b shows an IR image of PV
module where the excess hot area was identified as a delaminated region [9]. In this
particular case, a larger portion of cell area is affected by delamination that can
deteriorate the cell performance and cause considerable mismatch losses in the
module. Figure 1c displays the experimental plot of thermal contrast evolution,
whose shape is like a charging curve of capacitor. This plot has a characteristic
parameter similar to ‘time constant’ of RC circuit. This parameter would not be
influenced by the heat flux intensity and mainly affected by the thickness of

Fig. 1 a Schematic of a delaminated PV module, b IR image of PV module showing
delamination, and c thermal contrast evolution plot
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delamination. The evolution plot of thermal contrast can be utilized for estimation
of delamination size and for determination of optimum detection parameters. It has
been realized that active IR thermography provides a fast, non-destructive and
non-contact approach to investigate delamination defect in PV modules that can be
easily implemented for quality control in the production lines and predictive
maintenance in the outdoor fields.

3.2 Encapsulant Discoloration

Encapsulant discoloration is characterized by the color appeared over the cells of
module, extending from light yellow shade to dark brown shade. However, visual
inspection is not an efficient way to determine discoloration since the interpretation
of color may vary for different people. For quantification of discoloration effect, a
fast and non-destructive EL characterization method has been presented. In this
method, emitted EL signal from the solar cell has been measured by an EL camera.
Figure 2a shows an EL image of a discolored module consisting of 36 mono c-Si
cells where a peculiar dark circular pattern was observed at the central region of
each solar cell. The appearance of dark pattern was ascribed to EVA discoloration,
which minimizes the transmission intensity of EL signal. EL image also shows that
the boundary of cells is not affected by this discoloration, which is due to
photo-bleaching of discolored encapsulant [10]. The extent of reduction in EL
intensity over the discolored region can be used to quantify the discoloration extent
over the cell. Line scan of EL intensity along the middle of a solar cell from

Fig. 2 a EL and b IR images of a discolored c-Si PV module
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discolored module shows that the EL intensity was considerably reduced in the dark
circular area as compared to the cell periphery, which can be correlated to the extent
of discoloration. This information is useful for quantitative assessment of discol-
oration in PV modules, which cannot be obtained from visual inspection. Above
results demonstrated that EL technique can be used for quantification of discol-
oration extent in a module as an alternative of direct-light conventional method,
which usually requires a large experimental setup.

Generally, discoloration is non-uniform over the module, which produces
uneven photocurrent in the cells. This non-uniform generation of current directly
leads to mismatch losses in solar module. However, discoloration also leads to
uneven electrical defects in module which contribute in mismatch losses. These
mismatch losses generate temperature variation over the module, which has been
imaged and investigated by IR imaging technique. Figure 2b shows an IR image of
same discolored module, which revealed non-uniformity in temperature over the
module indicating the variation in electrical parameter of each cell. High temper-
ature was observed over the busbar-interconnects, which was mainly due to series
resistance (Rs) increase of corroded metallization parts of cells. The generated heat
would accelerate the other degradation effects, such as hotspots and interconnect
failures. These results indicate that IR thermography can serve as effective diag-
nostic technique for non-destructive assessment of adverse effects of discoloration
in photovoltaic modules by imaging the temperature variation.

3.3 Degradation-Induced Electrical Defects

Apart from manufacturing faults, the outdoor degradation also generate various
kinds of defects in the solar cells such as cracks, finger breakage, finger cuts,
corroded front metallization and electrical isolation, which cause significant
reduction in the output power. EL imaging has been utilized to find the location and
severity of these defects in the module. Figure 3a shows an EL image of degraded
module consisting of 36 multi c-Si cells. It shows some dark regions (marked by
region-A) that signify electrically inactive regions of the cells. The distributed dark
line strips between the busbar of cells (marked by region-B) were ascribed to finger
breakages, due to thermo-mechanical stress caused by difference in temperature
coefficient of PV materials.

IR imaging has also been used to detect the electrical defects commonly found in
the solar cells. Figure 3b shows an IR image of same module in which the region-A
also appeared dark. This confirms that these regions were electrically inactive
regions that do not contribute in the power generation. The defects associated to
finger breakage also appeared dark in IR image as shown in region-B. The current
does not flow through these regions, the power dissipation decreases causing
reduced IR signal. This effect can also be ascertained by comparing IR image with
EL image, which show similar patterns. In addition, some localized bright spots
(marked by region-C) corresponding to shunts appeared in the vicinity of busbar
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and cell edges, which were not easily identified in EL image. Shunt sinks the cell
current from its neighboring region that causes localized heating and hence
appeared as a hotspot. The above results exemplified that both EL and IR imaging
techniques are capable of investigating the electrical problems in a solar cell that
cause significant loss in its electrical parameters and overall module performance.

4 Conclusions

In this paper, a variety of outdoor degradation in PV modules has been investigated
and their adverse effects on different electrical parameters have been discussed. An
approach based on active IR thermography to detect the delamination in a PV
module has been presented, which enabled the estimation of delamination size. For
investigation of encapsulant discoloration, EL imaging appeared to be a good
technique that allowed fast and non-destructive approach for quantification of
discoloration extent over the cells in module, whereas IR thermography imaged the
presence of electrical mismatch and localized defects induced in the module due to
discoloration. Other than these degradation defects, EL and IR imaging techniques
have been used for finding the location and severity of electrical defects in the
degraded modules. Both these imaging techniques can be used as diagnostic tools

Fig. 3 a EL and b IR images of degraded c-Si PV module showing electrical defects
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for holistic investigation of wide range of degradation and defects in PV modules.
These techniques have the capability to be implemented in the production line for
quality control and for predictive maintenance of installed PV modules.
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Solar Holography—A Potential High
Efficiency Green Energy Solution

P.T. Ajith Kumar

Abstract Two impediments that acted globally against the progress and popularity
of solar electricity were low efficiency and high price of traditional Silicon pho-
tovoltaic (PV) panels. Though mass manufacturing and large scale competition
between manufacturers have resulted in per Watt price of about 0.3–0.5 USD, low
efficiency of these panels still remains as a major hurdle. Concentrator
Photovoltaics (CPV) with spectral splitting ability gained worldwide research
interest during the recent decades. This paper presents an overview of activities in
this highly emerging green energy avenue, some of our work and future design
possibilities of relevance.

1 Introduction

Globally there is an increasing and pressing need for the production of green
energy. Energy from Sun is not only green but is bestowed free of cost and per-
petual also. This is especially relevant for tropical countries that are blessed with
abundant sunshine during major part of a year. Due to drastic reduction in price per
Watt and aggressive promotional efforts of governments of various countries, recent
years witnessed an increase in global popularity of one Sun solar panels. Matured
technology, mass manufacturing and increased global competition were other
reasons that fuelled the above reduction in price. These PV panels are made of
either monocrystalline or polycrystalline Silicon materials. Optimum conversion
efficiency under standard test conditions claimed by leading Silicon cell manu-
facturers is about 18% and this figure reduces to about 12% under true field level
conditions. Second generation multi-junction thin film panels are also becoming
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popular now. Leading commercial brands of multi-junction thin film panels have
Copper, Indium and Selenium (CIS) as the main ingredients, and include Gallium
and Sulphur in the semiconductor layer (CIGS). These panels claim about 14%
conversion efficiency and better overall performance under real world conditions
where fluctuations in both temperature and solar insolation are realities. Under peak
sunshine hours, if we assume an insolation of about 1 kW/m2, both of the above
commercially available panels, in real field conditions, will practically yield only
about 120 W/m2 output. Thus, though the price is affordable, low conversion
efficiency still remains as the main impediment for wider global acceptance of PV
systems.

Concentrator PV systems use large sun-following reflecting or refracting optical
elements to focus intense white light on to multi-junction (MJ) high efficiency cells
of about 42% conversion efficiency and are highly attractive due to their high
overall output. Currently there are several of such functioning solar plants with
large traditional concentrators. The technology of MJ concentrator cells is highly
emerging and these cells have already demonstrated an optimum conversion effi-
ciency of over 45% and theoretical predictions of further higher values make it more
attractive. However, traditional concentrator optical elements focus heat radiation
also on to the cell and this drastically affects the efficiency. Hence special filters and
cooling mechanisms are required.

2 Holographic Energy Couplers

Holographic Optical Elements (HOEs) are now effectively applied in a variety of
scientific, industrial and Defense applications. High efficiency wavelength filters
and dispersive elements, beam combiners and aim sight elements, beam shapers and
diffusers, free space wavelength multiplexers and de-multiplexers are just a few
examples to mention. Possibility of using HOEs as solar concentrators (Fig. 1) was
proposed [1, 2] in the eighties and since then the technology gained increasing
attention [3–6] and various module architectures [7] are under consideration.
Traditional reflecting and refracting solar concentrator elements focus intense white
light on to a MJ cell or MJ arrays, so that various spectral regions pass through the
layers of junctions of different spectral sensitivity (Fig.2). On the other hand,
Holographic Solar Concentrators (HSCs) are diffractive elements and hence have
high spectral selectivity. Spectral response of an HSC under direct sunlight is
shown in Fig. 3. Unlike traditional concentrators, HSCs can spectrally split, con-
centrate and properly direct the solar insolation to specific junctions of different
spectral selectivity, resulting in higher and optimum conversion efficiency. HSCs
can be designed in such a way that specific infrared wavelengths are diffracted away
and the issue of overheating can also be effectively addressed. Thus, HSCs can
function as sophisticated energy couplers. Continued improvements in MJ cell
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technology [8] with more number of spectrally selective junctions is a truly
encouraging aspect that fuels active research in the development of HSCs and
related concentrator modules. Along with this, availability of matured commercial
grade photopolymer materials with near 100% diffraction efficiency offer lots of
possibilities in recording optimum HSCs for next generation PV applications.

Fig. 2 A Multi-junction
concentrator cell under white
light illumination

Fig. 3 Spectral response of a
transmission type HSC

Fig. 1 A holographic solar
element set against Sun

Solar Holography—A Potential High Efficiency Green … 13



3 Design, Recording and Configuration

A standard optical scheme for recording a transmission HSC is shown in Fig. 4.
Coherent light from a laser is split into two beams and both the beams are filtered
and expanded to the desired size. Depending upon the spectral sensitivity of the
photopolymer material, various recording wavelengths can be chosen. We have
used commercial grade red sensitive photopolymer film of 15 lm thickness and
homemade photopolymer plates of various thicknesses, coated with Polygrama
green sensitive photopolymer emulsion. DPSS lasers of wavelength 639 and
532 nm respectively, were applied to record HSCs of various sizes and properties.
Concentration ratio is an important parameter that decides the overall efficiency of a
MJ concentrator cell. Along with high spectral selectivity, HOEs have high angular
selectivity too. This demands Sun following architecture to effectively and con-
tinuously reap the solar insolation. Selection of transmission or reflecting geometry,
material thickness, refractive index modulation, selection of substrate material, cost
effective copying of the HCS, sealing of the emulsion, encapsulation etc. are
essential practical aspects that are to be addressed to achieve commercially
acceptable and viable designs. HOEs have high spectral selectivity and multi-
function capability. Concentration and spread of each spectral region must match
with the cell arrangement and parameters, to facilitate optimum energy coupling.
Though photopolymers have lots of advantages over other holographic materials,
they demand relatively longer exposure time. This imposes practical limits in
recording large format photopolymer HOEs of extremely high concentration ability.
However, availability of lasers with abundant power in the green region is a
solution to the issue and there are matured photopolymer materials with relatively
good response in the green region.

To have a practical HSC system that can yield a sizable electrical output, it is
essential to design, develop and incorporate arrays of HOEs that, along with the
multi-junction cells, form a holographic concentrator module. Figure 5 shows field

Fig. 4 Optical scheme for recording a transmission type HSC
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level response of one of the photopolymer HSCs we recorded. Advanced simulation
and R&D on optimization of parameters to exactly match with ideal MJ cell arrays
and viable module formation are further progressing.

4 Possibilities and Challenges

In sharp deviation from traditional concentrator system architecture, HSCs demand
laterally arranged junctions (Fig. 6). Possibility of designing and recording HSCs of
wide bandwidth with desired spectral response, higher energy coupling efficiency
and lower price in comparison with other competing technologies etc. are added
advantages of HSC modules. Possible collection of diffuse radiation component,
frequency up conversion and passive breadboard type modules can also bring in
revolutionary results. Compared to concentrator modules, one Sun modules demand
larger collection area. As in any concentrator based system, HSCs also help to
derive maximum energy yield from a minimum area. Weight of HSC based
modules is much less than traditional concentrator modules. Possibility of mass
copying of HSCs and lower cost of photopolymer materials, compared to silicon
panels, are other added advantages. On the other side, per Watt price of MJ cells has
to come down further in order to achieve development of commercially viable
modules.

Though Sun tracking can improve the output yield, one Sun solar modules do
not demand Sun tracking. Also, they are warranted for rated output for about
25 years. Hence, achieving stable long-term performance and freedom from Sun
tracking are some of the challenges to be addressed with regard to HSC based
module design and development.

Solar holography is emerging and getting matured as a subject of its own space
and relevance [9, 10]. National Research Council, Institute for Microelectronics and
Microsystems, Italy is one of the centers that conduct R&D in this avenue [11].
There are commercial modules [12] that use holographic planar concentrator films

Fig. 5 Field level spectral
splitting and concentration
response of one of the
photopolymer HSCs
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in conjunction with bifacial N-type silicon cells and here the architecture is different
and the cells used are not multi-junction concentrator cells. Modules made of high
efficiency MJ cells with three or more junctions, coupled with matching high
efficiency HSCs, can yield exceptionally high energy output from unit area, that too
for a lesser cost. However to address the above challenges, holography and semi-
conductor technology companies/ laboratories must function hand in hand and in
close coherence.
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Status and Technology
of Present Day Solar Cells

K.K. Ghosh

Abstract First efficient silicon solar cell was invented in 1954 at Bell Labs. Since
then research and development of photovoltaic cells advance steadily through
generations of much improved and better performing solar devices. First generation
silicon solar cell is terminated into thin film second generation semiconductor cells.
Organic and Quantum photo cells are penetrating in the market as third generation
today to promise for even better optimal performance. The present article is a report
of a survey of the past through present solar cell research and development in the
photovoltaic industry. Relevant specifics of different theoretical principles of the
cell actions and market viability considering the practical feasibilities are also
discussed.

1 Introduction

The sun as a burning star sends huge light and heat energy in addition to other
radiations for over 4 billion years as a result of nuclear fusion reaction inside. It is
wonder to think of the awesome and unbelievable but yet the fact that if one would
collect the solar light energy throughout the world in one minute that would supply
the world need of electricity for one year; for collection of the same throughout a
day would be sufficient to supply the need for 27 years and for a period of three
day’s storage of solar energy possibly be equivalent to the complete reserve of all
fossil fuels in the earth. This strikingly huge possibility of practically unending
supply of solar energy is the main motivation that led people to work and attempt to
convert the solar energy into electricity. Alexandre-Edmond Becquerel a French
physicist, in the year 1839 produced electricity directly from the sunlight. Solar cell
research started effectively with this technological invention of Becquerel [1]. Since
then solar photovoltaic research and development have passed through
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improvements in structures, materials and designing. These different phases of the
photovoltaic research and development usher eras of different generations. First
generation (1G) solar cells are mainly based upon bulk silicon wafers. The journey
took off with the production of first silicon solar cell in the Bell laboratories in 1954
with 6% efficiency. These cells have efficiencies, though not high enough, still
higher compared to the next generation cells. Structurally they are well stable and
hardy. Disadvantages lie in the degradation of efficiency at high temperatures and in
high production cost. Second generation cells are mainly based on thin films of
semiconductors. These cells have even lower efficiencies; but they are light weight
and require less material and lower production cost. The third generation solar cells
are based upon novel use of altogether different types and combination of materials.
These cells function through the exotic physical, chemical and opto-electronic
properties of materials. This generic evolution is aimed at achieving continually
better optimal performance with regard to production cost, efficiency, stability and
finally the domestic and industry applicability. To understand the technology of
solar cell, basic physics underlying the principle of action of such device is given at
the beginning and that is followed by the evolution of generations of solar cells till
it is reached at its present status.

2 Basic Physics

Basic principle of action of any solar cell remains almost the same. Three processes
viz. (i) generation (ii) separation and (iii) collection of charge carriers are the
fundamental steps to pass through in any solar device. The background physics is
given below to explain the action of junction solar cell. It is basically a p-n junction
diode. In absence of light only a feeble current due to the thermally generated
minority carriers flow. This is the dark current. By optical radiation, minority
carriers are enhanced in number due to the excitation of electrons from valence to
the conduction band (Fig. 1) leaving holes behind in the valence band.

Fig. 1 Junction of p-n
materials. Built-in field in the
depletion region.
Photogeneration of carriers
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The electron-hole pair (EHP) forms an exciton with poor binding energy, called
excitonic energy. Ambient thermal energy is enough to break this excitonic bond;
the released and separated charge carriers are swept immediately in the built-in field
of the depletion region such that the electrons are collected at the n-side while the
holes are at the p-side. This collection and accumulation of photo-generated charge
carriers continue till a balance of the photo-generated electric field with the
opposing built-in field sets in. This happens at the point of open circuit voltage voc.
This is the maximum voltage output from a single solar cell.

3 First Generation Solar Cell

Structure and performance of first generation (1G) solar cells mainly depend upon
bulk silicon technology. Wafer based monocrystalline silicon (c-Si) p-n junction
(Fig. 2) is formed by n-doping over the p-substrate. It is extremely difficult to
extract the crystalline silicon from raw materials like SiO2 though, however, the
silica itself is nature abundant. High temperature and consequently huge energy
consumption is the prime reason of very expensive technology in their production.
The working principle follows the basic physics of photovoltaic effect.
Recombination during the carrier transport of the generated carriers is minimised by
surface passivation at the top n-surface emitter and by heavy p+ doping at the rear
end of the absorber p-type substrate. The c-Si being an indirect bandgap material it
requires phonons to aid valence band electron transition to the conduction band and
this make less probable the transition. Loss by heat and less performance efficiency
result in. It also suffers from the efficiency instability at high working temperatures.
Efficiency of the c-si solar cells typically falls within 16–20% while upper limit
reported [2] for best laboratory based c-Si cells being 25%. The realization of
drawbacks and demerits lying with this earliest version of solar cells soon prompted
the photovoltaic research to make a different class of solar cells. This begins the era
of second generation of solar cells.

Fig. 2 Monocrystalline
silicon junction solar cell
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4 Second Generation Solar Cell

The second generation (2G) cells, for their structures and performance, deposition.
Relatively lower temperature with less energy consumption and easier fabrication
methods attracted industry and R&Ds primarily depend upon properties of thin film
semiconductors. Thin films of amorphous silicon (a-Si), chalcogenide group of
materials (sulphide, selenide, telluride) like CdTe, CIGS, CIGSe etc. are deposited
on appropriate substrates. The fabrication of thin films is done by vacuum to
innovate even better materials towards finding much improved performance effi-
ciencies and lower cost per watt production. Laboratory based 2G cells reach
efficiency to a level of 18.4% [3]. Multijunction cells of varying bandgaps are
stacked one over another in tandem (Fig. 3) for broader coverage of the solar
spectrum with enhanced efficiencies. Direct bandgap materials are chosen for these
photovoltaic cells. Compared to the monocrystalline c-Si, these are cheaper than
first generation but of lesser efficiencies. Because of slower rate of production and
some sort of inherent instabilities in the cell functions owing to the bad contacts or
weathering etc. this generation also had to leave space for the newer generation of
devices to come up.

5 Third Generation Solar Cell

With a view to improve still better than the second generation in respect of per-
formance efficiency, cost per watt, high production yield and to overcome any
shortcomings in the way of achieving stability, acceptability and market penetration
there is a meteoric rise in research work of solar cells with strong focus on finding
and using novel materials with exotic photo-electrochemical based physical and
chemical properties. These include nanomaterial based solar cells, plasmonic and
polymer based solar cells, organic solar cell, organic based dye sensitized solar cells
(DSSC) and concentration solar cells. The DSSCs are one of the most developed
cells of present generation. Photosensitive organic dye coated transparent

Fig. 3 Multijunction cells of
varying bandgaps arranged in
tandem

22 K.K. Ghosh



conductive nanoparticles are embedded in a suitable electrolyte. Photoexcited
electrons from the valence to the conduction band of the semiconducting medium
find roadway (Fig. 4) through the electrolyte and accumulates at the anode and
cathode producing the photovoltage.

These cells are grown on thin films with low production cost and easy to
fabricate. Efficiency range is 10–15%. This low efficiency may be compromised
against much lower cost per watt production. However attempt is being made to
reach much better efficiency through the photo-electrochemical reaction of the dye
coated nano-material TiO2 with solar photons [4, 5]. Easy roll to roll production
technology and flexibility attracted more research work on the DSSC devices.
Organic photovoltaic (OPV) cells (Fig. 5) have also proved to be promising can-
didates in the photovoltaic industry. In OPV cells the organic materials, either in
small molecular form or in long polymer chain (plastic solar cell), are used as the
highly conductive absorbers. These cells work with broad absorption in the visible

Fig. 4 Dye sensitized solar
cell

Fig. 5 Bilayer organic solar
cell
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and near infra-red regions. Fabrication is done by simple and quick process of roll
to roll technology which results in a large scale production with less production
cost. Organic cells can be used in large area with flexible module structure. Layers
of organic materials in the structure act as donor and acceptor of electrons
depending on their relative values of electron affinities and ionization energies.
Accordingly, the charge carriers accumulate at the anode and cathode ends pro-
ducing the photovoltage. Recently, conjugated molecule based donor and fullerene
based acceptor are also being investigated in making the organic photovoltaic cells
[6]. Efficiency of such cells is limited to 11% and reliability remains a problem.
Another very prospective cell of present and future generation is the nanomaterial
based quantum dot (QD) cell. The dots are made up normally of III–V, II–VI,
IV–VI group of semiconductors. Not too complicated synthesis processes like the
colloidal and pyrolytic produce these quantum cells reliably. The EHPs are trapped
in the reorganized energy levels of the dots. This is due to the quantum confinement
of charge carriers leading to the potential well formation in the conduction and
valence bands (Fig. 6). Several such QDs are connected together by tunnel barriers
and transport of charge carriers takes place by tunneling through these barriers.
A very striking feature in these cells is the control of bandgap by control of size and
shape of the quantum dots [7]. This band tuning very easily and efficiently makes a
broader coverage of the solar spectrum compared to the tandem cells of varying
alloy compositions arranged in varying bandgaps. Larger dots results in the red shift
of the solar radiation while the smaller dots in the blue shift. In fact, the flexibility
of using such cells lies in the smart use of the dots as up and down converters.
Efficiency has not reached more than an approximated half of that of DSSCs.
However, even against the best performing dye absorbers in DSSCs the dots in QD
cells act as better absorbers by at least one order of magnitude. Large concentration
of dots limits the photocurrent density and is prone to result in a higher rate of
recombination. Future existence of QD cells depend on achieving a reasonably high
optimized efficiency and a good cost effectiveness of the product.

Fig. 6 Quantum dot solar
cell
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In recent years, perovskite based solar cells have emerged with a challenging
offer of increasing performance efficiencies of the photovoltaic products [8]. Basics
of physics and chemistry of the perovskite materials are still under studies. These
are organic-inorganic hybrid of Pb or Sn-halide based materials. Such cells can be
grown in thin films on flat substrates. Solar radiation hits the perovskite absorbing
material which is sandwiched between two other layers, the electron transport
medium/layer (ETM/ETL) and the hole transport layer (HTM/HTL). The interface
field at the heterojunction separates the excitonic charges and helps charge accu-
mulation at the anode metal contact and cathode substrate (Fig. 7).

Plasmonic and Chalcogenide like Kesterite solar cells are also being used in the
photovoltaic industry of the present generation. Fundamental idea behind increasing
the cell efficiency is to improve the light absorption. In plasmonic cells this is being
tried by efficient light trapping by surface plasmons. Noble metal nanostructures
e.g. Au, Ag etc. are embedded in the thin film of active semiconductor material
grown on an appropriate substrate (Fig. 8). Surface plasmons of frequency identical
with the radiation frequency resonate [9]. Light is scattered by plasmon-photon
interaction and finally it is trapped in the active layer of semiconductor as it pro-
gresses through. This results in strong optical absorption. Efficiency rises to a level
of 15% and production cost is justifiably low because of the low cost substrate
material even like glass or plastic. Recently the metal-chalcogenide based thin film
solar cells also provide efficient alternatives to the silicon based cells. Most notably,
prospective potentialities of the CdTe, CIGS(Se) in efficiencies and cost per watt
appear to be challenging contenders [10] to the present day solar cells and have
already started to come to the market for being used in the industry. Long term
degradation due to heat and moisture makes them very stable against weathering.
Moderately high efficiency of 13–15%, tunable absorption edges and cost effec-
tiveness are the factors in favour of their market acceptability. An architecture and
working of CIGSe based cell (Fig. 9) is given here as an example. The window
layer ZnO is highly doped. Due to very high absorption coefficient extremely thin
film is enough to strongly absorb the light. Low temperature deposition of thin film
of chalcogenide on glass results in very high performance and very low production

Fig. 7 Perovskite solar cell
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cost of such cells. Efficiency lie in the range 16–20% depending on the substrate.
The sharpness of the band profile at the hetero-interface of CdS–CIGSe creates a
strong built-in field to break the excitonic bond of EHP. The material component
gallium in the structure increases the optical bandgap of the absorbing CIGSe
enhancing the open circuit voltage Voc and also helps minimizing the production
cost due to its nature abundancy.

6 Summary and Conclusion

It is noticed that different types of solar cells of varying structures and technologies
have been introduced from time to time with main objective of practical viability.
Each category of them has different conversion efficiency, different output voltage,
different output current and has naturally co-existing some merits and demerits as
well. To survive, however, efficiency, energy requirement, over-all production cost,

Fig. 8 Plasmonic solar cell

Fig. 9 Architecture and band
diagram of CIGSe solar cell

26 K.K. Ghosh



material availability and hygienic usability are the key issues to be considered
judiciously. In this article, a gradual evolution of the scientific and technological
developments of solar cells with their status at different generations is discussed.
Number of improvements in the structure designing, material choosing and pro-
duction technology to promote the solar cells for use in domestic and industrial
sectors have been made. To replace the fossil fuels, two factors viz. increased
efficiency and low production cost are to be considered with first importance. No
generation of solar cells till today can claim 100% free from disadvantages. Each
suffers simultaneously from some advantages and disadvantages. The 1G product
till today credits for unbeatable conversion efficiency but falls behind in the pro-
duction cost compared to the 2G and 3G products. While the cost per watt is low
enough for these, the performance efficiencies are poor compared to 1G. Easy
fabrication technology for 2G and 3G and low production cost raise hopes for their
acceptability. However, on the top of all, the 1G silicon solar cell still captures the
market with lion share. Strong R&D only can help the future human generation to
see and enjoy the non-conventional solar energy at comfortable and at minimal cost
economy.
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A Brief History of Aberrometry
Applications in Ophthalmology
and Vision Science

Mohana Kuppuswamy Parthasarathy
and Vasudevan Lakshminarayanan

Abstract The measurement of wavefront aberrations of the human eye and
applying techniques of adaptive optics to study the eye has exploded in the past two
decades. Adapted from astronomy, adaptive optics has revolutionized the field of
Ophthalmology and Vision Science since its successful introduction in 1991. It has
been exploited for retinal imaging and improving vision correction. This paper
reviews briefly the study of wavefront aberrations and its two major applications in
vision.

1 Introduction

The human eye is not a perfect optical system. According to Helmholtz (quoted in
[1]), “The eye has every possible defect that can be found in an optical instrument
and even some which are peculiar to itself; but they are so counteracted that the
inexactness of the image which results from their presence very little exceeds, under
ordinary conditions of illumination, the limits which are set to the delicacy of
sensation by the dimensions of the real cones” [1]. This summary of the optical
system of the eye is as valid today as when it was first enunciated. The defects of
the human eye can be classified as structural or functional. Structural defects are
due to surfaces, media and alignment of various optical components. Functional
defects occur due to the impact of these structural defects on retinal image quality.
Because of these defects, a diffraction-limited eye would deviate the optical path of
the light entering the light causing wavefront aberrations [2]; that is deviations from
an ideal reference such as a plane wave or spherical wave. Even after correcting
with spectacles or contact lens, normal eyes suffer from wavefront aberrations
especially for large pupil sizes, leading to poor visual performance. In addition, the
ophthalmologist examining the eye is limited by these aberrations and in
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instrumentation, they impose a limit on the resolution of the internal structures.
Vision science has advanced to such an extent that patients with defective vision
due to degraded optics can achieve the so called ‘supernormal vision’ through
correction of the aberrated wavefront by means of adaptive optics technology [3].

Adaptive optics (AO) technology which is a closed loop wavefront control
system, was originally developed in astronomy to correct the celestial images for
dynamic wavefront errors caused by atmospheric turbulence. All AO system per-
form two general tasks, namely wavefront sensing and wavefront correction
(Fig. 1). The shape of the incoming wavefront has to be rapidly determined to
analyze the effect of the atmospheric variations. The incoming wavefront is ana-
lyzed by a wavefront sensor. The corrective optics consists of a deformable mirror
and/or a tip/tilt mirror to compensate for the incoming wavefront shape. This
system obviously requires a real time feedback control loop (see for example,
Chap. 6 in the book [4] by Folcher et al.). A good review of adaptive optics is given
by the classic book by Tyson [5]. This same technology can be used in correcting
aberrations caused by the ocular imperfections [6]. AO was first proposed by
Horace Babcock, (considered the founder of the field of AO) in 1953 for
ground-based astronomical imaging but he was ahead of his time in terms of the
technology required [7]. Full wavefront correction for white light imaging was not
achieved until the first wavefront sensors and fast deformable mirrors were
developed for the Real Time Atmospheric Compensation System at Itek
Corporation in Boston in 1972–74 and this is the pioneering standard configuration
for adaptive optical systems [8]. A modification of this basic system was installed at
the Air Force Maui Optical Station in Hawaii in 1982 [9]. In 1989, the first
diffraction-limited astronomical images obtained with AO were published by

Fig. 1 Adaptive optics system fundus camera (adapted from [31])
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Rousset et al. [10]. The history of adaptive optics, originally developed by DARPA
and the United States Air Force makes for fascinating reading (see for example,
Chaps. 1 and 2 in the book by Hardy (1998) or Duffner (2010) who are both
pioneers in the field [9, 11]). The use of adaptive optics in astronomy is given in a
recent review by Davies and Kasper [12].

The wavefront aberrations are mathematically described by Zernike polynomi-
als, though other orthonormal polynomials can be used [13, 14]. These polynomials
are characterized by two parameters, n, the radial parameter and m, the angular
parameter (since we are dealing with circular pupils normally). Aberrations up to
radial order 2 are called lower order aberrations and aberrations from radial order
n = 3 and above are classified as higher order aberrations.

Clinically it should be noted that only the lower order aberrations, defocus
(spherical correction), astigmatism (cylindrical correction) and tilt (prism correc-
tion) are corrected by spectacles and contact lenses. Higher order aberrations are
not. Spectacles have been used to correct defocus since about the 13th century, and
possibly earlier by the Chinese [15]. They were used to correct for astigmatism
shortly after Thomas Young discovered this defect of the eye [16]. Clinically
Herschel understood and applied a sensitive test for astigmatism and determination
of the axis of astigmatism which are still used today [17]. However, for the past two
centuries very little has been done for correction of higher order aberrations. The
reasons for this include, the low order correction using spectacles improves vision
to an acceptable level, measuring defocus and astigmatism is relatively easy
compared to measuring higher order aberrations which were complex, cumbersome
and time consuming. Recent technological advances using adaptive optics tech-
niques have overcome these problems and adaptive optics has been transformed
into a useful non-invasive tool to provide supernormal vision to patients with
defective vision or to obtain highly resolved images of the retina that enables
visualizing individual photoreceptors. Unlike in astronomy it is not particularly
critical for real-time wavefront sensing to be very fast for applications in vision. In
this short review, we provide a brief history on the study of wavefront aberrations
and its applications in vision science for providing hyper vision and hyper reso-
lution imaging of the retina.

2 Methods to Measure Ocular Aberrations

The first step in AO is to measure the ocular aberrations. The next step is to correct
them in real time using AO. Several methods have been employed in the past to
measure monochromatic aberrations dating back approximately 400 years. In 1619,
Scheiner used a disc with two holes that produced two images on the retina [18]. At
the beginning of the 20th century, Hartmann modified Scheiner’s disc by drilling
series of holes in the disc and using it to test the optics of telescope mirrors by
tracing the light emerging from the disc [19]. This Hartmann screen test remained
unchanged for nearly 70 years until there was a need to measure wavefront
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aberrations under low illumination conditions. In 1971, Roland Shack replaced the
holes with an array of microlenses in order to maximize photon catch. The resultant
light from the lenslets were focused onto a CCD array [20, 21] and this modification
to Hartmann screen is now widely known as Hartmann-Shack sensor which was
used clinically in Ophthalmology in 1991 [22, 23].

Several other methods were used in the past based on subjective ray tracing
[24–26], as well as modified aberroscopes [27, 28] to measure aberrations of the
eye. Early attempts to measure and correct monochromatic aberrations using an
active mirror was initiated by Dreher along with Bille and Weinreb [29]. Dreher
et al. at the University of California, San Diego, used an active optical system in the
laser tomographic scanner (LTS) to partially compensate for ocular aberrations and
provided cross-sectional retinal images of improved depth resolution. This further
led to the development of HSWS-based optometer by Liang in the Bille’s lab at
Heidelberg in 1991 [23, 30]. Liang et al. could measure up to 4th order aberrations
using their HSWS with 15 � 15 lenslets. Within a few years, David Williams and
his group at the University of Rochester, built the first closed loop adaptive optics
system for the eye, demonstrating the measurement and correction of higher order
aberrations, achieving what is called supernormal vision and visualization of single
cells in the human retina [3]. They improved the HSWS by increasing the sampling
density of the wavefront slopes in the pupil and measured aberrations up to 10th
order comprising 65 Zernike modes [31]. By increasing the number of actuators in
the deformable mirror of their AO system, they along with Miller could correct the
aberrations up to 5th order and obtain high resolution images of cone mosaic and
improve the optical quality of the eye [3]. Instead of using deformable mirror, some
have used liquid crystal spatial light modulators [32], phase plates [33] or cus-
tomized contact lenses as an alternative [34]. Although there are many methods to
measure ocular aberrations, HSWS that measures the wavefront emerging from the
eye produced by reflecting a light spot on the fovea is considered the best method to
precisely measure aberrations of the human eye [35] and is commonly used in
clinical aberrometers. Fundus cameras, scanning laser ophthalmoscopy (SLO) and
optical coherence tomography (OCT) have incorporated AO to achieve near
diffraction-limited imaging system as AO improved the lateral and axial/depth
resolution of the imaging system [36, 37].

3 Supernormal Vision

Higher the order of aberrations, the lower is its impact on vision, therefore, vision
correction beyond sphero-cylinder was less compelling than AO application in
retinal imaging, that’s the reason why the vision correction modality had not
changed in the past years before adaptive optics. As noted earlier after about
700 years of using fixed optics like lenses to correct vision, which is limited only to
lower order aberrations, it was proposed by Smirnov in 1961 [26] that it is possible
to measure and correct vision beyond defocus and astigmatism [38, 39]. He used
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subjective measurement of retinal misalignment of rays entering the different parts
of the pupil to obtain the ocular aberrations up to 4th order, but it took many hours
to get the slope of the light rays at several locations across the pupil [6, 39]. As
noted in the previous section, after the development of HSWS based optometer in
1991, Liang, Williams and Miller successfully demonstrated the measurement and
correction of ocular aberrations at the University of Rochester in 1997 [3]. They
used their AO system with HSWS and 37 channel deformable mirror to correct not
only lower order aberrations, but also spherical aberration, coma, and other irreg-
ular aberrations up to 5th order aberrations. Improvement in the optical quality was
evident with the estimation the eye’s modulation transfer function (MTF) and point
spread function and measurement the contrast sensitivity. Eyes with adaptive cor-
rection could resolve high spatial frequency grating (50 cycles/s) with 40% contrast
and had higher MTF with monochromatic light for a 6 mm pupil. Soon after this
achievement in the research laboratories, wavefront-guided laser refractive surgery
was introduced as a clinical treatment for refractive correction. In 1983, it was
found that excimer laser was suitable for ablative photodecomposition that allows
to remove corneal tissue in a sub-micron level precision [40]. This is called LASIK
(Laser-Assisted In Situ Keratomileusis). This procedure combined with the
assessment of wavefront aberrations led to the first wavefront guided refractive
surgery on human eyes reported in 1999 by Mrochen et al. [41]. Here the wavefront
errors are used with biophysical models of the cornea to determine how much tissue
to remove to re-shape the cornea [42]. Mrochen et al. used Tscherning wavefront
aberrometer to measure the aberrations [41]. The laser ablation pattern in this
procedure, unlike the conventional LASIK, was based on the measurement of the
total aberrations of the individual’s eye, which reduced the common symptoms of
glare, monocular diplopia after conventional surgery.

4 Retinal Imaging

Retinal imaging is an integral part of every ophthalmic examination for early
diagnosis and follow up of retinal diseases. Retinal image quality has been a major
concern since 1886 when the first retinal photograph was captured by Jackman and
Webster [43]. Improving the resolution of the retinal images has always been the
target for biomedical and optical engineers. The main limitation to improve reso-
lution is diffraction in a small pupil and aberrations in a larger pupil. AO tech-
nology, has helped in improving the quality of the retinal images. As mentioned
earlier Dreher et al. first applied AO in a LTS, which is a scanning laser microscope
for studying the nerve fibre layer thickness and optic disc topography [29]. They
could achieve two-fold improvement in depth resolution by using an active mirror
with 13 actuators, which corrected mainly the measured astigmatism of the eye.
A further improvement in depth resolution was shown by Liang et al. who incor-
porated HSWS in LTS [23]. Furthermore, AO was applied in a fundus camera in
1997 by Liang et al. and they obtained retinal images that could resolve the cone
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photoreceptors [3]. However, first direct images of the cone mosaic were obtained
by Miller et al. in 1996 using a high magnification fundus camera and carefully
correcting the lower order aberrations (defocus and astigmatism) [44].
Implementing AO in fundus camera was not difficult because it only involves
introducing the sensor and deformable mirror within a simple camera optics (refer
to Fig. 1) [25].

Invented by Robert Webb in 1980 [45], the SLO provides retinal images in real
time by scanning a single focussed spot across the retina. SLO combined with a
pinhole conjugate with the focal plane of the laser beam on the retina makes it
confocal (cSLO), which blocks the light scatter from out-of-focus planes providing
high contrast optical slices [46]. In 2002, Burns et al. used phase-correcting plates
with cSLO to correct for higher order aberrations and could achieve 26% increase
in contrast of the retinal blood vessels [47]. About the same time, Roorda et al.
presented the first AO-cSLO, using HSWS to measure aberrations and a 37-channel
deformable mirror to compensate for the measured aberrations, providing real-time,
microscopic view of the human retina and even resolve the cells inside the blood
vessels enabling the study of blood flow in the capillaries [36]. The resolution
achieved with AO-cSLO was 2.5 µm lateral and 100 µm axial, compared with
5 µm lateral and 300 µm axial in conventional SLO. Yet another widely used
retinal imager, optical coherence tomography (OCT) developed by Huang et al.
[48] has been integrated with AO. The combination of enface coherence-gated
camera and AO produced unprecedented axial and transverse resolution [49]. Soon
after this, AO was integrated with ultrahigh resolution OCT [37] and spectral
domain OCT [50].

With the advent of AO for retinal imaging and the photoreceptors being the first
microstructure to be resolved by AO, researchers started studying the arrangement
of cone mosaic [51], waveguide property of the photoreceptors [52], temporal
variability in their reflectance [53], and so on. The neural cells namely ganglion
cells, bipolar cells and photoreceptor nucleus are not resolved due to low light
scatter but studies have used fluorophores to view them in animal studies [35]. First
application of adaptive optics on a clinical patient was reported by Roorda in 2000
[54]. He observed disruptions in the cone mosaic of the patient who was diagnosed
as cone-rod dystrophy. There is substantial literature on the study of AO images of
retinal degenerative diseases like retinitis pigmentosa (RP), cone-rod dystrophy and
stargardt disease and its associated genetic mutations [55]. Microstructures of the
nerve fibers and lamina cribrosa of the optic disc provide insights into the disease
state [56, 57]. A detailed review on clinical applications of AO can be seen in the
publications by Carroll et al. [55] and Roorda et al. [35]. Using AO could possibly
help diagnose early stages of eye diseases before it could be detected with standard
fundus imaging tools, for example, in diseases like glaucoma where the structural
change can be detected only after 25–35% of the ganglion cells are lost [58].
Makous et al. [59] used microperimetry equipped with AO to detect and map the
microscotomas of a patient with deuteranopia. This combination of optics helped in
reducing the spot size of the stimulus to confine to the size of the cone at 0.5°
eccentricity. With AO images, the effects of experimental treatments on hereditary
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retinal degenerations like RP, can be monitored at cellular level and it makes it a
sensitive test of disease progression [60]. The clinical applications of AO enabled
ophthalmic imaging in a vast area of investigation.

5 Conclusion

Since the time Babcock, proposed the idea of adaptive optics, there have been
dramatic advances in technology and applications. In fact, most ground based
telescopes being built have adaptive optics incorporated in them Applications in
ophthalmology and optometry has changed the outlook of vision correction and
retinal imaging. Using wavefront optometers, it is possible to give a meaningful
vision diagnosis and improving the optical quality of the eye would help in studying
the neural limits of vision and early diagnosis of retinal disease conditions.
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Application of Phase-Shifted Fringe
Projection Method with Linear Fiber
Arrays Using Talbot Effect to Height
Measurement of BGA

Motoharu Fujigaki, Takumi Hayashi and Yorinobu Murata

Abstract Recently, authors were proposed a small pitch fringe projection method
using Talbot effect with an SLD (super luminescent diode) with inclining the
appearing area of the fringe pattern. The phase of the projected fringe is shifted
using a linear fiber array with four cores. In this paper, an application of these
methods to height measurement of BGA (ball grid array) is performed.

1 Introduction

3D shape measurement systems that use contactless methods are required for
quality inspection of metal molds and electronic parts in industrial fields. A fringe
projection method with phase-shifting method offers the advantages of high pre-
cision and high speed. Some practical industrial inspecting machine employs the
fringe projection method to measure the height of BGAs [1].

There are, however, several problems for shape measurement of a small object.
One is that the pitch of a projected grating pattern should be produced smaller.
A fringe projection method using Talbot effect is a useful method to produce a
fringe pattern with small pitch. Several shape measurement methods using Talbot
effect [2, 3] was studied [4–6].
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Recently, authors were proposed a small pitch fringe projection method using
Talbot effect with an SLD (super luminescent diode) with inclining the appearing
area of the fringe pattern [7]. The phase of the projected fringe is shifted using a
linear fiber array with four cores [8]. A technique to reduce noise with vibrating
reference plate was proposed [9]. In this paper, an application of these methods to
height measurement of BGA is shown.

2 Talbot Fringe Projected on Reference Plane and Object

2.1 Talbot Effect with Tilted Grating Plate

The Talbot effect is a well-known interference phenomenon of light [2, 3]. When
collimated light passes through the grating plate, a fringe pattern of the same pitch
as the grating plate appears at regular distances away from the grating plate. The
fringe pattern can be projected without using a projection lens. The regular distance
zr called a Talbot length is obtained from (1),

zr ¼ d2

k
; ð1Þ

where k is the wavelength of the light source and d is the pitch of the grating plate.
Figure 1 shows the Talbot effect and phase shifting of the projected fringe in the

case that the grating plate is tilted. When the angle of tilting from the optical axis is
a, The Talbot length zr is obtained from (2),

zr ¼ d cos að Þ2
k

: ð2Þ

The projected fringe patterns appear at z = zr, 2zr… nzr. The projected fringe
pitch p is shown as (3),

p ¼ d cos a: ð3Þ

The phase of the projected fringe patterns can be shifted by moving the light
source.

Fig. 1 Talbot fringe patterns
produced with tilted grating

42 M. Fujigaki et al.



2.2 Phase-Height Table Produced with Whole-Space
Tabulation Method

Figure 2 shows an illustration of Talbot fringe patterns projected on a reference
plate and an object. The appearance area of the Talbot fringe is also tilted with an
angle of the tilted grating shown in Fig. 1. The reference plate is located on the
optical axis with tilting with the same angle.

The reference plate is moving for the normal directions (z-direction) bit by bit.
A phase-height table is produced from the phase of the projected fringe pattern and
the z position pixel by pixel.

An object is located instead of the reference plate after producing the
phase-height table. The phase map of the Talbot fringe pattern projected on the
object is obtained with the phase-shifting method. The height distribution can be
obtained from the phase map and the phase-height table using the whole-space
tabulation method (WSTM).

3 Experiment

3.1 Experimental Setup

Figure 3 shows a developed light source. This light source has 4 super luminescent
diodes (SLDs) inside a box. An SLD with 7 mW of power at a wavelength of
965 nm and a half-value width of the wavelength of 15 nm is used as a light source.
A linear fiber array with 4 single mode optical fibers is used. Each light from SLD is
emitted from each end of the optical fiber as shown in Fig. 3b. The 4 SLDs are
turned on in sequence to perform phase-shifting. Changing lighting position gives
phase-shifting of the projected Talbot fringe pattern. The phase-shifting amount can
be adjusted with rotating the end of the optical fiber.

An arrangement and the photograph of an experimental setup is shown in
Fig. 4a, b, respectively. A lens with the focal length of 100 mm is located in front

Fig. 2 Talbot fringe patterns
projected on a reference plate
and an object
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of the light source. A grating plate with 169.3 lm pitches is located on the optical
axis and it is tilted with 30° from the optical axis. Talbot fringe patterns of 147 lm
pitch are generated by the grating plate and it is projected on a reference plate tilted
with 30° from the optical axis. A fringe pattern with around 170 lm pitch appears
on the reference plane.

The reference plate has a scattered rough surface. The surface has some
unevenness. Figure 5 shows an illustration of a proposed idea of smoothing of
rough surface with vibrating reference plate. The unevenness causes much granu-
lated noise in general. In this experiment, the amplitude of the vibration is 40 mm
and the frequency of the vibration is 20 Hz.

3.2 Height Measurement of BGA

Figure 6 shows a specimen of BGA. The height of each ball is 200 lm approxi-
mately. The pitch of balls is 500 lm approximately. Figure 7 shows results of

(a) Light source device (b) End of optical fiber

Fig. 3 Developed light source device

(a) Photograph (b) Arrangement

Fig. 4 Experimental setup
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height measurement of BGA. Figure 7a shows one of phase-shifted fringe images
when the exposure time is 3 ms. Figure 7b shows a phase map analyzed with 4-step
phase-shifting method. Figure 7c shows a height map obtained from the phase map
shown in Fig. 7b using phase-height tables. The phase-height tables are produced
with the WSTM.

The measured height is compared with the heights obtained by a depth mea-
suring microscope. Figure 8 shows height distributions obtained by both proposed
method and the depth measuring microscope along a broken line shown in Fig. 7c.
The difference near the top of the BGA is around 10 lm. This results show that the
proposed measurement method is available for shape measurement of a small
height object.

Fig. 5 Proposed idea of
smoothing of rough surface
with vibrating reference plate

Fig. 6 Specimen of BGA
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(a) Fringe image (b) Phase map

5920 m 

(c) Height map
µ

Fig. 7 Results of height measurement of BGA

Fig. 8 Height distributions
along a broken line shown in
Fig. 7c
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4 Conclusions

A small pitch fringe projection is realized with Talbot effect. Authors proposed a
small pitch fringe projection method using Talbot effect with an SLD with inclining
the appearing area of the fringe pattern. Authors also proposed a phase-shifting
method using a linear fiber array and a method vibrating reference plate to reduce
noise. In this paper, these techniques were applied to height measurement of BGA.
A meaningful result of height measurement of BGA was obtained.
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Light Amplification in Photorefractive
Ferroelectric Liquid Crystal Blends
Containing Quarter-Thiophene
Photoconductive Dopant

Takeo Sasaki, Shouta Morino and Khoa Van Le

Abstract Ferroelectric liquid crystal blends containing a photoconductive chiral
dopant and an electron trap reagent exhibit a large photorefractivity and fast
response. They can be utilized in dynamic amplification of moving optical signals.
In the present study, the enhancement of working wavelength to a longer wave-
length regions was investigated. A series of photoconductive chiral dopants was
prepared and the photorefractive properties were examined.

1 Introduction

A ferroelectric liquid crystal (FLC) mixture composed of liquid crystal compounds
and photoconductive chiral dopant exhibits a large photorefractivity. Blends of
liquid crystalline compounds and photoconductive chiral compounds are used to
achieve a high photorefractivity since it is difficult to obtain high transparency and
high performance using a single compound. We have investigated the amplification
of moving optical signals by photorefractive FLC blends [1]. The photorefractive
effect forms a refractive index grating within a medium, based on a change in the
refractive index of the medium resulted from photoinduced electric field and an
electro-optic effect. The mechanism of the photorefractive effect in FLC blends
containing photoconductive compounds is shown in Fig. 1.

The most characteristic phenomena of the photorefractive effect is the asym-
metric energy exchange, in which the energy of one of the interfering laser beams
transfer to the other. The asymmetric energy exchange can be utilized in optical
signal amplification. The ferroelectric liquid crystals used for practical application
are mixtures of several liquid crystalline compounds and chiral dopants. In order to
obtain a photorefractive FLC, a photoconductive compound is also added to the
FLC mixture. However, in the most case, the photoconductive compounds are not
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liquid crystalline materials, addition of the photoconductive compound to the FLC
mixture disturbs the alignment of FLC molecules. Thus the light scattering in the
FLC medium increases. In order to avoid this problem, photoconductive com-
pounds that also possess chiral structure were synthesized. One can obtain a pho-
torefractive FLC just by mixing of the photoconductive chiral compound with a
FLC mixture. We have reported that photorefractive FLC blends containing pho-
toconductive chiral dopants exhibit a large photorefractivity and a fast response [2].
The photoconductive chiral dopants used in the previous study were terthiophene
compounds (Fig. 2, 3T-2MB). The absorption of terthiophene is shorter than

Fig. 1 Mechanism of the photorefractive effect in an FLC. a Two laser beams interfere in the SS
state of themixture of a FLC and a photoconductive compound, b positive and negative charges are
generated at the bright areas of the interference fringes, c while electrons are trapped at trap sites in
the bright areas, positive charges (holes) migrate by diffusion or drift in the presence of an external
electric field to generate an internal electric field between the bright and dark positions, and d a
change in orientation of the spontaneous polarization vector is induced by the internal electric field

Fig. 2 Structures of the photoconductive chiral dopants smectic LCs, and the electron trap reagent
(TNF)
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500 nm so that 488 nm lasers were used to induce the photorefractive effect. In the
present study, quarter-thiophenes (Fig. 2, C8-4T-2MB and 2EH-4T-2MB) were
synthesized and mixed with a smectic liquid crystal to form a ferroelectric liquid
crystals. The photorefractive properties in longer wavelength region were
investigated.

2 Experimental

2.1 Samples

The structures of the compounds used in this study are shown in Fig. 2. A mixture
of phenylpyrimidine type smectic liquid crystalline compounds, 8PP8, 8PP10 and
8PP6, was used as a host liquid crystal (base-LC). The mixing ratio of 8PP6, 8PP8
and 8PP10 was set to 2:1:1. Photoconductive chiral dopants possessing
quaterthiophene chromophore were synthesized. The photoconductive chiral dopant
was mixed with host liquid crystal and electron trap reagent TNF. The mixture of
the base-LC, TNF and a photoconductive chiral dopant was injected into a
glass-cell equipped with ITO electrode and polyimide alignment layer. The thick-
ness of the FLC was adjusted to 10 lm.

2.2 Measurement

Phase transition temperatures were measured by differential scanning calorimetry
(DSC; DSC822, Mettler) and by microscopic observations (FP-80, FP-82, Mettler;
DM2700 polarizing microscope, Leica). Spontaneous polarization (Ps) was mea-
sured by the spontaneous polarization measurement system for ferroelectric liquid
crystals (TS-LCM-6254C, Toyo Technica). The photorefractive effect was evalu-
ated by two-beam coupling experiments. A linearly polarized 488 nm beam from a
diode-pumped solid state laser (DPSS laser, Spectra Physics, Cyan) was divided in
two by a beam splitter, and interfered within the sample film. The laser intensity
was 2 mW for each beam and the diameter of each beam was 0.5 mm. The incident
angles of the beams to the glass plane were 30° and 50°. The interference fringe
interval was 1.87 lm. The measurement was conducted at room temperature (26 °
C). An electric field (0–10 V/lm) was applied to the sample from a regulated DC
power supply (Kenwood DW36-1). The transmitted beam intensity was monitored
by photodiodes (ET-2040, Electro-Optics Technology, Inc.). The time required to
form the refractive index grating in the FLC was ascertained based on the simplest
single-carrier model of photorefractivity, in which the gain transient is exponential.
The rising signal of the diffracted beam was fitted using a single exponential
function:
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c tð Þ�1 ¼ ðc�1Þ½1� expð�t=sÞ�2; ð1Þ

c(t) represents the transmitted beam intensity at time t divided by the initial
intensity (c(t) = I(t)/I0), and s is the formation time. the two-beam coupling gain
coefficient C was calculated assuming Bragg diffraction [1–5].

C ¼ 1
D
ln

gm
1þm� g

� �
; ð2Þ

D = L/cos(h) is the interaction path for the signal beam (L = thickness of the
sample, h = propagation angle of the signal beam in the sample), g is the ratio of
the signal beam intensities behind the sample with and without a pump beam, and
m is the beam intensity ratio (pump/signal) in front of the sample.

3 Results and Discussions

Figure 3 shows the UV-visible absorption spectra of the photoconductive chiral
dopants used in this study. The quarter-thiophene moiety absorbs longer wave-
length than ter-thiophene moiety because of the expanded p-conjugation structure.
It was confirmed that the quarter-thiophene dopants can be used for the writing
beam wavelength of 532 nm.

The textures of the FLC blends containing C8-4T-2MB in 10-lm gap LC cell
observed under polarizing microscope. C8-4T-2MB was soluble to the base-LC at
the concentration of 4 wt%, however, precipitation of C8-4T-2MB crystals was
observed at concentrations higher than 6 wt%. The size of the quarter-thiophene
moiety is larger than that of the ter-thiophene moiety, so that the quarter-thiphene
compound is more likely to crystalize. In order to prevent the quarter-thiophene
dopants from crystallization in a LC medium, we made a modification to the
molecular structure of the quarter-thiophene dopants. The flexible alkyl chain (tail
unit), which is attached to the quarter-thiophene moiety, is necessary to achieve a

Fig. 3 UV-visible absorption
spectra of the
photoconductive chiral
dopants measured in
chloroform solution
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high miscibility to a liquid crystalline medium. The tail unit is responsible for the
lowering of the melting point and make the molecular structure more resemble to
that of base LC. The quarter-thiphene dopant introduced with branched tail
(2EH-4T-2MB) was synthesized.

The phase diagrams of the FLC blends mixed with quarter-thiophene chiral
dopants are shown in Fig. 4. The temperature range of the SmC* phase was
widened in the FLC blend with 2EH-4T-2MB. The textures of the FLC blend
containing 2EH-4T-2MB in 10 lm-gap LC cells were observed under polarizing
microscope.

No crystallization of the dopant was observed at the dopant concentration of
4 and 6 wt%. Thus, the miscibility of the quarter-thiophene dopant was improved
by the introduction of branched tail structure. The transmittance of 633 nm laser
through the FLC sample was investigated. Figure 5a shows the transmitted intensity
of the laser beam through the FLC sample plotted as a function of the concentration
of the quarter-thiophene dopants. The FLC sample containing 2EH-4T-2MB
exhibited a higher transparency. The photoconductivities of the FLC samples were
investigated as shown in Fig. 5b. No currents were observed in the FLC blends in
the dark. When the 488 nm laser was irradiated to the sample, photocurrents were
observed. The photocurrent of FLC blends with quarter-thiophene dopants were
much larger than that of the FLC blend with ter-thiophene dopant. The photo-
conductivity was enhanced in the larger p conjugate system. No difference in
photoconductivity was observed in FLC samples with C8-4T-2MB and
2EH-4T-2MB.

The photorefractive effects of the FLC blends were investigated by two-beam
coupling method. Figure 6a shows the typical example of the asymmetric energy
exchange observed in a FLC sample containing 2EH-4T-2MB. The asymmetric
energy exchange was clearly observed at the writing beam wavelength of 532 nm.
The photorefractive effect was observed only in the SmC* phase (ferroelectric
phase). The result shows that the photorefractive effect of the FLC is caused by the
response of the spontaneous polarization (Fig. 1). The magnitude of the gain

Fig. 4 Phase diagrams of base-LC and photoconductive chiral dopants
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coefficient measured at 532 nm are plotted as a function of the concentration of the
quarter-thiophene dopants in Fig. 6b. The maximum gain coefficients were
obtained at the photoconductive chiral dopant concentration of 6 wt%. It was
considered that the sample kept transparent while exhibiting a large photocon-
ductivity at this concentration. The gain coefficient was larger in the FLC blend

Fig. 5 a Transmitted beam intensities through FLC samples. The wavelength of the laser was
633 nm. The concentration of the photoconductive chiral dopant was set to 6 wt%. b The
photoconductivities of the photorefractive FLC blends containing photoconductive chiral dopants.
Current densities are plotted as a function of the applied electric field. The concentration of the
photoconductive chiral dopants was kept at 6 wt%. A 488 nm laser (10 mW/cm−2, 1 mm
diameter) was used as the irradiation source

Fig. 6 a Typical example of the asymmetric energy exchange observed in two-beam coupling
experiments for a FLC blend composed of a ternary mixture base LC, 2EH-4T-2MB, and TNF
measured at 30 °C. The pump beam was incident to the sample at 2 s. b The magnitude of
two-beam coupling gain coefficient of FLC blends are plotted as functions of the concentrations of
the photoconductive chiral dopants. The wavelength of the laser was 532 nm. The measurement
was conducted at 30 °C
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with 2EH-4T-2MB than that with C8-4T-2MB because of the higher transparency
in the 2EH-4T-2MB sample.

4 Conclusion

The photorefractive effects of FLC blends containing ter-thiophene and quarter-
thiophene photoconductive chiral dopants were investigated. The low miscibility of
the quarter-thiophene moiety into the liquid crystalline medium was improved by
the introduction of branched chain into the tail unit of the quarter-thiophene chiral
dopant. The FLC blend with branched tail quarter-thiophene compound exhibit a
higher photoconductivity and longer absorption wavelength. The two-beam cou-
pling experiment was conducted using a 532 nm laser. A large photorefractivity at
532 nm was observed in a FLC blend containing quarter-thiophene photoconduc-
tive chiral dopant.
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Photorefractive Optical Cryptography:
A Personal Tour

Kehar Singh

Abstract Photorefractive crystals (PRCs) are used in a variety of applications
including optical information processing where one such application has been in the
area of image encryption. Due to their ability to record phase gratings, and to
produce phase conjugate wave by non-linear wave-mixing, the PRCs have enriched
the optical cryptographic techniques also. In this brief review, an attempt has been
made to present glimpses of some of the techniques, with a focus on the research
work carried out by the author’s photonics group at IIT Delhi.

1 Introduction

The photorefractive (PR) materials have attracted a great deal of attention due to
their unique characteristics such as near real-time recording capability and
reusability [1–6]. As a result, the PR materials have been used widely, making
possible an impressive array of applications. Investigations are continuing on the
search for new materials, fabrication of the devices, and a variety of applications.
Newer, versatile, stable, and low cost materials have been shown to exhibit the PR
effect with impressive response times, and ease of processing for device applica-
tions. Special emphasis has been placed on the applications of PR materials in
information photonics in which the devices use light as a carrier of information.

1.1 Optical Cryptography

Optical techniques offer many advantages for information security applications.
Being inherently 2-D, optical systems can process and relay 2-D data in parallel,
resulting in higher throughput rate compared to the electronic systems. Optics offers
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several dimensions such as phase, polarization, wavelength, and orbital angular
momentum to encode data securely. These advantages, coupled with advancements
in enabling technologies like P. R. crystals, spatial light modulators, and charge
coupled devices have led to an increasing use of optical processing techniques for
optical security applications [7–12]. A number of schemes have been introduced
based on fractional Fourier-, Fresnel-, gyrator-, Hartley-, Hilbert-, Mellin-,
Hadamard-, Gabor-, Hankel-, random sine and cosine, and wavelet transforms etc.

1.2 Photorefractive Cryptography

PRCs have been used mainly for producing phase conjugate of the encrypted signal
by four-wave mixing, and for recording holograms in some of the techniques [12].
In the present article, an attempt has been made to present some glimpses of
investigations carried out by the author’s photonics group at IIT Delhi. The aspects
covered are: using phase conjugate of encrypted signal, using PR crystal as a phase
filter, and recording of holograms in a PR crystal.

2 Some Cryptographic Systems

2.1 Cryptosystem Using Phase Conjugate of the Encrypted
Image

An encryption method proposed by Refregier and Javidi [13] uses a well-known 4-f
coherent imaging system with two statistically-independent random phase masks
(RPMs), one in the input plane and the other one in the Fourier plane. The
encrypted image is recorded by a holographic method. The RPMs work as keys and
the decryption is performed by propagating the encrypted image in reverse direc-
tion, and with a complex conjugate of the Fourier plane RPM. Unnikrishnan et al.
[14] described a method in which the decryption is achieved by producing a phase
conjugate of the encrypted image by four-wave mixing in a PRC (Figs. 1, 2), thus
alleviating the need of the complex conjugate of the key. The investigations were
extended to the fractional Fourier domain [15] so as to enlarge the key space by
using the fractional FT order a as the key. An F.T. is a first-order FRT with a = 1.

2.2 Fully Phase-Image Encryption

Normally, the images that are encrypted are intensity images which can be detected
by intensity detectors. It is advantageous to phase encode the images [16] and then
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encrypt them so that the decrypted image (also a phase image) can not be acquired
without converting it into an intensity image. Nishchal et al. [17] described a
fully-phase encryption system using FrFT in which the encrypted image is recorded
in a barium titanate PRC. Decryption is achieved (Fig. 3) by using a phase

Fig. 1 Schematic illustrating the principle of cryptographic system; O (x, y)—original image,
R (x, y)—first RPM, S (a, b)—second RPM, R and R*—counter propagating beams, I*—phase
conjugate of encrypted image-bearing beam [14]

Fig. 2 Original image, encrypted image, decrypted image, and decryption with an incorrect key
[14]

Fig. 3 Experimental set-up: BE beam expander, BSs beam splitters, SLMs spatial light
modulators, RPM random phase mask, PRC PR crystal, CCDs charge-coupled devices, Ls lenses,
MSs mirrors, and PCF phase-contrast filter [17]
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conjugate beam generated by a PRC, and then converting the decrypted phase
image into an intensity image by a phase-contrast filter using an electrically
addressed SLM. Some other relevant publications [18–20] may also be noted.

2.3 Content Addressable Holographic Memory with Security

It is now well-recognized that one of the attractive properties of a volume holo-
graphic memory, is its content addressability, making possible a simultaneous
search of the data base. This becomes possible due multiple correlations performed
between a stored page and the search argument. John et al. [21] demonstrated a
phase-image-based content addressable holographic storage system with security,
using random phase encoding in the Fresnel domain. The phase- based data pages
were recorded in an iron-doped lithium niobate PRC, using the technique of angular
multiplexing, and encryption was done using an RPM. Only an authorized person
having access to the completely correct key and its 3D position, can search through
the data base. The shift invariance (sensitivity for lateral and longitudinal shift) of
the RPM used was also analyzed. The use of RPM also ensures that the
correlation-peak-intensity is proportional to the inner product between the search
argument and the stored data pages. Experimental verification to prove the concept
was carried out with a data bank of 16 multiplexed data pages. A study was also
carried out on the search capability by using partial search argument.

The data pages were of size 192 � 192 pixels, and were displayed on an SLM
(Jen Optik) of size 624 � 832 pixels with a pixel pitch of 32 lm � 32 lm.
The PRC was of size 20 mm � 10 mm � 10 mm with the beams incident on the
20 mm � 10 mm face. The object and the reference beams had the mean angle of
23° between them. The subsequent reference beams for multiplexing, had an
angular spacing of *0.08° between them (Fig. 4).

2.4 Impulse Attack-Free Cryptosystem

A system was described by Kumar et al. [22] for achieving resistance against
impulse function attack. This is achieved by using lenses having randomized sur-
faces so that the lens phase function is modified by multiplying it with a random
function. The random lens-phase based FT of a delta function transforms into a
random function.

In case of an impulse attack on such a system, the encrypted image is not the
inverse F.T. of the Fourier plane mask (as is the case for a conventional 4-f imaging
based cryptosystem) but a complex function having a random amplitude and ran-
dom phase distribution. It can be proved that the Fourier plane mask can not be
retrieved with the variant form of the impulse function employing two similar
looking images. Random phase variation is achieved by coating the lenses with
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gelatin with random thickness variations. Experimental results (Fig. 5) are shown
for lenses with focal lengths 18 and 20 cm. Some other related work [23, 24] may
also be noted in this connection.

2.5 Holographic Cryptosystem with Convergent Random
Illumination

The cryptographic system (Fig. 6) [25] uses a convergent random wave front which
improves the security of the system, only for the reference beam instead of both

Fig. 4 Experimental set-up; SFBE spatial-filter beam-expander assembly, Ms mirrors. BS beam
splitter, SLM spatial light modulator, HWP half wave plate, Mrot mirror mounted on a precision
rotation stage, d1, d2, and d3 distances to satisfy Fresnel transform condition [21]

Fig. 5 Experimental set-up for the impulse attack-free scheme; BE beam expander, BS beam
splitter; M mirror, R1 and R2 RPMs; LRa and LRb lenses with randomized phase functions, L2
imaging lens, LiNbO3-PR crystal [22]
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arms. Instead of phase conjugation, the direct imaging is employed. The RPM (R1)
in the reference arm is illuminated with a convergent random wave front which is
generated by coating the lens LR with gelatin of random thickness on the surface. In
the signal arm, an input image is multiplied with an RPM (R2).The system has two
new encryption parameters (the convergence distance and randomized lens func-
tion) in addition to the propagation distance and RPMs in the reference arm
(Fig. 7).

3 Conclusions

Due to the constraint of space, only four systems developed by the author’s group
have been very briefly described in the present article. During the last two decades
or so, the area of optical image encryption has witnessed a steady growth as
evidenced [7–12] by a large number of research papers. The subject is still growing
with newer cryptosystems being described. There is also considerable effort to
investigate the vulnerability of various schemes against various attacks such as the
brute force-, known- plaintext-, chosen-plaintext-, and chosen-ciphertext attacks.
Indeed the researchers have been able to prove that a number of schemes described
in the literature are prone to attacks. Only the future will tell as to how many more

Fig. 6 Experimental results; a Original image, b Encrypted image, c Correctly decrypted image,
and d Decrypted with a lateral shift of 0.01 mm in lens LRb [22]

Fig. 7 Experimental set-up; BE beam expander, PBS polarizing beam splitter, HWP half wave
plate, MO-T microscope objective on a translation stage, S screen, M mirror, f image, R1 and R2

RPMs, LR lens with randomized phase functions, Lm imaging lens, and LiNbO3 PRC [25]
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systems would be proved weak against the attacks and what countermeasures can
be taken to strengthen the system security.
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Interferometry: From Hooke till Date

Rajpal S. Sirohi

Abstract Coloured fringes seen in white light when the two glass plates in near
contact enclose a very small angle were first observed by Boyle and independently
by Hooke in the later part of 17th century and the explanation given using wave
theory of light could be taken as the starting point of optical interferometry. Wave
theory used by Boyle and Hooke, and in much refined form as proposed by Huygens
in 1690 remained unaccepted until Young in 1801 demonstrated the interference
between two waves by a very simple but ingenious way. Fizeau (Acad Sci 66:429,
1862 [1]) carried out experiments with a pair of plates using Na light and showed
that the fringe pattern disappears when a certain distance separates the plates,
essentially sowing the seeds for interference spectroscopy. Michelson in 1891 car-
ried out measurement of visibility of fringes as a function of path difference between
the two beams derived from various sources and showed that except for cadmium,
other spectral lines showed the variation in visibility. Fizeau is also accredited to
have suggested in 1868 that interferometry may be used for measuring stellar
dimensions: the idea being taken forward by Michelson by inventing stellar inter-
ferometer. The manuscript presents the chronology of development in interferom-
etry. Some current applications may also be highlighted.

1 Introduction

Interferometry makes use of the phenomenon of interference. When two or more
waves of the same wavelength are superposed, irradiance varies in the region of
superposition. The waves could be longitudinal or transverse and could have any
wavelengths. In other words, the phenomenon of interference is observed with
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sound waves and also with the light waves. The irradiance variation in the region of
superposition shifts when the phase of one of the interfering waves changes. The
variation repeats when the phase-shift is equal to 2p or a its multiples. In practice,
this shift is introduced by the external variable that is being monitored.

2 Historical Perspective

Light, in times of Al Hazan and until the 17th century, was considered as stream of
particles either emanating from the eye or the object. Newton provided explanation
to the various kinds of colors that he observed. Somewhat different explanation of
appearance of colors, particularly in thin air wedges, was provided by Robert Boyle
(1664) and independently by Robert Hooke (1672) in the later half of the 17th
century and their explanation based on somewhat akin to wave theory may be
considered as the beginning of interferometry. Huygens in 1678 proposed the wave
theory of light that could explain the known phenomena. However it was not
accepted partly owing to the authority of Newton who was proponent of corpus-
cular theory of light and partly it could not explain rectilinear propagation of light.
Young, while delivering the Bakerian Lecture in 1801, demonstrated the interfer-
ence of light waves by a very simple but ingenious experiment, which has come to
be known as Young’s double-slit experiment. Since interference is a wave phe-
nomenon, light was considered as a longitudinal wave motion. But Young did not
attract support for the wave theory. His confidence in wave theory was further
shaken when Malus in 1809 announced that the reflected light is polarized. During
1814–1818, Fresnel advanced the Huygens wave theory and wrote a brilliant
memoir on diffraction in 1818 that contained the treatment of interference phe-
nomenon. Fresnel also suggested arrangements to observe interference of light:
these arrangements are known as Fresnel bi-mirror and Fresnel bi-prism. Lloyd
described another way of observing interference by wavefront division in 1834,
which is known as Lloyd’s mirror arrangement. Complex phenomenon like
appearance of a bright spot, Arago or Poisson spot, in the center of the shadows of
circular objects could be explained using Fresnel theory of diffraction. Through
careful experiments of reflection from good quality glass interfaces, Brewster in
1815 discovered what is today known as Brewster law. Further Arago and Fresnel
conducted experiments with polarized light waves and showed that two orthogo-
nally polarized waves do not interfere. These investigations led both Young and
Fresnel to believe that light waves are transverse waves. In order for the transverse
waves to propagate, Fresnel postulated the presence of an elastic medium pervading
all matter—the luminiferous aether. He also showed that in a medium of refractive
index l moving with a velocity v, the aether should be carried along with a velocity
v(1 – 1/l2).
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2.1 Search for Aether

Hippolyte Fizeau in 1851 conducted an interference experiment in which one beam
of light propagated along the flow of water and the other beam opposite the flow.
He seemingly detected the aether drag effect but its magnitude was far smaller than
expected. However, his result convinced the physicists to accept Fresnel’s aether
theory. Michelson and Morley in 1886, repeated Fizeau’s experiment using a
common path interferometer, which supported Fizeau result. Jamin and Hoek
(1868) also repeated Fizeau’s experiment. Fresnel’s almost stationary theory of
aether was accepted by almost all the 17th century physicists.

Maxwell in 1880 predicted that the earth motion through the aether should result
in a change in the speed of light proportional to (v/c)2, where v is the speed of the
earth and c is the speed of light. He thought that the effect is too small to be
measurable. However, Michelson in 1881 designed a two-crossed arms instrument
and attempted to use it in Germany but with little success, as it could not support
any of the existing aether drag theories. Later in 1887 he along with Morley set-up
an interferometer with 11 m long arm that floated on mercury pool. Again they
could not observe the expected shift of the fringe pattern. This failed experiment,
known as Michelson-Morley experiment [2], rejected the Fresnel’s stationary
aether theory with partial dragging and confirmed the Stokes’ hypothesis of com-
plete aether dragging.

2.2 Variation of Fringe Visibility and Interference
Spectroscopy

While experimenting with his interferometer using sodium lamp, Fizeau [1] found
that the fringe pattern almost disappeared when the gap is increased such that 490
fringes passed and further increase in gap resulted in appearance of fringes reaching
maximum contrast when 980 fringes passed. It suggested that the sodium light had
two wavelengths—a doublet line. Michelson carried this work forward by plotting
fringe visibility as a function of path difference for a number of sources using his
interferometer in 1891. He found that the visibility exhibited maxima and minima
for all the sources except the Cd red line, thereby showing that the radiation from
these sources had multiple wavelength components. Ruben and Wood in 1911
extended this work to far infrared region (100–300 lm). However it was not until
1951 when Fellgett extracted the spectrum from the recorded interferogram as a
function of path difference using Fourier transform theory and showed other
advantages of the technique. Subsequent developments in Fourier Transform
spectroscopy have made this technique preferable over the dispersive instruments in
the whole optical region (IR-Vis-UV).
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2.3 Physical Parameters Measurement

In 1846, Haidinger observed a fringe pattern at the focal plane of a lens when a
plane parallel plate was illuminated normally by an extended source. The Haidinger
fringes have been used to measure the wedge angle of thin plates. Jamin [3]
invented a plates-based interferometer that was well suited to measure the refractive
indices of gases and also to study the temperature dependence of refractive index of
liquids and gases. The two waves were created by amplitude division and their
paths were matched within the coherence length of the then available sources. This
therefore required two identical thick plane parallel plates, which were illuminated
by a collimated beam. The two beams generated by first plates were separated and
recombined by the second plate.

In 1882 Michelson invented a new kind of refractometer, which came to be
known as Michelson interferometer. The interferometer is used for the measurement
of wavelength, wavelength difference and refractive indices of thin samples. The
beams has to travel twice through the specimen, which results in an increase in
sensitivity but at the same time may lead to erroneous results if the beam does not
retrace its path. Mach [4] and Zehnder [5] independently described an interfer-
ometer, which came to be known as Mach-Zehnder interferometer in which the
reference and test beams can be widely separated still retaining its almost equal path
feature. This interferometer found many applications in aerodynamics and aero-
space engineering. This had the feature to measure the refractive index of gases and
also to study the temperature dependence of refractive index of liquids and gases.
Rayleigh [6] developed an interferometer utilizing the Young’s double slit geom-
etry, which was earlier used by Fizeau and added some very convenient features for
accurate measurement of fringe shifts. The interferometer was used to measure
refractive indices of gases.

Sagnac [7] provided correct explanation of the fringe formation in a cyclic
interferometer. This is a true common path interferometer and its variants have been
used in optical testing. The interferometer is sensitive to the rate of rotation about an
axis that passes through the interferometer loop. This interferometer finds appli-
cation in gyros.

2.4 Optical Testing

Fizeau is accredited to have invented in 1862 what is now known as Fizeau
interferometer, wherein the interference fringes are observed between a thin
air-wedge illuminated by a broad source. This was a standard equipment in optical
workshop for testing surfaces. Michelson interferometer was not suited for optical
testing. Twyman and Green [8] modified the Michelson interferometer so that it
could be used for testing optical components and it then became the workhorse of
optical workshops. Linnik [9] modified the Michelson interferometer to examine
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surfaces under magnification thus expanding applications of interferometry to
metallurgy. In the same year, he invented a simple interferometer for testing
spherical wave. The point diffraction interferometer was revisited by Smartt and
Strong [10], and Smartt and Steel [11]. Burch [12] provided the theory of scatter
plate interferometer: another interferometer that could be used with low-coherence
sources. Hariharan and Sen extended the Fizeau, and Rayleigh two-beam wavefront
interferometer to three beams [13]. They described a cyclic interferometer for
optical testing [14].

2.5 Optical Microscopy

Optical microscopy evolved to examine objects and surfaces under magnification.
The microscopes were also equipped to make dimensional measurements.
Microscopy had immense applications in medical examinations. However, the
observation of transparent objects like the cells required staining. The theory of
microscope imaging, known as Abbe’s theory, was very well developed: imaging in
a microscope was considered as two-step process involving diffraction at the object
followed by diffraction at the objective. It was only around 1934 when Zernike
devised a method to examine transparent/phase objects under microscope. The
Zernike phase contrast was based on the simple fact that the directly transmitted and
diffracted beams should be phase shifted by p/2 or odd integer multiple of p/2: the
directly transmitted beam does then interfere with the diffracted beam resulting in
positive or negative phase contrast. It also became necessary to incorporate an
interferometer into a microscope objective or use Linnik like arrangement to
examine surfaces under magnification. Dyson invented an interferometer micro-
scope [15], which could be used to examine objects in transmission. Mirau
objective [16] is a direct descendent of this arrangement. The microscope objectives
could also be fitted with a tiny Michelson interferometer. Polarization based
interferometer that forms part of a microscope was invented by Nomarskii [17].
This is known as Nomarskii microscope or Nomarskii differential interferential
contrast (DIC) microscope.

3 Arrival of the Laser

Interferometry evolved as a technique for testing optical components and as a
measurement tool. The interferometers were conceived and designed keeping the
availability of sources and detectors. Arrival of lasers in 1960 relaxed several
constraints on the interferometer design and new interferometers like Murty’s plane
parallel plate shear interferometer [18] came into existence. First one was the LUPI:
the laser unequal path interferometer, allowing the testing of mirrors of long radii of
curvatures.
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With the availability of tabletop compute power and array detector, a new
approach for interferogram evaluation was initiated in 1969. This approach has
undergone continuous refinements and is a standard procedure for the evaluation of
interferograms.

Initially the length measurement by counting the fringes electronically using
Michelson type interferometer with mirrors replaced by corner cubes was carried
out. Direction sensitivity was built-in by using two detectors in quadrature. Some
interferometers used even four detectors to overcome the problem of irradiance
variations. However, Hewlett-Packard came up with an AC fringe counting inter-
ferometer based on heterodyne in 1972 that revolutionized the dimensional mea-
surements in the workshop environment. Barker and Hollenbach in 1965 used
Michelson interferometer for impact studies and modified it in 1972 in which
Doppler-shifted light was used for interferometry. This interferometer came to be
known as VISAR: velocity interferometer system for any reflector. Currently it uses
fiber-optics and has many good features. Holographic interferometry and speckle
interferometry and its electronic version, ESPI, have found numerous applications.
One of most exciting applications of interferometry is in the detection of gravita-
tional waves.

4 Conclusion

The field of interferometry is an exciting field from both theory and applications.
With the advent of lasers, and availability of tabletop compute power and array
detectors, it has undergone immense changes in presentation of the final results and
in the range of applications.
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Role of Light in Green Technology

Ajoy Chakraborty

Abstract Advancement of technology during past century has adversely affected
the life-sustaining ecosystem of our planet by depleting natural resources and
changing the global climate by carbon emission. This alarming situation has made
the scientists aware of the necessity of mitigating or reversing the negative effects of
human activities on environment. In the present discourse we propose to discuss
various aspects of green or sustainable technology. Light or electromagnetic radi-
ation plays a very important role in achieving green development of our economy
and this forms the pivot of the present talk. In dealing with the uses of light and
light-based technology on our ecosystem we must not overlook the dichotomy of
light and dark. Darkness has also an important role to play in Green Technology.
We propose to conclude by referring to the adverse effects of excessive, misdirected
and obstructive artificial lighting, causing luminous pollution.

1 Introduction

The color green brings to mind the succulent green of grass, trees and forest. Green
is veritably the color of Nature. Because of this association of green with Nature, it
is often described as refreshing and tranquil color. In color psychology green is
considered the color of balance, harmony and growth. Green relates to stability and
endurance giving us persistence and strength to cope with adversity. In view of the
above connotation of ‘green’, the technology that aims at the development of our
society and economy without impairing ecological balance and that ensures sus-
tenance is aptly called ‘Green Technology’. Technological development during past
century for maintaining our modern lifestyle has adversely affected the
life-sustaining ecosystem of our planet. The accelerated consumption of fossil fuels
and deforestation is monotonically increasing global temperature. We are
exhausting our natural resources at a rapid pace and accelerating change in global
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climate that threatens our life-sustaining ecosystem and economy. Scientists have
warned that if green-house gas emissions continue to increase we will soon pass
threshold beyond which global warming would become catastrophic. Destroying
environment any further can lead to a situation which can be irreversible. Thus the
most urgent issue for present-day engineering and technology is sustainable
development and reversal of negative effects of human activities on environment.
During the last century we have acquired a huge amount of knowledge in various
branches of technology. Mere knowledge however does not ensure sustainable
development of our society and economy. What we need in addition is wisdom. In
the context of green technology what we need may be called ‘green wisdom’. Green
technology is the technology endorsed by green wisdom. Green technology is
intended to mitigate or reverse the adverse effects of human activities on the
environment. It is developed and used in a way so that it does not disturb our
environment and conserve natural resources. Green technology aims at sustainable
development of our society and economy. Sustainable development is the devel-
opment that meets the needs and aspirations of the society in ways that can continue
indefinitely without damaging our environment or depleting natural resources.
Thus, green technology or sustainable development ensures a better quality of life
for everyone now and for generations to come.

1.1 The Sandestin Declaration

In 2003 approximately 65 scientists and engineers from industry, academic insti-
tutes and government met at the Sandestin resort in Florida for a conference on
‘Green Engineering: Defining Principles.’ By the end of the conference the sci-
entists collectively agreed to a compiled set of nine principles now known as the
‘Sandestin declaration.’ These principles are listed below: (1) Conserve and
improve natural ecosystem while protecting human health and well-being.
(2) Engineer processes and products holistically, use systems analysis, and integrate
environmental impact assessment tools. (3) Use life-cycle thinking in all engi-
neering activities. (4) Ensure that all materials and energy inputs and outputs are as
inherently safe and benign as possible. (5) Minimize depletion of natural resources.
(6) Strive to prevent waste. (7) Develop and apply engineering solutions while
being cognizant of local geography, aspiration and culture. (8) Create engineering
solutions beyond current and dominant technologies, improve, innovate and invent
new technologies to achieve sustainability. (9) Actively engage communities and
stockholders in development of engineering solutions.

In this context we talk of three R’s of sustainable development: Reduce, Reuse
and Recycle. In order to ensure sustainable development we must try to reduce the
use of natural resources as much as possible. We must also make efforts to use
fewer materials so that we produce less waste. Besides, one must not throw away
acceptable and reusable materials. Recycling of these materials is an important
factor in conserving material resources.
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2 Different Kinds of Green Technology

A technology endorsed by ‘green wisdom’ belongs to the field of Green
Technology. Needless to mention that all branches of technology that take into
account the imperatives dictated by green wisdom belong to green technology.
Thus, green chemical technology is green counterpart of chemical technology;
green electronics is the green counterpart of electronics and so on. The other kinds
of green technologies include green energy technology, green information tech-
nology, green photonics, green lighting technology, green manufacturing technol-
ogy, green building technology, green nanotechnology etc.

2.1 Green Chemical Technology

Green or sustainable chemical technology is based on a philosophy of chemical
research and engineering that encourages the design of products and processes that
minimize the use and generation of hazardous substances. Besides, it focuses on
technological approaches to preventing pollution and reducing consumption of
non-renewable resources. The most important green chemical reaction is photo-
synthesis. In this reaction carbohydrates and oxygen are synthesized from carbon
dioxide and water in presence of sunlight. According to Genesis, light was created
at the very beginning of the creation of the universe. It could not be otherwise
because light happens to be the prerequisite for sustenance of life. Photosynthesis
that sustains life is the first green technology on our planet.

2.2 Biomimicry

Biomimicry is a new discipline that studies Nature’s design and processes and
imitates them to solve human problems. One of the examples of biomimicry was
the study of bird to enable human flight. Leonardo da Vinci (1452–1519) closely
observed the anatomy and flight of birds and made various notes on the possibility
of creating a heavier-than-air flying machine. Again, studying the structure of plant
leaves enabled the scientists to invent a better solar cell. It is observed that plant
leaves have wrinkles and folds. Imitating this structure of leaves, scientists of
Princeton University, headed by Prof. Stephen Chou, were able to achieve major
gains in light absorption and efficiency of the solar cells. They showed that the
efficiency of solar cells can be increased considerably by using a nano-structured
‘sandwich’ of metal and plastic that collects and traps light. Prof. Stephen Chou and
his team used nano-technology to overcome two main challenges that cause solar
cell to lose energy—(1) light reflecting from the cell and (2) the inability of the cell
to fully capture the light that enter the cell. The efficiency of solar cells has been
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considerably improved by using metal nano-particles in plasmonic solar cells and
nano-particles of semiconducting materials in quantum dot solar cells.

2.3 Artificial Photosynthesis

Artificial photosynthesis is a chemical process that replicates the natural process of
photosynthesis. Artificial photosynthesis is more versatile in its scope in sense that
it is not just the formation of carbohydrates and oxygen from carbon dioxide and
water using sunlight. Artificial photosynthesis system or photochemical cell that
mimics what happens in plants could potentially create an endless supply of clean
energy. Artificial photosynthesis is essentially leaf-mimicking. Photosynthesis is
essentially two half-reactions of oxidation and reduction. In natural photosynthesis
water molecules are photo-oxidized to release oxygen and protons. The second part
of the reaction is a light-independent reaction that converts carbon dioxide into
glucose. Researchers working on artificial photosynthesis are developing
photo-catalysts that are able to perform both the reactions. By using photo-electrode
in which gold nano-particles are loaded on an oxide semiconductor substrate,
research at Hokkaido University, Japan, has worked to develop a method of arti-
ficial photosynthesis for successful synthesis of ammonia using visible light, water
and atmospheric nitrogen.

2.4 Green Energy Technology

Green energy technology is very important branch of green technology. The global
power sector is the biggest pollutant of our planet. It generates 40% of all global
electricity from coal contributing most significant amount of green house gases that
adversely affect global climate. According to the International Energy Agency, the
power sector is responsible for 37% of carbon emission. Green energy technology
therefore shares a big responsibility in producing clean energy for sustainable
development. Photonic s or light-based technology plays important role in gener-
ating renewable energy without impairing our environment. The most promising
source of green energy is the Sun. Green energy technology studies and develops
optical systems for generating renewable energy. This includes solar cells and
photovoltaic devices creating energy-efficient optical sources.

Solar or photovoltaic cells convert solar energy into electrical energy. These
cells are based on photoelectric effect: ability of matter to emit electrons when
irradiated by light. Silicon is a key ingredient in solar cells. As solar light hits
silicon atoms they transfer their energy to dislodge electrons of the atoms that drive
the current through the cell.
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3 Lighting Technology

One of the outstanding inventions in lighting technology is LEDs of very high
luminous efficacy. We may recall that the luminous efficiency of incandescent
lamps is only about 12 lm/W and that of tungsten-halogen lamps is only about
18 lm/W. Thanks to the development of blue LEDs, the luminous efficacy of white
LEDs with phosphorescent color mixing is as high as 260–300 lm/W.

Three Japanese scientists, Isamu Akasaki, Hirosi Amano, and Shuji Nakamura
were awarded 2014 Nobel Prize in physics for their invention of blue LEDs. Some
researchers at the University of Hiroshima in Japan have used silicon-based
quantum-dots for a type of LED that promises to revolutionize lighting system.
Japanese researchers have fabricated a hybrid organic/inorganic LED that produces
white-blue electroluminescence using quantum dots. An organic LED is a device in
which emissive electroluminescent layer is a film of organic compound that emits
light in response to electric current.

3.1 Light Pollution

We hear a lot of discussion about air pollution, water pollution, sound pollution etc.
Because of the artificial illumination of high level, particularly in urban areas during
night, a new kind of pollution, known as light pollution, has become a matter of
grave concern for biosphere of our planet. Light pollution, also known as
photo-pollution or luminous pollution, is caused by excessive misdirected and
obstructive artificial light. It is the result of outdoor lighting that is not properly
shielded, allowing light to be directed into the eye and the night sky. As excessive
sound causes sound pollution so also excess light causes light pollution. Light that
shines into the eye is called ‘glare’ and light shining into the night sky above the
horizon causes ‘sky glow’. The other major component of light pollution is ‘light
trespass’. Urban sky glow is caused by brightening of night sky over inhabited
areas, light trespass is light on areas where it is not intended or needed and glare is
the excessive brightness that causes visual discomfort.

There are many adverse consequences of light pollution some of which are listed
below: (1) It disrupts ecosystem. (2) It poses serious threat to nocturnal wild life.
(3) It has negative impact on plant and animal physiology. (4) It can confuse the
migratory patterns of animals and alter the competitive interaction of animals. (5) It
can change predator –prey relationship. (6) Light pollution has devastating effects
on many bird species. Birds that migrate at night navigate by moonlight and
starlight. Artificial light can cause them wonder off towards the dangerous
night-time landscapes of cities. (7) Every year millions of birds die colliding with
needlessly illuminated building. Artificial light can cause them to migrate too early
or too late and miss ideal climate conditions for nesting, foraging and other
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behavior. (8) Many insects are drawn to light. Artificial light can create fatal
attraction and decrease insect population. (9) Declining insect populations have
negative impact on species that rely on insects for food or pollination. (10) Some
predators exploit this attraction to their benefit, affecting food webs in an unan-
ticipated manner. (11) Artificial light near sea beach has devastating effects on sea
turtles. These turtles live in sea water. When mature female turtles are ready to lay
eggs they come to sandy beach and find a suitable dark place for the purpose. They
dig shallow holes in the sandy beach with the help of their hind limbs and bury their
eggs in these holes. After an incubation period of about eight weeks the eggs are
hatched. However, the hatchlings stay under the sand until temperature and other
conditions are right for the baby turtles to come out of the sand and move to the sea
with the help of moonlight reflected from the sea. The presence of artificial lights
from houses near beach, car parks and security light deceives baby turtles and
disorients them. Consequently, they fail to reach the sea and move towards the
artificially illuminated regions. Many of them die or get killed before they find the
way to

4 Epilogue

From above considerations it is evident that light-based technologies have
promising potentials to be green, smart, life-sustaining at the same time. Light, that
played a vital role in originating life on earth, bears promise of ensuring sustenance
of entire biosphere. This ethereal angel stands as a protector and savior of life in all
its forms. Light has created many wonders that substantially contributed to green
development of our technology. We are yet to explore various possibilities of
photonic technologies for generating renewable energy, and for reducing energy
consumption and green-house gas emission. ‘Life throws challenges and every
challenge comes with rainbows and lights to conquer it.’ (Amit Ray, World Peace:
The Voice of a Mountain Bird). If we ignore the figurative meanings of the words
‘rainbows’ and ‘lights’, the above quote may be interpreted to imply that light with
all its variegations bears the promise of solving any human problem.

However, it is not the responsibility of the photonic technologists alone to keep
our Mother Earth clean and life-sustaining. Herbert Marshal McLuhan, a Canadian
Professor of English and an expert of mass communication, once said: ‘There are
no passengers on spaceship Earth. We are all crew.’ Prof. McLuhan implied that all
of us, irrespective of our nationality, religion and creed, are equally responsible for
keeping our planet life-sustaining and healthy abode for all living creatures.
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Pareto Optimality Between Far-Field
Parameters of Lossless Phase-Only Filters

L.N. Hazra and S. Mukhopadhyay

Abstract Resolution capability of an optical imaging system can be enhanced by
reducing width of central lobe of the point spread function (PSF) of the transverse
intensity distribution on the far field plane. Attempts to achieve the same by pupil
plane filtering, is usually accompanied by concomitant increase in side lobe
intensity. The mutual exclusivity between these two objectives may be cast as a
multi objective optimization problem that does not have a unique solution; rather a
class of trade off solutions called Pareto optimal solutions may be generated. To
achieve super resolution, lossless phase only filters with pre-specified lower limits
for Strehl ratio are synthesized by using Particle Swarm Optimization technique.
Practical validation of the theoretical results is also undertaken by realizing the
phase filters on reflective, phase only liquid crystal on silicon spatial light
modulator.

1 Introduction

The resolving power [1] of an optical imaging system is limited by several factors.
The residual aberration of the imaging lens severely degrades the resolution
capability. Even for an aberration-free objective, diffraction effects arising out of the
finite aperture, produces a blurred spot instead of a point. The intensity distribution
in that light spot is commonly known as intensity Point Spread Function (PSF). For
a diffraction limited optical system with circular aperture, this PSF is called Airy
pattern at the transverse focal plane. The Airy pattern consists of a central lobe
surrounded by a number of bright and dark rings with gradually diminishing
intensity.
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Unlike the resolution enhancement techniques that involve extensive
post-processing of data [2, 3], pupil plane filtering is a non-scanning, whole field
imaging technique where the image is directly modified in real time without any
post processing of data. The technique is commonly used for either suppression of
side lobes and/or narrowing down the central lobe of the point spread function, as
and when required. In most cases, the filters consist of annular zones with variation
of either amplitude transmittance or complex amplitude transmittance among the
annular zones. With the advent of diffractive optics technology, many investigators,
notably Sales and Morris [4] explored the use of multiphase structures. In these
structures the phase transmission of each zone can assume an arbitrary value in the
interval (0, 2p).

However, any attempt for narrowing the central lobe of the PSF is accompanied
by enhanced intensity of the neighboring side lobes, of which the first side lobe
plays a dominant role in degrading the quality of the image. The overall effect is
reduction of contrast and poor Strehl Ratio in the final image. Simultaneous low-
ering of width of the central lobe and peak intensity in the side lobes of the PSF by
pupil plane filtering is mutually exclusive, and, therefore search for optimal filters
may be cast as a multi objective optimization (MO) problem. Instead of having a
unique solution, an MO problem typically has a set of acceptable trade-off solutions
called Pareto optimal solutions in the objective function space. The latter space is
found to be divided into infeasible and sub-optimal regions, the separator between
the two being called ‘Pareto Front’. In case of a two objective problem the Pareto
front reduces to a Pareto curve.

The concept of Pareto optimality was laid down by engineer/economist Vilfredo
Pareto [5]. A solution belongs to Pareto set if there is no other solution that can
improve one objective without degrading the other. In the problem under view, the
width of the central lobe of the transverse PSF and the peak intensity in the side
lobes are two conflicting objectives to be optimized. To solve this MO problem, we
have adopted Particle Swarm Optimization (PSO) [6] technique. In a previous
communication, Genetic Algorithm (GA) [7] was used by us as a tool to solve
optimization tasks. GA approaches are inherently discrete in nature whereas PSO is
inherently continuous and can be modified using sigmoid function for handling
discrete variables. Both GA and PSO are qualitatively equivalent but in GA, the
presence of three basic genetic operators namely, Selection, Crossover and
Mutation increases computational intricacy. On the other hand, evaluation of only
two equations for each variable in each iteration makes PSO computationally more
efficient than GA. In this case, using PSO, optimal phase filters are generated and
investigated for achieving resolution beyond diffraction limit at the transverse focal
plane of an optical imaging system.

For experimental verification of the theoretically observed Pareto front, the
optimal filters are realized on a programmable Reflective Liquid Crystal on Silicon
Spatial Light Modulator (LCoS SLM). The Pareto optimality between width of the
central lobe and the peak intensity in the side lobe in the transverse PSF is
investigated experimentally. While formulating the far field parameters theoreti-
cally, we assumed a uniform plane beam. But in practice, the laser beam is
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Gaussian instead of being a plane beam. As we move away from the center of the
Gaussian beam along any azimuth, the intensity drops in a rapid rate. Therefore, the
effect of increase in zone number of the optimum filters is not apparent.

2 Analytical Expression for the Transverse Intensity
at the Far Field, Fitness Function and Overview of Pso

Figure 1 shows the exit pupil and the image plane in the image space of an axially
symmetric imaging system. For an M zone filter on the exit pupil, the normalized
transverse intensity distribution on the paraxial image plane of the axially sym-
metric imaging system may be expressed as

IN pð Þ ¼ 4
XM
m¼1

XM
n¼1

cosk am � anð Þ=m pð Þ=n pð Þ½ � ð1Þ

where am is the phase over mth annular zone and =mðpÞ is given by

=m pð Þ ¼ rmJ1 prmð Þ � rm�1J1 prm�1ð Þ
p

� �

¼ r2m
J1 prmð Þ
prmð Þ � r2m�1

J1 prm�1ð Þ
prm�1ð Þ

� � ð2Þ

Fig. 1 Exit pupil and image plane of an axially symmetric imaging system
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JN() is the Bessel function of the first kind, and of order N. r is the normalized
radial distance of a point A′ on the exit pupil from the optical axis and is given by,
r = q′/q′max, where q′ is the radial distance of the point A′ from the center E′ of the
exit pupil, and q′max is the radius of the exit pupil and p is the reduced diffraction
variable defined as

p ¼ 2p
k

n0 sina0ð Þ v ð3Þ

In the above, v (= O′P′) is the geometrical distance of the point p0 on the image
from the center of the diffraction pattern, a0 is the semi-angular aperture, n0 sina0ð Þ is
the image space numerical aperture and k is the operating wavelength.

During the search procedure, the phase of innermost zone is set to zero and the
radius of the innermost and outermost zone is set to 0 and 1 respectively. Any of the
remaining zones are allowed to have any phase, out of some finite discrete phase
levels in the range (0, 2p). The inner and outer radii of m-th zone of an M zone filter
are rm−1 and rm (m = 1,…,M) respectively. During stochastic search operation, rm is
allowed to take any value within the range (rm−1, 1). The fitness function U in this
case, is inversely related to the merit function w by

U ¼ 1
1þw

ð4Þ

w is defined as a linear combination of the squared difference of the target (su-
perscripts T) and current (superscripts C) values of normalized Full Width Half
Maximum (FWHM ð2p̂Þ) of the transverse PSF, and b which is the peak intensity in
its side lobes over a prespecified range.

w ¼ x1 p̂T � p̂C
� �2 þx2 bT � bC

� �2 ð5Þ

where x1 and x2 are the weighting factors and the factor 2 is merged in x1.
In basic PSO, the system is initialized with a population of random candidate

solutions termed as ‘particle’ with randomized velocities and position in the search
space. The particles update their velocity and position in random direction which is
a crucial part of the algorithm. Each particle remembers the best fitness value
achieved by it so far, and the associated solution is called ‘pbest’. Another solution
with highest fitness across all particles called ‘gbest’ is also remembered. At the end
of an iteration step both ‘pbest’ and ‘gbest’ are updated if higher fitness is achieved.

The velocity and the position updates are governed by the following equations

vi; jðtþ 1Þ ¼ xvi; jðtÞþ c1r1;j x
0
i; jðtÞ � xi; jðtÞ

h i
þ c2r2;j½gjðtÞ � xi; jðtÞ� ð6Þ

xi; jðtþ 1Þ ¼ xi; jðtÞþ vi; jðtþ 1Þ ð7Þ
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where vi; jðtÞ and xi; jðtÞ are the jth components of the velocity and the position
vectors of the ith particle at time t, respectively. The term x0i; jðtÞ is the jth com-
ponent of ‘pbest’ of ith particle and gjðtÞ is the jth component of ‘gbest’ of the
swarm at time t, respectively. The time increases by unity for successive iteration
steps. In the present problem, a ‘particle’ represents a phase filter comprising of
phases and radii values. The associated intensity distribution is computed using (1).
From this distribution transverse FWHM 2p̂ and side lobe intensity b are deter-
mined. These values are then used to evaluate the merit function as well as the
fitness of that particular filter using (4) and (5). The velocity update takes values
such that the particles converge towards their own best values as well as towards the
swarm’s best solution.

3 Numerical Results

Each search resulted in an optimal phase filter that provides a combination of 2p̂ &
b values. Then the transverse FWHM 2p̂ is normalized by that of the Airy pattern.
These sets of normalized transverse FWHM (D) and the corresponding side lobe
intensity (b) define a curve called Pareto front which is concave in nature. The
Pareto fronts for a 2 zone filter with available phase steps 8 at different pre specified
lower limits of Strehl Ratio are shown in Fig. 2.

The advantage of generating a Pareto front is explained with an example as
follows. To obtain a normalized transverse FWHM 0.8, the Strehl Ratio must be
sacrificed; because the vertical dashed line does not intercept the Pareto fronts for
the higher cut off values of Strehl Ratio 0.5 and 0.7. Possibility of obtaining FWHM
0.8 is increased as the Strehl Ratio is sacrificed to lower value; the vertical dashed
line intercepts the Pareto fronts for lower cut off values of Strehl ratio 0.1 and 0.3.
But in both cases one has to deal with a larger side lobe. Moreover, Pareto front
provide a limiting value of the peak side lobe to achieve a target FWHM under a
constrained value of Strehl Ratio. It has also been noted from our limited obser-
vations that increase in zone number with constant phase steps or vice versa does
not have any major effect on the Pareto front.

4 Experimental Validation

The experimental arrangement is shown in Fig. 3. A series of simulated phase
filters superposed on a lens function are displayed on the computer screen and so
also on the SLM screen. Vertically polarized light is required for the SLM to work
as a pure phase modulator. Some numerical intensity distribution and the corre-
sponding experimentally captured intensity patterns for 2 and 3 zone filters are
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shown in Fig. 4. Also the theoretically obtained and experimentally generated
Pareto fronts for 2 and 3 zone filters are shown in Fig. 5.

Fig. 2 Pareto front for a 2
zone filter at different lower
cut off values of Strehl Ratio
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A: Laser; B: 
Neutral density 
filter; C: Beam 
expander; D1,
D2: Polarizer; E: 
SLM;F: Cube 
beam splitter; G: 
Camera; COM1,
COM2: 
Computer 
consoles

Fig. 3 Experimental arrangement

Fig. 4 Theoretically obtained and experimentally observed intensity distribution for 2 zone
(a–b) and 3 zone filter (c–d) respectively
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5 Concluding Remarks

This report presents the Pareto optimal relationship between the width of the central
lobe and the peak intensity in the side lobe of the transverse PSF in an optical
imaging system. Optimal phase filters are generated based on PSO and subse-
quently realized on a reflective LCoS SLM for experimental validation of theo-
retical results.
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Fig. 5 Theoretically obtained and experimentally observed Pareto front for 2 zone (a–b) and 3
zone filter (c–d) respectively
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Can Photons Affect the Elastic Constants
in Heavily Doped Nano Wires?

R. Paul, S. Ghatak, S. Das, M. Mitra, T. Datta and K.P. Ghatak

Abstract Effect of strong photo excitation on the elastic constant (EC) in extre-
mely degenerate Nano-Wires (NW) forming Gaussian band tails has been inves-
tigated by deriving a fundamental carrier statistics formula using NWs of Heavily
Doped (HD) n-InSb, n-InAs, Hg1−xCdxTe and In1−xGaxAsyP1−y y lattice matched to
InP as examples. We observe that DC44 becomes invariant of the film thickness
under the condition of relatively low values of the quantum thickness, indicating a
very sharp fall at a particular value of the nano thickness manifesting the quantum
size effect, in EC. The EC increases with decreasing light intensity, wavelength and
alloy composition where the rate of change depends on the values of the band
constants respectively. The EC can be experimentally determined by using the
corresponding the experimental values of the thermo electric power.
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Since the inception of solid state physics, the importance of band structure in
determining the physical properties of different materials under various physical
conditions is well known. In this paper we wish to study the influence of energetic
photon on the EC in extremely degenerate NW on the basis of the Hamiltonian and
perturbation theory together with the heavy mathematical techniques of Quantum
Mechanics in this context. With the advent of technologically important nano
materials, the EC has been investigated under different conditions of reduced
dimensions in the literature by the group of Ghatak et al. [1–12] and few others
[13, 14]. In what follows, we study the EC under strong photon field in heavily
doped nano wires taking the examples as stated in the abstract.

The electron energy (E) versus electron wave vector relation in Quantum Wires
(QW) of heavily doped III–V and optoelectronics materials in the presence of
energetic photons assumes the

ð�hNz=LzÞ2 þð�hNy=LyÞ2 þð�hkxÞ2 ¼ ½Mef1=5� ð1Þ

where the notations mean as usual and f1 is a complex function of electron energy,
scattering potential and incident photon wavelength. From (1) the corresponding
density of states per sub band can be expressed as

f2 ¼ gvMc

5p�h
f 01½
Mcf1
5

� f�hNz=LzÞ2 þð�hNy=LyÞ2g��1=2 ð2Þ

The linear electron density under the condition of extreme carrier degeneracy
assumes the form

N1D ¼ 2gv
p�h

Real part of
Xnymax

ny¼1

Xnzmax

nz¼1

½Mcf1
5

� f�hNz=LzÞ2 þð�hNy=LyÞ2g�1=2
����
E¼EFll

ð3Þ

where EFll is the Fermi energy under the present constrained conditions.
The EC can be expressed as

DC44 ¼ �G2
0

9
Real part of ½ @N1D

@ðEFll � ESub�bandÞ� ð4Þ

Suggested relationship for experimentally determining DC44 from experimental
values of corresponding Thermoelectric power (G)

DC44 ¼ �N1D G0ð Þ2 ej jG
3p2k2BTð Þ

" #
ð5Þ

Therefore, by using (5) we can investigate DC44.
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It appears from Fig. 1 that in HD Nano Wires the DC44 becomes invariant of the
film thickness for the small value of film thickness, exhibits sharp fall at a particular
value of thickness manifesting the quantum size effects in DC44 in Nano Wires and
again increases rapidly with increasing thickness. Figure 2 shows the spiky oscil-
latory variation of DC44 with the electron statistics per unit length. The oscillatory
variation occurs when the Fermi energy for the present system touches the edge of
the sub-band energy. Figure 3 shows that the light intensity attenuates the DC44

which decreases as intensity increases although the amount of attenuation is dif-
ferent for different materials. Figure 4 shows that the influence of wave length on
the DC44 decreases as with the increment of wave length of the external photo
excitation for the whole range of wave lengths. Finally, from Fig. 5 we observed
that with the decrement of alloy composition, the DC44 enhances.

Fig. 1 The influence of quantum size effect on DC44 in the presence of intense photo excitation
for all the highly degenerate Nano Wires as stated in the abstract
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Fig. 2 The dependence of DC44 on carrier degeneracy in the presence of intense photo excitation
for all the highly degenerate Nano Wires as stated in the abstract

Fig. 3 The dependence of DC44 on intensity of photo excitation for all the highly degenerate
Nano Wires as stated in the abstract
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Fig. 4 The dependence of DC44 on wavelength of photo excitation for all the highly degenerate
Nano Wires as stated in the abstract

Fig. 5 The dependence of DC44 on wavelength of photo excitation for all the highly degenerate
Nano Wires as stated in the abstract
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Noble Metal Doped Optical Fiber
for Specialty Light Source

Rik Chattopadhyay, Arindam Haldar, Mukul C. Paul
and Shyamal K. Bhadra

Abstract We report noble metal doped optical fiber which is suitable for laser and
helps enhancing fluorescence when it is doped with active elements. Silver
nano-clusters (average diameter 1.5 nm) in the core of a standard step index fiber
are doped using standard fiber fabrication method. These fibers show broad visible
fluorescence in the wavelength range 420–700 nm under 405 nm excitation. This
appears to occur due to long interaction length of pump light with the metal
nano-clusters and quantum confinement effect. We observe enhanced fluorescence
from rare earth ions (i.e. Tm3+ and Yb3+) in presence of silver nano-clusters when
the optimized length of the fiber is pumped by using 980 nm fiber-pig-tailed laser
diode. The experimental results are explained with the help of analytical and
quantum mechanical models. These fibers would be helpful to make efficient optical
fiber based light sources mostly in the visible range.

1 Introduction

Conventional fiber based light source is made with the help of rare earth
(RE) doped optical fiber where the core glass is doped with RE ions such as Tm3+,
Yb3+, Er3+ etc. with limited fluorescence emission efficiency. The absorption and
emission cross-sections of the RE ions in silica glass are insufficient to produce
large optical emission band with available commercial pumping sources. Since
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noble metal-nano-clusters (MNCs) have interesting optical properties when they are
doped in dielectric materials, we tried to dope some noble metals, especially Silver
(Ag) nanoclusters (NCs) in the fiber core to fabricate a new family of fluorescent
fiber which are capable of producing fluorescence emission without RE ions. On the
other hand the characteristics fluorescence emission of RE doped fiber is enhanced
in presence of MNCs. The main challenge in synthesis of MNCs in dielectric host is
to maintain the desired structural stability. Without any scaffold the clusters tend to
aggregate to larger particle, which is an irreversible process as it happens in fluid. It
would be an added advantage if these Ag-NCs are synthesized in the core glass of
an optical fiber to get niche properties. The immobility of the clusters will prevent
aggregation of the NCs. Furthermore enhanced fluorescent output could be possible
in the visible regime due to the long interaction length of propagating optical field
with MNCs in fiber core. In order to understand the intricacies of the process we
resort to some standard theoretical and numerical models that explain the experi-
mental results quite satisfactorily.

2 Fluorescence from Ag NCs

The optical properties of MNCs differ considerably from those of the bulk metals
due to confinement of conduction electrons [1]. The optical properties of particles
with diameter (>10 nm) can be explained using classical Mie theory [2] or some
finite element methods [3]. As the particle size reduces, the number of surface
atoms increases dramatically, implying a change of the physical environment of the
NCs [4]. In addition, systems with countable number of atoms, electrons are con-
fined and the electronic densities of states become discrete, which bring discrete
features to the dielectric spectra, namely, the quantum size effect. Both effects drive
the dielectric characteristics of NCs to deviate from the bulk. The classical Drude
model incorporates the surface effect on the conduction electrons. In case of MNCs
we also have to consider the effect of bound electrons. The Lorentz model is widely
used for this purpose. According to this model the dielectric function is given by:

eðxÞ ¼ 1þ x2
p

x2
0 � x2 � icx

ð1Þ

where xp is the plasmon resonance frequency, x0 is the Lorentz frequency, c is the
damping factor and x is the frequency of incident light. In general the Lorentz
parameters are constant for bulk metals but in case of MNCs the Density Functional
Theory (DFT) shows that there exists certain frequency below which the intraband
transition of electrons takes place and the property of the MNC can be approxi-
mated by the Lorentz model [5]. Hence the Lorentz parameters became a function
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of the NC radius and the imaginary part of the dielectric function can be written as
He and Zeng [5]:

eImagðxrÞ ¼
x2

p 1� eða1rÞ
2

h i2
cþ a3

�hr

� �
1� eðr

3=b32Þ
h i

x

1
�h2

1
a2 þ b1r

� �2
�x2

� �2
þ cþ a3

r

� �
1� eðr3=b

3
2Þ

� �
x

h i2 ð2Þ

The parameters a’s and b’s are given in Table 1. We have used �hxp;bulk ¼
7:24 eV and �hcbulk ¼ 0:0685 eV [5].

After getting the imaginary part we can readily derive the real part of the
permittivity using the Kramer-Kronig relation given by:

eReal xrð Þ ¼ 1þ 2
p
P
Z1

0

eImag r; �xð Þ�x
�x2 � �x2 d �x ð3Þ

where ‘P’ denotes principal value integral. Using (2) and (3) we can calculate the
dielectric permittivity of MNCs. Figure 1 shows the dielectric permittivity of
MNCs with different radius in vacuum.

When these MNCs are doped in a dielectric material, the effective permittivity of
the composite material can be estimated by using Maxwell Garnett effective
medium theory owing to the approximation that the MNCs are not connected to
each other. In this case the effective permittivity is given by Koledintseva et al. [6]:

Table 1 Parameters used in (2)

Parameters a1 a2 a3 b1 b2
Values 1.95 nm−1 0.18 eV−1 0.192 nm eV 0.198 nm−1 eV−1 0.62 nm

Fig. 1 Variation of dielectric permittivity (real and imaginary) with particle radius

Noble Metal Doped Optical Fiber for Specialty Light Source 97



eeff ¼ ehost þ
Pn

i¼1 fi ei;metal � ehost
� � 3ehost

ei;metal þ 3ehost

1�Pn
i¼1 fi

ei;metal � ehost
ei;metal þ 2ehost

ð4Þ

where fi denotes volume fraction of i-th MNC in host. With the help of (2) and (3)
we can calculate the permittivity of each type of MNC. Then using (4) we deter-
mine the effective permittivity and absorption coefficient of the core glass of the
fabricated MNC doped fibers and verified them with the experimentally measured
absorption spectrum of different samples. The results are shown in Fig. 2. The
experimental and theoretical results are in good agreement. The finite size of the
MNCs makes the electronic energy bands discrete. Hence we may assume that
electrons will undergo band transition when excited by proper excitation energy.
Therefore such MNCs in glass matrix can show fluorescence if we excite the
composite glass sample with light with appropriate frequency. The electronic
structure of these few atom clusters can be explained with the help of spherical
jellium model. Though this model is proposed for alkali metals but it works

Fig. 2 Theoretical and experimental absorption spectra of fiber samples a AMNC-1, b AMNC-2,
c AMNC-3 and d AMNC-4
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satisfactorily in case of noble metals also, as they have single electron in the outer
most orbit. According to this model the electrons in a MNC is distributed in
different energy shells of a spherical harmonic potential well. Later Clemenger
showed that for clusters having atoms � 20 the potential is anharmonic and is given
by Diez et al. [7]:

H ¼ � p2

2m
þ mx2

0q
2

2
� UhxD l2 � n

nþ 3ð Þ
6

� 	
ð5Þ

where p and q are the momentum and position operators of the single-electron
respectively, l is the angular momentum, n is the shell number and U is the
anharmonic distortion parameter which depends on the size of the cluster. The
transition energy of the electrons can be written as Diez et al. [7]:

DE ¼ EFrs
R

1� U l2e � l2g �
nþ 2
3

� 	� �
ð6Þ

where le and lg represent the angular momentum of excited and ground states
respectively. The values taken for Ag are rs ¼ 3:02 atomic unit, EF ¼ 5:49 eV. It is
to be noted that there is no direct measurement technique of U. We choose the value
by comparing the theoretical results with experimental observation. The experi-
mentally measured emission spectrum and theoretically calculated transition
probability for different emission lines of Ag NCs in our fabricated sample shows
good agreement. The results are given in [8]. We observed that all calculated
emission lines fall within the measured fluorescence band. This confirms the
presence of Ag NCs in the fiber core glass and indicates that such fluorescence
occur due to electronic band transition. We excited our fiber samples with a 405 nm
pig-tailed laser diode of output power 50 mW.

3 Florescence Enhancement of RE by MNC

We have observed the fluorescence from Ag NCs doped optical fiber due to dis-
continuity in the energy bands. These discrete energy bands of the NCs serves
another purpose in fluorescence light emission. We observed that when such
clusters are codoped with conventional RE ions in the fiber core, the fluorescence
emission from the RE increases in presence of MNCs. For large size MNPs such
phenomena were observed and attributed as metal enhanced fluorescence
(MEF) [9]. MEF explains the enhancement in fluorescence radiation with the help
of radiative decay engineering. This theory states that larger MNPs produces
localized electromagnetic (EM) field as they act as an dipole antenna. We calculated
the local field enhancement factor for the Ag NCs present in our fabricated fiber
samples. Since we codoped Ag NCs with Yb3+ and Tm3+ and excited the system
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with 975 nm laser diode to get resonant energy transfer (ET) between Yb3+ and
Tm3+, so we have to calculate the local field at 975 nm.

The calculated value comes out close to 1 indicating that MEF should not take
place for such small NCs. It may happen that the MNCs may alter the ET process
between Yb3+ and Tm3+. So we measured the fluorescence energy at each emission
line of the RE present in the system. The log-log plot of Yb3+ emission energy with
that of Tm3+ is linear and the slope of the graphs represents number of photons
involved in the ET process. We generated the graphs for our fabricated samples and
found out that MNCs does not affect the ET process. Yet we observed an
enhancement in the fluorescence of all the RE present in the system due to MNC,
which is unconventional because in resonance ET process emission from one RE
ion increases at the expense of other. Simultaneous enhancement was not observed.
The fluorescence lifetime of the RE decreases in the presence of MNC. This
property appears to be unusual. The results are shown in Fig. 3 [10]. Since MEF is
inadequate to explain this enhancement mechanism therefore we apprehend the
radiation coupling between MNC and RE is different. In next step we try to explain
the presence of both MNCs and fluorophores together as a coupled system
accordingly we have evaluated the dynamics of the coupled system from a quantum
mechanical point of view. Subsequent studies show that this typical nature where
MNCs act as an oscillating dipole in IR region is misleading. The MNC might be
visualized as a single dipole if the electrons present in the system execute coherent
oscillation. That may not be valid for such ultra-small metal particles.

We have already seen that the energy band of the electrons in MNC becomes
discrete. These clusters behave as insulating cluster as the Kubo gap which is

Fig. 3 Emission spectra of AMNCTY fibers a 350–850 nm and b 900–1100 nm. AMNCTY-1
sample does not contain Ag NCs [10] c the schematic of interaction between MNC and rare earth ion
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greater than kBT [11]. In the present case the electrons in MNC have closely spaced
density of states (Kubo states) [11] with energy gap d ¼ 4EF=3N, where EF is the
Fermi energy and N is the number of valence electron of the MNC. The most
probable cluster radius (*0.65 nm) as obtained from TEM analysis has
d *0.13 eV. The pump wavelength (975 nm) provides energy greater than this but
less than that required for radiative transition [12]. Hence radiative transition of
electrons is not possible. But electron can non-radiatively decay among various
energy bands available in the valence band. So we may consider the MNC to be
acting as a reservoir of many electronic oscillators having random frequencies and
damping constant. From quantum mechanical point of view the rare earth ion can
be visualized as a simple harmonic oscillator (SHO). The average damping time of
electrons in Ag NCs is *16.6 fs [3] on the other hand the radiative decay time of
Yb3+ form 2F5/2 state is *924 ls. Therefore in the interaction picture of MNC and
Yb3+/Tm3+ we may consider that the rare earth stays in its corresponding excited
state while interacting with the MNC. So in our model we assumed that the simple
harmonic oscillator does not lose photon while the reservoir loses photon at some
rate, c. The schematic of the interaction picture is given in Fig. 3c.

The interaction of the system can be represented by a system Hamiltonian, where
we consider the interaction is instantaneous and takes place at a resonant frequency.
In our case the frequency corresponds to the pump signal at 975 nm. The evolution
of the system is then represented by density matrix and the solution indicates that
both the RE oscillation and the electron oscillation in MNC will decay at rate
slower than the rate at which oscillation in the reservoir dies. Since MNCs act as
reservoir and the oscillation in MNCs dies at within few fs, hence the RE oscillation
will die faster than in the absence of MNC. This explains the lifetime decrease in
presence of MNC.

This model explains the reduction in fluorescence lifetime of the Yb3+ and Tm3+

in presence of Ag NCs. Still, we observe enhanced fluorescence. This can be
explained from the ground state absorbance of the AMNCTY samples. We
observed that the absorption cross-section of all the rare earth increases in presence
of Ag NCs. This enhanced absorption cross-section can be explained from this
coupled model. Here we consider the MNC as a receiver and the rare earth ion acts
as an antenna. The incident light is now strongly scattered by the rare earth ion and
leads to an enhanced intensity in the position of Ag NC. Therefore larger dissi-
pation of energy in MNC occurs. This does not lead to quantum quenching because
the change in radiative and non-radiative decay rate of the molecule is very small as
the distance between Ag NC and RE element is greater than the size of NCs [13].
This leads to enhanced absorption of the Yb3+ in presence of Ag NCs under
coherent excitation and we observed enhanced fluorescence. Therefore we observed
simultaneous fluorescence enhancement of Tm3+ and Yb3+ when Ag NCs are
present in the system.
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4 Fabrication and Material Analysis of Fabricated Core
Glass of Ag-NCs and Ag-NCs Along with RE Doped
Optical Fibers

Ag-NCs as well as Ag-NCs along with Tm3+ and Yb3+ doped alumino-silica glass
optical preforms were fabricated using modified chemical vapour deposition pro-
cess along with solution doping technique (MCVD-SD) [8, 10]. Different solutions
were used having different concentration of the AgNO3, Tm(NO3)3 and Yb(NO3)3
maintaining a constant concentration of Al(NO3)3 to create varying dopant con-
centration in the fabricated fibers. The compositions of the different fabricated
preform core glasses are given in Table 2. Using these preforms, optical fibers of
125 µm diameter were fabricated using silica fiber draw tower at a drawing temp of
2050 °C. The MCVD set up and some fabricated Ag doped preform are shown in
Fig. 4a, b. The refractive index profiles (RIP) of fabricated preforms were measured
by optical perform analyser (PK 2600). From the RIPs, the numerical apertures of
the fibers were calculated for 630 nm wavelength (Table 2).

To confirm the presence of Ag in the fiber core we have performed energy
dispersive X-ray spectroscopy (EDS) of the fiber sample along its cross-sectional
diameter. The result for AMNC-1 sample is shown in Fig. 4c. It reveals the pres-
ence of metallic Ag in the core glass. The core glass microstructures were analyzed
by the transmission electron microscope (TEM), using thin film sampling technique
(Fig. 5a–c). The images clearly show the presence of nano-particles into the core
glass. The spot EDX analysis was also performed to get the structural information
of the particles into the core glass (Fig. 5d). The electron diffraction (ED) was also
performed to investigate the nature of the dopants into the core i.e. either amor-
phous or crystalline (Fig. 5d).

The XPS analysis was also performed using the same thin film sample to identify
the exact oxidation state of Ag into the core glass (Fig. 5e). The peaks appeared in
the XPS spectra confirms that the clusters present in the fiber are pure metallic
clusters. These analyses show that Metallic Ag NCs are present in the core glass of

Table 2 Composition details of synthesis fibers

Sample id Solution used NA

AMNC-1 1.5(M) AgNO3 − 1.0(M) Al(NO3)3 0.19

AMNC-2 1.75(M) AgNO3 − 1.0(M) Al(NO3)3 0.15

AMNC-3 1.5(M) AgNO3 − 1.0(M) Al(NO3)3 0.16

AMNC-4 1.0(M) AgNO3 − 1.0(M) Al(NO3)3 0.17

AMNCTY-1 0.02(M) Tm(NO3)3 − 0.03(M) Yb(NO3)3 − 1.0(M)
Al(NO3)3 − 0.0(M) AgNO3

0.13

AMNCTY-2 0.02(M) Tm(NO3)3 − 0.03(M) Yb(NO3)3 − 1.0(M)
Al(NO3)3 − 1.75(M) AgNO3

0.15

AMNCTY-3 0.02(M) Tm(NO3)3 − 0.03(M) Yb(NO3)3 − 1.0(M)
Al(NO3)3 − 1.5(M) AgNO3

0.17
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Fig. 4 a Sintering process during AMNC-2 preform fabrication showing yellow coloration at the
tube wall and b Ag-NCs doped optical preforms. c EDS of AMNC-1 fiber along cross-sectional
diameter

Fig. 5 a HR-TEM image of a large Ag particle obtained in one of the fabricated fiber sample
b electron diffraction pattern along with crystallographic planes taken on the Ag particles of (a),
c TEM image of Ag MNC doped fiber core glass, and d spot EDX spectra taken on the Ag
particles at the core of Ag doped fiber [8], e XPS spectra of Ag particle of Ag MNC doped fiber,
show two peaks at 374.8 and 368.8 eV for spin-orbit split peaks of Ag 3d3/2 and 3d5/2 representing
the ‘zero’ oxidation state of Ag
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our fabricated fibers. The electron diffraction analysis also helps us to generate an
idea about the structural geometry which is needed while calculating shell number
in jellium model. The TEM analysis helps us to create the NCs size distribution data
in the fabricated samples. These information is vital for implementation of (4).
Using these characterization technique along with our theoretical model we explain
the unique fluorescence of the Ag NC doped fiber samples. The results are in good
agreement indicating that their uniqueness originates from the MNCs.

5 Conclusions

In conclusion we claim that Ag MNC doped optical fiber possesses unique
fluorescence property. When excited by adequate energy the MNC itself shows
fluorescence. On the other hand if these fibers are codoped with RE ions and
suitably pumped they show enhanced fluorescence of the RE ions without altering
the ET process between the RE ions. These fibers can form a new family of fibers
based low threshold light sources.
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Digital Holography for Recognition
and Security of 3D Objects

Dhirendra Kumar and Naveen K. Nishchal

Abstract Three-dimensional (3D) object recognition has been achieved by com-
paring either holograms or the reconstructed images from respective holograms
using conventional and nonlinear joint fractional transform correlators. For 3D
information security, an encrypted image has been used as digital watermark. The
encryption scheme is based on polarized light encoding and the photon counting
technique. Multiple images may also be used as watermark. A multiple image
encryption system has been proposed which is based on phase mask multiplexing
and photon counting imaging.

1 Introduction

Digital holographic technique is used to record optical wavefront digitally and
recreate the same wavefront optically or by numerical algorithms [1, 2]. The 3D
object identification is an important area where digital holography is efficiently used
[3–8]. Targets in 3D space cannot be identified by two-dimensional (2D) correlators
because 2D correlators can’t determine longitudinal distances accurately [8].
However, 2D correlators have been used to identify 3D objects using different
perspectives of the object [8]. Many researchers have used joint fractional correlator
(JFRTC) for 3D correlation [9–13]. The correlator’s performance is improved by
introducing nonlinearity in the joint power spectrum [11–13].

A fractional Fourier transform (FRT)-based scheme for 3D object recognition
has been discussed [12, 13]. DH of different 3D objects are recorded numerically
and reconstructed corresponding 3D images are compared with the reference object
using JFRTC and nonlinear JFRTC [12]. These schemes are also verified by
experimentally recorded digital hologram (DH). 3D correlation is also performed by
comparing the holograms directly, since the holograms contain the complete
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information of the 3D object. A comparative study of the conventional and non-
linear JFRTC for 3D recognition has been performed using both the methods of
recognition of real 3D objects [13]. Various performance measure parameters have
been computed to compare the strength of the proposed correlation schemes.

DHs may be used to store important data which needs to be secured. Hologram
watermarking is an important technique to secure and prevent unauthorized copying
of data [14]. In this technique, an image or a data is embedded in the digital media
in a way which prohibits the image or a data from being accessed by unwarranted
users and lets the image/data be read when needed. In many cases, encrypted
images are used as watermark which offers additional level of security.

Over the years, researchers have developed various encryption schemes
including double random phase encoding, phase truncation-based cryptosystem,
interference-based image encryption, and multiple image encryption [14–21]. To
add to the security of the encrypted image, photon counting imaging (PCI) tech-
nique has been clubbed with different encryption schemes [22–24]. An image
encryption scheme has been discussed which is based on PCI technique and phase
mask multiplexing for multiple image authentications [24]. The authentication
scheme has also been used for securing 3D information contained in optically
captured DH.

Another optical image security system utilizing the concept of polarized light
encoding [25–30] and PCI technique has been briefly explained [30]. An input
image is encoded using Stokes-Mueller formalism. The PCI technique is used to
further encrypt the already encoded image. Attack analysis has also been carried out
to check the robustness of the encryption scheme. The proposed encryption system
has been used for 3D information security through hologram watermarking
technique [31].

2 Three-Dimensional Correlation

2.1 3D Recognition with Digital Fresnel Hologram

The 3D correlation with the help of DH is realized because DH records different
perspectives of a 3D object in different portions of a DH [4, 10]. The matching
between the target 3D and given reference objects is performed by calculating
correlation coefficient which is given by (1).

Cðx; yÞ ¼ =�1 =l Htarðx; y; d; a; bÞf g =l Hrefðx; y; d; a0; b0Þf gf g�� � ð1Þ

=l and =�1 denote fractional Fourier transform with order l and inverse Fourier
transform, respectively. Htarðx; y; d; a; bÞ and Hrefðx; y; d; a0; b0Þ, represent one
perspective of the target and reference objects, respectively. Hðx; y; d; a; bÞ denotes
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a region of the hologram which is used for recreating an angular view ða; bÞ of the
3D object and d represents the reconstruction distance.

2.2 Joint Fractional Fourier Transform Correlators

The conventional correlation scheme used for 3D correlation gives by Tripathi et al.
[11],

Cðx; yÞ ¼ =�1 =l gðx; yÞf g � =l grðx; yÞf g½ ��½ � ð2Þ

Here, g(x, y) and gr(x, y) represent images of target and reference objects.
Nonconventional nonlinear JFRTC is an extension of JFRTC in which joint frac-
tional power spectrum is nonlinearly transformed using power-law transformation
[11]. A high correlation coefficient means that the reference image is similar to the
input target image. n is nonlinearity factor and is one for JFRTC. Mathematically,
nonlinear JFRTC is represented as,

Cðx; yÞ ¼ =�1 =l gðx; yÞf g � =l grðx; yÞf g½ ��j jn� expfi arg½=l gðx; yÞf g� � arg½=l grðx; yÞf g�g� �
:

ð3Þ

3 Hologram Watermarking

The DH is secured by embedding an encrypted image into a host image. The
encrypted image is used as a watermark and recorded DH is considered as a host
image. The process of hologram watermarking is defined as Rajput et al. [24],

Iwðn; gÞ ¼ Iðn; gÞþ aEpðn; gÞ ð4Þ

where, a is an arbitrary constant. The original as well as watermarked hologram
reconstruct the same 3D object. The original watermark, which is known only to the
actual owner, is retrieved from the watermarked DH using (5).

Epðn; gÞ ¼ Iwðn; gÞ � Iðn; gÞ
a

ð5Þ

Now, the decrypted retrieved watermark is verified using nonlinear JFRTC. The
authenticity of the original hologram is verified using the correlation peaks obtained
using the correlator.
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3.1 Multiple Image Encryption Using Photon Counting
Imaging and Phase Mask Multiplexing

A novel multiple image encryption technique has been proposed which utilizes
modified GS algorithm for phase-retrieval and phase mask multiplexing technique
[24]. The multiple images are converted into their corresponding phase-only images
(POIs) with the help of the GS algorithm and then a single phase mask is syn-
thesized by multiplexing these POIs. The individual keys are generated for suc-
cessful retrieval of original images from the single phase mask. Further, FRT
operation is performed on the single phase mask and then it is multiplied with a
random phase mask to obtain complex valued function. To further strengthen the
security of the encryption scheme, PCI technique is used. The output image
obtained from PCI technique has sparse representation because it has limited
number of photons as compared to the number of incident photons. Authenticity of
the multiple images are checked by decrypting the encrypted image at first with
proper decryption process and then the photon limited decrypted and original
images are compared by calculating the correlation coefficient using nonlinear
JFRTC.

3.2 Encryption Scheme Based on Polarized Light Encoding
and Photon Counting Imaging

The encryption scheme uses polarized light encoding with the help of
Stokes-Mueller formalism and then PCI technique has been applied to further
encrypt the image [30]. Two different waves have been used to illuminate the image
which is to be encrypted and an intensity image which acts as encryption key. The
two light waves are combined to obtain a multiplexed stokes vector. The obtained
multiplexed stokes vector, is further encoded by the pixilated polarizer with ran-
domly distributed angles whose values lie between –p and +p. The PCI technique
has been utilized to further encrypt the polarized light encoded image. For the
purpose of authentication verification, we used nonlinear optical correlator. The
correlation between original input image and photon limited decrypted image can
be obtained.

4 Results and Discussions

4.1 3D Object Recognition

Recognition of 3D object is demonstrated numerically as well as experimentally.
Figure 1a shows the target image and Fig. 1b shows the experimentally recorded
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DH. A rectangular prism, as shown in Fig. 1c, has been compared with the
reconstructed pyramid image, shown in Fig. 1d. The JFRTC and nonlinear JFRTC
have been used to obtain autocorrelation peaks between pyramid and the recon-
structed pyramid. The cross-correlation between a rectangular prism and the
reconstructed image of the pyramid is also obtained using JFRTC and nonlinear
JFRTC. On comparing the correlation results, it is observed that nonlinear JFRTC
discriminates between dissimilar objects better.

4.2 3D Correlation: A Comparative Study

The optical setup for recording DH of a real 3D object has been shown in Fig. 2.
A He–Ne laser (make: Research Electro-Optics, USA) having 35 mW power and
632.8 nm wavelength has been used as a source of coherent light. Figure 3b, d
show the recorded reference and target DHs, respectively. The numerically
reconstructed 3D images have been shown in Fig. 3c, e. The two DHs and the two
reconstructed 3D images have been compared with the help of JFRTC and non-
linear JFRTC. Performance measure parameters for the two correlation outputs
have also been calculated to compare the conventional and nonlinear JFRTCs.

4.3 Hologram Watermarking

4.3.1 Phase Multiplexed Photon Limited Encrypted Image

Four different images each with size 256 � 256 pixels have been used for this
study. The four gray-scale images have been shown in Fig. 3a–d. The multiplexed
encrypted image, shown in Fig. 3e is obtained as a result of multiplexing of POIs
obtained with the help of modified GS algorithm. The photon limited encrypted
image has been shown in Fig. 3f. It is sparsely represented, therefore is indistin-
guishable. The auto-correlation peaks are obtained when the photon limited
decrypted images obtained after using all correct keys, are compared with the

Fig. 1 a Pyramid, as the target object, b simulated DH for the pyramid, c rectangular prism, and
d reconstructed pyramid [12]
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corresponding original. Experimentally recorded DH is watermarked with the
sparsely represented encrypted image using PCI technique containing the infor-
mation of multiple images in the photon limited domain. The watermarked holo-
gram has the information of multiple images. Reconstruction of original and
watermarked DHs gives same image of the real 3D object. Authenticity of the
retrieved watermark has also been checked by comparing the original and the
photon limited decrypted images.

SF

Laser

CCD

M
M

Object

M M

BS
BS

NDF L

(a)

(b)

(d)

(c)

(e)

Fig. 2 a Experimental arrangement for recording DHs of 3D real objects. M Mirror, BS Beam
Splitter, L Lens, SF Spatial Filter, and NDF Neutral Density Filter. b Reference hologram
c reconstructed reference object d target hologram, and e reconstructed target object [13, 24]

Fig. 3 Simulation results: gray images of a a Baboon, b Cameraman, c Flower pot, d Capsicum
e phase multiplexed encrypted image, and f encrypted image obtained with PCI technique [24]
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4.3.2 Polarization-Encoded Photon Limited Encrypted Image

In Fig. 4a, a gray-scale image of a Cameraman having size 256 � 256 pixels has
been used for encryption. Figure 4b, c, and d show the intensity image acting as
encryption key, the polarization encoded image, and the sparsely represented
encrypted image obtained on application of PCI technique, respectively. Figure 4e
shows the decrypted image in photon limited domain.

Attack analysis has also been carried out to the verify robustness of the proposed
encryption system. The photon limited encrypted image has been used for water-
mark. Reconstructed images from the original and the watermarked holograms are
same, however the authenticity of the holograms can be checked with the help of
retrieved watermark.

5 Conclusions

A comparative study of conventional JFRTC and nonlinear JFRTC has been done
for real 3D object recognition. The study has been carried out by recording DHs
numerically as well as experimentally. It is concluded from the study that the two
slightly different 3D objects can be discriminate with nonlinear JFRTC better as
compared to the conventional JFRTC. Security of the DHs is ensured by hologram
watermarking with encrypted images. The encrypted images are obtained by
multiple image phase multiplexing and PCI technique. Another encrypted image
used for hologram watermarking is obtained by polarized light encoding and PCI
technique.
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Fig. 4 Simulation results: a Cameraman, b intensity image, used as key, c polarized light encoded
image, and d photon limited encrypted image, and e photon limited decrypted image [30]
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Recent Advances in Fiber Loop Ringdown
Sensors

Tarun Kumar Gangopadhyay and Jijo V. Ittiarah

Abstract A review of recent trends in fiber loop ringdown spectroscopy (FLRDS)
is presented. Various aspects of the chemical and physical sensing are discussed in
detail. The comparison of time domain and frequency domain sensing is discussed.
The pulsed laser source is used for time domain FLRDS and a sine modulated laser
source is used for frequency domain method. In this chapter, sensing is demon-
strated with the help of intensity modulated continuous laser in a fiber loop instead
of a pulsed laser. Some experimental results are also presented from ringdown
sensors.

1 Introduction

Cavity ringdown spectroscopy (CRDS) is a well-known method for gas sensing
from the 1980s [1]. It is a highly sensitive technique to measure the mole fraction of
gases in parts per trillions. This method utilises spectroscopic measurement where
the wavelength absorption of gases, in turn, used to identify or quantify the
molecules. The mirror cavity of CRDS creates multiple reflections of laser light
through the gas molecules. The light exponentially decays after several reflections
inside the cavity. The time required for the intensity decay depends on the
absorption coefficient of gas molecules. Optical decay constant is the main
parameter for sensing using this spectroscopic method. Finally, this decay time
measurement helps in absorption based sensing of the chemicals and gases. Stewart
et al. [2] suggested a new type of optical cavity made of optical fiber in 2001.
Lehmann and Loock groups [3] further improved this idea by new versions of fiber
loops in 2003. Thus, an alteration from traditional CRDS to the simplified and
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convenient system using optical fiber is established. Fiber loop ringdown spec-
troscopy (FLRDS) is one of the generic methods for sensing chemical and physical
parameters. In FLRDS, the bulk mirror cavity of CRDS is replaced with fiber loop
cavity. The size of the sensing system reduced. The difficulty for alignment of
mirrors is solved. Chemical composition can be identified using evanescent field
sensors incorporated within the fiber loop [4]. Currently, the fiber loop scheme is
also used for sensing of various physical parameters based on the sensor head
configuration.

2 Theory

Fiber Loop ringdown spectroscopy is a quantitative measurement based on calcu-
lating the light attenuation of a high-finesse cavity. It is done by estimating the
lifetime of light trapped inside the cavity. This lifetime is connected with scattering
or absorption of the light in sensing medium. This measurement is independent of
fluctuation in input light. The fiber loop ring down systems are broadly classified
into time domain and frequency domain measurement schemes.

2.1 Time Domain Fiber Loop Ring-Down Spectroscopy

In time domain FLRD, after coupling of a laser pulse into a fiber loop, the intensity
change of light can be modelled by [5],

@I
@t

¼ � ITc0
nL

ð1Þ

where I indicates the light intensity, t is the time interval, c0 is the speed of light in
vacuum, n is the effective refractive index (RI) of the fiber cavity, L is the fiber loop
length, and T is the total cavity losses which include fiber transmission loss,
component insertion losses and so on. The intensity at a particular time can be
derived as

I = I0e
�c0
nL Tt ð2Þ

which implies FLRDS measures the light intensity decay rate instead of the
absolute intensity change. This equation denotes an exponential decay behaviour of
the light. The time required at which the intensity (I) decays to 1/e times of the
initial intensity (I0) in the absence of measurand is given by,
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s0 ¼ nL
c0T

ð3Þ

where, s0 is called ringdown time, which is the measurement parameter used in
FLRDS system. For a given FLRDS, T is a constant, and is determined by the
physical parameters such as the fiber transmission loss, coupler insertion loss, RI,
and fiber length. The low losses inside the cavity give high ringdown time. When a
sensing action occurs within the fiber loop, an additional optical loss T1 will be
introduced which results in a change in the ring-down time, s0 to s. And s is given
by [5].

s ¼ nL
c0ðT + T1Þ ð4Þ

From (3) and (4),

T1 ¼ nL
c0

1
s
� 1
s0

� �
ð5Þ

This equation provides the parameters of the quantity to be measured from the
additional optical loss, T1. A reference lookup table can be created based on this
measurement for chemical or physical sensing. A schematic diagram of the standard
time domain FLRD sensing scheme is shown in Fig. 1. In this figure, the simulation
result of light intensity decay from a typical time resolved FLRDS system is
presented.

Each of the separated spikes shows the intensity of the light coming out of the
loop after each successive round trip. The time between two adjacent spikes is the
round-trip time of the light inside the loop. The envelope follows a single expo-
nential decay. A slower decay rate (longer ringdown time) means lower optical
losses of the light in the loop, and vice versa.

Fig. 1 Typical time-resolved FLRDS sensing scheme. a Schematic diagram, b plot of exponential
decaying signals
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2.2 Frequency Domain Fiber Loop Ring-Down
Spectroscopy

Time-resolved FLRDS may not be a suitable method when the parameter is mea-
sured at high sampling rate. The measurement speed depends on the lifetime of
light inside the cavity and pulse repetition rate which cannot be more than the life
time. An alternative of time domain ringdown time is the frequency equivalent of
decay constant. This frequency domain calculation method is named as Phase-Shift
Fiber loop Ring-Down Spectroscopy (PS-FLRDS). A sinusoidally modulated light
signal undergoes a phase shift that when traversing the cavity due to several
parameters. Measurement can be done for this phase shift and was first used in 1980
by Herbelin et al. [1] to study the optical cavities. For single-exponential decay, the
relationship between the ringdown time s, modulation frequency x and phase shift
Du is given by [5]

tan(DuÞ ¼ �xs ð6Þ

Du ¼ arctanð�xsÞ ð7Þ

T1 ¼ x n L
c0tan(u� u0Þ

� T ð8Þ

From the calculation of additional optical loss, T1, we can get the information of
quantity to be measured by creating a lookup table. A schematic diagram of the
standard PS-FLRDS sensing scheme is shown in Fig. 2. In this figure, the simu-
lation result of phase shifting at the output port of PS-FLRDS is depicted.

The phase-shift method is suitable for flow measurement system. The PS-FLRDS
is well-matched with very short cavity lifetime measurement. The high modulation
frequency of the laser is implemented for measuring short cavity decay time. 10–
100 MHz modulation frequency can be used for nanosecond range ringdown time
calculation. Several measurements are required for calculating multiple exponential
decays from PS-FLRDS, which is a major disadvantage of this system.

Fig. 2 Typical PS-FLRDS sensing scheme. a Schematic diagram, b phase shifting at the output
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3 Recent Chemical Sensing Work on FLRDS

In this review, the main focus is given for chemical sensing by using different
methods in last few years. The refractive index based evanescent field sensors are
the prominent sensors used for chemical sensing along with FLRDS. The absorp-
tion of the spectral frequency by the chemicals are also playing a major role in
identifying the chemical. The sensor head is the key component for introducing
optical losses in the fiber loop and to facilitate interaction of the chemical with the
light inside the cavity. Any intentional deformation in the optical fiber which
enables light-chemical interaction can act as the sensor head for FLRDS. In 2011,
Herath et al. [6] have proposed an idea about DNA and bacteria sensor based on
FLRD-EF sensing scheme which is shown in Fig. 3a. In the 120 m fiber loop a
partially etched single mode fiber of 24 cm is used as the sensor head. Three layers
of coating is applied to the sensing head. The first layer is Poly-L-Lysine (PLL), the
second is probe DNA and the third one is target DNA. It is demonstrated the
detection of one bacteria and three DNA based on bulk RI and a label-free detection
of DNA based on surface RI. The wavelength of diode laser is maintained at
1515.15 nm. The absorption of water and atmospheric constituents at the same
wavelength is minimum. The ringdown signal is detected by the photodetector, then
the pulse generator produces the pulses of duration equal to the ringdown time and
it is in the tens of microsecond range. These pulses are used to trigger the laser. The
laser produces spikes of width 20 ns for this pulse duration and the exponential
decay signal is observed at the output. The variation of the ringdown time of each
sample with respect to experimental time is shown in Fig. 3b.

In 2012, Wong et al. [7] demonstrated a RI sensor by integrating a photonic
crystal fiber (PCF) Mach–Zehnder interferometer (MZI) into a cavity ring-down
loop. The schematic diagram of the experimental setup and result are shown in
Fig. 4. The cavity ring down fiber loop mainly consists of large length of single
mode fiber, two 3 dB optical fiber couplers and an MZI based on PCF. A short

Fig. 3 a The schematic of the fiber loop ring-down evanescent field sensor for DNA measurement
[6]. b Demonstration of the FLRD-evanescent field sensor for the bulk index-based detections with
DNA concentration 30 µM (S1 single stand DNA sample 1, S2 single stand DNA sample 2, S3
double strand DNA sample 3)
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section of PCF (LMA-10) is connected in between two single-mode fibers
(SMF-28) and air holes at two splicing point is collapsed. Due to the coupling
between core and cladding modes in the collapsed region, MZI is formed which can
act as a sensor. In the effective RI from 1.3512 to 1.3600, a good linear response is
obtained with the laser wavelength set as 1531.2 nm. For a corresponding mini-
mum detectable effective RI of 7.8 � 10−5 RIU, the linear sensitivity of 11.7 µs−1

RIU−1 is obtained.
In 2012, Wang et al. [8] demonstrated a glucose sensor based on etched fiber

sensor head and fiber loop scheme. The sensor head is 22 cm in length. The sensor
head is an etched single mode fiber with immobilised glucose oxidase (GOD) on
sensor surface. A fiber loop of 120 m is excited by a laser pulse of 1515.25 nm with
a repetition rate of 100 Hz is used to obtain ring down time. The glucose solutions
and synthetic urines in different concentrations ranging from 50 mg=dl to 10 g=dl
are studied. The experimental result for glucose sensing is shown in Fig. 5a. The
results are reproducible and had a quick response of around 0.1 s. Detection sen-
sitivity is found to be 50 mg=dl.

In 2014, Zhang et al. [9] proposed a high-Q photonic Crystal Cavity based
FLRDS system. The sensor head is designed with a point defect in the linear

Fig. 4 a Schematic diagram of RI sensor using PCF based MZI ring down loop, b linear fit of
ringdown values for different external refractive index [7]

Fig. 5 a Response of an FLRD glucose sensor for urine samples with different glucose
concentrations [8], b ring down time measurement with differential wavelength FLRDS of 10%
ethyne mixed with nitrogen [10]
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waveguide enclosed with one pair of air holes as reflectors. It creates a nanocavity
between the reflectors. At a certain wavelength, this sensor head is extremely
sensitive to the medium inserted into the surface of the sensor. A theoretical sen-
sitivity of 20.34 ms/RIU is obtained for the RI range 1.33–1.40 with different
wavelengths. A Q-factor of 605 is observed for the resonant cavity. In the same
year, Zhao et al. [10] demonstrated a novel Ethyne sensor combined with active
FLRDS. A dual wavelength differential absorption method is used in this system.
A gas cell of 65 mm is used as sensor head which is made from a pair of colli-
mators. A 900 ns pulse at a 10 kHz is alternatively emitted by two laser diodes with
wavelengths 1530.37 and 1530 nm. This pulse is coupled to a fiber loop with delay
line 252 m. An Erbium doped amplifier and FBG filters are employed inside the
fiber loop to overcome extra losses by the cavity. Different concentration of Ethyne
gas samples by mixing with nitrogen gas were tested. The results are shown in
Fig. 5b. The ethyne gas concentration measurement shows a relative deviation less
than ±0.4% of 0.1% with high stability over 24 h.

In 2015, Wu et al. [11] demonstrated a simple tapered fiber based RI sensor
combined FLRDS. The tapered single mode fiber with a waist diameter of 28 µm
and a taper length of 728 µm is used as sensor head. A fiber loop of 3000 m with a
pair of couplers having splitting ratio 90:10 is used for making FLRDS. A laser pulse
of 4.5 µs with a period of 150 µs is coupled to FLRDS for measuring the refractive
index variation from 1.333 to 1.3737. The sensitivity of this simple system is up to
−388.581 µs/RIU and achieved an RI detection limit below 2.57 � 10−5.

4 Work at CGCRI

In this section, the fiber-loop sensor work done at our institute is explained in detail.
A prototype of phase-shift FLRDS is made with single mode fiber loop of 23.5 m
for chemical sensing. The schematic of the sensor is shown in Fig. 6.

In this PS-FLRDS system, the laser source of 1552 nm is selected for mea-
surement. The continuous wave laser is modulated with a sine wave of frequency
8.3 MHz using an intensity modulator. The insertion loss of modulator is com-
pensated by an Erbium doped fiber amplifier. A low splitting ratio coupler (99:1) is
used for introducing light into the cavity. An isolator is used inside the loop to
reduce the noise from back reflections. A side-polished fiber sensor is proposed for
chemical sensing [12], which measures refractive index or wavelength absorption
by the chemical. Another coupler is employed to couple out 1% of light from the
cavity for phase measurement. A photodiode (InGaAs) is used to measure the
sinusoidal signal from the cavity. The phase of modulated laser light from two
detectors are compared using a LabVIEW program. The loss inside the cavity is
responsible for a phase shift of the light at the output. This phase shift is used to
calculate ringdown time and ultimately to measure the additional loss generated by
the sensor head. The preliminary experimental results are given in Fig. 7. The phase
shifting of the modulated wave is taken as a reference which is observed as
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28.6857°. An additional loss of 15 dB is inserted into the cavity using an attenuator
for the system response study. A phase shift of 6.73° is observed for the loss
parameter. This preliminary result gives a good indication that the PS-FLRDS
system can be extended for chemical sensing based on evanescent field sensors.

5 Conclusion

A brief review on theoretical aspects of FLRDS system is done in this chapter. The
main scheme of FLRDS using time domain and frequency domains systems are
explained in detail. Some recent review on the fiber loop chemical sensor is
explained. Different sensor heads for chemical sensing are pointed out in the review.
The FLRDS setup proposed by the authors (at CGCRI) is also presented with

Fig. 6 Schematic diagram of PS-FLRDS with side-polished fiber sensor fabricated at CGCRI

Fig. 7 a The plot showing a phase shift of 28.6857° before the measurand, b the plot showing a
phase shift of 35.4157° after introducing a loss of 15 dB inside the fiber loop
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phase-shift result. FLRDS is a well promising method for chemical sensing due to
the simplicity and the accuracy of the method. Even though, some noise related
problem is present in the system, which can be corrected by different methods like
least mean square calculation and averaging samples. The main attraction of FLRDS
system is that available sensors based on intensity measurements are also compatible
with fiber loop systems. This combination avoids the major problem of intensity
related errors in such sensors. FLRDS system will surely come up with lots of
applications in the area of biomedical and chemical sensing applications.
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All-Optical Fiber-Cantilever
Beam-Deflection Magnetometer: Detection
of Low Magnetic Field and Magnetization
Measurement

Partha Roy Chaudhuri and Somarpita Pradhan

Abstract All-optical fiber-cantilever beam deflection configuration using an opti-
mized composition of cobalt doped nickel ferrite nanoparticles coated single-mode
optical fiber cantilevers is demonstrated. Initially, a fiber-double-slit interferometer
arrangement using coated fiber-cantilever-deflection is devised to detect the sur-
rounding magnetic field by precisely measuring the changes in interference
fringe-width. A theoretical platform is developed to model the fiber-cantilever
deflection which in turn predicts magnetization value of the probe sample. In order
to explore higher sensitivity, etched single-mode fiber cantilever is incorporated in
double-slit arrangement and a marked improvement is achieved. Next, we refined
the experiment by tracking the amplitude-modulation of propagating light through
fiber-to-fiber coupling cantilever deflection-transmission arrangement which
showed increased sensitivity further. In a series of experiments starting with single
cantilever transmission technique, we ended up with a model of cascaded can-
tilevers to sense very low order (*1 mT) magnetic field. Developed theoretical
model fairly predicts experimentally obtained results, in particular, the magneti-
zation of the probe sample. We demonstrate that the scheme is capable of repro-
ducing magnetization data obtained from high precision SQUID measurement.
Finally, Sagnac loop assisted cascaded cantilever configuration is realized experi-
mentally to establish the repeatability and more stable response of cascaded can-
tilever scheme. All our experimental configurations are all-optical with minimum
system complexities. These results are new and will provide guideline and under-
standing towards designing fiber-optic low-magnetic field sensors *mT.
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1 Introduction

The advancement in technology in the area of Photonics is very rapid compared to
other technologies. Enormous application of photonic devices offers us an instance
of the significance of this emerging discipline. Now-a-days, dielectric waveguide
structures cover a large area in the field of fundamental research as well as in
industry application. One outcome of these photonic waveguides in the form of
optical fibers has a major role not only in communication but also in the devel-
opment of different type of sensors. The fiber optic sensing offers some unique
features which make it prominent among other sensing methods. Some of the
essential motives for the recognition of optical fiber based sensor structures are
small length, light weight, immunity to electromagnetic interference (EMI), capa-
bility of far field sensing, dielectric composition, higher sensitivity and multiplexing
operation. Using fiber-optic sensors, one can measure different physical or chemical
parameters for example voltage, magnetic field, temperature, humidity, strain, pH,
rotation and so forth. Information about the measurand is conveyed in all optical
fiber sensors by way of alternating polarization, intensity, frequency, phase or a
combination of the above. Fiber optic sensors are often grouped into two basic
classes referred to intrinsic and extrinsic sensors. In intrinsic fiber optic sensor, the
fiber acts as active sensing area whereas in extrinsic fiber sensors, the fiber simply
transmits light to and from the sensing medium.

Though the measurement of low magnetic field attracted huge research interest
for decade, most of the reported measurement schemes either involve measurement
of induced longitudinal strain caused by applied magnetic field [1] or require
complex hardware or signal processing system [2]. A relatively new technology,
cantilever-beam deflection, has attracted the research attention in recent years in the
area of sensing and device applications [3–5]. Because of the high precision and
scalability, the cantilever techniques are most often used in environmental moni-
toring, temperature, humidity, UV radiation sensing and also in medical, chemical,
biochemical measurements. Consequent upon these features, we emphasized on
devising a fiber-optic cantilever-beam deflection based sensor configuration which
is capable of detecting low order magnetic field with minimum system complexity.
The proposed scheme would be suitable for remote sensing, in particular at haz-
ardous environment where electrical probes cannot be deployed. For designing such
type of sensors, we need to at first identify a proper probe magnetic material. Spinel
type oxide, Cobalt-doped nickel ferrite (Ni0.97Co0.03Fe2O4) was reported in litera-
ture for its exceptionally high magnetic properties [6] and was used by M. Sedlar
et al. for devising a Mach-Zehnder interferometer type magnetic field sensor [7].
Consequent upon these findings, Cobalt-doped nickel ferrite (Ni0.97Co0.03Fe2O4)
material was chosen as our probe magnetic material. In the following sections, in
brief we describe our preparation methodology of probe magnetic material, end
characterization results and chronology of developments of magnetic field sensing
experimental set-ups based on cantilever deflection.
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2 Probe Material Preparation Method
and Characterisation

Among different routes, we adopted sol-gel method for sample preparation due to its
capability of producing high purity products, low processing temperature and low
cost. The material was prepared using nitrate salts of iron [Fe(NO3)3 � 9H2O], nickel
[Ni(NO3)3 � 6H2O] and cobalt [Co(NO3)2 � 6H2O] [8]. Firstly, solution of iron
nitrate in ethylene glycol was prepared at temperature 70 °C and kept in an ultrasonic
cleaner. Then, nickel and cobalt nitrates were added in preheated 2-methoxyethanol
(2-MOE) maintaining the stoichiometry. This solution was then mixed with previ-
ously prepared iron nitrate solution and stirred at 70 °C until gelation. Finally, the
prepared sample was dried and grinded properly and annealed at 600 °C for 3 h and
various characterization processes were performed. The crystalline structure of the
probe material (Ni0.97Co0.03Fe2O4) was investigated by X-ray diffraction
(XRD) analysis using CuKa source (wavelength 1.54 Å) at room temperature. The
lattice constant was estimated to be*8.35 Å. We also evaluated coercive field (HC)
value of the magnetic probe material and reported [9] value was 175.50 Oe.

3 Fiber-Cantilever Deflection Setups and Magnetic Field
Sensing

3.1 Interferometric Configuration

As an initial step, we attempted a fiber double-slit interferometer experiment where
two exit fibers were placed adjacent to each other by making cantilevers of desired
length to act as twin-source of interference (see Fig. 1).

3.1.1 Configuration Details and Result

Light from a HeNe laser was coupled into one input of a 3 dB coupler (at
632.8 nm) which acts as a beam-splitter and splits light equally into two output

Fig. 1 Schematic of interferometric configuration [9]
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ports. One of these ports was coated with the cobalt-doped nickel-ferrite particles
and placed parallel with other one making a cantilever of length 2.0 cm. Among
different coating methods, we adopted a gluing technique of attaching magnetic
nanoparticles over the fiber surface that showed high response [10] in low field.

In presence of magnetic field, due to induced magnetization and consequent
bending of coated fiber, separation between two exits fiber ports (twin-source)
increases. This leads to dynamic change in the fringe-width (b) at various fields as
observed at a screen placed at a large distance as given by

b ¼ kD
d

ð1Þ

Here, D denotes the distance from the sources to the screen and the separation of
two interfering sources is expressed by d. Experimental result in terms of fringe
with variation is shown in Fig. 2(left).

3.1.2 Etching Single-Mode Fiber as Cantilever

As the etched fibers are recognized for their flexible nature and anticipated for
higher response, we next introduced etched fiber cantilever in the
setup. Single-mode fibers (S405-XP) were etched [11] by using HF 40% pure
(MERCK) solution at room temperature (300 K). The etching rate was estimated to
be 2.27 lm/min. An optimized etched fiber with diameter 50 µm ± 5 µm coated
with probe magnetic material having the same coated fiber length of 1.2 (±0.1) cm
(as used for normal fiber case) was incorporated in the interferometric

Fig. 2 Recorded photographs of variation of fringe-width as a function of magnetic field using
normal coated single-mode fiber (S405-XP) (left) and measured fringe-width as a function
of magnetic field using etched coated fiber (right) [9]
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configuration. As expected, sensitivity was seen to improve noticeably.
Fringe-width variation results for etched fiber cantilevers (coated fiber thickness
0.12 mm) are shown in Fig. 2(right) which nicely depicts the enhanced sensitivity
obtained in this modified scheme.

3.1.3 Model of Fiber Cantilever Deflection: Determination
of Magnetization of Probe Material

Magnetization (M) of the sample for a constant magnetic field (B) can be estimated
using the basic torque (sm) relation [12]:

sm ¼ VmM � B ð2Þ

Here, volume of magnetic particles used is denoted by Vm. For fiber cantilever,
torque experienced due to the external magnetic field is balanced by the internal
bending moment (EI/R) of the fiber. E and I represent the elastic modulus and the
geometrical moment of inertia of the cantilever substrate respectively. By equating
these two, for the case of distributed torque acting over the coated length (b − a) of
the fiber [see Fig. 3(left)], deflection (D) can be expressed as [13],

D ¼ VmBM
6EI

b� zð Þ3
b� að Þ � 3 bþ að Þ b� zð Þþ 2b bþ að Þ � a2

" #
ð3Þ

So, deflection of the fiber end with cantilever length b (z = b point) will be given
by [9]

D ¼ VmBM
6EI

½2b bþ að Þ � a2� ð4Þ

Fig. 3 Schematic of bending of the fiber due to application of magnetic field with specified
co-ordinate (left) and variation of estimated deflection for normal and etched coated fiber obtained
from interferometric configuration (right) [9]
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We calculated deflection of normal and etched fiber tips under calibrated mag-
netic field using (1) and these are shown in Fig. 3(right). Improved sensitivity of
cantilever deflection of the etched fiber is evident from the plot. These calculated
deflection values for normal coated fiber cantilever with 0.32 mm thick coating
were incorporated in (4) to extract magnetization of the magnetic material (listed in
Table 1). In the table, the magnetization data obtained from SQUID measurement is
also quoted to appreciate the performance of this experiment which fairly predicts
the order of magnitude of the magnetization value under different field strength.

3.2 Fiber-to-Fiber Cantilever Transmission Arrangement

In this configuration, magnetic field was measured by modulating the amplitude of
propagating light through misalignment zone between two cascaded optical fibers
(butt-coupled) one being the coated deflection cantilever.

3.2.1 Single Cantilever Transmission Configuration

In this arrangement, light (@632.8 nm) propagating through single-mode fiber
experiences a transverse misalignment (Fig. 4) at the end coated fiber port (acting
as the cantilever in a magnetic field) while butt-coupled to a similar fiber.

Cantilever length is varied from 2.0 to 3.0 cm in order to extract optimized
sensitivity. Intensity of coupled light into the receiving fiber as a function of
gradually increasing or decreasing magnetic field was recorded to measure the
magnetic field causing deflection of the coated fiber-tip. Power variation experi-
mental result is shown in Fig. 5(left) for varying cantilever length. It is clearly seen
from the results that larger cantilever length showed higher sensitivity but dynamic
range of operation reduces. Thus optimization of cantilever configuration owes
much to given range. We then reconfigured the set-up by replacing the fiber can-
tilever with etched coated single mode fiber with fiber diameter 50 µm ± 5 µm.

Table 1 Magnetization values of probe material obtained from SQUID measurement and
interferometric configuration [9]

Magnetic field
(Gauss)

Magnetization M (emu/cc) from
SQUID data � 10−3

Magnetization M (emu/cc) from
experiment � 10−3

1614 347 582

3230 752 801

4915 1130 1005

6355 1420 1018

7510 1920 1026

8260 2070 1061

8810 2150 1115
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Keeping the coating length same (1.2 (±0.1) cm), response of the etched port was
recorded for different cantilever lengths. Modified system also establishes enhanced
sensitivity of the bigger cantilever length (3.0 cm). We observed reversible and
repeatable response for both the cases of normal and etched fiber cantilever.
Improved response of the modified scheme is shown in Fig. 5(right).

3.2.2 Double Cantilever Transmission Configuration

Based on the former work, to realize better sensitivity without chemical etching
process, we then reconfigured the single cantilever model to double cantilever
transmission scheme. By the term “double cantilever”, we describe a configuration
that involves two successive transverse misalignment zones (see Fig. 6) unlike the
single cantilever scheme.

We maintained the coated fiber length as 1.2 ± 0.1 cm and cantilever length
(3.0 cm) throughout the experiment as these are the optimized values obtained from
the single cantilever arrangement. In this double cantilever set-up, one transverse
off-set (between fiber 1 and 2) followed by another (between fiber 2 and 3) result in
rapid decrement in transmitted power which makes the configuration more sensitive
to weak magnetic field compared to single cantilever scheme.

Fig. 4 Schematic of single cantilever transmission configuration [9]

Fig. 5 Transmitted power variation with magnetic field using single-mode fiber (S405-XP)
(left) and etched fiber (right) [9]
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We recorded the light intensity coupled into the last receiving fiber as a function
of varying magnetic field. The experimentally obtained data are plotted in Fig. 7
(left). We also placed the results obtained from single cantilever setup to distinguish
the improved response of double cantilever [14]. Response of the etched fiber
(60 lm ± 5 lm) cantilevers is also plotted in this figure (Fig. 7(right)). This
scheme is capable of detecting magnetic field as low as 1 mT.

3.2.3 Theoretical Model of Fiber-to-Fiber Transmission: Estimation
of Deflection

Considering the normalized Gaussian fundamental modes of two single-mode fibers
that have transverse offset d1 as

w1 x; yð Þ ¼
ffiffiffi
2
p

r
1
w1

e
� x2 þ y2ð Þ

w2
1 and w2 x; yð Þ ¼

ffiffiffi
2
p

r
1
w2

e
�

x�d1ð Þ2 þ y2½ �
w2
2 ð5Þ

Fig. 6 Schematic of double cantilever transmission configuration

Fig. 7 Comparison between response of single and double cantilever configuration (left) in a
calibrated magnetic field and response of double cantilever transmission configuration using both
normal and etched coated fiber cantilevers (right)
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in the direction of x (as shown in Fig. 8) and propagating along z, the fractional
transmitted power to the second receiving fiber from the first is obtained from the
overlap integral [15]

T12 ¼
Zþ/

�/

Zþ/

�/
w1w

�
2dxdy

������
������
2

¼ 2w1w2

w2
1 þw2

2

� �2

e
� 2d2

1
w2
1
þw2

2 ð6Þ

Here, w1 and w2 are the spot sizes of fundamental modes of fiber 1 and fiber 2
respectively.

Equation (6) can be adopted for three fiber-system incorporating two successive
transverse misalignments of the fibers:

T13 ¼¼ 4w1w2
2w3

w2
1 þw2

2

� �
w2
2 þw2

3

� �
 !2

e
�2

d2
1

w2
1
þw2

2
þ d2

2
w2
2
þw2

3

� 	
ð7Þ

For three identical optical fibers imposing the condition d1 = d2 = d, transmitted
power to third fiber will be:

T ¼ e�
2d2

w2 ð8Þ

The transmitted power variation profile for the both single and double
misalignment cases involving identical single mode fibers (S405-XP) having mode
field diameters 4.6 lm ± 0.5 lm at 632 nm wavelength is plotted in Fig. 9.

Fig. 8 Schematic of transverse misalignment between two (left) or three (right) optical fibers

Fig. 9 Transmitted power
variation profile with
increasing transverse
misalignment for both single
and double fiber cantilever
configuration using S405-XP
single mode fibers
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Sensitivity can be tuned further by realizing the cascaded model. For n such
cascaded misalignments,

T ¼ e�
nd2

w2 ð9Þ

Equation (9) clearly indicates the effect of cascading in terms of sensitivity.

3.2.4 Determination of Magnetization of Probe Material

Deflection (Δ) of the coated fiber-tip due to the applied magnetic field was then
calculated by fitting the experimental results with the theoretical model and
depicted in Fig. 10 for both single and double cantilever cases for cantilever length
3.0 cm. Estimated deflections values were used to calculate the magnetization
(M) of the probe sample. For our case of single and double cantilever configurations
with 0.47 mm and 0.56 mm of coated fiber thickness respectively, magnetization
values are listed in Table 2. We have used the value of E = 70 GPa and I = pD4/
64, where D is the diameter of the fiber (substrate material).

3.3 Sagnac Loop Assisted Cascaded Cantilever
Configuration

We next implemented a Sagnac loop assisted cascaded cantilever configuration in
order to realize two exactly identical cantilever paths for two opposite (forward and

Fig. 10 Deflection values at different magnetic field for both single (left) and double (right)
cantilever transmission
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backward) propagating light. In this configuration, laser light was coupled to one
input of a 3 dB coupler while the other input was used to detect transmitted light as
shown in Fig. 11.

One output port of the coupler acts as the transmitting/receiving end of the
cantilever stage with a Sagnac loop mirror using a second 3 dB coupler. The
cantilever (coated fiber length 1.2 ± 0.1 cm) is formed at the input port of the
Sagnac loop made by splicing the two output ports of a 3 dB coupler. Due to the
fiber-mirror characteristics of Sagnac loop, light traveling through the misalignment
zone (caused by external magnetic field) traverses the identical path twice leading to
double the response as detected from the backward propagating light through the
first 3 dB coupler. The response of this scheme as intensity variation with applied
magnetic field is depicted in Fig. 12(left). Then, we reconfigured our set-up using
etched coated fiber cantilevers and their response in terms of power variation is
depicted in Fig. 12(right).

Table 2 Magnetization of probe material obtained from both single and double cantilever
transmission configuration

Single cantilever Double cantilever

Magnetic
field (Gauss)

Magnetization M (emu/cc)
from experiment � 10−3

Magnetic
field (Gauss)

Magnetization M (emu/cc)
from experiment � 10−3

180 32.3 43 36.9

334 32.4 88 37.4

440 43.0 138 38.0

510 46.0 189 38.2

570 48.1 237 40.1

640 52.4 297 44.0

700 59.4 340 45.5

790 61.0 419 57.1

Fig. 11 Schematic of Sagnac loop assisted cascaded cantilever configuration
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4 Conclusion

In this article, we detailed our experimental research aimed at devising a weak
magnetic field detection system which is all-optical, and particularly useful in
electrically hazardous environment. The series of experimental studies began with
interferometric setup of measuring surrounding low-magnetic field by tracking the
dynamic change in fringe pattern. Improvement in response was achieved by
incorporating etched coated fiber tip. Then, modulation of light-beam propagating
through single-mode optical fiber was devised utilizing the transverse misalignment
between two butt-coupled optical fibers, one being a coated cantilever. This model
was reconfigured as double cantilever transmission arrangement with a visible
improvement in sensitivity. A theoretical platform is provided which nicely inter-
prets the experimental data. Magnetization of the probe sample is also calculated
using our theory and validated by quoting SQUID measurement data. Our approach
is capable of detecting magnetic field *1 mT or even lower without any system
complexity or involving any complex circuit. Sagnac loop assisted double-pass
identical cantilever scheme is demonstrated for higher sensitivity. These results
could be helpful for developing low magnetic field detection schemes.
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Dynamics of Dissipative Solitons in Active
Silicon Waveguides

Samudra Roy

Abstract Dissipative soliton is a fascinating nonlinear stable structure, which
arises as a result of double balance between gain and loss as well as dispersion
(diffraction) and nonlinearity. Formation of the dissipative soliton is critical and
may leads to some chaotic dynamics if some external perturbations are imposed. In
this work, we mainly study the nonlinear temporal dynamics of such waves inside
active Si based waveguides where the pulse is governed by the complex Ginzburg-
Landau equation.

1 Introduction

Nonlinear silicon photonics as a field is exploring due to novel nonlinear properties
of silicon (Si) and its compound elements [1]. Silicon-on-insulator (SOI)
technology is growing up rapidly because of the ability of Si to amplify, generate,
process and sense signals [1]. The high refractive index and nonlinear coefficient of
Si provide addition advantage like modulation of nonlinear waves. The situation
becomes intriguing when active medium is considered that leads to rich nonlinear
dynamics. In this work, we focus on the generation and dynamics of a special kind
of stable temporal structure called dissipative solitons (DS). DSs are generated in a
non-conservative system far from equilibrium [2]. Here in addition to the balance
between dispersion and nonlinearity, we require the balance between gain and loss
in order to keep DS alive. However DS reacts abruptly in presence of perturbations
(like free carrier interaction, higher order dispersion etc.) and may leads to some
chaotic dynamics. In this work we try to study complex dynamics of a perturbed DS
in active medium.
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2 Theory

The propagation of an optical pulse with envelope uðz; tÞ and carrier frequency x0

in the proposed Si-based active nano photonic waveguide, is governed by the
complex dimensionless Ginzburg-Landau (GL) equation [3],

i
@u
@n

� 1
2
sgn b2ð Þ @

2u
@s2

� i g0 þ g2
@2

@s2

� �
u� id3

@3u
@s3

þ 1þ iKð Þ uj j2uþ i
2
� l

� �
/cu ¼ 0;

ð1Þ

which is coupled with an ordinary differential equation accounting for the two
photon absorption (2PA)-induced free-carrier (FC) dynamics d/c

ds ¼ h uj j4� sc/c [3].
Here g0 and g2 are gain coefficient and gain-dispersion coefficient respectively. The
effect of third order dispersion (TOD) is included in the equation by normalized
TOD coefficient d3. Two photon absorption (TPA) loss and free carrier dispersion
are also included by the parameters K and l. Note that, the free carrier density /cð Þ
is related to a source term involving h which contain TPA coefficient and free
carrier recombination time (tr) is rescaled by the input pulse width t0ð Þ as
sc ¼ t�1

r t0.
DSs are formed under proper dynamical equilibrium conditions, and are asso-

ciated with certain discrete parameters of the GL equation that satisfy the energy
balance condition. Stable solution (in absence of higher order dispersion and free
carrier effect) for DSs can be found as [3],

u n; sð Þ ¼ u0 sech gsð Þ½ �ð1þ iaÞeiCn: ð2Þ

where the four parameters u0; g; a; and C satisfy the following algebraic relations,

u0j j2¼ ðg0 � aÞ
K

1�
1
2 sgn b2ð Þaþ g2

ðg2 a2 � 1ð Þ � sgnðb2ÞaÞ
� �

; ð3aÞ

g2 ¼ ðg0 � aÞ
ðg2 a2 � 1ð Þ � sgnðb2ÞaÞ

; ð3bÞ

C ¼ g2

2
sgn b2ð Þ a2 � 1

� �þ 4ag2
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H2 þ 2d2
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where, H ¼ � 3
2 sgn b2ð Þþ 3g2K
� �

and d ¼ � 2g2 � sgnðb2ÞKð Þ. The exact values
of u0; g; a and C are fixed by the physical parameters of the system: g; g2;K and a
which generate the stable DSs.

3 Results

In this section we show the dynamics of DS, without and with perturbation by
solving the complex GL equation numerically. In Fig. 1a, b the evolutions of the
exact DS and Kerr soliton are shown in temporal domain. Here we try to show the
difference between the dynamics of conventional and dissipative soliton. From the
figure it is clear that, if we launch an exact DS whose parameters satisfy (3a) we get
stable pulse dynamics where pulse shape remain unchanged. On the other hand, an
input Kerr soliton (having sechðsÞ form) exhibits a chaotic dynamics.

Next, we elaborate our study by adopting the perturbing effect in DS dynamics.
TOD is the prime perturbation that should be included in the GL equation to capture
the full picture regarding the pulse dynamics. DSs are very sensitive to the per-
turbation and react abruptly. Under the inclusion of TOD a breathing effect of the
stable DS is observed where shape of the soliton varies periodically in time (and
frequency) domain over the distance as shown in Fig. 2a. Though TOD initiates the
breathing, the period of oscillation is mainly dominated by 2PA coefficient K. The
numerical simulation confirms that, for a fixed TOD coefficient, the period of
breathing increases linearly with 2PA coefficient. Apart from the breathing TOD
initiate a phase matched radiation beyond the zero dispersion point as shown in
Fig. 2b. Under a phase matched radiation, energy is transferred from soliton to a
linear wave having same phase (with soliton). The phenomenon of phase matched
radiation is well studied in the context of supercontinuum generation [4]. The

Fig. 1 a Time domain structure of the exact solution of GL equation as input pulse over the
propagation distance. b Time domain structure of unchirped Sech pulse over the propagation
distance. Both the figures are plotted for the medium characteristics parameters:
K ¼ 0:05; g0 ¼ 0:05; g2 ¼ 0:0001. The chaotic dynamics is evident in plot (b)
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dispersive radiation generally falls in normal dispersion regime and plays a sig-
nificant role in the generation of blue spectral component [4]. Different aspects of
the DWs had already been reported in articles. The previous study is mainly con-
fined for standard optical soliton [5]. In this work, however, we extend the study for
more complicated DSs. The numerical simulation has already predicted the exis-
tence of DS mediated DWs in the form of radiation.

As shown in Fig. 2, instead of one station DW (which normally the case in Kerr
soliton) we observe multiple radiations which corresponds to each breathing. The
phase matching equation for oscillating DS can be calculated as,

sgn b2ð Þ
2

X2 þ d3X
3 � sgX ¼ 2pn

n0
þ 2C ð4Þ

Here X ¼ 2p md � msð ÞT0 is detuning frequency of the dispersive waves from
soliton frequency. N is soliton order, n0 is the soliton period and n is an integer
number ðn ¼ 0;�1;�2. . .Þ. The soliton group delay sg is defined as a rate of
change in soliton’s centre of mass position (in the moving frame of reference) with
propagation distance n (or sg is the group velocity mismatch). The modified phase
matched (4) can predict the multiple radiations.

In conclusions, we numerically demonstrate the dynamics of the DS in active Si
based waveguide. The DS can be sustained under dual balance of loss- gain and
dispersion–nonlinearity. The exact DS consists of the complicated relation between
the parameters and quite sensitive to the external perturbations. We investigate the
role of TOD as a perturbation on the dynamics of DS. The numerical simulation
confirms that the TOD parameter leads to the multiple phase matched radiations.
Further we try to establish a modified phase matched equation that predicts the
multiple radiations.

Fig. 2 a Time and b frequency domain structure of the sDS when TOD is present ðd3 ¼ 1Þ. Both
the figures are plotted for the medium parameters: K ¼ 0:01; g0 ¼ 0:01; g2 ¼ 0:01 and a ¼ 0. The
vertical dotted line represents the position of zero GVD point. The multiple phase match radiation
is observed beyond the zero GVD point
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Photovoltaics



Wavelength Response Analysis
and Optimization of Photopolymer
Volume Holographic Elements for Solar
Energy Applications

T.L. Shaji Sam and P.T. Ajith Kumar

Abstract Holograms as spectrum splitting concentrator elements are achieving
high relevance in improving overall efficiency of photovoltaic systems.
Photopolymer holographic elements have the added advantages of near hundred
percent diffraction efficiency, easy recording and handling, lower cost etc. Along
with high diffraction efficiency, achieving optimum spectral response is of critical
importance here. This paper reports recording of volume holographic elements of
91% optimum diffraction efficiency at 639 nm and the spectral and angular
response studies conducted.

1 Introduction

Volume Holographic Solar Elements (VHSE) as spectrum splitting concentrators
has many advantages over traditional concentrators [1]. In Conventional concen-
trator system, the unwanted spectral components are concentrated on to the pho-
tovoltaic element, which will drastically reduce the conversion efficiency.
Concentrator solar cells deliver maximum efficiency and output if and only if
intense cool solar radiation is concentrated on to them and coupled in a proper
manner. One added advantage of holographic solar elements is the possibility of
eliminating unwanted radiation foot print by diffracting it away and concentrating
spectral range which is matched with the solar cell [2, 3]. The use of doped silicon
as a semiconductor material utilizes only a small fraction of the solar spectrum,
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due to the defined band gap of the material. This limits the performance of single
junction cells. To increase the performance and power output of a cell, multiple sub
cells connected in series are to be used. The sub cells are made of different band gap
materials that have different absorption regions within the solar spectrum. This
results in absorption of a much larger portion of the solar spectrum, leading to
higher performance. Hence Multi-junction cells offer a better solution to the
absorption of energy from a wider spectral range than that of conventional PV cells.
Holographic coupling of solar radiation onto spectrally matched multi-junction
(MJ) photovoltaic cells can result in dramatic increase in the energy yield. The aim
of the present study is to design an off axis holographic element for multi-junction
solar cell. Diffraction efficiency, spectral selectivity and angular response are core
general parameters that have to be analyzed in optimizing such designs.

The efficiency and the spectral selection of holographic solar elements depend on
the properties of the recording media as well as the recording geometry. Silver
halide, Dichromated Gelatin (DCG), photoresists and photopolymers are generally
used to record holographic optical elements. DCG and photopolymer (PP) materials
have high diffraction efficiency; hence these materials are suitable for recording
solar elements for PV applications [2, 4]. Photopolymers have significant advan-
tages over other materials, making them suitable for applications such as data
storage, HOEs, fiber optic components, variable data security holograms and
multifunction elements for various applications. Real-time photopolymer materials
eliminate issues related to wet processing in comparison with the conventional
recording materials. The aim of the present study is to optimize a holographic
element for solar application in a professional grade photopolymer. The material
exhibits fairly good refractive index modulation (*0.03), high diffraction efficiency

Fig. 1 Absorption spectrum of photopolymer
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and stability, hence is good medium for recording VHSEs. The absorption spectrum
of photopolymer before holographic exposure was measured with a spectrometer
and is shown in Fig. 1. The design and experimental aspects of VHSEs recorded in
this material are discussed in the subsequent section.

2 Theoritical Analysis of Solar Elements

To analyze diffraction efficiency of thick phase wavelength selective holographic
solar elements, we use Coupled Wave Theory [5, 6]. This theory provides theo-
retical equation for diffraction efficiency by making the assumption that refractive
index modulation is sinusoidal and also the thickness of the recorded VHSE
remains unaltered during the recording and post recording processes. Since Coupled
Wave Theory gives good results for thick hologram, care has been taken to make
sure that parameters satisfy the criteria for thick grating. Diffraction efficiency η is
the ratio of the diffracted intensity to the incident intensity and also associated with
refractive index modulation n1. The expression for diffraction efficiency from
Coupled Wave Theory is written in the form

g ¼ sin2
n2 þ m2
� �1

2

1þ n2

m2

� �

where

n ¼ d2pnd sin h
k

t ¼ pn1d
k cos h

Here n1 is the depth of refractive index modulation, n is the average refractive
index of the recording medium, d is the emulation thickness, k is the wavelength of
the reconstructed light and d is the angular deviation with respect to Bragg’s angle
h. When d = 0 i.e. the reconstruction is done at Bragg angle condition, diffraction
efficiency can be written as

g ¼ sin2
pn1d
k cos h

� �

From the above formula d, n1 and K (fringe spacing) can be optimized to have
higher diffraction efficiency for a VHSE at a particular wavelength which can be
used for spectral selective concentrators. Since the photopolymer material available
has a thickness of 16 lm, wavelength response was analyzed for that thickness.
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Maximum refractive index modulation for the material is 0.03. Wavelength
response of the VHSEs, based on Kogelnik’s Coupled Wave Theory, was simulated
by using LightGrate software, developed by Light Logics, as part of a funded
project from the BRFST*. Bragg angle was selected as 20° so that the spatial
frequency ensures a broad band operation. The wavelength response was calculated
for different refractive index modulation for Bragg angle 20° is shown in Fig. 2.

3 Optical Recording and Spectral Analysis

Our recording geometry was based on the interference of an off-axis spherical wave
with a plane reference wave. Optical arrangement for recording the off-axis VHSEs
is shown as Fig. 3. A red DPSS laser of 639 nm was used as the source. Reference
beam and the object beam were expanded by using a spatial filter with 20X
microscope objective. The reference beam is made parallel by a converging lens L1.
The reference beam was set normal to the recording medium and the diverging
beam subtended an angle of 40° with this, at the center of the recording medium.
The entire setup was arranged in a specially designed vibration isolation table. A set
of transmission solar elements were recorded in the material. Exposure time was
varied with different beam intensity, to optimize the diffraction efficiency. Optimum
beam strength identified on the PP plate was about 2 mW/cm2. Thus a set of optical
elements each of area 60 cm2 was recorded and is shown in Fig. 4. The VHSEs
were fixed by illuminating with a Mercury vapor lamp, for about 30 min.
Diffraction efficiencies at the recording wavelength (639 nm) were measured and
the best efficiency obtained was 91%.

Fig. 2 Variation of diffraction efficiency with wavelength for different values of refractive index
modulation for a Bragg angle of 20° and d = 16 lm
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Spectral response of the optimized elements was measured at different laser
wavelengths of 639, 633, 532 and 442 nm and diffraction efficiencies were cal-
culated. The hologram was first oriented normal to the collimated beam from the
laser sources. The diffracted light was focused to an off-axis point according to the
recording geometry. The intensities of diffracted and undiffracted light were mea-
sured with a calibrated power meter. The experimental variation of diffraction
efficiency with wavelength is shown in Fig. 5.

Angular response of optimized VHSE in photopolymer element was studied at
the recording wavelength. To measure angular response, the elements were placed
in a rotational stage. Initially the incident beam was set normal to the hologram.
Rotational stage is rotated at regular interval of 0.5° and diffraction efficiency was
measured at each case for 639 nm. Figure 6 shows the variation of efficiency of
volume a holographic element as a function of the reconstruction angle (in air) with
a spatial frequency of 1080 ln/mm. The recorded volume holographic solar element
in 16 lm thick photopolymer showed a narrow angular selectivity and hence the
associated system has to be Sun following.

Fig. 3 Optical arrangements for recording VHSE in photopolymer

Fig. 4 Holographic solar element in photopolymer and its reconstruction with 639 nm
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4 Conclusion

We have recorded and optimized a photopolymer VHSE of 9 cm diameter and
fairly high diffraction efficiency in the whole visible region of the solar spectrum.
Scaling up of this will result in VHSEs that can function in conjunction with
commercial grade multi-junction solar cells. Further studies on bandwidth and
scaling up are progressing. This preliminary work was done as part of our efforts to
develop and optimize VHSEs that yield a concentration ratio 500� on
InGaP/InGaAs/Ge multi-junction cell of 1 cm2 area.

Fig. 5 Spectral response of the HSE in photopolymer

Fig. 6 Angular response of HSE at 639 nm

154 T.L. Shaji Sam and P.T. Ajith Kumar



Acknowledgements Partial financial support from the Board of Research in Fusion Science and
Technology (BRFST), Department of Atomic Energy, Government of India, is gratefully
acknowledged.

References

1. Jacques E. Ludman, “Holographic solar concentrator”, Appl. Optics, Vol 21, 3057–3058
(1982)

2. Shaji Sam T.L and Ajith Kumar P.T “Design and optimization of photopolymer based solar
concentrator”, AIP. Proc 248, 1391 (2011)

3. T. L. Shaji Sam, P. T. Ajith Kumar et al, “A multi-beam holographic light concentrator for
solar applications,” Proc. SPIE 6832, 68321E (2007)

4. HodaAkbari, IzabelaNaydenova, and Suzanne Martin, “Using acrylamide-based photopoly-
mers for fabrication of holographic optical elements in solar energy applications,” Appl. Opt.
53, 1343–1353 (2014)

5. H. Kogelnik, “Coupled wave theory for thick hologram gratings” The Bell system technical
journal. 48, 9, 2909–2945 (1969)

6. Raymond K. Kostuk and Glenn Rosenberg, “Analysis and design of holographic solar
concentrator” Proc. of SPIE, 7043, 704301 (2008)

Wavelength Response Analysis … 155



Investigating the Growth-Time Dependent
Comparative Performance
of Vapour-Liquid-Solid (VLS) Grown
p-CuO/n-Si Thin Film Hetero-Junction
Solar Cells

Jenifar Sultana, Somdatta Paul, Anupam Karmakar
and Sanatan Chattopadhyay

Abstract This work investigates the impact of growth time on the performance of
p-CuO/n-Si hetero-junction solar cells, where CuO thin films are grown by
employing vapour liquid solid method, using CBD synthesized CuO powder.
Studies are performed in terms of the film morphology, chemical composition,
crystallite structure, optical properties and energy conversion efficiency. The
potential for photovoltaic applications of such films are investigated by measuring
the p-CuO/n-Si diode current-voltage characteristics and by extracting its relevant
photovoltaic parameters, including open circuit photo-generated voltage, short
circuit current density and energy conversion efficiency.

1 Introduction

The optical properties, energy band gap and charge carrier diffusion length [1] are
the primary parameters, on the basis of which the semiconductor materials are
preferred for solar cell applications. Copper oxide (CuO) is the transition metal
oxide with fascinating physical and chemical properties and hence has drawn
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considerable attention in recent days in various domains. The reason behind the
superiority of CuO for photo-detection and optical switching applications in the
visible or near-infrared region is its relatively smaller band gap [2]. Reports are
available on the development of CuO based solar cells and photovoltaic’s by
exploiting its efficient solar absorbance and low thermal emittance properties [3].

The CuO thin film can be obtained by employing several methods such as
thermal oxidation, electro-deposition, chemical conversion, chemical brightening,
spraying and molecular beam epitaxy technique [2]. The combination of CBD and
VLS growth techniques for the deposition of CuO ultrathin films from CuO
nano-powder provides a relatively simple and cost-effective technological route for
developing device quality films. In the current work, CuO thin films are grown by
vapour liquid solid (VLS) process using the indigenously synthesized CuO powder
by CBD method. The impact of variation of growth time on the quality of VLS
grown films and hence, on the electrical and photovoltaic characteristics of
p-CuO/n-Si hetero-junction is investigated.

The p-CuO films are physically characterized by employing Field Emission
Scanning Electron Microscopy (FESEM), Energy Dispersive X-ray Spectroscopy
(EDS) and X-Ray Diffraction (XRD) study. Optical properties of the grown films
are investigated by using Spectroscopic Ellipsometer (SE). Electrical performance
of the p-CuO/n-Si hetero-junction diode is investigated by measuring its
current-voltage (I-V) characteristics and thereby extracting the values of open cir-
cuit photo-generated voltage (Voc), short circuit current density (Jsc) and power
conversion efficiency (η) from the relevant electrical measurements in both dark and
illuminated conditions.

2 Experimental Details

The CuO thin films are grown on Si (100) substrate by employing VLS process.
Initially the CuO powder is synthesized by CBD process, where 0.1 M of
Cu(NO3)2 � 3H2O and 1 M of NaOH solution are added in 100 ml of DI water to
form the reaction mixture. The above solution is heated at 95 °C under constant
stirring until CuO precipitates and is finally filtered out and dried up. For the growth
of CuO thin film, the Si wafers are subjected to the standard RCA-I and RCA-II
cleaning, followed by a dip in 10% HF solution for native oxide removal. Initially
the cleaned Si wafers are coated with a thin film (*7 nm) of gold (Au) by DC
sputtering which acts as the metal catalyst required for VLS growth. The growth is
performed at 600 °C in a 2-zone furnace. Argon (Ar) is used as the carrier gas at a
deposition pressure of 183.9 Torr.

Two different samples are prepared by varying the growth times for 30 min and
40 min. The back contact is taken by evaporating Au and the top CuO film is
covered by an ITO layer of thickness 100 nm and then Al dots of radius 10 lm is
deposited to take electrical contact by the W-probe of radius 9.5 lm. Elemental as
well as compositional analysis of the CuO powder is estimated by EDAX
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(JEOL-JSM 7600F) and the surface morphology and thickness of the grown
samples are characterized by using field-emission scanning electron microscopy
(FESEM) (Zeiss Auriga 39–63) and spectroscopic ellipsometric (SENTECH
SE850) techniques. The analysis of structural and crystallographic orientation of the
grown samples is conducted by employing X-ray diffraction (XRD) method. The
current-voltage characterizations of p-CuO/n-Si hetero-junction are performed by
using Keithley 4200-SCS, under both the dark and illuminated condition. The
photovoltaic parameters are measured under white light illumination of
0.037 mW/cm2 input power.

3 Results and Discussion

3.1 Structural and Material Characterization of p-CuO Thin
Film Grown on n-Si

Figure 1a–c shows the SEM micrographs of CuO powder, synthesized by CBD
method, and the as-deposited CuO thin film on n-Si substrate of growth time 30 and
40 min, respectively. The CBD grown CuO powder is observed to attain a spindle
like shape as shown in Fig. 1a, however, Fig. 1b, c confirms the formation of a
uniform CuO film without any visible individual grains for both the growth times.
The average thickness of the film is measured to be *20 and *32 nm from SEM
images. It is interesting to note that only the thickness of the CuO films increases
with increase in reaction time, however, the morphology remains the same.
Figure 2a shows EDAX spectra of the CBD grown CuO powder measured by
employing JEOL-JSM 7600F FESEM system. It is apparent from the elemental plot
that the ratio of copper and oxygen is *1:1, thereby, indicates the formation of a
proper stoichiometric CuO film. The EDAX pattern also exhibits some elemental
trace of carbon (C), as carbon tape was used for holding the powder during the
measurement.

To investigate the crystallographic and structural orientation of the grown
samples, the X-ray diffraction measurements of the grown powder and the thin films

Fig. 1 SEM images of the grown a CuO powder, b 30-min grown CuO film and, c 40-min grown
CuO film
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are performed and plotted in Fig. 2b. XRD pattern of the prepared powder exhibits
a polycrystalline nature, however, the XRD pattern of both the CuO films exhibits
single crystalline nature. Peak positions of the plot of the grown CuO powder
corresponds to both monoclinic cupric oxide (CuO) and orthorhombic cuprous
oxide (Cu2O) phases which have been verified by JCPDS card No. 80-1917 and
05-0667. However, the single crystalline nature of the CuO thin films may be
attributed to the fact that at a growth temperature of 600 °C, the orthorhombic
Cu2O phase changes to CuO phase. It is interesting to note from Fig. 2b that for the
longer reaction time, diffraction peaks ascribed to CuO phase is enhanced. The
average crystallite size and inter-planar (d) spacing of the grown powder are esti-
mated to be 11.92 and 0.23 nm, respectively and those for the thin film are mea-
sured to be 23, 0.5 nm and 35.32, 0.38 nm for the films with growth time 30 and
40 min respectively. This increase in average crystallite size and inter-planar
spacing in the grown films as compared to the grown powder is attributed to the
atomic diffusion and change of the crystallographic phase from Cu2O to CuO at a
growth temperature of 600 °C. Also the increase in intensities and decrease of
widths (FWHM) of the X-ray peaks for increasing growth time from 30 to 40 min
confirms the improvement of crystalline quality of the VLS grown films. The
micro-strain (e) has been calculated and is obtained to be 0.09 for the powder and
0.16, 0.13 for the films of growth time 30 and 40 min respectively.

3.2 Optical Characterization of the p-CuO Thin Films
Grown on n-Si

The spectroscopic ellipsometric (SE) measurement has been performed on the 30
and 40 min grown samples in the wavelength range of 300–800 nm and the plots of
relative amplitude change (W) and phase change (D) are shown in Fig. 3. Such
results are simulated to fit the experimental data to extract the thickness of the CuO
films. The modeled values of W and D of the sample is also plotted in Fig. 3.
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It is apparent from such plots that the best-fit data match well with the measured
data, thereby, suggesting the model to be extensive over a wide range of wave-
length. The thicknesses of the grown CuO films are obtained to be 20.38 and
31.79 nm for the growth time of 30 and 40 min respectively, which corroborate
with the values obtained from tilted SEM images. The absorption coefficients of the
films grown for different time durations are extracted from the measured extinction
coefficient of spectroscopic ellipsometer (SE) data. It is apparent from the plots of
Fig. 4a that the absorption coefficient for the 40 min grown sample is higher than
the 30 min grown sample which may be attributed to the largest crystallite size.
Thus, the amount of reflection from the surface of 40 min grown sample decreases,
and hence, enhances the effective absorption. The band gaps of the grown thin films
are also estimated from its absorption spectra by using Tauc’s plots, as shown in
Fig. 4b. The values of direct band gap of CuO films which are obtained to be 1.87
and 1.77 eV, respectively, for the samples grown for 30 and 40 min of growth time.
The refractive indices are determined by using Moss relation, n2 ¼ ffiffiffiffiffiffiffiffiffiffi

k=Eg

p

where k
is a constant with a value of 108 eV [4]. The values of refractive indices are
obtained to be 2.75 and 2.8 for the films with growth time 30 and 40 min,
respectively. Thus the high refractive index of the 40 min grown film also dictates
that such films are suitable for anti-reflecting coating.
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3.3 Electrical Characterization of p-CuO/n-Si
Heterojunction Diode

Electrical characterization of the p-CuO/n-Si thin film hetero-junction diodes are
performed by measuring its current-voltage (I-V) characteristics under both dark
and illuminated condition. Figure 5a shows the comparative I-V plots under dark
condition (linear scale; inset: in log-scale) of the hetero-junction diodes fabricated
by varying the growth time.

It is apparent from Fig. 5a that the dark current under forward bias condition
increases with the increase in growth time from 30 to 40 min which may be
attributed to the increase in thickness of the film. The respective values of the
rectification factor, ideality factor and the barrier height are calculated from the I-V
plots and are obtained to be 3.3, 5.54; 3.86, 1.44 and 0.638, 0.15 for 30 and 40 min
grown samples respectively. Thus the rectification factor increases whereas ideality
factor and barrier height decreases with increase in growth time.

Figure 5b shows the J-V plots under illumination (inset shows the area marked
by circle) of the hetero-junction diodes fabricated by varying the growth time. The
negative photocurrent at 0 V bias is due to the photo generated carriers which
overcome the heterojunction barrier height resulting in the reverse photo-generated
current. As the applied voltage is increased, the contribution of bias current dom-
inates and the negative photocurrent gradually decreases and approaches to zero.
With further increase in applied voltage the heterojunction is forward biased and the
electrical carriers dominate the current transport, reducing the effect of photo-carrier
generated current. The 40-min grown sample exhibits superior performance in
comparison to the 30-min grown sample in terms of rectification factor, ideality
factor and photovoltaic parameters, which is attributed to the superior crystalline
quality and enhanced absorption. The power conversion efficiency of the 30 and
40-min grown samples are obtained to be 0.29 and 4.04% respectively, at a power
input of 0.037 mW/cm2.
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The time-dependent photocurrent response of the sample is measured periodi-
cally by switching ‘ON’ and ‘OFF’ the light source for a cycle of 60 s each and the
relevant rise- and fall-time, are shown in Fig. 5c. From Fig. 5c the rise and fall time
are obtained to be 3.02, 2.94 s and 3.8, 3.2 s respectively for 30 and 40 min grown
samples. The light ‘ON’/‘OFF’ characteristics indicate that such CuO thin film/Si
hetero-junction can also be used for photo-detection. This comparatively slow
response of the 30 min grown samples can be attributed to the fact that the built-in
potential prevents the transport of carriers causing delay in response time.

4 Conclusions

CuO thin films have been grown by VLS technique using the CuO powder syn-
thesized by employing CBD technique. The thickness, morphology, crystalline
quality, optical and photovoltaic properties of the grown CuO thin films have been
systematically studied with reaction time. It is observed that the reaction time has a
significant influence on the thickness, crystallite size, optical and electrical prop-
erties of the films. The crystalline nature and the optical properties of the films have
been verified by employing XRD and SE analysis respectively. It is observed that a
good stoichiometric CuO film with a thickness of 31.79 nm has been possible to
grow by 40 min of growth time using VLS technique, which has been subsequently
used for the fabrication of p-CuO/n-Si heterojunction diodes and is observed to
deliver the superior optical and electrical properties in comparison to the 30 min
grown sample. Thus, the VLS grown 31.79 nm film of p-CuO on n-Si substrate
provides a promising low-cost alternative technological route for the development
of superior performance photovoltaic devices.
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Electrical Characterization of n-ZnO
NW/p-CuO Thin Film Hetero-Junction
Solar Cell Grown by Chemical Bath
Deposition and Vapor Liquid Solid
Technique with Varying Reaction Time

Somdatta Paul, Jenifar Sultana, Aritra Banerjee, Pintu Singha,
Anupam Karmakar and Sanatan Chattopadhyay

Abstract The current work reports the fabrication of p-CuO/n-ZnO heterojunction
grown on n-Silicon (100) substrate by varying the growth time of ZnO nanowires.
The p-CuO thin film has been grown by vapor-liquid-solid (VLS) technique and the
n-ZnO nanowires by employing chemical bath deposition (CBD) method. The
surface morphology, crystalline structure and optoelectronic properties of the
heterojunction are investigated by employing SEM, XRD and spectroscopic
ellipsometry respectively. The ZnO NWs grown for 40 min on the CuO film,
indicates best performance in terms of crystal quality, band gap, refractive index
and solar performance parameters like short circuit current density, open circuit
voltage and efficiency.

S. Paul � J. Sultana
Centre for Research in Nanoscience and Nanotechnology (CRNN),
University of Calcutta, Kolkata, West Bengal 700098, India
e-mail: paul.somdatta@gmail.com

J. Sultana
e-mail: sultanajenifar@gmail.com

A. Banerjee � P. Singha
Department of Physics, University of Calcutta, Kolkata, West Bengal 700009, India
e-mail: arbphy@caluniv.ac.in

P. Singha
e-mail: pintusingha7@gmail.com

A. Karmakar � S. Chattopadhyay (&)
Department of Electronic Science, University of Calcutta, Kolkata
West Bengal 700009, India
e-mail: c_sanatan@yahoo.com

A. Karmakar
e-mail: akarmakar.cu@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
I. Bhattacharya et al. (eds.), Advances in Optical Science and Engineering,
Springer Proceedings in Physics 194, DOI 10.1007/978-981-10-3908-9_19

165



1 Introduction

In recent years, photovoltaics has been a technological symbol to protract energy
supply system. Solar panels consisting of a number of solar cells are used to obtain
power generation. Recently, there has been a considerable development in the
manufacturing of solar cells and photovoltaic arrays due to the growing demand of
renewable energy sources.

Copper oxide (CuO) has emerged as a potential material due to its natural p-type
conductivity, having low band gap in the range of 1.5–2.1 eV, which makes it
possible to absorb light throughout the visible spectrum [1]. On the other hand, Zinc
oxide (ZnO) is one of the most interesting material due to its wide direct band gap
of 3.37 eV, excellent chemical and thermal stability and large excitonic binding
energy of 60 meV [2]. Among the different variety of ZnO nanostructures, ZnO
nanowires has gain much interest due to its application in various electronic
devices. Various chemical and physical deposition processes are used for the
growth of ZnO nanowires [3]. Out of these, chemical bath deposition method is
most preferred due to its low cost, low temperature and environment friendly
growth mechanism [4].

The surface morphology of the grown CuO film and ZnO nanowires are char-
acterized by using field emission scanning electron microscopy (FESEM) (Zeiss
Auriga 39–63). The crystallographic orientation of the grown samples is observed
by employing X-Ray diffractometer (PANanalytical X’Pert Pro X-ray
Diffractometer). Optical properties of the grown heterojunction are investigated
by the spectroscopic ellipsometer (SENTECH SE850). The electrical characteri-
zations are carried out using Keithley 4200 SCS parameter analyzer. The current
work focuses on the fabrication of p-CuO/n-ZnO NW heterojunctions by varying
the growth time of the ZnO NWs for 30, 40 and 60 min and then optimization of
the deposition time for the best performance of the solar cell in terms of its
efficiency.

2 Experimental Procedure

Vapor-liquid-solid (VLS) technique has been employed for the growth of CuO thin
film on an n-Si (100) substrate. Prior to the growth procedure, the wafer has been
cleaned by following the standard RCA-I and RCA-II cleaning and then the wafer is
dipped in 10% HF solution for the oxide removal. After cleaning, sputtering
technique has been employed to gold coat the wafer with a thickness of *7 nm.
The CuO thin film is grown from CuO powder, in a 2-zone furnace where the
powder is kept in the higher temperature zone and the Au-coated sample in the
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relatively lower temperature zone of 600 °C for 30 min. Argon gas has been used
as a carrier at a deposition pressure of 183.9 Torr. Following the same procedure
three CuO thin film samples has been prepared.

The ZnO NWs have been grown by employing chemical bath deposition
(CBD) technique on the CuO film coated samples for 30, 40 and 60 min. For the
growth of ZnO nanowires an equi-molar aqueous solution of 0.05 M of Zinc Nitrate
Hexahydrate (Zn(NO3) ∙ 6H2O) and Hexamethlenetetramine (C6H12N4) are pre-
pared by using 50 ml DI water and then mixed together in a beaker which produces
transparent solution. The CuO thin film coated samples are dipped vertically in the
solution and stirred at 250 rpm. With increasing time and temperature, the trans-
parent solution turns slightly whitish due to the precipitation and deposition of ZnO
on CuO film coated n-Si substrates. After the completion of respective deposition
time, each of the samples are taken out from the solution and rinsed under running
DI water, followed by drying up in N2 ambient. The contacts are taken by coating
the CuO film and the ZnO NWs with ITO layer having a thickness of 100 nm
followed by Ag dots of diameter 50 lm, for creating the electrical contact by the
tungsten probe of diameter 9.5 lm.

3 Results and Discussion

Figure 1 shows the FESEM micrographs of ZnO nanowires grown on CuO thin
film for 30, 40 and 60 min respectively. The average thickness of the CuO film
is *20 nm as shown in Fig. 1a. It is evident from Fig. 1b that after completion of
30 min of deposition time the ZnO nanowires have grown however do not cover up
the entire CuO film. With increasing reaction time (from 30 to 40 min), the density
of the ZnO nanowires increases (Fig. 1c). However, further increasing the reaction
time (from 40 to 60 min), the nanowires coalesce and finally form clusters
(Fig. 1d).

The XRD pattern of the ZnO NW’s/CuO film heterojunction for different
deposition time are plotted in Fig. 2. Peak position of the plots confirm the growth
of single crystalline CuO with [111] plane and polycrystalline ZnO with [100],
[002] and [101] planes, which are verified from the JCPDS card no. 80-1917 and
36-1451 respectively. The average crystallite size (D) and micro-strain (ɛ), esti-
mated by using Scherrer formula, D ¼ 0:9k

b cos h and e ¼ b cos h
4 where k is the wave-

length used for X-ray radiation and b is the full-width-at-half-maximum (FWHM)
of the peaks at the diffracting angle ɵ.

The single crystalline CuO with [111] plane is having a crystallite size of
15.47 nm. However for the ZnO NWs [100] plane is dominating, having the
crystallite size of 28.02, 32.97 and 29.6 nm and micro-strain of 0.0031, 0.0026 and
0.0029 for 30, 40 and 60 min respectively. So, it is apparent from the above values
that the heterojunction formed for 40 min deposition time is having the highest
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crystallite size, which exhibits superior light absorption in comparison to the other
heterojunctions fabricated in the current work.

The bandgap is extracted using Tauc’s relation ahm ¼ Aðhm� EgÞn in Fig. 3a
and it is obtained to be 3.28, 3.33 and 3.41 for 30, 40 and 60 min deposition time
respectively.

Figure 3b shows the variation of refractive indices and it has been plotted with
deposition time. The refractive indices are calculated by using Moss relation and

Fig. 1 SEM images of a CuO film and ZnO nanowires grown on CuO film for b 30 min,
c 40 min, d 60 min
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Fig. 2 XRD spectra of:
a ZnO from JCPDS (36-1451,
blue) and CuO from JCPDS
(80-1917, red), ZnO
NW’s/CuO film b 30 min,
c 40 min, d 60 min (colour
figure online)
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Herve and Vandamee relation [5]: n2 ¼ ffiffiffiffiffiffiffiffiffiffi

k=Eg

p

and n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ A
EgþB

� �

r

respectively.

The values of the refractive indices are obtained to be 2.54, 2.92 and 2.48 for 30,
40 and 60 min respectively. Such high value of refractive index for the 40 min
grown heterojunction can be used for anti reflection coating.

Figure 4a and b shows the current—voltage and current density—voltage plots
of n-ZnO/p-CuO hetero-junction on Si substrate at room temperature under dark
and illuminated condition, respectively. The heterojunction exhibits a diode like
characteristics in dark condition and a photocurrent is observed under white light
illumination of 0.037 mW/cm2. It is apparent from Fig. 4b, that with increasing the
deposition time from 30 to 40 min, the photo-generated current increases which
may be attributed to the increase in density of the ZnO nanowires. However, with
further increase in deposition time from 40 to 60 min, the photo generated current
decreases. This decrease in the photo generated current is a replication of the
enhancement of the series resistance, due to the cluster formation of ZnO nanowires
for such high deposition time as apparent from Fig. 1c.
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To determine the series resistance values, the inverse slope of I-V characteristics
(Ri = dVi/dIi) is considered, under illuminated condition, and its variation with
deposition time at different applied forward voltage is plotted in Fig. 5. The highest
series resistance for the 60 min deposition time heterojunction is responsible for the
lowest photo-generated current which is consistent with Fig. 4b. The maximum
photocurrent is observed for the heterojunction having the deposition time of
40 min, which can be attributed to the lowest series resistance of 100 kΩ and
highest carrier collection probability which ultimately results in maximum power
conversion efficiency.

The photovoltaic performance of the fabricated heterojunction is analysed in
terms of open circuit voltage, short circuit current density and efficiency. The fill
factor is calculated as: FF ¼ Jm�Vm

Jsc�Voc
where Jm and Vm are the current and voltage

respectively at maximum power of the J–V curve. The fill factors are obtained to be
0.16, 0.24 and 0.23 for 30, 40 and 60 min respectively. The conversion efficiency is
calculated from: g %ð Þ ¼ FF�Jsc�Voc

Pin
which is obtained to be 0.003, 0.37 and 0.002%

for 30, 40 and 60 min deposition time, at an input power incident of
0.037 mW/cm2.

4 Conclusions

The n-ZnO NWs/p-CuO film has been grown by employing the combined CBD and
VLS techniques. The optical and photovoltaic properties of the grown samples are
investigated. The open circuit voltage, short circuit current density and efficiency
are obtained to be 0.0018 V, 0.32 mA/cm2 and 0.37% respectively for the
heterojunction having 40 min deposition time of ZnO NWs. Hence the preliminary
study indicates that the n-ZnO NWs grown for 40 min on the previously grown
p-CuO film is much superior as compared to the other samples and so it can be
chosen as a promising candidate for future photovoltaic applications.
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Analytical Modeling of Vertically
Oriented Standalone Si-Nanowire
Metal-Oxide-Semiconductor Capacitors
for Wavelength Selective Near-Infrared
Sensing Applications

Subhrajit Sikdar, Basudev Nag Chowdhury
and Sanatan Chattopadhyay

Abstract In the current work, photogeneration in a vertically oriented standalone
Si-nanowire metal-oxide-semiconductor (MOS) capacitor has been investigated by
developing a theoretical model that incorporates phase-breaking phenomena such
as electron-photon interaction. For this purpose, a set of quantum field equations
associated with second quantization electron and photon field operators have been
solved through non-equilibrium Green’s function (NEGF) formalism by achieving
self-consistency with Poisson’s equation. The obtained photocapacitance profile
shows sharp peaks at specific wavelengths, detected by their relevant diameter-
voltage combinations in the near-infrared region. Such peaks are observed to be
shifted towards shorter wavelengths with increasing the applied voltage. Thus, the
proposed device scheme can contribute significantly to wavelength selective pho-
tosensing applications with high selectivity.

1 Introduction

In recent times, immense applications of semiconductor nanostructure based
devices in the field of optical sensing/imaging have led to significant progress in
fabricating such devices for detecting ultraviolet to infrared spectrum with high
sensitivity [1, 2]. Moreover, the detection of near-infrared region (720–2500 nm) is
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essential for applications in the domain of astronomy [3], agriculture [4], remote
sensing [5], material science [6] and medical imaging [7]. Theoretical
investigation/modeling of such photosensors is essential for developing a com-
prehensive understanding of the inherent optical and electrical transport properties
[8]. Incidentally, Si based nano-devices are always in the central attraction of
research since *97% of the semiconductor industry is dominated by it and MOS
capacitor/metal-semiconductor-metal (MSM) architectures are explored as the
potential candidates for optoelectronic applications [9, 10]. The commercially
available near-infrared sensing instruments offer the full-width-at-half-maximum
(FWHM) *10 to 15 nm whereas the spectral resolution is reported to be *4 nm
[11, 12] thereby indicates a significant overlap between each spectral bands. Such
unavoidable overlap results a loss of spectral information due to aliasing. Further, in
such instruments [13], wavelengths in the ultraviolet region are detected by utilizing
photo-multiplier tube (PMT) whereas Indium-Gallium-Arsenide (InGaAs) is used
for infrared detection which results a noisy behavior while detecting wavelengths in
the near-infrared region. Therefore, in the current work, a theoretical model has
been developed to study the photogeneration phenomena in vertically oriented
standalone Si-nanowire MOS capacitor for near-infrared sensing applications. A set
of coupled quantum field equations associated with second quantization electron
and photon field operators has been solved in non-equilibrium Green’s function
(NEGF) framework by achieving self-consistency through a simultaneous
quantum-electrostatic solver. Finally, a design window of nanowire diameter and
applied voltage is represented to selectively detect the wavelengths in the near
infrared region.

2 Mathematical Modeling

In the theoretical model, generation of electron-hole pair is considered as scattering
of electrons due to interaction with the incident photons where the incoming
electron with the effective mass of hole deviated from its trajectory with effective
mass of an electron after interacting with the photon, as shown in Fig. 1. This
process is represented as the annihilation of incoming electron (with effective mass
of hole) and photon, and subsequently creation of the outgoing electron (with
effective mass of electron). Here, valence band is considered as the ‘source’ or
‘reservoir’ of electrons whereas the conduction band supposed to be the ‘device’.

The transition of a fermion (electron) from the valence band to the conduction
band after interacting with a boson (photon) is described by following equations
[14]:
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where Cc
i and Cv

s are the i-th and s-th sub-band electron annihilation operator in the
conduction and valence band respectively and bphta is the annihilation operator for
the photon in a mode with angular frequency of xa. All the b’s and C’s follow the
Bose-Einstein (BE) commutation and Fermi-Dirac (FD) anti-commutation relations.
HC

ISO and Hv
ISO are considered as the Hamiltonian for isolated state in conduction

and valence band respectively. Solving (1a)–(1c), using relevant Green’s function
ðGDÞ to calculate the two-time correlation function ncikðt; t0Þ ¼ Ccþ

k ðt0ÞCc
i ðtÞ

� �
for

the filled state of electrons in the conduction band which after Fourier transform in
energy domain can be expressed in matrix form as,

ncikðEÞ ¼ GDðEÞ� � XIn�pht

sc

ðEÞ
" #

GDþ ðEÞ� � ð2Þ

where, ncik represents photogenerated electron density and
PIn�pht

sc is the photon
in-scattering function.

The relevant Green’s function GDð Þ of a quantum device is given by,

GDðEÞ ¼ dðE � EsubÞ ¼ ð1=2pÞ
Z1

�1
ei=�hðE�EsubÞt dt: ð3Þ

Fig. 1 Generation of
electron-hole pair after
interacting with a photon (I).
Equivalent picture of
electron-photon interaction
considered in theoretical
model (II)
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Finally, the total number of photogenerated carriers per second ðnph1DÞ is calcu-
lated by integrating (2) using (3) over the entire energy range in the conduction
band which results to,

nph1D ¼
X

allsub�bands

½ð1=2pÞ
XIn�pht

sc

ðEsubÞ�=�h�: ð4Þ

3 Results and Discussions

Schematic of the vertically oriented standalone Si-nanowire MOS capacitor is
shown in Fig. 2 where the Si nanowire is assumed to be grown on [100] direction
on a Si substrate. The silicon-dioxide (SiO2) layer of 2 nm thickness is deposited on
top of the nanowire, followed by a metal electrode. Such a system is assumed to be
operated at room temperature (300 K).

When a positive voltage (V) is applied on the metal electrode, the conduction
band bends more in the downward direction as shown in Fig. 3, forming a quantum
well at the oxide/semiconductor interface. Electrons accumulated in such a quantum
well are confined in all possible directions due to structural and electrical quanti-
zation. Consequently, troughs and crests are observed in the one dimensional (1-D)
carrier concentration profile in dark condition which signifies the existence of
discrete energy states due to such confinement in the conduction band regime.
Further, illuminating the MOS capacitor with light of appropriate wavelength
generates electron-hole pairs throughout the length of the nanowire however; the
applied voltage attracts photoelectrons near the oxide/semiconductor interface while
pushing back holes towards the substrate. Thus, the applied electric field reduces

Fig. 2 Vertically aligned
standalone MOS capacitor
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the probability of recombination at the oxide/semiconductor interface by separating
photogenerated electrons from holes. Such photogenerated charge carriers in
addition to the charge carriers in dark condition are integrated over the extension of
1-D carrier concentration profile and dividing it by the relevant voltage provides the
photocapacitance. The distribution of such photocapacitance under the illumination
of 30 mW source power for different diameter-voltage combinations has been
shown in Fig. 4.

The photocapacitance profile shows a sharp peak at 810 nm wavelength for a
combination of 30 nm diameter and 2 V applied voltage. When the applied voltage
is increased to 2.2 V the photocapacitance peak is observed to be shifted towards
the shorter wavelength region (blue shift) and results a sharp peak at 760 nm.
Similarly, on application of 2.3 V such a profile is shifted more towards blue and
results a peak at 740 nm. Such a shifting of photocapacitance peaks occurs with
increasing the voltage since the energy gap between two interacting sub-bands is
increased. Corresponding FWHMs for these three spectral bands, calculated using
Gaussian distribution function obtained as 14.35, 10.56 and 9.90 nm respectively.
This situation signifies the ability of the proposed device to detect wavelengths in
the near-infrared region with high selectivity by their relevant diameter-voltage
combinations.

Fig. 3 Conduction band
potential and 1-D carrier
concentration with distance
from metal/oxide interface

Fig. 4 Plot of
photocapacitance profile with
incident light wavelength for
a nanowire comprising 30 nm
diameter with varying voltage
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4 Conclusions

A theoretical model has been developed to investigate the impact of
electron-photon interaction in a vertically oriented standalone Si-nanowire MOS
capacitor. Such interaction leads to the generation of electron-hole pairs throughout
the length of the nanowire however, the applied voltage reduces the recombination
probability by separating electrons and holes at the oxide/semiconductor interface.
The photocapacitance profile shows sharp peaks at specific wavelengths in the
near-infrared region, moreover, such a peak is observed to be shifted towards the
shorter wavelengths with increasing applied voltage. Most importantly, wave-
lengths in the near-infrared region can be detected by their relevant
diameter-voltage combinations with high selectivity. Thus, photo-detection in the
proposed device scheme is independent of any variations in the illumination
condition.
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Computing Spectral Response of GaAs
Solar Cell with Quasi-Fermi Level
Approximation

Somshuddha Datta, Tamalika Chakraborty and Arpan Deyasi

Abstract Spectral response of GaAs solar cell is analytically computed incorpo-
rating the existence of quasi-Fermi level generated after photon shower. Analytical
computation is carried out for simultaneous solution of continuity equations and
diffusion equations, and contribution of drift is also taken into account. Results are
obtained by varying structural parameters within lower photon energy range to
obtain higher response magnitude.

1 Introduction

Renewable energy becomes the subject of research in this age due to present energy
crisis, and solar cell already exhibits [1, 2] as one of the promising alternative of
conventional energy sources with lower cost and moderate efficiency. Estimation of
conversion efficiency (CE) and spectral response (SR) are the two prime factors to
measure its performance, and hence accurate computation with realistic physical
consideration plays important role for its performance analysis. Chegaar [3] cal-
culated the effect of irradiance intensity on short circuit current, open circuit
voltage, saturation current, ideality factor, figure of merit, fill factor, series resis-
tance and shunt resistance. Ghitas [4] presented the solar irradiance variation and
radiation intensity at different time of the day as a function of wavelength.

Chander [5] experimentally studied the spectral response of a mono-crystalline
Si solar cell and also the quantum efficiency to verify the bandgap of the material.
Spectral response of organic solar cell is also measured in recent past [6] and charge
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transport efficiencies are calculated form experimental result. For heterojunction
solar cell, spectral response is calculated [7] considering the excess minority carrier
concentration at the base region and also at the top of solar cell. Effect of cell
temperature and maximum power point tracking on efficiency are highlighted [8]
for future design with enhanced performance.

In the present paper, detailed analytical calculation is made for SR computation
of p-n junction solar cell with the consideration of excess carrier generation, i.e.,
generation of quasi-Fermi level, which is absent in previous literatures [9, 10]. As
per the physical insight, quasi-Fermi level formation due to high shower of excess
photons is a realistic phenomenon, and thus modelling of SR incorporating this
effect adds novelty in this regard.

2 Mathematical Modeling

Spectral response of p-n junction solar cell can be derived considering the solution
of electron and hole concentration equations in depletion region at steady state
incorporating the effect of recombination rate. Equations are given by

@2ðDpÞ
@z2

þ Dp
Lp

� Gp

Dp
¼ 0 ð1Þ

@2ðDpÞ
@z2

þ Dp
Lp

� Gp

Dp
¼ 0 ð2Þ

where G(n/p) is the generation rate of excess electron, given by

GðnÞ ¼ auð1� RÞ exp½�az� ð3Þ

Substituting (3) in (1) and (2) under low injection condition

Dn
@2np
@z2

þ auð1� RÞ exp½�az� � np � np0
sn

¼ 0 ð4Þ

Dp
@2pn
@z2

þ auð1� RÞ exp½�az� � pn � pn0
sp

¼ 0 ð5Þ

General solution of (4) is

np ¼ np0 þC1 coshðz=LnÞþC2 sinhðz=LnÞ � auð1� RÞsn
a2L2n � 1

exp½�az� ð6Þ
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and of (5) is

pn ¼ pn0 þC3 coshðz=LpÞþC4 sinhðz=LpÞ � auð1� RÞsp
a2L2p � 1

exp½�az�: ð7Þ

Surface recombination velocities are given by

Dn
dðDnÞ
dz

¼ SnðDnÞ ð8:1Þ

Dp
dðDpÞ
dz

¼ SpðDpÞ ð8:2Þ

where Sn and Sp are the surface recombination velocities.
Boundary conditions are given by

dnp
dz z¼0

¼ Sn
Dn

½npð0Þ � np0� ð9:1Þ

dpn
dz z¼0

¼ Sp
Dp

½pnð0Þ � pn0� ð9:2Þ

As per the best knowledge of authors, Researchers calculated the current density
of solar cell so far by assuming that excess carrier generation is negligible [11–13]
at depletion edge, which mathematically can be represented as

pn � pn0 � 0 np � np0 � 0:

But considerable amount of excess carriers are generated at the edges of depletion
region. In that case, quasi-Fermi levels are generated. Therefore, introducing
quasi-Fermi level conditions and using (8.1), (8.2), (9.1) and (9.2), one may obtain

np ¼ np0 exp
qV
kBT

� �
ð10Þ

pn ¼ pn0 exp
qV
kBT

� �
ð11Þ

We obtain

np ¼
T expf�aðxjþwDÞg½sinhðH�x

Ln
Þþ 1

Kn
coshðH�x

Ln
Þ� þ T expð�aHÞ½1� 1

Kn
aLn� sinhðx�xj�wD

Ln
Þ

sinhðH0
Ln
Þþ 1

Kn
coshðH0

Ln
Þ

� T exp½�ax� þ np0þ
np0½expðqvktÞ � 1�½sinhðH�x

Ln
Þþ 1

Kn
coshðH�x

Ln
Þ�

sinhðH0
Ln
Þþ 1

Kn
coshðH0

Ln
Þ

ð12Þ

Computing Spectral Response of GaAs Solar Cell with Quasi-Fermi … 183



pn ¼
T ½1þ aLP

KP
�½sinhð xjLPÞcoshð x

LP
Þ � sinhð x

LP
Þ coshð xjLPÞ� þ T expð�axjÞ ½sinhð x

LP
Þþ 1

KP
coshð x

LP
Þ�

½sinhð xjLPÞþ 1
KP
coshð xjLnÞ�

� T exp½�ax� þ pn0 þ
pn0½expðqvktÞ � 1�½sinhð x

LP
Þþ 1

KP
coshð x

LP
Þ�

½sinhð xjLPÞþ 1
KP
coshð xjLnÞ�

ð13Þ

where

T ¼ auð1� RÞsn
a2L2n � 1

ð14:1Þ

Kn=p ¼
Sn=pLn=p
Dn=p

ð14:2Þ

WD is the width of the depletion region, H is the width of the device, H
′ = H – z − WD.

Using diffusion equations, current densities can be obtained as

Jn ¼ � qDn

Ln
T expf�aðxj þwDÞgLna�

Kn½coshðH0
Ln
Þ � expð�aH0Þ� þ sinhðH0

Ln
Þþ aLn expð�aH0Þ

Kn sinhðH0
Ln
Þþ coshðH0

Ln
Þ

" #

þ qDn

Ln
np0 expðqv

kT
Þ � 1

h i fKn coshðH0
Ln
Þþ sinhðH0

Ln
Þg

Kn sinhðH0
Ln
Þþ coshðH0

Ln
Þ

" #

ð15Þ

Jp ¼ � qDp

Lp
T expf�aðxj þwDÞgLpa�

Kp½coshðH0
Lp
Þ � expð�aH0Þ� þ sinhðH0

Lp
Þþ aLp expð�aH0Þ

Kp sinhðH0
Lp
Þþ coshðH0

Lp
Þ

" #

þ qDp

Lp
pn0 expðqv

kT
Þ � 1

h i fKp coshðH0
Lp
Þþ sinhðH0

Lp
Þg

Kp sinhðH0
Lp
Þþ coshðH0

Lp
Þ

" #

ð16Þ

Without introducing quasi-Fermi level conditions, current densities may be put
into the following form

Jn ¼ � qDn

Ln
T expf�aðxj þwDÞgLna

� Kn½coshðH0
Ln
Þ � expð�aH0Þ� þ sinhðH0

Ln
Þþ aLn expð�aH0Þ

Kn sinhðH0
Ln
Þþ coshðH0

Ln
Þ

" #
ð17Þ
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Jp ¼ � qDp

Lp
T expf�aðxj þwDÞgLpa

�
Kp½coshðH0

Lp
Þ � expð�aH0Þ� þ sinhðH0

Lp
Þþ aLp expð�aH0Þ

Kp sinhðH0
Lp
Þþ coshðH0

Lp
Þ

" #
ð18Þ

Spectral response is given by Sze and Ng [10]

SR ¼ Jn þ JP þ Jdr
quð1� RÞ : ð19Þ

3 Results and Discussions

Using the (15), spectral response of GaAs p-n junction solar cell is computed and
plotted as a function of incident photon energy. It should be noted down first that
with increase of incident energy, spectral response monotonically decreases.
Figures 1 and 2 show the variation of spectral response with photon energy for
different doping concentrations of either side of p-n junction. For electron con-
centration, result is showed in Fig. 1, whereas Fig. 2 exhibits for hole concentration

Fig. 1 Spectral response variation with incident photon energy for different electron
concentrations
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Fig. 2 Spectral response variation with incident photon energy for different hole concentrations

Fig. 3 Spectral response variation with incident photon energy for different surface recombination
velocities
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variation. Results suggest that a variation of doping can tune the spectral response
of the device prior to fabrication. Also it may be noted that the concentration
gradient has significant effect on spectral response for lower photon energy. In both
the plots, it is observed that SR decreases monotonically with increasing photon
energy, and also with increasing concentration. Hence moderate doping concen-
tration is required for optimum performance.

Figure 3 exhibits SR profile for different surface recombination velocities (S),
whereas Fig. 4 shows it for width of the structure. It is observed that higher S(n/p)
within the practical limit provides higher SR, whereas by increasing width of the
cell, SR decreases. The variation is monotonic for both the cases, whereas for the
ideal condition (neglecting space-charge effect), the variation is quite different [4].
This difference is due to the consideration of quasi-Fermi level approximation as
exhibited in the mathematical modelling section, whereas in all the previous cal-
culations as far known to authors, this excess carrier generation factor is neglected.

4 Conclusion

Spectral response of GaAs p-n junction solar cell is analytically computed and
plotted as a function of incident photon energy for different internal parameters
(carrier concentrations in either side of junction, depletion region width, surface
recombination velocity). Simulated findings reveal that spectral response, and thus

Fig. 4 Spectral response variation with incident photon energy for different width of the structure
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quantum efficiency of the device can be set prior to the fabrication if knowledge
about a few internal parameters is given. Higher incident photon energy reduces the
magnitude of spectral response due to excess loss of photons, and thus lower to
moderate range is essential as input condition. Since response is a function of
electron and hole currents, hence it also controls the fill factor of the device, which
is the figure of merit of solar cell. Here lies the critical importance of the present
paper.

References

1. Debije. M, “Renewable Energy: Better Luminescent Solar Panels in Prospect”, Nature, 519,
298–299 (2015).

2. Galad. M, Spanik. P, “Design of Photovoltaic Solar Cell Model for Stand-Alone Renewable
System”, Electro, 285–288 (2014).

3. Chegaar. M, Petit. P, Hamzaoui. A, Aillerie. M, Namoda. A, Herguth. A, “Effect of
Illumination Intensity on Solar Cells Parameters”, Energy Procedia, 36, 722–729 (2013).

4. Ghitas. A. E, “Studying the Effect of Spectral Variations Intensity of the Incident Solar
Radiation on the Si Solar Cells Performance”, NRIAG Journal of Astronomy and Geophysics,
1, 165–171 (2012).

5. Chander. S, Purohit. A, Nehra. A, Nehra. S. P, Dhaka. M. S, “A Study on Spectral Response
and External Quantum Efficiency of Mono-Crystalline Silicon, International Journal of
Renewable Energy Research, 5, 4144 (2015).

6. Kumar. S, Iyer. S. S. K, “Variations in Spectral Response Behaviour in Single Layer Organic
Solar Cells with Active Layer Thickness and Bias”, 42nd Photovoltaic Specialist Conference,
1–6 (2015).

7. Biswas. S, Biswas. A. K, Chatterjee. A, Sinha. A, “An Analytical Study of a GaAs-Si n/p
Heterojunction Solar Cell and Suggestion for A Structure for Improved Performance”,
International Journal of Applied Engineering Research, 11, 1855–1858 (2016).

8. Dinçer. F, Meral. M. E, “Critical Factors that Affecting Efficiency of Solar Cells”, Smart Grid
and Renewable Energy, 1, 47–50 (2010).

9. Hovel. H. J, “Photovoltaic Materials and Devices for Terrestrial Solar Energy Applications”,
Solar Energy Materials, 2, 277–312 (1980).

10. Sze. S. M, Ng. K. K, “Physics of Semiconductor Devices”, Wiley, 3rd ed. (2007).
11. Chapin D. M, Fuller C. S, Pearson G. L, “A New Silicon p-n Junction Photocell for

Converting Solar radiation into Electrical Power”, Journal of Applied Physics, 25, 676 (1954).
12. Reynolds. D. C, Leies. G, Antes L. L, Marburger. R. E, “Photovoltaic Effect in cadmium

Sulphide”, Physical review, 96, 533 (1954).
13. Henry. C. H, “Limiting Efficiency of Ideal Single and Multiple Energy Gap Terrestrial Solar

Cells”, Journal of Applied Physics, 51, 4494 (1980).

188 S. Datta et al.



Optimal Designing of Higher Efficiency
Chalcogenide Thin Film Solar Cell

Koushik Sarkar, Sudipta Banerjee, A.K. Chakraborty
and K.K. Ghosh

Abstract Efficiency and performance of a solar cell greatly depends on physical
processes on junction in addition to device material characteristics and size. In the
present work, attempt is made to explore a better designing of solar cell with some
trade-offs and compromise amongst different parameters to obtain maximum power
output and better efficiency. Chalcogenide based CdSTe thin film solar cell is
studied for the purpose. The proposed structure takes care of dealing against rel-
atively low band gap of window material and its lattice mismatch with the absorber.
Efficiency as high as 26.6% and power output to the level of (0.266 W/10 cm2) has
been observed in our numerical simulation with PC1D. The result thus convinc-
ingly proves the superiority of our designed structure over conventional structures.

1 Introduction

Due to high absorption coefficient, CdTe is a promising candidate [1, 2] for thin
film solar cell absorber and CdS plays a chosen partnership in forming the
heterojunction window. Low cost fabrication and processing gives an added
advantage to use CdTe cell. Back surface scattering loss is checked by using a high
band gap barrier material ZnTe [1]. It helps to reduce carrier recombination creating
a schottky barrier [3]. Enhanced output voltage and increased power conversion
efficiency as depicted in the following graphs motivates our investigation to greater
detail of works. In practical issue, as sheets of solar cells be very large thus limit the
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performance due to increase of résistance of the sheets [6]. So reduction of the
upper sheet layer has been a key to get success in the field of solar panels [6]. It has
been studied that SnO2 acts as a low resistive electrode that can trap light with the
help of its large band gap and low absorption capability. It has been found that is
easy on the pocket too [5].

2 Simulation and Results

The performance of the solar diode is reflected from the plots and the table based on
simulated data output from the simulator as shown in Fig. 2 and Table 1.

It is observed from the Fig. 2 and Table 1 that the maximum Voc is 1.16 V and
remains unaltered for all the film thicknesses while the short circuit current
increases with the thicknesses. Also it is noticed that the output power and con-
version efficiency significantly enhanced with the film thicknesses of the absorber
material. Table 1 is furnished with the data accrued from the simulator on the basis
of one of our proposed model with long diffusion length, band gap (1.7 eV), mole
fraction (x = 0.75) and carrier life time (0.09893 ls) for CdSxTe1−x layer. The
thickness and doping concentration of CdTe layer is reserved 1.5 lm and
1018 cm−3 accordingly.

Following Fig. 1, the simulated structure is differently taken. Here we investi-
gated the performance of the CdTe layer thickness considering the diffusion length
(2.06 lm), carrier life time (4.997 � 10−3 ls), diffusivity (8.495 cm2/s) [4]. The
results are reflected through Table 2 and Fig. 3. The investigation showed the
maximum efficiency at 1.5 lm thickness of the CdTe layer. The parameters of
CdSTe layer was unchanged.

Restraining all the other layer’s parameters same, we then investigated variation
of doping concentrations of the CdTe layer (1.5 lm) to find the best possible cell
efficiency. The Table 3 and Fig. 4 show the results. For doping concentration
1 � 1019 cm−3, we got the highest efficiency. Finally we measured the effect of
variable band gap on cell efficiency according to the value of mole fraction of
CdSxTe1−x. It has been found that the band gap 1.7 eV for x = 0.75, is the best
option to reach the highest efficiency for this diode model [4]. Figure 5 shows the
results of the simulation using PC1D.

Table 1 Results of the first
simulation of CdSTe solar cell

CdSTe (µm) Voc (v) Isc (A) FF (%) Ƞ (%)

2.2 1.166 2.407 92.55 25.98
2.1 1.164 2.369 92.58 25.53

2.0 1.163 2.351 92.53 25.30

1.9 1.161 2.331 92.56 25.05
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Table 4 enlighten us about the significant parameters we have taken for the
diode model to get the best possible efficiency (26.63%). The I-V characteristic
curve for the highest efficiency that is shown in the Fig. 6, describes the most

Fig. 1 PC1D Simulation
Structure

Fig. 2 V-I characteristics of
the simulated solar diode
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important results i.e. Fill factor (FF), efficiency, (Short circuit current (Isc), Open
circuit voltage (Voc), maximum output power (Im � Vm). Isc = 0.3416 A,
Voc = 0.8904 V, Vm = 0.8084 V, Im = 0.3294 A, ɳ = 26.63%, FF = 96.4%.
Figure 6 I-V characteristic curve shows the solar diode for the highest efficiency
(26.63%) configuration.

Table 2 Thickness vs
efficiency for CdTe layer

Thickness (lm) Efficiency (%)

2.5 25.88

3 25.8

5 25.59

8 25.52

1.4 25.97

1.3 25.97

1.2 25.95

1.1 25.91

1 25.86

0.8 25.73

0.6 25.5

1.5 25.98

1.6 25.98

1.7 25.98

2.6 25.97

0.1 25.45

Fig. 3 Thickness vs
efficiency curve for CdTe
layer
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Table 3 Doping
concentration vs efficiency for
CdTe

Doping (cm−3) Efficiency (%)

1.00E+13 17.13

1.00E+14 17.21

1.00E+15 17.9

1.00E+16 21.09

1.00E+17 24.81

1.00E+18 25.98

1.00E+20 24.96

1.00E+21 22.18

1.00E+22 20.85

1.00E+19 26.63

Fig. 4 Doping concentration
vs efficiency curve: CdTe

Fig. 5 Band gap vs
efficiency curve: CdSTe
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3 Conclusion

The proposed structured is a promising candidate to offer high output and high
efficiency solar diode with very good fill factor (96.4%). Also it is covering the
broad spectrum [ITO (330–350 nm), CdS (500–520 nm), CdSTe (500–800 nm),
CdTe (800–850 nm)] of sunlight. Enough scope is still there to invade upon
searching even better solar chalcogenide thin film solar diode of higher quality
performance.

Table 4 The significant parameters for the diode mode

Material Thickness
(lm)

Band gap
(eV)

Doping (cm−3)
concentration

Dielectric
constant

SnO2 (ITO) 0.1 3.6 1017 9

CdS 0.15 2.4 1017 10

CdSxTe1−x 1.9–2.2 (2.2
best)

1.5–2.4 1017 9.4–10

CdTe 0.18 (1.5 best) 1.5 1013–1022 (1019 best) 9.4

ZnTe (back
contact)

0.2 2.26 1018 9.67

Fig. 6 I-V characteristic
curve of the solar diode for
the highest efficiency
(26.63%) configuration
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Highly Non-linear Simple Designed
Solid Core Photonic Crystal Fiber

Moutusi De, Rahul Kumar Gangwar and Vinod Kumar Singh

Abstract A highly non-linear solid core photonic crystal fiber (SCPCF) is designed
in the present work. Three hexagonal air hole rings in cladding region and four very
small air holes are present in a symmetric manner in the core region. By using full
vectorial finite element method (FVFEM) with the perfectly matched layer, we study
numerically the effective area of modal pattern as well as the nonlinear coefficient of
this proposed SCPCF. For this proposed fiber a small modal effective area 5.58 µm2

and a high nonlinear coefficient 21.38 W−1 km−1 are obtained at communication
wavelength 1.55 µm for the small air holes in the core with diameter 0.15 µm. This
type of SCPCF is useful for different nonlinear applications.

1 Introduction

The PCF is an optical fiber whose cladding comprises a 2D periodic array of air
holes [1]. Numerous forms of PCF exist, and many schemes can be envisaged with
which to categorize them. The classification chosen here is based on the material
which forms the core region and through which the majority of the optical guided
mode field travels [2]. A fiber which contains solid material within the guiding core
will be termed a solid core PCF [3, 4]. The SCPCF can guide light by a modified
form of total internal reflection (TIR) if an appropriate average of the refractive
index of the cladding is below the refractive index of the core. The microscopic
array of air hole within the cladding of PCFs running down the fiber length that
offer design flexibility in tuning effective area as well as nonlinearity. Highly
nonlinear PCFs on the other hand, are suitable for various novel applications
including wavelength conversion, optical parametric amplification, super contin-
uum generation etc. [5].
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In this paper, we propose a newly designed solid core photonic crystal fiber with
a nonlinear coefficient more than 21 W–1 km−1 at the communication wavelength
1.55 µm also this SCPCF has small modal effective area 5.68 µm2 at this wave-
length. We use FVFEM based COMSOL software for this simulation [6].

2 Proposed SCPCF

We demonstrate a solid core PCF which has four symmetrically placed very small air
holes near the center and inside the core region. Figure 1a shows the proposed
design for SCPCF using three hexagonal air hole rings in the cladding region and
Fig. 1b shows the electric field distribution in the proposed fiber. The air-holes in the
cladding region have diameter d and the air-hole pitch i.e. the separation between the
two air-hole centers is ʌ. These two parameters are related by the relation, air filling
fraction, d/ʌ = 0.8. For this air filling fraction the confinement loss will be very small
in three ring hexagonal SCPCF [7, 8]. In this fiber core four very small air holes
having diameter d1 are placed symmetrically near the center of the fiber. The pitch of
these very small air-hole is ʌ1. Two different values of d1 are considered for the fixed
ʌ1 value and for these values the effective area and nonlinear coefficient are cal-
culated over a long wavelength range (0.8–1.65 µm). Then the measured effective
areas and nonlinear coefficients are relatively studied for the two d1 values. This type
of micron air holes can be manufactured by a combined FIB (Focused Ion Beam)
milling and Scanning Electron Microscopy (SEM) technique [9].

Fig. 1 a Proposed SCPCF image, b Electric field distribution inside the proposed SCPCF (using
comsol software)
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3 Results and Discussions

We consider the SCPCF which is made of silica. Refractive index of silica and air
holes are 1.45 and 1 respectively. The modal effective area (Aeff) and nonlinear
coefficient (ϒ) of the PCF can be calculated by using the equation as given bellow,

Aeff ¼
RR þ1

�1 jEj2dxdy
� �2

RR þ1
�1 Ej j4dxdy lm2 ð1Þ

� ¼ 2pn2
kAeff

W�1 km�1: ð2Þ

where n2 = 3.0 � 10−20 m2 w−1 is the nonlinear index of silica and k is the
operating wavelength [10–13].

In this paper the d and p are kept constant throughout the simulation. The very
small air hole diameter (d1) is varied, keeping their pitch (ʌ1) fixed. The d1 taken in
two studies are 0.10 and 0.15 µm. At first, keeping the air hole diameter (d) and
pitch (p) constant modal effective areas and nonlinear coefficients are calculated
using (1) and (2) for d1 = 0.10 µm with ʌ1 = 0.40 µm. Same thing is repeated for
d1 = 0.15 µm keeping other parameters unchanged. It is found that for both the
cases effective area increase with increasing wavelength. Also, effective area
increase when the small air hole diameter (d1) decreases as shown in Fig. 2. It is also

Fig. 2 Effective area curve with varying wavelength for d/ʌ = 0.8 and ʌ1 = 0.4 µm
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found that for both the cases, nonlinear coefficient decreases with the increasing
wavelength. Also the nonlinear coefficient increases with increasing small air hole
diameter as shown in Fig. 3. The simulation results are represented in the Table 1.

4 Conclusion

The modal effective area and nonlinear property of the proposed designed solid core
PCF are studied with suitable structural parameters, i.e. air filling fraction (d/ʌ),
small air hole pitch (ʌ1) by full vector finite element method. We have found the
effective area and nonlinear coefficient are inversely related with each other i.e.
nonlinear coefficient increases when effective area decreases and vice versa. The
nonlinear coefficient is maximum 21.38 W−1 km−1 at 1.55 µm for d1 = 0.15 µm,
ʌ1 = 0.4 µm, and d/ʌ = 0.8 µm for the proposed SCPCF. This type of SCPCF can
be used in the different nonlinear optical applications.

Fig. 3 Non-linear coefficient curve with varying wavelength for d/ʌ = 0.8 and ʌ1 = 0.4 µm

Table 1 Wavelength versus effective area and nonlinear coefficient representation

Wavelength (k) (µm) For d1 = 0.10 µm For d1 = 0.15 µm

Aeff (µm
2) ϒ (W−1 km−1) Aeff (µm

2) ϒ (W−1 km−1)

1.30 5.47 26.49 5.24 27.63

1.55 5.86 20.73 5.68 21.38
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Butterworth Filter Design Using Ternary
Photonic Crystal Structure Under
Polarized Incidence of E.M. Wave

Meenakshi Banerjee, Romi Dey, Arpan Deyasi, Sandip Dey
and Antara Das

Abstract Transmittivity of ternary photonic crystal (SiO2/air/TiO2) is numerically
computed using transfer matrix method for bandpass filter application at 1.55 µm.
Structural parameters are varied to analyze the ripple in passband width, and result
is computed for both the polarization conditions. Result is also compared with that
obtained for normal incidence. Number of layers and incidence angle are also
varied to observe the variation of transmittivity. Simulated finding indicates better
Butterworth response for s-polarized wave that that obtained for p-polarization
condition.

1 Introduction

Photonic crystal (PhC) is the alternative periodic arrangement of metal/dielectric
layers which allows propagation of e.m wave for specified spectral range [1],
whereas other spectra are rejected. Thus the device can be specified as optical
bandpass filter [2], which is realizable due to the formation of electromagnetic
bandgap [3]. This bandgap formation is possible in one, two or three dimensions.
Researchers already considered it as an innovative building block for the
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next-generation optical communication [4]. To add flexibility in the design, it has
already been studied that proper choice of structural parameters and incident angle
can tune the position of passband and corresponding bandwidth, thus the filter
becomes tunable [5]. Researches on this aspect are already available in different
literatures of repute [6–9], but works on ternary structures are rarely available
because of complex mathematical formulation, and corresponding algorithm.

Banerjee [10] suggested the use of ternary PhC as refractometric sensing ele-
ments, and proposed that it may work better than binary PhC. Gharaati and
co-workers [11] calculated width of bandgap for ternary photonic crystal structures.
Arafa [12] made comparative analysis between dielectric photonic crystal and
metallic photonic crystal for transmission characteristics. Aghajamali et al. [13]
calculated the effect of incidence angle on lossy dielectric based PhC structures.
Gharaati [14] later calculated photonic bandgap of 2D ternary PhC. But tenability of
ternary PhC based optical filter is yet to be studied in details, as far the knowledge
of the authors. In this paper, Butterworth characteristics of ternary PhC based
optical filter is computed for both type of polarized incidence, and comparative
study has been carried out.

2 Mathematical Modeling

For s-polarized incident wave at angle h1, interface reflectivities are given by

r12 ¼ �r21 ¼ n1 cos h1ð Þ � n2 cos h2ð Þ
n1 cos h1ð Þþ n2 cos h2ð Þ ð1Þ

Similarly for p-polarized wave,

r12 ¼ �r21 ¼ n1 cos h2ð Þ � n2 cos h1ð Þ
n1 cos h2ð Þþ n2 cos h1ð Þ ð2Þ

From the wave equations, transfer matrix corresponding to the interface can be
obtained as

MT
1;2 ¼

1
t

1 r21;12
r21;12 1

� �
ð3Þ

Considering the phase factor of the field propagating through uniform medium,
propagation matrix is given as

P1;2 ¼ exp½jk1;2d1;2� 0
0 � exp½jk1;2d1;2�

� �
ð4Þ
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where di is the propagation length in i layer, and k is the wavevector in that layer.
Thus, transfer matrix for the elementary cell is

M ¼ MT
1 P1M

T
2 P2 ð5Þ

For a perfectly periodic medium composed of N such elementary cells, the total
transfer matrix for such a structure is

Mtot ¼ MN ð6Þ

Transmittivity is given by

T ¼ 1
M2

11ðtotÞ
ð7Þ

3 Results and Discussions

Figure 1 shows the transmittivity profile for the p-polarized (TM wave, Fig. 1a) and
s-polarized (TE wave, Fig. 1b) for the SiO2/air/TiO2 structure with different
thicknesses of SiO2 material. Comparative study reveals that for TE wave, ripple at
the desired passband is less than that obtained for TM wave propagation. This
speaks in favor of TE wave propagation inside ternary PhC structure. But for TM
wave propagation, length of notch in transmittance scale is higher which speaks
about better noise rejection property.

In Fig. 2, comparative study is made by varying the width of TiO2 layer. The
observations for this case are exactly same as obtained in Fig. 1. But in this case, it
is seen that several passband appears in vicinity of the desired spectrum which gives

Fig. 1 Transmittivity profile with wavelength under oblique incidence for SiO2-air-TiO2

composition with different thicknesses of SiO2 layer for a TM wave; b TE wave
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the advantage of shifting of operating region near the low attenuation zone for
different applications. This provides the added advantage of multiplexing technique.

In Fig. 3, results are plotted for normal incidences. In Fig. 3a, result is plotted by
varying SiO2 layer dimensions, whereas Fig. 3b represents for different TiO2

thicknesses. A comparative study between Fig. 3a with Fig. 1 shows that better
guard length is observed for normal incidences, whereas asymmetric nature of filter
performance is observed for oblique incidences. But ripple is slightly higher than
obtained for TM or TE mode propagation.

Figure 4 exhibits the comparative analysis for transmittance under normal and
oblique incidences. It has been observed that with increase of incidence angle,
spectrum makes a redshift. This is shown in Fig. 4a. But for very high angle of
incidence, the notch length increases, as seen in Fig. 4b. This is quite interesting
from application point of view as small incidence angle detoriates the filter per-
formance w.r.t normal incidence, whereas very high angle enhances the filter

Fig. 2 Transmittivity profile with wavelength under oblique incidence for SiO2-air-TiO2

composition with different thicknesses of TiO2 layer for a TM wave; b TE wave

Fig. 3 Transmittivity profile with wavelength under normal incidence for SiO2-air-TiO2

composition with different thicknesses of a SiO2 layer; b TiO2 layer
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performance. By increasing number of layer along quantized direction, it has been
observed that filter performance is enhanced keeping the magnitude of bandwidth
constant, as shown in Fig. 5. In this case, since magnitude of ripple is also unaf-
fected, so it may be concluded that better Butterworth response is obtained if higher
number of layers are grown.

4 Conclusion

Comparative study between p and s-polarized wave incidence on ternary PhC
structure reveals the fact that s-polarized wave incidence (TE mode propagation)
gives better Butterworth response in the optical communication zone owing to
lower ripples, but has the slight disadvantage of lower transmittance value at either

Fig. 4 Transmittivity with wavelength a comparative analysis between normal and oblique
incidences; b for different angle of incidences

Fig. 5 Transmittiivty with
wavelength for different
number of layers
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side of passband which may lead to the interference. Choice of layer dimensions
play major role in tuning the passband in the desired region. Comparative study is
carried out with normal incidence. Incidence angle has a greater influence on the
transmittivity, and by increasing number of layers, quality of Butterworth perfor-
mance is enriched.
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Numerical Simulation of Millimeter Wave
Generation in a Digital Fiber Optic Link

V. Charan Teja and M. Ganesh Madhan

Abstract Millimeter wave (MMW) generation using optical techniques has gained
popularity in recent days. In this work, a 1 Gbps conventional single mode fiber
optic link is utilized to remotely generate a 60 GHz MMW signal by heterodyning
principle. Two independent distributed feedback lasers (DFB) operating at 193.5
and 194.1 THz, in the transmitter side, are used to generate a 60 GHz MMW signal
at the remote receiver. One of the laser is externally modulated by 1 Gbps data and
another operating in CW mode, are present in the transmitter side. The important
aspect of this approach is generation of 60 GHz RF signal and transmission of
1 Gbps NRZ data, simultaneously in an optical fiber link. The 60 GHz RF signal
and digital data are extracted by using a narrow band pass filter and low pass filter
respectively. The performance of the data reception and RF generation are inves-
tigated by varying the link distance from 10 to 50 km.

1 Introduction

Wireless networks need to provide data rates in Gbps in order to satisfy the newly
emerging applications [1]. Use of millimeter-wave (MMW) carrier frequencies has
been considered as a solution for high data rate transmission, as different radio
frequency bands has already been occupied. The main issue of using MMW for
wireless communication system is high atmospheric attenuation. The
microwave-photonics based system such as radio over fiber (RoF) suggests utilizing
optical fiber as a solution for delivery of the MMW signal at the required locations
[2]. Optical methods of millimeter wave generation has gained popularity owing to
wide deployment of RoF schemes [3]. In RoF systems, the RF/microwave modu-
lated signal is generated at the central station and transmitted through optical fiber
to the base stations (BSs). There are various techniques [4] developed for remote
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transfer of MMW band signals. Most common and simple one is the direct intensity
modulation scheme, in which a MMW carrier source directly modulates a high
speed laser and then the MMW signal can be recovered at remote photodiode by
direct detection. Alternatively, externally modulation of a continuous wave laser
source using Mach-Zehnder modulator (MZM) or Electro Absorption Modulator
(EAM) can also be utilized. Another scheme uses an Intermediate frequency
(IF) band signal, which is transported over optical fiber instead of RF band signal,
and IF-to-RF up conversion is accomplished at the BS level. Optical heterodyning
technique is a scheme where two or more optical signals are simultaneously
transmitted and are heterodyned in the receiver. An electrical beat note is then
generated at the output of the photodetector with a frequency corresponding to the
wavelength spacing of the two optical waves [5–9]. Kuri and Kitayama [5]
experimentally demonstrated a 25-km-long fiber-optic transmission and the optical
heterodyne detection of a 59.6-GHz radio-on-fiber signal with 155.52-Mb/s
differential-phase-shift-keying formatted data. Madjar and Berceli [6] given a
review on microwave generation by optical techniques. Kassa et al. [7] simulated
by using electrical modeling of semiconductor laser diode for heterodyne RoF
system. Hofstetter et al. [8] generated optical MMW using heterodyne method with
dispersion effects. The recent work of Ramin et al. [2], examines the effect of
intensity noise on the remote generation of MMW. However the effect of fiber
length and dispersion effect on the received digital data has not been investigated. In
this paper, we analyze the performance of MMW signal generation in a 1 Gbps data
link using optical heterodyning principle incorporating fiber dispersion. The quality
of received data interms of Bit error rate [9], Optical signal to noise ratio [9] and Q
factor [9] along with the generated RF power is investigated under different link
lengths as well as input signal powers.

2 Remote Heterodyning Scheme

(a) System blocks and operation

The overall block diagram for 60 GHz MMW generation in a 1 Gbps Single mode
fiber (SMF) link is given in Fig. 1. The two DFB laser diodes are modelled using
single mode rate equations. The optical power of laser diode 1 is modulated by
1 Gbps Non return to zero (NRZ) data using MZM modulator. The MZM output
and CW optical power of laser diode 2 are combined and transmitted through a
single mode fiber. The 60 GHz MMW signal is generated by optical heterodyne at
the photodetector. The power divider divides the output of photo detector into two
equal powers. By using band pass filter, the 60 GHz signal is generated, whereas a
low pass filter is used to retrieve the digital data. This approach is similar to the
report of Ramin et al. [2].
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(b) Laser model

For a DFB laser diode, three rate equations [10] are used to obtain the laser
characteristics. They are given by (1)–(3). The solution for these equations can be
used for determining the frequency chirp and output power.

dNðtÞ
dt

¼ IðtÞ
qva

� NðtÞ
sn

� v0a0
N tð Þ � N0

1þ ecSðtÞ s tð Þ ð1Þ

dSðtÞ
dt

¼ Ca0vg
N tð Þ � N0

1þ ecSðtÞ �
1
sp

� �
s tð Þþ bCNðtÞ

sn
ð2Þ

d;m
dt

¼ a
2

Cvga0 N tð Þ � N0ð Þ � 1
sp

� �
ð3Þ

The time variations of the optical power output is given by,

pðtÞ ¼ sðtÞVag0ht
2Csp

ð4Þ

where hv denotes the photon energy and η0 denotes the total differential quantum
efficiency.

(c) Fiber

The single mode fiber is modelled using an impulse response [11] as shown

H fð Þ ¼ ð4pb2LÞ
1
2expð�j f 2=2b2LÞ ð5Þ

where L is length of fiber (in km) and b2 is second order dispersion parameter. The
fiber output is obtained by convolving the optical pulse from the laser and the fiber
response. The output power from fiber gives the dispersion effect [12].

Fig. 1 A schematic of remote heterodyning based 60 GHz generation by using two distributive
feedback (DFB) laser diodes at transmitter
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(d) Photo detector

A photo detector detects and converts the optical input power into an electric
current output. The mixing of the two optical signals from laser1 and laser2, at the
photodiode provides the required 60 GHz RF signal. The photo current at the
detector is given as

I tð Þ ¼ RjE tð Þj2

¼ R
E1 1þ cos D; tð Þð Þð Þ

2
þE2

2 þ 2E1E2 cos
D; tð Þ
2

� �
� cos 2pfdt � D; tð Þ

2

� �� �

ð6Þ

where

D; tð Þ ¼ p
Vp

Vp

2
þ vðtÞ

� �
ð7Þ

In the above equation,

R—Responsivity of photodiode
v tð Þ—Data signa,
Vp—extinction voltage of MZM,

fd ¼ f2 � f1

3 Simulation Results

The rate (1)–(3) are solved numerically using an ODE solver in Matlab for a 15 mA
step current input. The parameters of DFB laser diode rate equations are given [13].

The first laser diode with wavelength 1549 nm generates a power of 5 mW for a
drive current of 15 mA, whereas the second laser diode generates the same power at
1545.9 nm (194.1 THz). The characteristics are shown in Fig. 2(1a–b). Figure 2
(1c) illustrates the power versus wavelength, in which a power of 7.05 dBm is
shown at both wavelengths of laser diodes. NRZ data of 1 Gbps is provided as a
drive voltage to the Mach-Zehnder modulator (MZM) given in Fig. 2(1d). The
Mach-Zehnder modulator (MZM) provides a maximum output of 4.6 mw as plotted
in Fig. 2(1e).

The output power of Laser diode1 with 193.5 THz, which is modulated with
given data along with a CW signal at 194.1 THz is given as input to fiber. The
Group Velocity Dispersion (GVD) [14] is the main effect in 1550 nm SMF link and
dispersion coefficient of 17 ps/nm/km is fixed for this study. From the (5), the
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dispersion b2 (ps
2/km) isn’t negligible for short pulses, which causes the temporal

pulse broadening. Figure 2.2a–b shows the output power from the fiber, which
illustrates the effect of GVD for 10 and 50 km fiber lengths. The photo detector
provides an output current with difference frequency of two optical signals which is
coupled from the output of fiber. The frequency of the output current of photo diode
is shown in Fig. 2(2c). The power spectrum is obtained by using Fast Fourier
Technique (FFT) with 16,384 samples which is given in Fig. 2(2c) in which the
power at 60 GHz is 37 dBm, which means difference between 60 GHz signal and
its harmonics is −42 dBm.

The 60 GHz signal is retrieved by using a microwave band pass filter. The gen-
erated signals are−44.9 and−58.61 dBm for 10 and 50 km respectively and is shown
in Fig. 2(2d–e). The simulation is repeated for different link distance and input signal
power and the results are plotted in Fig. 2(2f). When the link distance increases, the
RF power decreases for same input signal power, moreover the RF power increases as
input signal power increases as expected. However this analysis is carried out up to
10 mW, as SBS effect may become dominant beyond this value [15].

Fig. 2 1(a) Optical power of laser diode1 after transient switch on, (b) Optical power of laser
diode2 after transient switch on, (c) Optical spectrum of two laser diodes, (d) Data given to MZM
modulator, (e) Output power of MZM. 2(a) Fiber output for 10 km, (b) Fiber output for 50 km,
(c) power spectrum of photo detector output, (d) Power spectrum of band pass filter output for
10 km fiber length, (e) Power spectrum of band pass filter output for 50 km fiber length, (f) Power
in dBm for different input power values for different lengths of fiber
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Similarly, Low pass filter seperates the data and the bit error rate performance is
calculated by using eye diagram, the eye opening, optical signal to noise ratio
(OSNR) and Q factor are obtained from the received digital data and is shown in
Fig. 3. The Eye diagram for 10 and 50 km are plotted in Fig. 3a–b and also eye
opening for different input signal powers with different link distance are shown in
Fig. 3c. Similarly, BER, Q factor, OSNR also shown in Fig. 3d–f.

Fig. 3 a Eye diagram for 10 km. b Eye diagram for 50 km. c Eye opening versus input power for
different length. d Bit error rate versus length of fiber. e Qfactor versus length of fiber. f OSNR
versus length of fiber
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These figures illustrates that as the link distance increases, BER increases and
also a linear decrease in Q factor and OSNR are observed. This coincides well with
the theory [16]. According to IEEE 802.3Z (1998) standard, where 1000BASE-ZX
is used for Gigabit Ethernet transmission using 1550 nm wavelength to achieve
distance of up to 70 km over single mode fiber with BER < 10−9.

4 Conclusion

This paper investigates the effect of fiber length on the simultaneous MMW gen-
eration at 60 GHz and 1 Gbps data transmission. The effect of input signal power of
laser diodes and fiber link on the generated 60 GHz RF signal is evaluated. The
digital link performance is determined by eye opening, BER, and Q factor under
this scheme. The standard BER for 1 Gbps is obtained at 20 km of fiber length with
RF power −49 dBm
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Enhanced of Photonic Bandgaps
in One-Dimensional Plasma Photonic
Crystal with Defect

G.N. Pandey, Anil Kumar Shukla, Khem. B. Thapa and J.P. Pandey

Abstract The paper presents the transmittance characteristics of electromagnetic
(EM) waves in one-dimensional photonic crystal with the insertion of defect layer
within the regular structure of plasma photonic crystal. The Plasma Photonic
Crystal (PPC) consists of alternate layers of thin micro-plasma with dielectric
material in one-dimensional periodic structure. The reflectance and transmittance of
considered structure are calculated using transfer matrix method. From the study, it
is found that a number of photonic band gap increases by introducing a defect layer
inside the regular structure of plasma photonic crystal.

1 Introduction

Photonic Crystals are the periodic layered structures of different type of dielectric
materials with contrast refractive indices on the scale of wavelength radiation.
Photonic crystals exhibit many unique features and have been gaining attention in the
field of solid state and optical physics for making opto-electronic devices [1, 2]. First
time, Keskinen et al. [3] and Hojo andMase [4, 5] have studied photonic band gaps in
photonic crystals using dusty plasma and discharged micro-plasma respectively, and
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termed as Plasma Photonic Crystal (PPC). H. Hojo and N. Uchida, group of JAPAN,
have been studied theoretically the dispersion relation by solving Maxwell’s wave
equations and found that band gap will increase with increase of plasma width and
plasma density [6]. The band structure and transmittance properties are theoretically
studied using conventional transfer matrix method [7, 8]. The other optical charac-
teristics properties: group velocity, effective group and phase index of 1-D ternary
PPCs are theoretically studied [9].

G.N. Pandey et al. have already studied the reflection properties of plasma
dielectric photonic crystal for making omnidirectional reflector with effect of
variation of plasma width and plasma density [10–15]. This study very clearly
reveals that the width of 100% reflection bands increases for both TE- and
TM-modes as the density of plasma increases and hence ODR band also increases.
The broad band omni-directional reflector can be obtained by increasing of plasma
density for the given thickness of the plasma layers [16, 17].

In this paper, we present the transmittance characteristics of EM waves in
one-dimensional photonic crystal with the insertion of defect layer within the
regular structure of plasma photonic crystal. The reflectance and transmittance of
considered structure are calculated using transfer matrix method. From the study, it
is found that a number of photonic band gap increases by introducing a defect layer
inside the regular structure of plasma photonic crystal.

2 Mathematical Modeling

The simple and conventional method of mathematical modeling is the transfer
matrix method which is also known as the translational matrix method.

2.1 Transfer Matrix Techniques for 1-D Photonic Crystals

The simplest way to study the propagation of electromagnetic wave in 1-D photonic
crystal is by using the transfer matrix technique or transfer matrix method
(TMM) (Figs. 1 and 2).

We consider a periodic arrangement of multilayer structure with refractive
indices n1 and n2, each with thicknesses d1 and d2 respectively. Let the plane waves

Fig. 1 Periodic arrangements
of multilayer structure with
refractive indices n1 and n2
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is traveling to the right and to the left, say, for layer with index n1 the amplitudes are
A1 and B1 respectively and for layer with index n2 the amplitudes are C1 and D1

respectively. Hence electric field in term of wave vector along z-axis for layer with
index n1 the solution

EðzÞ ¼ A1e
ik1z þB1e

�ik1z

Similarly the electric field in term of wave vector along z-axis for layer with
index n2 the solution

EðzÞ ¼ C1e
ik2ðz�d1Þ þD1e

�ik2ðz�d1Þ

The parameter k1 and k2 will be called the wave vectors, and can be expressed as
k1 = xn1 and k2 = xn2. At the interface between layers (z = d1), the solution and
its derivative should be continuous. This gives a relation between plane waves
amplitudes,

C1

D1

� �
¼ M12

A1

B1

� �

with

M12

1
2 ð1þ k1

k2
Þeik1d1 1

2 ð1� k1
k2
Þe�ik1d1

1
2 ð1� k1

k2
Þeik1d1 1

2 ð1þ k1
k2
Þe�ik1d1

" #

and also at z = d, the interface between layer with index n2 and n1, continuity of the
plane waves and its derivative gives,

A2

B2

� �
¼ M21

C1

D1

� �

where the matrix M21 is the same as M12 but with interchanging the indices.
Concluding from the two matrix equations above,

Fig. 2 A defect layer with
index nd surrounded with
infinite layers in the left and
right

Enhanced of Photonic Bandgaps in One-Dimensional Plasma Photonic … 221



A2

B2

� �
¼ M

A1

B1

� �

where M = M21M12 with elements.

Mð1; 1Þ ¼ eik1d1 cos k2d2ð Þþ 1
2
i

k2
k1

þ k1
k2

� �
sin k2d2ð Þ

� �

Mð1; 2Þ ¼ e�ik1d1 1
2
i

k2
k1

þ k1
k2

� �
sin k2d2ð Þ

� �

Mð2; 1Þ ¼ eik1d1 � 1
2
i

k2
k1

� k1
k2

� �
sin k2d2ð Þ

� �

¼ Mð1; 2Þ

Mð2; 2Þ ¼ e�ik1d1 cos k2d2ð Þ � 1
2
i

k2
k1

þ k1
k2

� �
sin k2d2ð Þ

� �

¼ Mð1; 1Þ

The matrix M shall be called as the Transfer Matrix of one unit cell of the
structure. Using the transfer matrix technique, it can be shown easily that the
relation between the plane waves amplitudes in the left and right exterior is as
follows;

t
0

� �
¼ M 1

r

� �

where t and r is the transmittance and reflectance of the wave.
A periodic layer medium which consist of the N unit cell and bounded by

homogenous media for which the reflection and transmission coefficient are given by

r ¼ b0
a0

� �
bN¼0

¼ M21

M11

t ¼ aN
a0

� �
bN¼0

¼ 1
M11

Transmittance is defined as;

T ¼ jtj2

Now if we plot a graph between normalized frequency versus transmittance then
it gives the complete photonic band gap.
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3 Results and Discussions

In this section, we consider the transmittance of the defect of PPCs. The defect
PPCs is created when a layer of defect of plasma inserted in periodic alternate
layered structure of air and SiO2. For calculating the transmittance of the proposed
periodic structures, we have taken n1 = 1 (air), n2 = 1.46 (SiO2); thicknesses of air
and SiO2 are a = 0.125 mm and b = 0.086 respectively. The thickness of the defect
layer of micro plasma is 0.5 mm. Using all these parameters; we have calculated the
transmittance of the considered pure air/SiO2 periodic structure, and symmetry and
asymmetry plasma defect structure. Figure 3 shows the transmittance versus nor-
malized frequency for different structures: (a) pure periodic structure i.e.
(air/SiO2)

N, (b) asymmetry defect periodic structure i.e. (air/SiO2)
N/plasma/

(air/SiO2)
N and (c) symmetry defect periodic structure i.e. (SiO2/air)

N/plasma/
(air/SiO2)

N.
In Fig. 3a shows the transmittance of the simple photonic structure of

(air/SiO2)
10 without the defect, we obtained a large reflection photonic band gap

approximately 2 multiples of normalized frequency when transmittance is zero.
Now we calculate the transmittance versus normalized frequency for

micro-plasma as defect in air/SiO2 asymmetry periodic structure and symmetry
periodic structure. The Fig. 3b shows the transmittance of a defect in the asym-
metry air/SiO2 periodic structure, we predict that the band gap is enhanced and
containing two transmission peaks in symmetry. It means the defect of the

Fig. 3 Transmittance versus normalized frequency for a pure (air/SiO2)
10 b asymmetric

(air/SiO2)
5/plasma/(air/SiO2)

5 and c symmetric (SiO2/air)
5/plasma/(air/SiO2)

5
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micro-plasma in the asymmetry air/SiO2 is found the symmetry transmission
around the edges of the enlarged band gap. Secondary transmission peaks of such
micro-plasma defect in the asymmetry structure are also found symmetry. Such
asymmetry structures with micro-plasma defect are may be used in optical switch.
The transmittance of micro-plasmadefect in symmetry periodic structure of the
air/SiO2 is obtained asymmetry transmission peak with enlarged band gap as shown
in the Fig. 3c. Such asymmetry structure with micro-plasma defect may be used as
a sensor.

4 Conclusion

From the above discussion, we found the even number of peak in defect of
micro-plasma in asymmetry periodic structure of air/SiO2 and enlarged photonic
band gap of defect micro-plasma in asymmetry periodic structure of air/SiO2. Such
defect asymmetry structures are may be used in optical switch. The defect of
micro-plasma in asymmetry periodic structure of air/SiO2 is obtained odd number
of peak and also enlarged photonic band gap of defect micro-plasma in symmetry
periodic structure of air/SiO2. Such structure may be used in sensor.
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Founder President, Amity University, Uttar Pradesh, for his interest in research and constant
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Design of All-Optical Logical AND Gate
Based on Photonic Crystal Using
T-Shaped Waveguide

Tanvi Sachdev, Anil Kumar Shukla and G.N. Pandey

Abstract In this paper design of all optical logical AND gate is proposed based on
2-D photonic crystal. The structure proposed consists of Si rods placed in air
background with T-junction using line defect and point defect in the photonic
crystal. Finite difference time domain (FDTD) and plane-wave expansion
(PWE) methods are used for the simulation and analysis of the performance of the
proposed gate. The size of the logic gate is only about 16 lm � 16 lm and it
works in the 1550 nm wavelength. The contrast ratio obtained for this structure is
11 dB. A good forbidden band gap in the normalized frequency range of
0.277883 � (1/k) � 0.417455 for Transverse Electric (TE) mode is obtained for
this structure. Therefore, band gap width is 0.139572. The simplicity and the small
sized T-shaped structure along with high contrast ratio make this device suitable
candidate for integration in optical communication.

1 Introduction

Logic gates form the basis of the digital system. With the use of these gates various
sequential and combinational circuits are achieved. Various switching operations
along with operations at the nodes of the network such as data encoding, pattern
matching, data decoding, etc. are performed with the use of these logic gates.
Optical signal processing is the essential need in this era of high data speed along
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with enhanced capacity in the telecommunication systems. Optical logic gates have
rigorous relevance in the fields of optical switching.

Photonic crystals are materials which are artificially created by modulating the
refractive index (RI) of the material in 1-D, 2-D or 3-D. This modulation of RI is
done in comparison with the operating wavelength. With this varying RI, photonic
crystal possess a property of trapping the light in the crystal itself and propagating
the flow of light forcefully around spiky bends [1]. And sometimes the propagation
of the light is also avoided by appropriate reflections from the crystal [2]. They
generally possess frequency range of light in which light propagation is forbidden
through the structure known as the photonic band gap of the crystal [1–9].

Technology based on photonic crystal (PhC) has attracted many researchers and
scientists for recognition of optical equipments for the next generation Photonic
Integrated Circuits (PICs). The knowledge can be employed in micrometer size
instead of millimeter and centimeter dimensions [2]. Phc are believed to be used as
the basic building block for creating future generation ultra fast optical integrated
circuits [10]. Many advantages are offered by the Phc such as quick response time,
low power consumption, compact size and fast recovery etc.

In the presented paper, a design is proposed on all-optical AND logic gate based
on two-dimensional photonic crystal.

To understand the flow of light through the crystal, the simulation has been done
using the PWE and FDTD methods [1, 4, 5]. The appropriateness of proposed
design is determined by the contrast ratio of logic gate. It is ratio of power of logic
“1” to logic “0”. Important feature of the proposed gate, as compared to the pre-
viously designed gates, are its high contrast ratio which is 11 dB, and its small
footprint size, which is in the order of 16 lm � 16 lm. Additionally, the band of
its operating wavelength is centred at 1550 nm, which makes it suitable candidate
for application in optical communication.

This paper is arranged as mentioned. Section 2 elaborates the design of the
all-optical logic AND gate, which includes the detail of band structure of the PhC
used in the model. This is followed by, Sect. 2.1 which explains the optimization of
the point defect (‘re’), followed by, Sect. 3, the description of simulation results
which are used to establish the working principle of the optical logic gate. Finally,
in Sect. 4, a conclusion is drawn on the presented work.

2 Structure Design and Band Diagram

In the paper, we present all-optical logical AND gate structure using the T-shaped
waveguide. In this structure, there are 15 rods in the x direction and y direction
each, thus forming a square lattice.

To analyze the behavior of the wave, dispersion diagram i.e. known as band
diagram is studied to have the idea of band gap [3]. The analysis of the band gap is
done using the plane wave expansion method (PWE) as shown in Fig. 2, which
gives the propagation modes of the 16 lm � 16 lm photonic crystal lattice [11].
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The band diagram gives a good forbidden band gap in the normalized frequency
range of 0.277883 � (1/k) � 0.417455 for Transverse Electric (TE) mode. Band
gap width is 0.139572. The schematic structure of the all-optical AND gate is
shown in Fig. 1. The structure is designed using a 2-D 15 � 15 array of cylindrical
Si rods. These rods are placed in the air background. The silicon rods have a radius
of 0.2a. ‘a’ refers to the lattice constant which depicts the distance between two
neighbour rods in the lattice.

The proposed structure operates as an AND gate with different input combina-
tions and we get suitable power levels at the output port. The structure so presented
is formed with line defect and point defect. Line defect is formed by removing
dielectric rods which is treated as linear waveguide [8]. Point defect is formed by
increasing the size of rod or removing the rod [1, 5]. To create the point defect
optimization of a rod ‘re’ is done in the lattice. The optimization of the point defect
is so done that the fundamental working of the logical AND gate is achieved. Low
power levels are defined as logic-0 and high power levels are defined as logic-1.
When the input at both the input ports is low then a logic-0 output is obtained. For
other combinations of inputs the optimization of the dielectric rod ‘re’ is done. The
optimized radius of the rod ‘re’ is 0.3a and this optimised value maintains the
output power value near to the desired power. The radius of ‘re’ is so chosen that it
absorbs some portion of light and prohibits the propagation of light through the
waveguide giving a low level output. Thus at ‘re’ a cavity is formed where
absorption of light happens. If the obtained power at the output port is 50% below
than the input power it is considered as logic-0 and if the obtained power at the
output port is 50% above than the input power then it is taken as logic-1. For the
proposed structure the power levels achieved at the output for different input
combinations satisfy the working of the logical AND gate.

Fig. 1 Schematic structure of
a two-dimensional silicon
PhC AND gate
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Contrast ratio (CR) of logic gate is an aspect that determines the appropriateness
of the design. It evaluates the performance of the device. Contrast ratio is calculated
by taking the ratio of the signal power level for logic-1 with the signal power level
of logic-0. This ratio is mathematically expressed as:

CR ¼ 10 log
P1
P0

ð1Þ

where, P1: Signal power level of logic-1, P0: signal power level of logic-0 and CR
is expressed in decibels as it depicts the power level of on to off power ratio.

The CR obtained for the presented structure is 11 dB.

2.1 Rod ‘Re’ Optimization

The radius of the dielectric rod ‘re’ has been modified from 0.2a to 0.3a. This
optimization has been done to achieve point defect where the flow of light has been
restricted and some portion of the light gets trapped. With this phenomenon a low
output power is obtained for the input combinations ‘01’ and ‘10’. So, if any one of
the input power level is high, we still get a low power level output, which satisfies
the AND logic gate operation. When both the input combinations are high then a
high power level output is obtained. The various output power levels achieved for
different input combinations is depicted in Table 1.

Fig. 2 Band diagram of 16 lm � 16 lm square lattice 2-D photonic crystals

Table 1 Truth table of the proposed AND gate along with obtained output power levels

Input port A Input port B Output port C Output power from observation point (W/m)

0 0 0 0

0 1 0 0.08

1 0 0 0.19

1 1 1 0.44
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3 Simulation Results

The simulation is carried out by using finite-difference time-domain (FDTD)
method for the different combinations of the inputs with TE polarization [12].
Figure 3 displays the simulation results where the optical field patterns for the
various input combinations can be observed. No output is observed when there is
no light at the input ports. When the input is launched at port B and there is no input
at port A(01), output power obtained is 0.08 W/m. As this value is very less than
the launched input power so this considered to be a low value or logic-0. Likewise
when there is no input launched at the input port B and a light is launched at the
input port A(10), the obtained output power is 0.19 W/m. As this value is also very
less as compared to the launched input at port A, so this value is also considered to
be low value or logic-0. While a high output power level of 0.44 W/m is obtained at
the output when the light is launched at both the input ports (11). The output power
achieved for this input combination is high and is in accordance to the launched
input powers, so this value is taken as a high value or logic-1.

The 1550 nm wavelength which is a standard optical communication carrier, is
chosen for the wave propagation analysis of the structure. An elliptical rod, is
placed at the intersection of the T-shaped waveguide plays the key role for the
proper working of the proposed structure.

4 Conclusion

A structure of all optical AND logic gates based on 2D photonic crystal using
silicon dielectric rods in air is proposed. This structure behaves as logic AND gate
and efficiently acts as logic switch. The structure has been simulated and analyzed
using FDTD and PWE methods on the Optiwave software. The band diagram
obtained for this structure gives a good forbidden band gap in the normalized

Fig. 3 Simulation results of the presented AND gate for the input combinations a 01, b 10, and
c 11 along with their optical field patterns
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frequency range of 0.277883 � (1/k) � 0.417455 for Transverse Electric
(TE) mode with band gap width of 0.139572. A 32 bit simulation is carried out
using numerical FDTD and PWE methods with the transverse electric
(TE) polarization to verify the truth table of All-optical AND gate. A Continuous
input signal with wavelength of 1.55 lm is launched to this structure is partially
reflected and partially transmitted. The structure is formed by point and line defect
forming a T-shaped waveguide. The AND gate encompasses two inputs and an
output. The output is logically “1” if and only if both of the inputs are at logic “1”
and exhibits ‘0’ otherwise. The working of the gate is verified by its simulations and
by measuring the output powers.

The main advantages of this structure are the size of logic gate is small (about
15 lm � 15 lm) and it operates at 1.55 lm which is primary third optical win-
dow. Also, the obtained contrast ratio is 11 dB. This structure shows the possibility
of designing other logic functions. It can be used for various logic circuits, flip flop,
decoders and many other photonic integrated circuits.
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Surface Plasmon Resonance Based
Differential Phase Analysis Using
Mach-Zehnder Interferometric Set-up

Jayeta Banerjee, Mahua Bera and Mina Ray

Abstract A novel scheme of experimental surface plasmon resonance (SPR) based
differential phase analysis using Mach-Zehnder interferometric set-up has been
demonstrated. Two glass prisms have been used in the two arms of the interfero-
metric set-up. SPR modulated interferometric fringes can be observed with the use
of thin Al coating on the hypotenuse surface of the glass prism, placed in one of the
arms of interferometric set-up. Moreover, the change in fringe pattern can also be
interpreted in terms of the direct difference of phase between Al-coated and
uncoated glass prisms. SPR based direct difference of phase between test and
reference beams can be measured using this technique which can be utilized for
nanoplasmonic sensing.

1 Introduction

Surface plasmons are the free charge oscillations that occur at the interface of metal
and dielectric having real dielectric permittivity of opposite signs. Surface plasmon
resonance (SPR) measurement technique has been used extensively for nanoplas-
monic sensing [1]. SPR measurement using phase detection based interferometric
technique can improve the resolution of the device over conventional intensity
measurement [2]. SPR based phase imaging [3] by differential phase measurement
[4] between the p-and s-polarized beam has been proposed for the detection of RI
change of the order of 10−5 RIU. Huang et al. have reviewed quite a number of SPR
based phase measurement techniques [5]. In most of the literature, some kind of
interferometric set-up [6] is involved which requires critical alignment. In our
previous work, we have already demonstrated SPR modulated radially sheared
interference fringes [7] by using Birefringent lens (BL) and SPR based moiré
pattern generation [8] using a BL and a Wollaston Prism under dual shearing
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(lateral as well as radial) environment. Differential phase measurement is more
robust technique than conventional phase jump shift measurement, which has also
been studied theoretically by us [9].

Adjustable two window Mach-Zehnder interferometer [10] has been already
reported for analyzing phase profile based on 4f set-up. Both reflectance and phase
can be demonstrated based on Fabry-Perot interferometer [11] in spectral interro-
gation. Metal thickness can also be measured from interference fringe pattern using
Mach-Zehnder interferometer based on phase difference due to SPRmodulation [12].
For bio-sensing application differential phase analysis [13] is advantageous as it
increases the sensitivity up to the order of 10−8 RIU. In this paper, we have exper-
imentally demonstrated the differential phase measurement using Mach-Zehnder
interferometric set-up and the effect of SPR on the fringe pattern obtained.

2 Description of Experimental Set-up

The schematic diagram of the experimental set-up is demonstrated in Fig. 1. The
beam expander and collimator are used for beam expansion and collimation of the
beam coming out of the He–Ne laser of working wavelength 632.8 nm. The col-
limated beam passed through a polarizer followed by a quarter wave plate (QWP).
In order to get circular polarized beam, transmission axis of polarizer is kept at 45°
and fast axis of QWP is kept vertical. An aperture is used to limit the diameter of
the beam. The beams coming out of the polarizing beam splitter (PBS) are
orthogonally polarized with respect to each other. As shown in Fig. 1 two beams
are incident almost normally on the right-angled fused silica glass prisms. Two
reflected beams from two prisms are subsequently passed through the second PBS.
The two beams interfere after the analyzer and form straight fringes. The emergent
beam is focused by a lens and captured by a charge coupled device (CCD).

The refractive index of Fused silica glass prism and Al-metal layer can be
calculated using Sellmeier’s dispersion equation [14] and Drude formula [15]
respectively. The resonance parameters such as reflectance and phase response of a

Fig. 1 Experimental set-up for the evaluation of SPR based differential phase
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three-layer Kretschmann configuration can be calculated using Fresnel equation and
by characteristic transfer matrix (CTM) method [16, 17]. Selection of optimized
metal thickness and resonance angle is very important for visualizing SPR effect on
interference fringe pattern [18]. After analyzing the resonance parameters, 40 nm
thicknesses Al film is coated on the hypotenuse face of equilateral right angled glass
prisms. The beam is incident on the Al-coated hypotenuse surface of the prism at
SPR angle, 44.5°. Thus the beam is incident almost normally at the front surface
(base) of the prism.

3 Mathematical Background

Mach-Zehnder interferometer with PBS has been analyzed using tensor algebra.
The circular polarized beam is represented as

In ¼ 1 0
0 �i

� �
� 1

1

� �
¼ 1

�i

� �
ð1Þ

where linear polarizer is at 45° and fast axis of QWP is kept vertical.
The PBS transmits horizontal polarization and reflects vertical polarization. The

general matrix representation for PBS is

PBS ¼
tH irH 0 0
irH tH 0 0
0 0 tV irV
0 0 irV tV

0
BB@

1
CCA ð2Þ

Here, PBSt has values of tH = 1 and PBSr has values of rV = 1.
TIR can be expressed by the following matrix

pTIR ¼ rpTIRexp i/pTIR

� �
0

0 rsTIRexp i/sTIR

� �
 !

ð3Þ

Similarly, SPR can be expressed as

pSPR ¼ rpSPRexp i/pSPR

� �
0

0 rsSPRexp i/sSPR

� �
 !

ð4Þ

The matrix representation for the beam coming out of arm 1 is

O1 ¼ PBSrPTIRPBStIn ð5Þ
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The matrix for the beam coming out of arm 2 is

O2 ¼ PBStPTIRPBSrIn ð6Þ

Matrix multiplications are done by making matrices of same order using
Kroneker function.

The intensity distribution in the interference pattern is given by

Iout ¼ O1 þO2j j2 ð7Þ

4 Experimental Results and Discussions

Straight line fringes are produced by interference of two beams reflected from two
uncoated prism satisfying only TIR condition (greater than critical angle, 43.5°) as
shown in Fig. 2a. The two uncoated prisms have also been placed on the calibrated
rotating table here in such a way that the incident/reflected beam at the hypotenuse
surface is at 44.5° angle for the comparison with the results of Al-coated prism.
SPR induced phase change is visible in Fig. 2b when the Al-coated prism is placed
in one arm of the interferometric set-up. In our case, fringes get modulated due to
phase change when one uncoated prism is replaced by Al-coated prism satisfying
resonance conditions. The “STEP” slope-like fringes with sharp bend has been

Fig. 2 Fringe pattern for a both uncoated prisms, b Al-coated and uncoated prisms in two
opposite arms, c simulated phase response in angular interrogation, d, e line profiles of patterns
shown in a, b
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observed. As one arm has uncoated prism like previous case, and another arm has
Al coated prism, thus the change in the fringes has been occurred due to the coated
prism at resonance condition with optimum metal thickness. So we can conclude
that step like phase jump in the interferometric fringes are due to SPR [19]. As the
two interfering beams contain information of phase for both beams (one reflected
from uncoated prism and another from coated prism), resultant fringe pattern gives
information regarding differential phase between those two beams coming from the
two arms. The orientation of the fringe pattern is kept same in both cases. Here we
have placed the imaging plane of the CCD parallel to the surface of the analyzer and
also to the PBS in order to compare both the results. The distance between PBS and
analyzer and also between analyzer and CCD are kept same in order to get same
sized image. We have ensured the same position of the uncoated and Al-coated
prism in calibrated rotating mounts. So the modification in the fringe pattern has
been observed only due to SPR.

Theoretically phase response has been studied for three layer Kretschmann
structure with air as analyte in angular interrogation. It can be seen from Fig. 2c that
there is a step like phase jump at resonance angle, which is also indicated in Fig. 2b
by red colored rectangular region. Line profiles of fringes in Fig. 2a, b are shown in
Fig. 2d, e respectively. Modification in line profile in Fig. 2e is due to change of the
phase due to SPR. Yellow region in line profile indicates maximum phase change as
already discussed theoretically.

5 Conclusions

Differential phase analysis based on SPR phenomena has been studied using
Mach-Zehnder interferometer. Interferometric straight fringe is modulated by SPR
and a sharp jump is prominent in straight fringes. This is only because of the phase
change introduced by SPR phenomena. The direct difference in phase between the
reference and unknown sample can also be observed by the interferometric fringe
pattern if we place two Al-coated prisms in the two arms with test and reference
sample adjacent to the metal layer.

Acknowledgements The author, Jayeta Banerjee would like to acknowledge Department of
Science and Technology, Government of India for financial support under Women Scientist
Scheme A.

References

1. Homola, J., “Surface plasmon resonance sensors for detection of chemical and biological
species”, Chemical Review 108, 462–493 (2008).

2. Nelson, S.G., Johnston, K.S. and Yee, S.S., “High sensitivity surface plasmon resonance
sensor based on phase detection”, Sens Actuators B 35–36, 187–191 (1996).

Surface Plasmon Resonance Based Differential Phase Analysis … 239



3. Notcovich, G.A., Zhuk, V. and Lipson, G.S., “Surface plasmon resonance phase imaging”,
Appl. Phys. Lett., 76, 1665–1667 (2000).

4. Ho, H.P. and Lam, W.W., “Application of differential phase measurement technique to
surface plasmon resonance sensors”, Sens Actuators B, 96, 554–559 (2003).

5. Huang, H.Y., Ho, P.H., Wu, Y.S. and Kong, K.S., “Detecting phase shifts in surface plasmon
resonance: A review”, Advances in Optical Technologies Article ID 471957, 1–12, doi:10.
1155/2012/471957 (2012).

6. Kashif, M., Bakar, A.A.A., Arsad, N. and Shaari, S., “Development of phase detection
schemes based on surface plasmon resonance using interferometry”, Sensors 14, 15914–
15938 (2014).

7. Bera, M., Banerjee, J. and Ray, M., “Experimental surface plasmon resonance modulated
radially sheared interference imaging using a birefringent lens”, Appl. Phys. Lett. 104,
251104-1-5 (2014).

8. Bera, M., Banerjee, J. and Ray, M., “Moiré pattern generation by dual shearing and its
modulation by surface plasmon resonance”, Opt. Lett. 40, 1857–1860 (2015).

9. Bera, M., Banerjee, J. and Ray, M., “Resonance parameters based analysis for metallic
thickness optimization of a bimetallic plasmonic structure”, Journal of Modern Optics 61,
182–196 (2014).

10. García, D.I.S., Arellano, N.I.T., García, A.M., Álvarez, J.A.R., Zurita, G.R. and Pérez, A.M.,
“Adjustable-window grating interferometer based on a Mach-Zehnder configuration for phase
profile measurements of transparent samples”, Optical Engineering 51(5), 055601-1-7 (2012).

11. Hadjar, Y., Renault, M., Blaize, S., Bruyant, A., Vincent, R. and Hmima, A., “Compact
interferometer transducer based on surface plasmon phase resonance”, J. Opt. Soc. Am. A 32
(5), 771–777 (2015).

12. Liu, C., Liu, O. and Hu, X., “SPR phase detection for measuring the thickness of thin metal
films”, Optics Express 22(7), 7574–7580 (2014).

13. Wu, S.Y., Ho, H.P., Law, W.C., Lin, C. and Kong, S.K., “Highly sensitive differential
phase-sensitive surface plasmon resonance biosensor based on the Mach–Zehnder configu-
ration”, Optics Letters 29(20), 2378–2380 (2004).

14. The Practical Application of Light, MELLES GRIOT, Vol (Catalog) X, Barloworld Scientific,
p. 4.8.

15. Jha, R. and Sharma, A., “High performance sensor based on surface plasmon resonance with
chalcogenide prism and aluminum for detection in infrared”, Opt. Lett., 34(6), 749–751
(2009).

16. Born, M., and Wolf, E. Principles of Optics, 7th expanded edition (Cambridge University
Press, Cambridge, 1999).

17. Abeles, F. Recherches sur la propagation des ondes electromagnetiques sinusoidales dans les
milieux stratifies, Application aux couches minces. Ann Phys (Paris) 5, 596–640 (1950).

18. Bera, M., Banerjee, J. and Ray, M., “Surface plasmon resonance mediated fringe modulation
using a birefringent lens creating radial shearing environment”, Journal of the Optical Society
of America B, 32(5), 961–970 (2015).

19. Nikitin, P.I., Beloglazov, A.A., Kochergin, V.E., Valeiko, M.V. and Ksenevich T.I.,“Surface
plasmon resonance interferometry for biological and chemical sensing”, Sens Actuators B 54,
43–50 (1999).

240 J. Banerjee et al.

http://dx.doi.org/10.1155/2012/471957
http://dx.doi.org/10.1155/2012/471957


Modeling of a Transversely Pumped
Aprotic Liquid Laser

A.K. Varshney, Avinash C. Verma, Gaurav Singhal, Mainuddin
and R.K. Tyagi

Abstract The present paper discusses laser kinetic modeling of diode pumped
flowing medium aprotic liquid laser containing Nd3+ ions in POCl3 solvent host.
Transverse pumping has been examined, which is ideal from point of view of laser
scalability to higher power levels. In the computations, spectroscopic parameters of
aprotic solution having an Nd3+ ion concentration of 0.3 M have been considered
and numerical calculations were performed for analyzing the effect of various
parameters including; active ion concentration, gain medium length, absorption
depth, output coupler transmission and input pump power on laser output and
efficiency. The results indicate that nearly 1.5 kW laser output may be obtained for
an input pump power of 5.0 kW with a slope efficiency of nearly 31% having a
threshold pump power requirement of 300 W for a given cell length of 15 cm.
Hence, a set of optimized parameters have been obtained for designing an efficient
transversely diode pumped kW level flowing liquid laser.

1 Introduction

Lasers which may be scaled up to large power levels have significant potential for
both civil and military applications. Various lasers ranging from solid-state, fiber,
chemical and gas lasers have been developed towards this end. However each has
its respective merits and demerits. Rare earth doped glass and crystal based
solid-state lasers [1] have been extensively used in variety of applications.
However, these lasers suffer from thermal issues at higher power levels. Fiber lasers
[2] are another promising candidate owing to their large surface to volume ratio
providing easier thermal management. However, nonlinear scattering and thermal
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fracture in fiber at multi-kilowatt level presently restrict their applications. Chemical
lasers such as Chemical Oxygen Iodine Laser (COIL) [3] is one the most potent
laser as far as power scalability aspect is concerned, however few logistic con-
straints and overall system volume are issues that need to be resolved.

Another approach in the direction of developing a compact scalable laser with
large power output is the use of liquid medium. Liquid lasing medium such as the
ones based on inorganic solvents may be employed, filled in a laser cavity of given
size and shape with heat removal being affected by circulating the medium through
the heat exchanger. In this context, Lawrence Livermore National Laboratory
successfully demonstrated high average power dye laser [4]. However, inorganic
solvent based liquid medium laser were not extensively pursued in initial phase of
laser development [5, 6] due to broadband pumping yielding low efficiency and
high thermal load. In recent years with the development of high power diode lasers,
liquid lasers have again attracted attention of researchers towards development of
scaled up liquid lasers as selective excitation using diode laser may greatly reduce
thermal load leading to easier thermal management [7–9].

These liquid lasers employing inorganic aprotic liquid solvent [7] with Lewis
acid impregnated with rare earth ions such as Nd3+, Nd3+: phosphate glass
micro-balls or thin sheets dispersed in organic match liquid [9] are being studied
using transverse laser diode pumping for scaled up laser development.

Keeping in view the potential of this laser and also to examine its scalability to
high power levels, a laser kinetic model applicable to transversely pumped flowing
inorganic aprotic liquid laser has been developed. The liquid lasing media con-
sisting of phosphorus oxychloride (POCl3) host solvent containing rare earth ions
Nd3+ with Lewis acid SnCl4 is preferred as the solution since it yields high effi-
ciency and exhibits relatively good stability against decomposition. In the com-
putations, spectroscopic parameters of aprotic solution having an Nd3+

concentration of 0.3 M have been considered and numerical calculations were
performed for analyzing the effect of various parameters viz., active ion concen-
tration, gain medium length, absorption depth, output coupler transmission, input
pump power etc. on to the laser output and efficiency of the liquid laser. The
simulation has also been carried out separately to check the validity of the model
and found in good agreement with the few results reported in patent
US-6600766B1-2003. A set of optimized parameters is obtained for designing an
efficient transversely diode pumped kW level flowing liquid laser.

2 Description of the Model

The energy level diagram of Nd3+ in POCl3 with Lewis acid SnCl4 depicting the
pump excitation and laser wavelengths along with involved energy levels is shown
in Fig. 1. The solution having an Nd3+ concentration of 0.3 M is shown to be
resonantly pumped at 863 nm corresponding to 4F3/2–

4I9/2 transition using diode
laser excitation and then laser emission at 1054 nm is achieved corresponding to
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4F3/2–
4I11/2 transition. The solution has peak absorption at 802 nm wavelength

corresponding to transition in the 4F5/2 pump band above the laser level 4F3/2.
In our analysis we have considered 863 nm wavelength for resonant pumping as

it reduces the total quantum defect between the pump and laser emission wave-
lengths, thus reducing the thermal effects induced by optical pumping. As per
literature, among the peak absorption lines, the absorption coefficient is *1.8 cm−1

at wavelength of 863 nm and stimulated emission cross-section is nearly
6 � 10−20 cm2 with fluorescence lifetime being *330 µs at emission wavelength
of 1054 nm. The lower absorption cross-section at 863 nm is compensated with
possible higher rare earth ionic concentration in the liquid. It also provides more
uniform pumping of the lasing liquid medium as an accrued benefit.

A scalable version of liquid laser would essentially require a circulating lasing
medium along with transverse pumping in a direction orthogonal to the lasing
direction. Hence, in such a configuration the direction of circulation, pumping and
lasing may be mutually perpendicular. The pump light from laser diode arrays as
shown in Fig. 2 is closely coupled to the liquid medium which is transversely
pumped from opposite sides. It is also prudent to mention that pump beam variation
along the x axis is considered to be Gaussian being the fast axis of laser diodes and
in the z-axis is taken as uniform being the slow axis for laser diodes. The pump
radiation absorption direction is the y-axis. Figure 2 also shows the basic schematic

Fig. 1 Energy level diagram of Nd3+: POCl3 liquid laser

Fig. 2 Schematic of transversely pumped Nd3+: POCl3 flowing liquid laser
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depicting all these directions in a rectangular cell with a cross-section of 10 mm
10 mm and a cell length (l) of 150 mm filled with liquid lasing medium.
A two-dimensional discretization of the liquid gain medium along x-axis and y-axis
is made in such a manner that each divided volume element has dimension of Dx.
Dy. l where Dx, Dy < < l.

The standard space dependent laser rate equations in steady state condition in
each volume element considering homogeneous pumping along z-direction may be
written as below,

dnðx; yÞ
dt

¼ pðx; yÞ � nðx; yÞ
s

� crnðx; yÞrðx; yÞ
nl

¼ 0 ð1Þ

dR
dt

¼ cr
nl

Z
nðx; yÞrðx; yÞdV � cdR

2nll
¼ 0 ð2Þ

In these equations, n(x, y) and r(x, y) are population inversion density and laser
photon density respectively. p(x, y) is the pumping rate per unit volume. r is the
stimulated emission cross- section, s is the upper state life time of the lasing
medium and nl is the refractive index at lasing wavelength. The cavity round trip
loss (d) for laser wavelength is given by

d ¼ 2all� lnðR1R2Þ ð3Þ

where R1 and R2 are the mirror reflectivity and al is the absorption coefficient at
laser wavelength. p(x, y) is the pumping rate for single traverse of the pump beam
through the gain medium and is expressed as,

pðx; yÞ ¼ 1
Vp

Pðx; yÞe�
2x2

x2po

� �

hvp
ð1� e�apMyÞ ð4Þ

where Vp = Dx. Dy. l is the pump volume of each element and P(x, y) is the total
pump power.

Using the developed algorithm in MATLAB, these equations are solved for the
population distribution n(x, y) in each volume element. Finally, the laser output
power in each volume element using Rigrod model is computed using the following
expression,

Plðx; yÞ ¼ IsDxDyT
�2gðx; yÞl

lnð1� S� TÞ � 1
� �

ð5Þ

where, Is is the saturation intensity and g(x, y) is the small signal gain in each
element. T = (1 − R1) is the output coupler transmission and S is the scattering
losses.
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3 Simulation Results and Analysis

The simulations have been carried out to evaluate pump power distribution, the
total extractable power by determining the gain of the medium for given trans-
mission and active ion concentration. The effect of variation in mirror transmission
and active ion concentration on threshold power and output power has also been
studied.

The foremost requirement before carrying out computations of each of the above
stated parameters is to confirm grid independence of the results. This is because the
selection of grid numbers along x-y direction may influence the overall simulation
results. Therefore, the dependence of the optical efficiency, one of the most critical
parameters, on grid numbers was tested by varying the number of grids in x-y
direction as shown in Fig. 3. The results stabilize for grid no. of 30 � 30 beyond
which there is practically no variation in the results obtained. Further increase in
grid no. would essentially make the solution time intensive without significant
enhancement in accuracy.

The determination of pump power distribution is critical in ascertaining whether
the depth of the medium is sufficient to absorb the overall pump power. Figure 4
shows the computed variation of pump intensity for both sided transverse pumping
at various locations in the bulk of the lasing medium for a total irradiating pump
power of 5 kW. Here the effects of diffused reflection leading to pumping equal-
ization have been neglected and only direct irradiation of the lasing medium
through laser diodes is taken into account. It is evident that better uniformity of
pumping along y-direction is achieved at pump wavelength of 863 nm as compared
to the case of 802 nm pump. The ratio of minimum to peak intensity variation along
y-direction is *0.7 for the former and *0.2 in case of latter. The residual power
exiting the medium volume for cell size of 10 mm in y-direction is nearly zero for
both cases. Hence, the absorption depth is required to be chosen such that an

Fig. 3 Dependence of optical efficiency on grid numbers
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optimum trade- off between pumping uniformity and absorption efficiency is
achieved. Typically in the present case the absorption efficiency is 99.5% for
802 nm and 86% for 863 nm. However, as mentioned the benefits in terms of
thermal load and pump uniformity are significant in case of 863 nm.

Subsequently, it is essential to compute the total expected power for the specified
input parameters. Figure (5) depicts the variation of total expected multimode
power corresponding to the pumping profile of Fig. 4 (a) for different coupler
transmission. It is clear that maximum power of nearly 1.5 kW is achievable at
output coupler transmission of 0.05 (5%).

The other aspect that is required to be analyzed is the slope efficiency of the
medium. The slope efficiency actually varies with the coupler transmission which
primarily controls the overall loss provided to the medium. Hence, considering the
optimal transmission value of 5% the slope efficiency curve is represented in Fig. 6.

Hence, it can be inferred that for a typical case of Nd species activation of 0.3 M,
the laser power increases continuously with pump power. The threshold power for
given coupler transmission is nearly 300 W with a typical slope efficiency of nearly
31%.

Further, it is also imperative to study the effect of variation in pump power on
optical conversion efficiency for an active medium of given concentration, the plot
is shown in Fig. 7. It is seen that optical to optical conversion efficiency of 25–30%
is achievable for pump power in excess of 3 kW for present medium configuration.

Fig. 4 Pump power distribution along x and y direction at wavelength a 863 nm b 802 nm

Fig. 5 Laser power versus output coupler transmission
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In the region of pump power <3 kW the conversion efficiency is lower on account
of gain of the medium being comparable to the cumulative medium loss along with
necessity for achieving the laser threshold. It can also be inferred from the results
that medium activated with 0.3 M Nd3+ ions is sufficient to handle the incident
pump power in the range of 3–6 kW.

4 Conclusion

The transversely pumped flowing aprotic liquid laser is a promising candidate from
point of view of scalability to higher power levels. In the paper, the modeling of
transversely pumped Nd3+: POCl3 liquid laser has been carried out. The output
characteristics of aprotic liquid laser are analyzed under the influence of various
parameters like Nd3+ ion concentration, output coupler transmission and input
pump power. The simulated results have been validated against few results pre-
sented in US patent. The exhaustive numerical studies have resulted in indentifying
a set of near optimized parameters for designing an efficient transversely diode

Fig. 6 Laser power versus pump power

Fig. 7 Slope efficiency curve
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pumped kW class flowing liquid laser. The results indicate that nearly 1.5 kW laser
output power may be obtained for an input pump power of 5.0 kW with a slope
efficiency of nearly 31% having a threshold pump power requirement of 300 W for
a cell of dimension 10 mm � 10 mm � 150 mm.
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Differential Phase Imaging of Evanescent
Wave in Total Internal Reflection
for Determining Refractive Index

Tania Das and Srinjini Roy

Abstract A non-interferometric differential phase measuring technique is used to
determine the refractive index of a medium. In total internal reflection (TIR), phase
change is a function of the refractive indices of a pair of media involved. Also, the
said phase change is different for p-polarized and s-polarized light components.
Difference between the phases of these two polarized light components leads to the
refractive index of the sample. The theory of the technique is discussed and a
simple experimental method is demonstrated to determine the phase difference of
the totally internally reflected p and s components.

1 Introduction

Measurement of RI is important because it gives different information about
bio-specimens, especially the cell morphology. As an example, computed tomog-
raphy is used to measure the three dimensional refractive index of breast cancer cell
where optical tweezers provide a non-contact method for reorienting the cell [1].
Refractive index measurements based on light scattering is works on the assump-
tion that microstructures of varying geometries and refractive indices create unique
diffraction patterns. Using the far field diffraction pattern, the quantitative phase
profile of a living cell has been evaluated [2]. Different methods such as SPR
technique, interferometry etc., exist for determination of the localized refractive
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index. Thickness independent measurement of refractive index is important to
measure refractive index of a non uniform sample. Although interferometric tech-
niques yield high accuracy, the technique is sensitive towards noise [3], requires a
complex setup with the additional criterion that the sample must be optically flat.
Differential phase measurement is an efficient technique for determining the
refractive index with high efficiency [4]. In the present work we propose an in-line
optical configuration to measure the differential phase by amplitude addition and
subtraction through the use of a polarizer. Here a simple set up is used to image a
liquid sample applied on a prism surface from where the incident light beam suffers
total internal reflection. The decaying evanescent light field which extends only a
few hundreds of nanometers into the sample interacts with the sample. Hence, the
measurement is independent of the sample thickness as long as it is greater than the
depth of the evanescent field depth. In such cases the phase change of the totally
internally reflected (TIR) wave is indicative of the refractive index of the sample [5]
and independent of the sample thickness.

2 Theory

Fresnel’s theory explains that if light is incident from the higher refractive index
side of a dielectric interface with refractive indices n1 and n2 (n1 > n2) at an angle
h1 which is greater than the critical angle for the interface as shown in Fig. 1, then
reflectivity rs and rp and the absolute phase’s us and up associated with TM and TE
components respectively of the total internally reflected light field, written as [6],

rs ¼
n1 cos h1 � i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2 h1 � n22

q

n1 cos h1 þ i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2 h1 � n22

q ð1Þ

rp ¼
in1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2 h1 � n22

q
� n22 cos

2 h1

in1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2 h1 � n22

q
þ n22 cos2 h1

ð2Þ

n1

n0=1 
A

n2

1 

Fig. 1 Diagrammatical
representation of total internal
reflection utilized to evaluate
n2
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up ¼ �1=2 tan�1
n1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2 h1 � n22

q

n22 cos h1

us ¼ �1=2 tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2 h1 � n22

q

n1 cos h1

ð3Þ

It is our target to measure the differential phase /diff given by,

udiff ¼ up � us ð4Þ

The penetration depth of evanescent wave is expressed as

d ¼ k=4pð Þ n21 sin
2 h1 � n22

� ��1=2 ð5Þ

Equations (4) shows that phase difference between TE and TM polarized light is
directly related to the incident angle and refractive indices of involving medium. If
total internal reflection is implemented in a prism of prism angle A as shown in
Fig. 1, then h1 can be expressed as h1 = [90 − A/2 + {sin−1(sin A/2)/n1}]. The
phase difference is also a function of the sample refractive index n2. Figure 3a gives
the variation of phase difference with respect to change of refractive index.
Figure 3b represents change of penetration depth of evanescent wave with respect
to refractive index. Both are used as calibration curves to find out refractive index or
its variation over the sample. Figure 2 represents in line experimental set up. An
expanded and collimated beam from He–Ne laser (k = 632.8 nm) is passed through
a circular polarizer to convert linearly polarized light to circularly polarized light.
Thereafter, a linear polarizer oriented at 45° angles is placed for ensuring presence
of equal amount of s-polarized and p-polarized light in beam. This beam is incident
on the prism (BK7, RI = 1.521) at such an angle such that it satisfies total internal
reflection condition at the interface of prism and sample. The output beam from
totally internally reflected from the sample carries information of sample refractive
index. At the output the two linear polarizer are used. The first polarizer combines
the p and s components as desired and the second polarizer is suitably oriented so
that the CCD operates in the linear region. If the first polarizer is oriented at 45° and
135° then the recorded intensity on the CCD is given by,

Fig. 2 Experimental setup. MO microscope objective, L Lens, CP Circular Polarizer, LP1 linear
polarizer with 45° angle, LP2, LP3 Linear Polarizer, CCD Charge coupled Device (CCD)

Differential Phase Imaging of Evanescent Wave … 251



I45 ¼ r2s þ r2p þ 2rsrp cosudiff ð6Þ

I135 ¼ r2s þ r2p � 2rsrp cosudiff ð7Þ

where rp and rs are the amplitudes associated with the p and the s components
respectively, and /diff is the phase difference between these components.

Subtracting (7) from (6) the phase difference can be evaluated as,

udiff ¼ cos�1 I45 � I135
4rsrp

ð8Þ

rs and rp also can be represented as function of intensity at polarizing angle 0° and
90°.

Where

rs ¼
ffiffiffiffiffi
I0�

p
and rp ¼

ffiffiffiffiffiffiffi
I90�

p ð9Þ

3 Results

From Fig. 3, it is noticed that the phase range lies for measured refractive indices
from 1.1 to 1.35 for a 120° prism and is used for samples expected to have
refractive indices in this range. Figure 4a represents the four frames of intensity
variation for polarizing angle h = 0°, 45°, 90° and 135° recorded on the CCD for a
drop of water serving as the sample. Using these four frames and the calculations
mentioning in above theory, the unwrapped phase obtained is shown in Fig. 5a, and
it is observed that the phase difference is −6.702 (in degrees) for water and Fig. 5b
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Fig. 3 a Plot for phase difference with respect to refractive indices for prism angle 120° b plot for
penetration depth associated with evanescent wave with respect to refractive indices for prism
angle 120°
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represents the corresponding refractive index is found to be 1.32 for water. A non
uniform sample of two liquids, water and acetic acid placing side by side on the
prism surface of prism angle 120° are served as sample to show the spatial varia-
tions of refractive index and following the procedure as discussed previously, the
captured frames are shown in Fig. 4b and the phase was obtained as shown in
Fig. 6a, b, corresponding to refractive indices of 1.32 and 1.30 for water and acetic
acid and is confirmed by the results obtained when these two liquids were applied
separately on the prism surface.

Figure 7a shows cross sectional variation of refractive index and Fig. 7b rep-
resents different penetration depth for two different liquids along cross section, here
water and acetic acid. Phase difference udiff is indicative of the refractive index of
the sample. The sensitivity (S) of refractive index in this measuring technique is
expressed as

=00 =900 =450 =1350

=00 =900 =450 =1350

(a)

(b)

Fig. 4 Four frames of intensity variation for polarizing angle h = 0°, 45°, 90° and 135° are
recorded on the CCD a water as sample and b water and acetic acid as sample
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Fig. 5 a Plot of the unwrapped phase profile of water as sample. b Evaluate refractive index for
water from the phase (in degrees) versus refractive index calibration curve and the value is 1.32
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S ¼ d/diff

dn2
¼ 4n32 cos

2 h1ab2 þ n42 cos
2 h1b2ð4n32 cos2 h1 � 2n21n2Þ � 2n21n

2
2a

2 cos2 h1
a2b2

ð10Þ

where

a ¼ n42 cos
2 h1 þ n41 sin

2 h1 � n21n
2
2 and b ¼ n21 � n22

Equations (10) shows that sensitivity of measurement is a function of the glass
refractive index n1 and the angle of the prism (which determines h1) as well as the
sample refractive index n2 and penetration depth also function of angle of prism,
refractive index of prism, sample refractive index and wavelengths. Experimental
summary is given in Table 1.
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Fig. 6 a Plot of the unwrapped phase profile of water and acetic acid placed side by side as
sample. b Evaluate refractive index for both water and acetic acid from the phase (in degrees)
versus refractive index calibration curve and the values are 1.32 for water and 1.30 for acetic acid
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Fig. 7 a Plot of refractive index along a y-axis direction as represented by a dotted line in Fig. 6a
b plot of penetration depth along y-axis direction as shown by a dotted line in Fig. 6a

254 T. Das and S. Roy



4 Conclusion and Discussion

This technique is used to determine spatial variation of refractive index in for
nonuniform samples. In the present work we have considered only liquid samples
but it is possible to measure refractive index variations in solid samples, in which
case a thin layer of a high index liquid (a-bromonapthelene) needs to be applied
between the prism and the solid sample and using this technique, the results for
refractive index variations in various solid structures will be reported in future. The
drawback of this technique is that the prism angle determines the range of mea-
surable refractive indices. To increase the refractive index range it is required to
increase refractive index of prism. If we use an equilateral prism the measurable
refractive index range is shifted to 1.47–1.48 but the major advantage of this inline
experiment is its simplicity and that the differential phase can be derived from
intensity measurements.
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Table 1 Experimental summary of prism angle

Prism
angle A

Sample Change of
phase in
degrees

Refractive index
(RI) (k = 632.8 nm)

Penetration
depth (in nm)
(From 5)

Sensitivity
dudiff

dn2
(from 10)

A = 1200 Water −1.56 1.323 100.9 −0.069

Water −1.56 1.323 100.9 −0.045

Acetic
acid

−1.33 1.30 97.7
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Gray to Binary Code Converter Using
Ti-Indiffused Lithium Niobate Based
Mach-Zehnder Interferometer

Harsh Kumar, Laxman Kumar, Vijay Janyani, Buryy Oleh,
Ubizskii Serhij and Ghanshyam Singh

Abstract In this paper, we propose a 3-bit gray to binary code converter using
Ti-indiffused Lithium Niobate based on Mach-Zehnder Interferometer
(MZI) waveguiding structure. All optical XOR logic gate is the basic building block
for this code converter. At the output port, we get binary output in form of optical
signal and also their complements which can be used in further computations and
reduce the required hardware. The proposed device offers high switching speed and
tolerable losses. The extinction ratio achieved is around 20 dB. The proposed
combinational circuit can be useful in optical logic devices.

1 Introduction

All optical logic circuits is an evolving topic of research in the field of optical
communication and a large number of devices have been proposed. Code con-
verters are the essential circuits for secure optical digital communication. Binary to
gray, gray to binary, gray to BCD code converters have already been simulated
using different technologies. A 4-bit digital encoder using semiconductor optical
amplifier (SOA) based MZI is simulated on Opti-system [1]. All optical gray to
binary code converters purposed with the help of semiconductor optical
amplifier-assisted Sagnac switch which needs pump laser [2]. The binary to gray to
binary converter is designed using the principle of all optical switching by Kerr
non-linear prism [3].

In this paper, electric gray to optical binary code converter using Ti-indiffused
Lithium Niobate (Ti-LN) based Mach-Zehnder Interferometer (MZI) is proposed.
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LN is used as substrate material because it shows very good electro-optic (EO),
acousto-optic (AO) and piezoelectric effects. In the EO-effect, the progression in
refractive index is incited by applying an electric field while in the AO-effect, the
change is brought on by interaction between acoustic and optical waves in the
crystal. Different dopants like magnesium oxide, titanium, etc. are utilized to form
channel waveguides with LN [4]. The EO–switches and modulators are fabricated
with either Ti-indiffusion or annealed proton exchange process. The MZI structure
has been used to design the XOR logic gate, which is the elemental building block
for the proposed gray to binary code converter [5].

1.1 Working Principle of MZI

MZI structure can be used to design an EO-switch, consisting two interferometric
arms and the switching action takes place based on the relative phase change
between them [6, 7]. The relative phase shift and the output power at port 1 and 2
can be calculated as:

Pout1 ¼ Pinsin2
D;
2

ð1Þ

Pout2 ¼ Pincos2
D;
2

ð2Þ

D; ¼ p
Vp

V ð3Þ

where, Vp is the electrode voltage corresponding to phase difference, D; ¼ p and
Pin is input power. When switching voltage V is zero switch operates in cross
state and when switching voltage is equal to Vp i.e. 6.75 V, switch will work in bar
state [5]. The schematic diagram of MZI is shown in Fig. 1.

Fig. 1 Schematic view of Mach-Zehnder Interferometer
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2 Gray to Binary Code Conversion

The 3-bit gray code can be converted into 3-bit binary code using the truth table
given in Table 1. A two input and a three input XOR logic gate is used in this
conversion. Two input all optical XOR gate can be implemented by cascading two
MZI switches [5]. The gray code input is provided as the electrode voltage of MZI.
The output binary code bits B2, B1 and B0 are represented in terms of gray code
bits G2, G1 and G0 as given below:

B2 ¼ G2 ð4Þ

B1 ¼ G2� G1 ð5Þ

B0 ¼ G2� G1� G0 ð6Þ

where, the symbol � denotes the XOR logic operation.

3 Implementation of Code Converter

The electric gray to optical binary code converter is designed using Ti-indiffused
LN waveguide. The layout of design is shown in Fig. 2 that consists of 6 MZI
switches. It has 3 ports where optical source is connected and 6 output ports in
which port 1, 4 and 5 corresponding to binary output B0, B1 and B2 and port 2, 3
and 6 give complementary binary output. Gray code input is given as electrode
voltage. Logic 1 of gray code input is equal to the switching voltage of MZI i.e.
6.75 V [6, 7].

Table 1 Truth table for gray
to binary conversion

Gray code Binary code

G2 G1 G0 B2 B1 B0

0 0 0 0 0 0

0 0 1 0 0 1

0 1 0 0 1 1

0 1 1 0 1 0

1 0 0 1 1 1

1 0 1 1 1 0

1 1 0 1 0 0

1 1 1 1 0 1
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4 Result and Discussion

The layout is simulated using beam propagation method and all the combinations of
truth table given in Table 1 are verified as shown in Fig. 3. The length of device is
around 10 cm. Here the electrode voltages represent the gray code input with
V = 0 V for logic 0 and V = 6.75 V for logic 1.

The extinction ratio (ER) and insertion loss (IL) are calculated using the fol-
lowing relations

ER ¼ 10 log10
POH

POL
ð7Þ

IL ¼ 10 log10
Pin

Pout
ð8Þ

where, POH and POL are the output power corresponding to the binary 1 and
binary 0 respectively. Table 2, depicts the calculated values for the extinction ratio
(ER) and insertion loss (IL) of the proposed convertor logic.

Fig. 2 The layout of 3-bit gray to binary converter
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5 Conclusion

In this paper, the structuring of an electric gray to optical binary code converter
circuit is done utilizing the conventional MZI structure based on Ti-LN waveg-
uides. This device can further be used to obtain many other optical logic gates and
circuit operations. Gray code input is applied as electrode voltage and is converted
into binary code output which is optical signal. The extinction ratio at all output
ports is calculated and the minimum obtained is around 20 dB. The insertion loss is
found to be 0.02 dB at port 3 and 6 and 0.7 dB at port 1. In future, the device can be
further optimized to reduce the length of converter.

Fig. 3 Simulation result waveforms

Table 2 The extinction ratio at output ports

Output port 1 2 3 4 5 6

Extinction ratio (dB) 25.5 19.6 22 23.4 25.1 22

Insertion loss (dB) 0.7 0.4 0.02 0.08 0.05 0.02
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Fingerprint Detection and Analysis
Using Talbot Interferometry

Jitendra Dhanotia, Litesh Bopche, Vimal Bhatia
and Shashi Prakash

Abstract In the present communication, a full field technique for mapping latent
fingerprint using Talbot interferometry has been proposed. Collimated light from
He–Ne laser illuminates a specimen comprising of a fingerprint implanted onto a
reflecting surface. Reflected light carries information regarding the depth and ori-
entation of furrows and ridges in the fingerprint. The topological information of the
fingerprint is retrieved using phase shifting interferometric technique. The slope of
the phase provides the information regarding variation in ridges of latent finger-
print. The proposed technique does not require any kind of chemical or physical
treatment.

1 Introduction

Fingerprint is a unique and distinguishable pattern of curves, which makes its
detection one of the biometric parameter of importance in forensic science [1].
A fingerprint impression is obtained on a surface due to friction of ridge skin with
the surface. The fingerprint is composed of ridge lines and valleys. The ridge lines
are mainly parallel but bifurcations as well as terminations also appear. The pattern
in a fingerprint can be basically classified as arch, loop and whorl. Wide ranges of
techniques have been developed for detection and analysis of finger prints. The
important things of concern in choosing a technique are the time taken in analyzing
the results, simplicity of the setup and portability. Based on the time consumption,
the techniques can be classified as based on the physical and chemical processing of
a sample and those based on real-time analysis. The techniques based on physical
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and chemical processing of a sample, are time consuming and use hazardous
chemicals. Also they are relatively older techniques. Real-time techniques are
comparatively safer and faster. Optical Coherence Tomography (OCT) is one such
technique. OCT methods have been reported [2–10] to recognize genuine finger-
prints by providing in-depth information of the finger. Huang et al. [2] presented
fringe projection based technique to obtain 3D fingerprint with color texture
information in real time by projecting color sinusoidal fringe patterns onto a finger
surface. Dubey et al. [9, 10] described full field swept source OCT based technique
to detect latent fingerprint. The authors used super-luminescent diode and
acousto-optic tunable filter as wavelength tuning device for non-mechanical scan-
ning. Interferometric systems including the OCT based systems have relatively high
sensitivity to the environmental perturbations and are difficult to align at locations
outside the laboratory. Also, relatively high cost of tunable laser source increases
the overall system cost.

In present communication, we report application of Talbot interferometer
(TI) for fingerprint detection and mapping. To increase the sensitivity and reliability
in detection and identification process, a four-step phase shifting technique has been
incorporated. The phase profiling of the latent fingerprint can be achieved by
visualization of the 2D and 3D phase plots obtained by mapping the phase profile of
fingerprints. The technique is full field and incorporates amplitude and phase
profiling of the latent fingerprints. Amplitude profiling can be attained by analyzing
the light reflected from the specimen. The phase profiling can be achieved by
visualization of the 2D and 3D phase plots. The experimental arrangement is
simple, inexpensive and flexible.

2 Basic Theory

Figure 1 shows the schematic of experimental setup based on TI. TI involve two
gratings with a separation equals to Talbot distance. When a plane wave is incident
upon a diffraction grating, its image is repeated at regular distances away from the
grating plane and is given by d = 2p2/k, where p is the period of the grating and k is
the wavelength of the light used. The regular distance is called the Talbot length,
and the repeated images formed at regular intervals are called as self images or
Talbot images. Various applications of the TI have been reported in the literature
[11, 12].

The intensity distribution, formed at a point (x, y) on the CCD chip, is a
co-sinusoidal function which can be expressed as:

I x; yð Þ ¼ A x; yð ÞþB x; yð Þcos w x; yð Þþ d½ � ð1Þ

where, A x; yð Þ is average intensity, B x; yð Þ is intensity modulation, w x; yð Þ is the
desired phase information and d is the known phase shift. In the experimental setup
as shown in Fig. 1, the reflected beam from the specimen, carrying information
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regarding the details in the finger print is analysed using the TI. The TI comprises of
a pair of gratings of period p. One of the two gratings is shifted in four-steps such
that the phase difference of p=2 results in each successive recording. Intensity
profile of the grabbed fringe patterns is given by [12]

I1 x; yð Þ ¼ A x; yð ÞþBðx; yÞcos w x; yð Þ½ � ð2Þ

I2 x; yð Þ ¼ A x; yð ÞþBðx; yÞcos w x; yð Þþ 1
2
p

� �
ð3Þ

I3 x; yð Þ ¼ A x; yð ÞþBðx; yÞcos w x; yð Þþ p½ � ð4Þ

I4 x; yð Þ ¼ A x; yð ÞþBðx; yÞcos w x; yð Þþ 3
2
p

� �
ð5Þ

Phase at each point of the specimen can be determined from the above equations
using the following relation

w x; yð Þ ¼ arctan
I4 - I2
I1 - I3

� �
ð6Þ

The phase wðx; yÞ is calculated using phase shifting algorithm and plotted
against pixel position.

The deflection angle Uðx; yÞ can be written as,

U x; yð Þ ¼ p
2pd

w x; yð Þ; ð7Þ

where p is the period of the grating. The deflection angle U x; yð Þ is related to wðx; yÞ
and is effectively the measure of the slope of the rays in the direction perpendicular

Fig. 1 Schematic of experimental arrangement used for fingerprint detection using Talbot
interferometer
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to the grating lines. The relative surface height hðx; yÞ or depth of ridges can then be
determined from the phase data by integrating [13]

hðx; yÞ ¼ k
4p

Z
Uðx; yÞdxdy ð8Þ

3 Experimental Arrangement

Schematic of experimental arrangement for fingerprint detection using Talbot
interferometry is shown in Fig. 1. Light from the laser of power 15 mW and
wavelength 632 nm is spatially filtered and illuminates collimating lens LC to obtain
a collimated beam. The collimated beam after transmission through a beam splitter
BS and grating G1, is incident on the specimen comprising of a fingerprint implanted
on a plane reflecting surface. The collimated beam after transmission through the BS
is incident on the specimen comprising of a fingerprint implanted on a plane
reflecting surface. The back reflected light from the specimen has been diverted
using beam splitter, towards a set of gratings G1 and G2, each of pitch 0.08 mm and
separated by a Talbot distance. The first self imaging plane is at 20 mm away from
the first grating while the second grating was kept at fourth self imaging plane which
was at 80 mm. The second grating was kept at fourth Talbot distance because it is
not possible to keep the second grating at first Talbot plane due to small distance.
The choice of grating pitch is according to their availability. The spatial filtering
arrangement comprising of lens L1, L2 and aperture A2 was used in the setup. Focal
lengths of lenses L1, L2 are 250 mm and 40 mm respectively. The aperture A of
variable size was used. One of the gratings was mounted on a precision translation
stage. The grating has been shifted, in-plane, in four steps. Four subsequent patterns
have been recorded using a CCD camera, and the phase shifting program in
MATLAB environment was used to obtain 2D and 3D phase maps.

4 Results and Discussion

A plane reflecting surface with fingerprint implanted on it has been used as a
specimen. When a light beam passes through or is reflected from the specimen
under study, the beam acquires a phase change. This phase change exhibits the
parameter of interest, in this case, the depth. The interferogram corresponding to
this fingerprint is recorded and stored in computer memory for analysis. The image
size has been chosen to be 800 � 1000 pixels. Figure 2a shows directly recorded
fringe pattern without gratings of the right hand thumb. Figure 2b to Fig. 2e shows
the recorded interference patterns with the grating G1 shifted in steps of 0, p/2, p,
3p/2, and 2p, with respect to grating G2, respectively.
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For determination of phase, the computation has been done in MATLAB envi-
ronment. Phase shifting algorithm has been developed to evaluate the phase values at
each point of the interferogram. Phase shifting interferometry (PSI) electronically
records a series of interferograms while the reference phase of the interferometer is
changed. The wavefront phase is encoded in variation in the intensity pattern of the
recorded interferograms and a simple point by point calculation recovers the phase.
Once the phase is determined across the interference field, the corresponding mea-
surement variable can be measured. To introduce a phase shift, a suitable optical
element is used in TI. In PSI, one of the two gratings is subjected to in-plane
translation in direction perpendicular to the grating lines. Calibrated micrometer
screw based translation stage and piezo-electric transducer (PZT) are used for
introducing phase shifts in steps. (PZT) is a very precise device in which
piezo-electric crystal expands or contract with an externally applied voltage. During
introduction of a phase shift, all physical parameters must necessarily remain fixed.
In PSI is the lack of registration between the frames and noise due to speckles (in
case of laser source is used) are presents. It seems that both of these are adding to the
loss of resolution in the unwrapped phase map. These can be reduced by using an
appropriate filtering scheme. Figure 3a shows the slope of the phase map for a small
portion (300 pixels) which provides the information regarding inter-ridge distance.
The small portion of the image is chosen to display the intensity variation in clearer

Fig. 2 a shows the directly recorded fingerprint, b–e show the fringe patterns recorded
subsequently after a phase shift of p/2, p, 3p/2, and 2p with respect to the directly recorded
patterns

Fig. 3 a 2D phase map obtained using PSI technique. b Reconstructed 3D phase map obtained by
applying PSI on the fringe patterns obtained with the specimen carrying a fingerprint

Fingerprint Detection and Analysis Using Talbot Interferometry 267



fashion. 3D reconstructed phase map for the fingerprint has also been plotted in
Fig. 3b. The slope of the phase provides the information regarding variation in
ridges of latent fingerprint. It has been estimated to be as 0.449 mm.

This inter ridge spacing calculated using 2D phase map is comparable to the
value as reported in literature [14]. Thus phase map can be used for recognizing as
well as matching fingerprints with finer details. The slope data obtained has been
integrated using least square method to obtain the ridge height. Using the formula in
(8) the depth information has been determined. The average depth has been
determined to be 0.224 mm.

5 Conclusions

In this paper TI has been experimentally demonstrated for fingerprint detection and
mapping. The results obtained using TI match well with the techniques reported till
date. Local and global variations in the ridge lines and valleys have been suc-
cessfully mapped. Highlight of the technique has been its extreme simplicity, low
cost and ability for the technology to be transferred to the locations outside the
laboratory. 2D and 3D phase map of grabbed fingerprint images provide finer
details about the depth profile of fingerprint. Also, the technique does not require
any chemical or physical processing. Hence, repeated tests may be performed
without any degradation in the sample under test. The technique is simple, full field,
low cost and fast.
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Birefringence Analysis Using
Mach-Zehnder Interferometer

Santa Sircar and Ipsita Chakraborty

Abstract The theory for interferometric analysis of an arbitrarily oriented bire-
fringent sample is developed. The object is placed in one of the arms of a
Mach-Zehnder Interferometer. Interferograms are recorded for vertically and hori-
zontally polarized light passing through the sample. The spatial phase information
for these two cases is suitably combined through an algorithm developed for this
purpose to yield the complete spatial distribution of retardance and direction of
birefringence over the sample plane. The proposed method is able to measure
spatial variations of birefringence from 0 to p and is targeted to measurement of low
birefringence as in biological specimens. Simulation results presented validate the
proposed theory. Experimental results are forthcoming.

1 Introduction

For a birefringent specimen, analysis of birefringence essentially means finding the
phase difference between the orthogonal exit beams along the principal directions of
the sample as well as locating the direction of the optic axis with respect to a
reference coordinate. These parameters are often spatially varying. Properties of
birefringence in optical crystals are used to control light in various applications. In
telecommunication industry, birefringence finds its application in optical isolators,
circulators and optical interleavers, brightness enhancer in illumination systems is
among non imaging applications [1]. Analysis of birefringence also finds applica-
tion in the field of clinical medicine [2], ophthalmology [3], biomedical devices,
polarimetry and characterization of non-linear optical devices and electro-optic
materials. Interferometric analysis of birefringence has gradually gained importance
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due to the wide spread use of birefringent optical materials in various areas of
science and technology including the important area of nonlinear optics. In general,
the polariscope and the Mueller matrix polarimetry are used for evaluation of
birefringence. A new method has been proposed which utilizes phase shifting
interferometry which yields greater resolution of measurement. In the present
technique, a phase shifting Mach-Zehnder interferometer is utilized for the purpose.

2 Experimental Set Up

A collimated laser beam is passed through a Cube Beam Splitter (CBS) where it is
amplitude divided as shown in Fig. 1. The transmitted beam is then linearly
polarized by a polarizer P1 set at 45°. It is then passed through a spatially varying
birefringence sample S. The resultant beam is again passed through a CBS after
passing through a polarizer P2. The amplitude split reflected beam coming from the
first CBS after reflection from the mirrors M1 and M2 is linearly polarized by the
polarizer P3. Thus the interferogram recorded at the output port for two orthogonal
positions of the polarizer has maximum fringe contrast after passing through the
quarter wave plate and polarizer P4.

3 Theory

When a beam of light linearly polarized at 45° is transmitted through an arbitrarily
oriented birefringent sample, there exist in general a phase difference D = dx * dy
between the absolute phases transmitted along the reference x and y directions in
the laboratory frame.

Fig. 1 Experimental setup
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According to the Jones formulation, the Jones matrix of the sample is given by,

Wðd;uÞ ¼ cos d
2

� �þ i sin d
2

� �
cosð2uÞ i sin d

2

� �
sinð2uÞ

i sin d
2

� �
sinð2uÞ cos d

2

� �� i sin d
2

� �
cosð2uÞ

 !

ð1Þ

Where, d is the local value of birefringence of the sample and u is the orientation
of the fast axis with respect to the reference abscissa

The light transmitted from the sample is given as a Jones vector,

l ¼ Wðd;uÞPðhÞ

where, Wðd;uÞ is the Jones matrix of the sample of spatial distribution of retar-
dance dðx; yÞ and the orientation of the fast axis u(x, y) and P(h) is the Jones vector
of a linear polarizer P1 as shown in Fig. 1.

Assuming that the light beam incident on the sample is linearly polarized along a
direction h to the positive direction of the reference abscissa, the beam exiting from
the sample is represented by,

l ¼ cos d
2

� �þ i sin d
2

� �
cosð2uÞ i sin d

2

� �
sinð2uÞ

i sin d
2

� �
sinð2uÞ cos d

2

� �� i sin d
2

� �
cosð2uÞ

 !
cosðhÞ
sinðhÞ

 !

ð2Þ

l ¼ cos d
2

� �
cosðhÞþ i sin d

2

� �
cosð2u� hÞ

cos d
2

� �
sinðhÞþ i sin d

2

� �
sinð2u� hÞ

 !

ð3Þ

which may be expressed axeidx

ayeidy

� �
as where,

tandx ¼
tan d

2

� �
cosð2u� hÞ
cosðhÞ ð4aÞ

tandy ¼
tan d

2

� �
sinð2u� hÞ
sinðhÞ ð4bÞ

From the above equations, the values of d and u are calculated as follows;

/ ¼ 1
2
tan�1 tandx þ tandy

tandx � tandy

� �
ð5Þ

d ¼ 1
2
tan�1 tandx � tandy

2cosð2uÞ
� �

ð6Þ
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4 Simulated Results

For establishing the validity of the proposed algorithm, a spatially varying bire-
fringent object has been simulated as shown in Fig. 2.

With this simulated sample, dx and dy has been calculated from 4a and 4b and
used in 5 and 6 to calculate u and d. The results for u and d are given in Figs. 3 and
4 and are seen to match exactly with that of the sample.

Gray scale value 90, = 0 and  = /4 
Gray scale value 165, = /4 and  = /2, 
Gray scale value 242, = 3 /4 and  = 3 /4. 

Fig. 2 Simulated sample

Fig. 3 3D profile of u

Fig. 4 3D profile of d
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5 Discussion

To eliminate the effects of unequal phase introduced in the output due to the beam
splitting interfaces and other optical surfaces, this process should be repeated
without the sample. The resultant phase thus obtained is the difference of the above
two processes. The measurement procedure discussed above is restricted to phase
measurements from 0 to pi, therefore it is more appropriate for birefringence
measurements of biological samples.
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Fuzzy Based Relay Selection
for Secondary Transmission
in Cooperative Cognitive Radio Networks

Jyoti Sekhar Banerjee, Arpita Chakraborty and Abir Chattopadhyay

Abstract Cooperative communication plays the vital role in cognitive radio net-
work where intermediate nodes are employed as relays. But it is really tough to
select the desired or so called the best relay in a multiple-relay cognitive radio
system in order to improve the performance of the secondary network while
ensuring the quality-of-service (QoS) of the primary network. In this paper we
propose a new fuzzy logic-based decision-making procedure for relay selection
unlike to many existing works where Signal-to-Interference-plus-Noise Ratio
(SINR) is considered as the only parameter for relay selection. The underlying
decision criterion considers SINR with some other important parameter like
Relative Link Quality (RLQ) of the relay node from destination & Reliability of the
relay node. To find out the best relay using our proposed scheme, we have con-
ducted an extensive simulation study. The simulation results reveal the impact of
different parameters on selection of Best relay.

1 Introduction

Cognitive Radio (CR), the recent buzz word [1–3] in wireless communication is
empowered with the solution to overcome the spectrum scarcity problem by
adopting dynamic spectrum access in which secondary user (SU) is allowed to
access the licensed spectrum simultaneously with the primary user (PU) under
certain threshold value i.e. interference temperature. In this paper, we focus on the
formulation of best relay selection criteria in cooperative cognitive radio networks
[4–7]. Our major contributions can be summarized as follows. Firstly, we have
proposed a unique fuzzy logic-based relay selection scheme [7] which considers not
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only the achievable highest received SINR at secondary destination (SD) of the relay
node but few other important parameters like relative link quality and reliability.
Second, we derive an exact form of reliability of the relay node for secondary
transmissions while guaranteeing the quality-of-service (QoS) of the primary
transmissions. The paper is organized as follows. The system model and data
transmission process are defined in Sect. 2. Section 3 provides our proposed FLBRS
scheme for cooperative cognitive transmission. Section 4 presents the simulation
results and some discussions. Finally, the conclusion is presented in Sect. 5.

2 System Model

Here we consider an underlay cognitive relay [8] network where both primary
transmitter (PT) and secondary transmitter (ST) transmit their data message
simultaneously to the primary destination (PD) and secondary destination
(SD) respectively using the same frequency band. In this paper the authors have
designed a secondary network model with a single Source (ST) and a Destination
node (SD) along with K relaying nodes, those are assumed to be Decode and
Forward (DF) types (Shown in Fig. 1). Here, the concept of aggregate channel
model has been employed that considers both path loss and slow Rayleigh fading
(i.e. channel coefficients are stationary during one time slot) [8] in order to simulate
the wireless environment. In the underlay approach of this paper, time is divided
into number of slots tf f is any integer[ 0jð Þ and each one is further divided into
two sub-slots tf ið Þ i 2 1; 2ð Þjh i namely observation interval and relaying interval

Fig. 1 Basic relay model
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that correspond to two transmission phases. In the observation interval, all CR users
listen to the primary user signal, and in the relaying interval each CR user acts as a
relay. The fading coefficient is assumed fixed during one slot and varies indepen-
dently with each time slot (Fig. 2).

In observation interval/the first sub-slot tf i ¼ 1ð Þh i: ST transmits its data
xS tf i ¼ 1ð Þh ið Þ of data rate RST to both secondary Relays (SRs) and secondary
destination (SD) with power PST along with the PT, who transmits its data
xP tf i ¼ 1ð Þh ið Þ of data rate RPT with power PPT. Hence the received signal at the
secondary relays (SRs) and SD becomes:

YSRi2< tf i ¼ 1ð Þh i ¼
ffiffiffiffiffiffiffi
PST

p
hST;SRi

tf i ¼ 1ð Þh ixS tf i ¼ 1ð Þh i
þ ffiffiffiffiffiffiffi

PPT
p

hPT;SRi
tf i ¼ 1ð Þh ixP tf i ¼ 1ð Þh i

þ nSD tf i ¼ 1ð Þh i
ð1Þ

YSD tf i ¼ 1ð Þh i ¼
ffiffiffiffiffiffiffi
PST

p
hST;SD tf i ¼ 1ð Þh ixS tf i ¼ 1ð Þh i

þ ffiffiffiffiffiffiffi
PPT

p
hPT;SD tf i ¼ 1ð Þh ixP tf i ¼ 1ð Þh i

þ nSD tf i ¼ 1ð Þh i
ð2Þ

where hST;SD and hPT;SD are fading coefficients of the channel from ST to SD and
from PT to SD respectively and nSD tf i ¼ 1ð Þh i is an additive white Gaussian noise.
As in this paper we study the impact of best relay selection strategy, we have
considered only the maximum average power transmitted by the ST. After receiving
the signal from ST, all the SRs make an effort to decode the received message. Only
the SRs who successfully decode the received message form a group named
Decoding set and is represented as below:

UD tf i ¼ 1ð Þh i ¼ u u 2 /[uK; k ¼ 1; 2. . .; 2K � 1
��� �

where / represents null set and uK represents a non empty sub set of ‘K’ SRs.

Fig. 2 Time slots of secondary transmission
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In the relaying interval/second sub-slot tf i ¼ 2ð Þh i: In this phase if
u 6¼ / andu ¼ u

k

� �
i.e.—the Best Relay SRBESTð Þ gets selected from the non

empty Decoding set u
k

� �
and transmits its correctly decoded message to the SD. In

this paper we have proposed a new Fuzzy Logic based Best Relay Selection scheme
(FLBRS). Hence the received signal at SD is as follows:

YSD tf i ¼ 2ð Þh i u¼uk

�� ¼
ffiffiffiffiffiffiffi
PST

p
hSRBEST;SD tf i ¼ 2ð Þh ixS tf i ¼ 2ð Þh i

þ ffiffiffiffiffiffiffi
PPT

p
hPT;SD tf i ¼ 2ð Þh ixP tf i ¼ 2ð Þh i

þ nSD tf i ¼ 2ð Þh i; SRBEST 2 uK

ð3Þ

On the other hand, if u ¼ /, i.e.—not a single SR is able to decode the message
correctly and consequently ST has to re-transmit the original message to the SD
over the direct link. Finally, SD executes MRC (Maximum ratio Combining) on the
two copies of the received signal.

3 Proposed FLBRS Scheme

So far we have studied different Best Relay selection schemes which are based on
received SINR at the SD [8], where as in practical scenario few other parameters
may be considered for Best Relay selection in order to get better outage perfor-
mance. Here in this very paper we have employed Fuzzy Logic for selecting the
Best Relay (FLBRS) from the Decoding set u

k

� �
.

3.1 Signal-to-Interference-Plus-Noise Ratio (SINRSD)

It is a very popular metric for relay selection and is calculated at the destination by
performing MRC on the two copies of the received signal transmitted by ST and
SRi node respectively. Hence the obtained SINR at SD is:

SINRSD SRið Þ i2u
k

��� ¼ PST hST;SD tf i ¼ 1ð Þh i�� ��2

PPT hPT;SD tf i ¼ 1ð Þh i�� ��2 þN0

þ PST hSRBEST;SD tf i ¼ 2ð Þh i�� ��2

PPT hPT;SD tf i ¼ 2ð Þh i�� ��2 þN0

; SRBEST 2 uk

ð4Þ
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3.2 Relative Link Quality (RLQ)

It describes the selected Relay node’s channel quality relative to the other relay
nodes of the decoding set u

k

� �
.

cSRi;SD i2u
k

��� ¼ HSRSRi ;SD

1
K
PK

i¼1 HSRSRi ;SD

¼
hSRSRi ;SD

���
���
2

1
K
PK

i¼1 hSRSRi ;SD

���
���
2 ð5Þ

where hSRi;SD is the channel impulse response between nodes SRi and SD.

3.3 Reliability

Reliability basically expresses a relay node’s performance to transmit a signal to the
destination successfully. As the correct copy of the signal reaches to the destination,
an ACK (Acknowledgement) is sent to both the ST and the corresponding SRi
indicating successful transmission, and similarly NACK is sent to indicate failure
transmission. Let during the time interval Dt WhereDt ¼ t1 � t2ð Þ total numbers of
ACK and NACK received by the relay node SRi are NACK

SRi Dtj and NNACK
SRi Dtj

respectively.
Rate of successful transmission kS SRi;Dtð Þð Þ of SRi node may be defined as:

kS SRi;Dtð Þji2uK
¼

NACK
SRi Dtj

NACK
SRi Dtj þNNACK

SRi Dtj
ð6Þ

Now let’s assume, during Dt time probable number of transmissions carried by
the SRi node be denoted by n SRi;Dtð Þ 2uKj . ) Average number of successful trans-
missions carried by the SRi relay node thus becomes

CS SRi;Dtð Þji2uK
¼ kS SRi;Dtð Þji2uK

� n SRi;Dtð Þ 2uKj ð7Þ

Thus we may calculate the Reliability bSRi

� �
of the particular node SRi which is

nothing but the average number of successful transmissions carried by the SRi relay
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node over a longer period of time say T Where T ¼ t� Dt tisanyintegerand 6¼ 0

��� �
as

considered in this paper.

bSRi
¼

XT
j¼1

CS SRi;Dtj
� � ¼

XT
j¼1

kS SRi;Dtj
� �

i2uK

�� � n SRi;Dtð Þ 2uKj ð8Þ

3.4 Relay Selection Criteria Proposed by FLBRS

Next, considering the above three inputs, Fuzzy Logic Based Relay Selection
(FLBRS) criteria may be written as:

lDq
Wð Þ ¼ f T lAm

Xð Þ; lBn
Yð Þ; lCp

Zð Þ
� 	n o

¼ argMax Min lAm
Xð ÞtlBn

Yð ÞtlCp
Zð Þ

n oh i
; m, n, p, q 2 ð1; 2; 3Þ

ð9Þ

where X, Y, Z are input variables and the corresponding Output variable is W and
are described as follows:

X SINRSd 2 {A1, A2, A3} 2 {Low, Medium, High},
Y Relative Link Quality (RLQ) 2 {B1, B2, B3} 2 {Weak, Moderate, Strong},
Z Reliability 2 {C1, C2, C3} 2 {Risky, Acceptable, Desired},
W Relay 2 {D1, D2, D3} 2 {Rejected, Good, Best}

After applying inputs to the Fuzzy Inference System (FIS) (shown in the Fig. 4.),
which is considered to be Mamdani here, the output fuzzy set (Relay) is obtained as

Fig. 3 Output membership function of relay
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shown in the Fig. 3. But to obtain the fuzzy system output, according to the inputs
applied to the system, we have defined the 27 fuzzy rules. The output membership
function of the Relay gets selected employing any of the 27 rules and thus Best
Relay is selected whose output membership function lBEST SRi i2uK

��� �� �
of the

group ‘Best’ is with the highest value.

) Best Relay SRBESTð Þ ¼ argMax
i

lBEST SRi i2uK

��� �� �

¼ argMax Min lAm
SINRSdð ÞtlBn

RLQð ÞtlCp
Reliabilityð Þ

n oh i
;

m, n, p 2 ð1; 2; 3Þ
ð10Þ

4 Results and Discussion

This section provides simulation results to verify the analytical results. Here Fuzzy
logic is used because it is a multi-valued logic and many input parameters can be
considered to take the decision. Mamdani type fuzzy rule based system (FRBS)
provides a natural framework to include expert knowledge in the form of linguistic
rules. The simulation results are shown in Fig. 5a, b. Figure 5a describes the sit-
uation of Best Relay as the three input criteria are high enough. Figure 5b describes
the surface view of Mamdani-type FIS.

Fig. 4 Model of the proposed FLBRS system (Mamdani type)
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5 Conclusion

A fuzzy logic based Best Relay selection technique is proposed here which will
help to take wise decision during secondary data transmission phase in cognitive
networks. The method considers three input parameters and thus is a practicable
solution for secondary data transmission. The simulation software programs for the

(a) Rules decide the Relay type to be ‘Best’ 

(b) Surface view of Mamdani-type FIS

Fig. 5 The fuzzy inference rules based on the Mamdani fuzzy inference system (FIS) and its
output
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proposed system are neither complex nor consume much time to respond. Hence, it
can be easily embedded into application programs and can be implemented in real
systems.
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Optical Generation of Subcarrier
Multiplexed (SCM) Millimeter Wave
Signal and Its Application in Radio Over
Fiber System

Madhumita Bhattacharya

Abstract Millimeter-wave radio over fiber is an attractive scheme which is widely
used in broadband wireless communication system. In this paper, a scheme for the
optical generation of subcarrier multiplexed (SCM) millimeter wave signal is
proposed. In SCM, each RF carrier is modulated by the baseband signal. A group of
baseband modulated subcarriers modulate the intensity of an optical carrier. The
components required for the scheme consists of an optical pulse source, a WDM
demultiplexer, two laser diodes, a photodiode and optical couplers. Two lightwaves
are selected from the optical pulse source whose frequency difference is equal to the
frequency of the desired mm wave signal. When two lightwaves, one intensity
modulated by the SCM signals and the other CW lightwave, are combined and fed
to the input of a wideband photodiode, the subcarrier multiplexed millimeter wave
signal is generated. The two lightwaves are made phase coherent through optical
injection locking of laser diodes. The novelty of the scheme is that no intermod-
ulation distortions (IMD) are produced at the output. The generated mm wave
modulated by the SCM signal can be radiated by an antenna over a base station.
The phase noise of the generated mm wave signal is also very low in this scheme.
No reference low noise mm-wave source is required in this scheme.

1 Introduction

Millimeter wave signals span over the frequency range 30–300 GHz of the elec-
tromagnetic spectrum. It finds potential use in wireless broadband communication
system. This band of frequency is less congested and can be utilized for wireless
cellular mobile communication services. Electronic generation of mm wave signals
contains noise. Optical generation and optical transport of mm-wave signal is
widely used [1–5]. The 60 GHz mm wave signal is used in fiber optic mm-wave
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radio. In a mm wave radio over fiber (ROF) system, mm wave modulated optical
carriers is transported through low loss optical fiber from the central station to base
stations. The modulated optical wave is detected at the base stations by a wideband
photodiode and the mm wave is radiated over a pico cell. The frequency band
around 60 GHz is used for short range communication since it falls in the
absorption band of oxygen and thus the band can be reused. It is useful for short
range low power communication.

2 System Description

In this paper, we propose a scheme for the optical generation of subcarrier multi-
plexed 60 GHz mm wave signal which finds application in ROF system. The
components required for realization of the proposed scheme is commercially
available. It consists of an optical pulse source, a WDM demultiplexer, two laser
diodes, an optical combiner and a wideband photodiode. The schematic circuit
diagram of the proposed SCM mm wave generator is shown in Fig. 1. The mod-
elocked laser diode is used as the optical pulse source, typical repetition frequency
of which can be 10 GHz and the central wavelength can be chosen to be 1.55 µm.
An optical WDM demultiplexer is used to separate the optical pulse into different
CW lightwaves separated by 10 GHz around the central frequency of the optical
pulse. An arrayed waveguide grating (AWG) can be used as the demultiplexer.
Two CW lightwaves, having frequencies f1 and f2 are so chosen that the frequency
separation between them is 60 GHz, which is the desired frequency of the mm
wave signal to be generated. Two laser diodes, LD1 and LD2 are so chosen so that
their free running oscillation frequencies are close to f1 and f2 respectively. We
assume the laser diodes are injection locked to the input lightwaves [2] and are thus
made phase coherent and get power amplified. LD1 is intensity modulated by bias
current modulation. A group of microwave subcarriers, each carrying different
information of a specific channel is combined in the microwave domain and applied

MLLD
A
W
G

LD1

LD2

O
C PD

dc

SCM

SCMmm
wave

Fig. 1 The schematic circuit diagram of the proposed SCM mm wave generator. MLLD
mode-locked laser diode; AWG arrayed waveguide grating; LD1 and LD2 laser diodes; SCM
microwave subcarriers; OC 2X1 optical coupler; PD wideband photodiode
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to bias of the laser diode. The SCM modulated lightwave and CW lightwave from
LD2 are superimposed and are incident on the wideband photodiode (PD). At the
output of the photodiode we get the desired mm-wave signal modulated by SCM
signals. The SCM signal which directly modulated the optical intensity of the
lightwave from LDI gets transferred to the difference frequency signal having
frequency (f2 − f1). This system produces no IMD which is a unique feature of this
ROF communication system.

3 Analysis

A group of microwave subcarriers is multiplexed in the microwave domain and the
combined wave is applied to the laser diode, LD1 through a bias tee. The laser
diode, LD1 is intensity modulated by the microwave subcarrier multiplexed signal.
Direct current modulation of the laser diode produces intensity modulation as well
as frequency chirp. This frequency chirp can be strongly reduced using optical
injection locking [6].

Under optical injection-locked condition, the output lightwaves from the laser
diodes, LD1 and LD2 can be expressed as

E1ðtÞ ¼ E1ðtÞj j exp½jðx1tþ h1Þ� ð1Þ

and

E2ðtÞ ¼ E2j j exp½jðx2tþ h2Þ� ð2Þ

respectively. E1ðtÞj j2 is the intensity of the modulated optical wave.
Mathematically, it can be expressed as E1ðtÞj j2¼ P01ð1þ

Pn
i¼1 mi cosXitÞ. P01 is

the free-running power of LD1. mi is the intensity modulation index of the i-th
microwave subcarrier having angular frequency Xi. n is the number of microwave
subcarriers. E2ðtÞ is the output CW lightwave from LD2. The lightwaves from the
laser diodes, LD1 and LD2 are combined in the 2X1 optical coupler and the
combined wave is incident on the photodiode. The composite wave entering the
photodiode is given by

YðtÞ ¼ 1
ffiffiffi
2

p E1ðtÞj j exp jðx1tþ h1Þþ E2j j exp jðx2tþ h2Þ½ � ð3Þ

After photo detection, the photocurrent can be calculated to be

Ipd ¼ g
2

E1ðtÞj j2 þ E2j j2 þ 2 E1ðtÞj j E2j j cosfðx2 � x1Þtþðh2 � h1Þg
h i

ð4Þ
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g is the responsivity of the photodiode. From (4) we can observe the generated mm
wave signal having angular frequency ðx2 � x1Þ is amplitude modulated by the
microwave SCM signal. In mathematical calculation, we assume that the micro-
wave subcarrier frequencies are much less than the frequency of the generated mm
wave signal. A high pass filter following the photodiode will filter out the desired
SCM modulated mm wave signal. This SCM modulated mm wave signal is
amplified at the base station and radiated by the base station antenna over a pico
cell.

4 Conclusion

A scheme for the optical generation of SCM modulated mm wave signal is pro-
posed. The components required for the implementation of the proposed scheme is
commercially available. It can be used in mm wave radio over fiber system. The
noise of the generated mm wave signal is small and the output intermodulation
distortion is much less.
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Design and Performance Analysis
of Traffic Rerouting Based Congestion
Control Technique in Optical WDM
Network

Manoj Kr. Dutta

Abstract In the present paper a traffic rerouting based architectural model for
contention resolution in optical wavelength division multiplexing (WDM) network
has been proposed. The proposed switching architecture is consisted of two different
types of Erlang traffic processing models namely Node B and Node C. Traffic from
source is divided into two unequal parts at the router and are diverted to the above
mentioned nodes. There is a channel shifter between the two nodes which can shift a
number of available output channels from one node to another. A control signal
looks after the blocking probability and gives necessary instructions to the channel
shifter. If one node is heavily loaded while the other one is less then to reduce the
congestion and traffic loss the channel shifter shifts some free output channels from
lightly loaded node to the heavily node and vice versa. This model may be used for
optimum utilization of given number of available channels in a WDM network and
to achieve minimum blocking probability. Performance of the proposed architectural
model has been verified by appropriate mathematical models and simulations.

1 Introduction

Bandwidth requirement is increasing day by day because of different applications like
e-commerce, social networking sites, telemedicine etc. Optical fiber offers huge raw
bandwidth which can satisfy the ever increasing bandwidth requirement. WDM is a
very useful technology to explore the available raw bandwidth for high speed com-
munication. WDM technology along with wavelength re-routing, enables the optical
backbone network to provide a tremendous speed of 100 Gbps or more. Though very
efficient but contention may create unwanted problems in WDM application.
Contention may occur in WDM network when more than one signal tries to reserve
same wavelength channel at the output. Contention in a WDM network can be
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resolved by using different conventional technologies viz. space domain, time domain
and wavelength domain [1–4]. But all these contention resolution policies require
extra hardware which increases the network complexity and cost.

A different congestion control technique for WDM network is used in this paper.
The proposed architectural model consisted of two different Erlang traffic proces-
sors. Poisson arrival process of traffic is considered at the intermediate router. The
router then reroutes the traffic to the processing nodes. One control signal will
maintain the correlation between the router and the channel shifter. It will reallocate
the available output wavelengths from one node to another and vice versa.
Incoming traffic flow to the node is random but measurable. An empirical formula
has been developed by which the required number of channels to be shifted can be
calculated and required action will be taken by the channel shifter to keep blocking
probability low. Appropriate analytical model has been developed to simulate the
performance of the proposed switching architecture [5–11].

2 Modeling of Switching Architecture

To evaluate the performance of the switch architecture it is assumed that the
maximum incoming traffic at the router is ‘q’. The function of the router is to divide
the incoming traffic into two parts and to send ‘kq’ traffic to node B and ‘(1 − k)q’
traffic to the node C. The parameter ‘k’ is a variable quantity and the value ‘k’ will
vary from 0 to 1. The value of ‘k’ is a user defined quantity. The user will set a
proper ‘k’ value to obtain a required overall blocking probability. Figure 1 shows

ρ

kρ

(1-k) ρ

Control Signal
Incoming 
Traffic

Router

N

Channel 
Shifter 

Node B

Node C

M

Fig. 1 Node architecture
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the proposed switching architecture. Here it is assumed that processor B has N and
processor C has M number of output wavelength channels. These number of
assigned output wavelength channels to Node B and C can significantly maintain
the required value of ‘k’ which in turn restrict the dropping probability. It is
essential to keep the value of ‘k’ unchanged otherwise performance of the system
may be degraded. When ‘k’ value changes then the corresponding blocking
probability of node B changes which may in turn starts creation of congestion in the
node. The value of desired blocking probability will depend on ‘k’. The value of ‘k’
is set initially by the user. The value of ‘k’ will be continuously monitored by the
router. If the set value of ‘k’ is changed then channel shifter will be instructed by
the router to take necessary action as depicted in Fig. 1. Channel shifter is capable
to shift a number of free available output channels from one node to another and

Incoming 
traffic ‘ρ’ 

Set k, N and M value

Divide the incoming 
traffic to Node B &C

Is ‘k’ 
value 

Yes No action 
required  

Is ‘k’
greater than 
set value?

If available,
move ‘n’ from 
node C to node 
B and return
after use

No

Start

If available move 
‘n’ from node C to 
node B and return
after use

No

Channel Shifter

Yes

Stop

Fig. 2 Flow chart
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vice versa if required to maintain blocking probability low. The channel shifter will
be directed by three different types of control signals from the router viz. no need of
any channel shifting, shift ‘n’ no channels from node B to node C or vice versa,
return back the shifted channels to its original node when action is over. The value
of ‘n’ could be calculated by an empirical formula where, n = [a(1.6k) − N].
Complete flowchart of the proposed model is shown in Fig. 2.

3 Mathematical Model

Performance of the proposed architecture can be evaluated by determining the
blocking probabilities of two processing nodes and that of the overall model. In the
proposed model the B node is having N, C node is having M no of available
wavelengths respectively. Erlang B traffic model is applied to node B. In this traffic
model the node has no intermediate queue to keep data for a certain time so an
incoming call will either be processed or rejected at this node. In the proposed
architecture random incoming traffic is considered. The router will route ‘qk’ traffic
to node B and rest to node C.

Considering standard Erlang B traffic formula blocking probability of Node B is,

PB ¼
ðkqÞN
N!

PN
i¼0

ðkqÞN
i!

ð1Þ

Node C is considered to have a queue and this is used for holding the unpro-
cessed incoming traffic. So the call delay probability node C is given by

Pc Call Delayed½ � ¼ qM

qM þM! 1� q
M

� �PM
i¼0

qi

i!

ð2Þ

For proposed network the modified blocking probability for node C is

PC ¼ fð1� kÞqgM

fð1� kÞqgM þM! 1� fð1�kÞqg
M

� �PM
i¼0

fð1�kÞqgi
i!

� exp�½M � fð1� kÞqg�
H

t

ð3Þ

where, t is the delay time and H is the average duration of the call.
The above equations have been used to find out the call delay and blocking

probability of the incoming traffic.
The grade of service (GOS) of the proposed network can be calculated by,

GOS ¼ qMHN�1
MPM

l¼1 q
lHN�1

l

ð4Þ
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4 Simulation and Results

The simulation results show that the implementation of channel shifter improves the
performance of the switch architecture. Figure 3 depicts the variation of blocking
performance with incoming traffic for node B, node C and overall switch before the
establishment of channel shifter. Figure 4 shows the same parameter after the
establishment channel shifter. Both the figure shows that the blocking probability
offered by the node C is best but the comparative study reveals that the channel
shifter improves blocking probability capacity for all types of nodes and the overall
performance of the switch. For incoming traffic load of 5 Erlang the blocking
probability of node C is around 0.225 in Fig. 3 but same value is around 0.19 in
case of Fig. 4. This result shows the improvement of the blocking probability of the
switch architecture. The channel shifter readjusts the number of available output
wavelength channels between node B and C so as to get the optimum utilization of
the available resource. Figure 5 depicts the grade of service for the proposed
architecture. GOS initially increases with increasing traffic and after a certain input
traffic it remains almost constant. This nature of the graph may be due to the fact
that initially as the incoming traffic is increasing then the number of available
wavelength channels of each node are being occupied to process the traffic so the
grade of service is increasing and reaches up to the serviceable capacity of the
corresponding processing node and the GOS graph becomes saturated and constant,
but when the incoming traffic goes beyond the serviceable capacity of the processor
then the excess traffic cannot be processed so it is dropped or in the hold condition
in the queue.

Fig. 3 Blocking probability before establishment of channel shifter
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Fig. 4 Blocking probability after establishment of channel shifter

Fig. 5 Grade of service analysis
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5 Conclusions

An architectural model for contention resolution in WDM network is proposed in
this research work. The model is consisted of two different types of processors
namely node B and node C where node B follows Erlang B traffic formula and node
C follows Erlang C traffic formula. A channel shifter along with the controls signal
looks after the traffic condition in terms of blocking probability of the switch. The
channel shifter is capable of shifting a number of free output available channels
from heavily loaded node to the lightly loaded node and vice versa. The simulation
result obtained in MATLAB environment shows a significant improvement in the
blocking performance of the proposed model. The model may be used for optimum
utilization of a given number of available channels in a WDM network and to
achieve minimum blocking probability.
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References

1. Qiwu W., Xianwei Z., Jianping W., Zhizhong Y. and Lin L., “Multicast routing and
wavelength assignment with delay constraint in WDM networks with sparse wavelength
conversions”, Springer Science+Business Media, LLC (2009).

2. I. Chlamtac, A. Ganz, and G. Karm., “Light path communications: An approach to high
bandwidth optical WAN’s”, IEEE Transaction on Communications, vol. 49, no. 7, pp. 1171–
1182, July (1992).

3. X. Chu, B. Li, and C. Imrich., “Wavelength converter placement under different rwa
algorithms in wavelength-routed all-optical networks”, IEEE Transaction on Communications,
vol. 51, no. 4, pp. 607–617, Apr. (2003).

4. Sho Shimizu, Yutaka Arakawa, Naoaki Yamanaka., “A wavelength assignment scheme for
WDM Networks with Limited Range Wavelength Converters”, IEEE ICC (2006).

5. Li-Wei Chen, Eytan Modiano, “Efficient Routing and Wavelength Assignment for
Reconfigurable WDM Networks with Wavelength Converters”, IEEE INFOCOM (2003).

6. Kundu. R, Chaubey. V.K. “Analysis of optical WDM Network Topologies with Application
of LRWC under Symmetric Erlang –C Traffic”, Springer Science+Business Media B.V.
(2008).

7. Ramaswami. R, Sasaki. G.H, “Multi wavelength optical networks with limited wavelength
conversion”, Proc. INFOCOM’97, vol. 2, pp. 489–498. April (1997).

8. Subramaniam S., Azizoglu M., Somani A., “On optical converter placement in
wavelength-routed networks”, III/ACM Trans, Networking, vol. 7, no. 5, pp. 754–766, Oct
(1999).

9. M.K. Dutta, V.K. Chaubey, “Optical Network Traffic Control Algorithm under Variable Loop
Delay: A Simulation Approach”, Int. J. Communication, Network and System Sciences, 2009,
7, 651–655.

Design and Performance Analysis of Traffic Rerouting … 299



10. M. De Leenheer, C. Develder, F. De Truck, B. Dhoedt, P. Demeester, “Erlang Reduced Load
Model for Optical Burst Switched Grids”, Third International Conference on Networking and
Services. ICNS 2007, Ghent University, pp. 177.

11. Y.L. Hsue, M.S. Rogge, S. Yamamoto, L.G. Kazovsky, “A highly flexible and efficient
passive optical network employing dynamic wavelength allocation”, IEEE J. Lightwave
Technol. 23 (2005) 277–286.

300 M.Kr. Dutta



Outage Analysis of an Inter-relay Assisted
Free Space Optical Communication
System

Himanshu Khanna, Mona Aggarwal and Swaran Ahuja

Abstract In this work, we analyze the outage performance of a one way inter-relay
assisted free space optical link. We assume the absence of direct link or line of sight
path between the source and destination nodes. The analytical closed form
expressions for the outage probability have been derived and are illustrated by
numerical plots. We attempt to show that the absence of line of sight path between
the source and the destination doesn’t lead to significant performance degradation.
Moreover, we conclude that inter-relaying not only provides an additional degree of
freedom, but can also further help to increase the distance for transmission between
the source and the destination nodes, while keeping the total transmitted power
within permissible levels.

1 Introduction

The free space optical communication (FSO) has emerged as one of the key
research areas because of its several potential benefits such as higher bandwidth,
cost effective, secure and flexible solutions for the last mile problems [1]. However,
the performance of FSO systems is affected significantly by the path losses,
atmospheric conditions between transmitter and receiver, and pointing errors. In
order to mitigate the turbulence induced fading, relay assisted communication is
employed in FSO systems [2]. The relay assisted FSO system can be implemented
as a multi-hop serial relaying or a parallel relaying system [2, 3]. Moreover, the
relaying can either be active in which all relays cooperatively listen and transmit
[4], or it can be selective where a subset of relays is selected from the available
relays based on the state of FSO network [5, 6].

If relays are inter-connected in FSO systems, they increase the diversity order
and enhance the performance of FSO networks [7, 8]. However, the system models
presented in the literature consider a direct link between source and destination
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nodes, which in a practical scenario may not be feasible for long distances. We
investigate the outage performance of the system and derive closed form expression
for the outage probability. We also analyze the outage performance of the system
under consideration, in the absence of pointing errors, and compare the same with
non-interconnected (NIR) and dual-hop serial relaying techniques, in the presence
and absence of channel state information (CSI), which is illustrated by numerical
plots.

Rest of the paper is organized as follows: In Sect. 2, the system model is
presented. In Sect. 3, we derive analytical expressions for outage probability, for
the system model under consideration. The numerical plots and conclusions are
given in Sects. 4 and 5, respectively.

2 System Model

We consider a binary pulse position (PPM), intensity modulated FSO communi-
cation system that employs a direct detection scheme. The source (S) transmits data
to destination (D) with the help of two relays (R1, R2), as shown in Fig. 1. We
assume all channels to experience independent but not necessarily identically dis-
tributed (i.n.i.d.) fading. The transmission of data is in the half duplex mode. The
decode and forward (DF) relaying protocol employed here, decodes the incoming
signal at the relay and re-transmits the decoded version of signal on correct
reception of cyclic redundancy check (CRC) bits, to the destination node. The
channel coefficients hxy for {xy} ∊ {SR1, SR2, R12, R1D, R2D}, where SRi is the link
between S and relay i, R12 is the link between R1 and R2, and RiD is the link between
relay i and D, for i ∊ {1, 2}, are modeled taking into consideration the effect of
atmospheric turbulence, path losses, and pointing error impairments. The atmo-
spheric turbulence is characterized by gamma-gamma fading statistics with its
probability density function (pdf) given by [9]. The atmospheric path loss is
modeled using the exponential Beers-Lambert Law, and is given as hl = exp(−rL),
where r is the attenuation coefficient, and L is the link length in m. Further, the
pointing error losses are considered to be Rayleigh distributed and given as [10].
The pdf of the channel hxy, considering the influence of all the three channel
impairments discussed above is given by [10, (20)]. The pdf fcxy cð Þ of the instan-
taneous SNR, ϒxy, can then be derived as [10].

Fig. 1 Two relay FSO
communication system with a
unidirectional interconnected
relay link
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3 Outage Analysis

3.1 Outage Analysis for Inter-connected Relaying FSO
System in the Absence of CSI, but with Considerable
Pointing Error Impairments

Firstly, we consider a case that the pointing errors are present and the CSI is not
available at relay and destination nodes. Further, an all active relaying strategy is
considered for the analysis. We define cth as the threshold value for the SNR, post
reception and decoding. If the instantaneous SNR, c, over any link falls below cth,
then that link is said to be in outage. We now define outage events corresponding to
four cases for the given system model described earlier in this section as follows.

Case—1: When both relays R1 and R2 decode correctly, i.e. cR1
[ cth and

cR2
[ cth, the outage event is

PðcR1D
\cthÞPðcR2D

\cthÞ

Case—2: When R1 decodes correctly but R2 does not, i.e cR1
[ cth and cR2

[ cth,
the outage event is

PðcR12
\cthÞPðcSR2

\cthÞPðcR1D
\cthÞ

Case—3: When R2 decodes correctly but R1 does not, i.e. cR2
[ cth and

cR1
[ cth, the outage event is

PðcSR1
\cthÞPðcR2D

\cthÞ

Case—4: When both relays R1 and R2 don’t decode correctly, i.e. cR1
[ cth and

cR2
[ cth, the outage event is

PðcSR1
\cthÞPðcSR2

\cthÞ:

Assuming all the links to be statistically independent, the overall outage prob-
ability for these four disjoint cases can be written as

Pout ¼ PðcSR1
[ cthÞPðcR1D

\cthÞPðcR2D
\cthÞ PðcSR1

[ cth
� �

PðcR12
[ cthÞþPðcSR2

[ cthÞ�
þPðcSR1

[ cthÞPðcSR2
\cthÞPðcR12

\cthÞPðcR1D
\cthÞ

þPðcSR1
\cthÞPðcSR2

[ cthÞPðcR2D
\cthÞþPðcSR1

\cthÞPðcSR2
\cthÞ;

ð1Þ

where the probability of outage for a given link, xy, can be written as
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Pðcxy � cthÞ ¼
Zcth
0

fcxy cð Þdc;

and is given as [11]

Fcxy cthð Þ ¼ Pðcxy � cthÞ;

FcxyðcthÞ ¼
n2xy

CðaxyÞCðbxyÞ
G3;1

2;4 axybxy

ffiffiffiffiffiffiffi
cth
Xxy

r ���� 1; n2xy þ 1

n2xy; axy; bxy; 0

 !
;

ð2Þ

where Fcxy cthð Þ is the cumulative distribution function (CDF) of a single link xy,
Gp,q is Meijer’s G-function, axy and bxy are the atmospheric turbulence parameters,
nxy is the pointing error parameter, and Ωxy denotes the average electrical SNR
for link xy and is defined as Ωxy = (ηE[hxy])

2/No with E denoting the expecta-
tion operator. Moreover, it may be further noted that P cxy [ cth

� � ¼
1� P cxy � cth

� � ¼ 1� Fcxy cthð Þ. Therefore, the outage probability, Pout, can be
re-written as

Pout ¼ ð1� FcSR1
ðcthÞÞFcR1D

ðcthÞFcR2D
ðcthÞ½ð1� FcSR1

ðcthÞÞð1� FcR12
ðcthÞÞ

þ ð1� FcSR2
ðcthÞÞ� þ ð1� FcSR1

ðcthÞÞFcSR2
ðcthÞFcR12

ðcthÞFcR1D
ðcthÞ

þFcSR1
ðcthÞð1� FcSR2

ðcthÞÞFcR2D
ðcthÞþFcSR1

ðcthÞFcSR2
ðcthÞ:

ð3Þ

By substituting FcxyðcthÞ in (3), the closed form expression for outage probability
can then be obtained in terms of Meijer’s G-function.

3.2 Outage Performance for a Non-interconnected
Relaying FSO System with No Pointing Errors

For no or negligible pointing error impairments, the outage probability of the link
xy, defined in terms of cdf of the gamma-gamma distribution, is given as [5]

pðNÞxy ¼ Pðcxy � cthÞ ¼
1

CðaxyÞCðbxyÞ
G2;1

1;3

axybxyN

GxyPM

����� 1
axy; bxy; 0

 !
; ð4Þ

where Gxy is the gain of the link xy and given as [2], PM is the power margin given
as PM ¼ RTbPtffiffiffiffiffiffiffiffi

Nocth
p , with R being the responsivity of the photodetector, Tb is the bit

duration, Pt is the total transmitted power, N is the number of active links, and No is
the AWGN.
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3.2.1 When CSI Is Available

When CSI is available at relay and destination nodes, selective relaying protocols
can be employed for transmitting data along the unique strongest path [5, 6, 8]. In
this case, the outage probability of an NIR-FSO system is given as [8]

Pout ¼ pðNÞSR1D � pðNÞSR2D

¼ ðpðNÞSR1
þ pðNÞR1D

� pðNÞSR1
pðNÞR1D

ÞðpðNÞSR2
þ pðNÞR2D

� pðNÞSR2
pðNÞR2D

Þ;
ð5Þ

where pðNÞSR1D and pðNÞSR2D are the outage probabilities for paths S-R1-D and S-R2-D,

respectively, pðNÞSR1
and pðNÞSR2

are the outage probabilities for S to R1 and S to R2 links,

pðNÞR1D
and pðNÞR2D

are the outage probabilities for R1 to D and R2 to D links, respectively,
and are defined by (4).

3.3 Outage Performance of Inter-connected Relaying FSO
System with No Pointing Errors

We now analyze the outage performance of inter-connected relaying FSO system
considering negligible pointing error impairments, and when CSI is available and
when it is unavailable at the relay and destination nodes.

3.3.1 When CSI Is Not Available

When no CSI is available at the relay and destination nodes, the outage probability

can be found by substituting (4) in (3), after replacing FcxyðcthÞ with pðNÞxy in (3).

3.3.2 When CSI Is Available

When CSI is available at relay and destination nodes, the selective relaying protocol
can be used for transmitting the data along the strongest path, as mentioned earlier.
In this case, the outage probability of the system is given as [8]

Pout = (Pout for NIR-FSO system with CSI) � Q, where Q = 1� Q11Q12Q13,

and Q11 = 1� pð3ÞR12
, Q12 ¼

ð1�pð3ÞSR1
Þpð2ÞR1D

pð2ÞSR1D

, Q13 ¼
ð1�pð3ÞR2D

Þpð2ÞSR2

pð2ÞSR2D

, respectively, with pðNÞR12

denoting the outage probability of the link R12, and is given by (4).
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4 Numerical Results

In this section, we present the simulation results for the outage performance of the
system. We assume the values of C2

n for moderate and strong turbulence as
3 � 10−14 and 1 � 10−13 m−2/3, respectively. The wavelength of the optical signal,
k, is assumed to be equal to 1550 nm, the attenuation coefficient r = 0.43 dB/km,
R = 0.625 A/W, and Tb is in the order of nanoseconds.

Figure 2 considers the independent and identically distributed (i.i.d.) characteristics
for the channels, where the distances dSR1 ¼ dR12 ¼ dR2D ¼ dSR2 ¼ dR1D = 1000 m,
andwhere dSR1 is the distance between S andR1, dR12 is the distance betweenR1 andR2,
dR2D is the distance betweenR2 andD, dSR2 is distance between S andR2, and dR1D is the
distance between R1 and D, respectively. Figure 2 illustrates a plot of outage proba-
bility as a function of average SNR per hopΩ (dB) for various turbulence conditions
with pointing errors n1 = 1.2 and n2 = 4.0. As per the expectation, the outage per-
formance deteriorates with increase in turbulence strength and pointing errors.

For Fig. 3, we consider the i.n.i.d. fading characteristics for the optical links,
with dSR1 ¼ dR12 ¼ dR2D = 1000 m, and dSR2 ¼ dR1D = 2500 m. It can be seen that
the inter-connected relaying technique outperforms the non-interconnected (paral-
lel) relaying and serial relaying techniques, for the given values of distances
between the nodes. Moreover, inter-connected relaying without CSI performs better
than the one where CSI is available, for higher values of SNR. It is due to the use of
DF relaying protocol which leads to better noise rejection at higher SNRs.

Fig. 2 Outage probability versus avg. SNR (dB) of a relayed FSO system, cth = 5 dB
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5 Conclusion

In this paper, we investigated the outage performance of a one way inter-connected
dual relay FSO communication system. The closed form expression for outage
probability were obtained and the effect of various system parameters on it, was
studied. We observed that the absence of direct link between source and destination
nodes does not significantly degrades the performance of the system, due to the use
of inter-relay connections.
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Single Public Key Dependent Attack
on Optical Asymmetric Cryptosystem

Areeba Fatima and Naveen K. Nishchal

Abstract This work aims to study the vulnerability of the phase-truncated Fourier
transform (PTFT) based cryptosystem towards single key attack analysis. The
existing attack algorithms aimed at retrieving the input information from the PTFT
cryptosystems require the knowledge of both the encryption keys. In this work, we
aim to retrieve the plaintext through phase retrieval algorithm that uses only one of
the keys as its constraints. The proposed method is supported by simulation results.

1 Introduction

Optical cryptosystems are being extensively studied due to their benefits they offer
in the form of fast parallel processing and large degrees of freedom serving as the
security keys [1]. In literature, various schemes have been proposed to secure
information optically [1–10]. The broad areas into which these cryptosystems fall
are symmetric and asymmetric cryptosystems. The asymmetric cryptosystems fair
better than the symmetric ones because the key that is used during the encryption is
not used for decryption, thus making the system nonlinear. This nonlinearity helps
in enhancing the security and makes the system less vulnerable to various attacks.
One such asymmetric cryptosystem namely, the phase-truncated Fourier transform
(PTFT) was proposed that uses two random phase keys for encryption [2]. In this
scheme, the decryption keys are generated during the encryption procedure and are
different from those used for encryption. Thus, being a nonlinear system, the
security of the cryptosystem is enhanced. However, later it was shown that the
PTFT scheme is vulnerable to the specific attack [3, 4]. In this attack, the attacker
knows the ciphertext and the encryption keys. The plaintext is retrieved through the
iterative phase retrieval algorithm using the known quantities as the constraints.
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Many variants of the PTFT schemes have been introduced to overcome the specific
attacks [6–10].

The cryptanalysis forms an integral part of cryptography. Along with estab-
lishing newer and more robust cryptosystem, there is a constant effort to study
attack schemes that can break the security of the various proposed schemes. In this
regard, some of the attack schemes that are relevant are the known plaintext attack,
chosen plaintext attack, ciphertext only attack and the specific attack [7]. The
known plaintext attack and the chosen plaintext attack aim at unauthorized retrieval
of the keys. These keys can be further used for retrieving other plaintexts. For the
PTFT scheme, the known plaintext attack is not much significant because the keys
generated in this technique are object dependent and hence if retrieved, will not be
used any further because for different plaintexts, the keys would be different. The
important attack scheme for this encryption system is the specific attack, wherein
the ciphertext and the encryption keys are used to retrieve the information of the
plaintext. Various specific attack schemes have been proposed to retrieve the input
information [3, 4]. It is of interest to study whether the input information can be
retrieved or not when the number of parameters known to the attacker is minimized.
The idea is to reduce the available information to the attacker, yet the constraints
should be enough to help the iterative phase retrieval algorithm to converge.

The attack schemes are usually based on iterative phase retrieval algorithms. The
modified GS algorithm has been the most common of all the algorithms to be used
for studying attack schemes [6]. Later on, Fienup’s algorithm for quicker conver-
gence namely the error reduction algorithm (ERA) and the hybrid input output
algorithm (HIOA) were introduced for more efficient phase retrieval [11–14].

2 Principle

2.1 Introduction to PTFT

In this section, the PTFT cryptosystem is briefly described [2]. The input image field
is combined with the random phase key (RPK) R1, and is Fourier transformed. The
resulting output is phase-truncated to get the amplitude G(u, v) and in the process the
phase is reserved to be used as the decryption key K1. If I(x, y) is the input image
field, then this first step of the procedure can be mathematically written as:

Gðu; vÞ ¼ FTðIðx; yÞ � R1Þj j ð1Þ

K1 ¼ AT FT Iðx; yÞ � R1ð Þf g ð2Þ

Here AT{.} denotes amplitude truncation.
The amplitude G(u, v) is again combined with another RPK, R2 and then sub-

jected to the Fourier transform. The resulting output is again phase-truncated to
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obtain E(m, n), which serves as the ciphertext. The phase is reserved and is used as
the second key K2.

Eðm; nÞ ¼ FT Gðu; vÞ � R2ð Þj j ð3Þ

K2 ¼ AT FT Gðu; vÞ � R2ð Þf g ð4Þ

In the PTFT scheme, the encryption keys differ from the decryption keys and
hence a nonlinearity has been introduced which helps in resisting various attacks.
However, it was shown that when the encryption keys are used as the public keys,
the security is compromised and the plaintext can be retrieved. This work led to
other studies which formulated newer and better specific attacks on the PTFT. The
common thing between the existing attacks is that they require the knowledge of the
encryption keys to carry out the phase retrieval. In another approach, the crypt-
analysis of the PTFT scheme can involve the situation wherein only one of the keys
is available to the attacker. This work aims to study the formulation of a phase
retrieval algorithm which uses only one of the keys to retrieve the plaintext.

2.2 Attack Algorithm

The phase retrieval algorithm consists of two stages. In the first stage, the amplitude
G(u, v) is evaluated using Fienup’s method of HIOA.

In the next section, an overview of the ERA and the HIOA is discussed.
Though ERA is an upgrade over the GS algorithm, its limitation in our study is
discussed. Consequently, HIOA has been used in the first stage of the proposed
attack scheme.

In the second stage, the retrieved amplitude G(u, v) and the first encryption key
R1 are used to retrieve the plaintext.

2.3 Error Reduction Algorithm (ERA)

The error reduction algorithm, proposed by Fienup, is an upgrade over the GS
algorithm [13]. Initially, a random estimate of the phase is multiplied with the
known Fourier domain intensity and the obtained quantity is inverse Fourier
transformed. The output G0

kðu; vÞ is then made to comply with the object-domain
constraints, which are usually the non-negativity of the object. Thus, for the kth
iteration, the estimate of the object can be written as:

Gkþ 1ðu; vÞ ¼ G0
kðu; vÞ u; v 62 D
0 u; v 2 D

�
ð5Þ
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Here, D denotes the set of points at which Gk violates the object-domain con-
straints. Apart from the non-negativity, another object-domain constraint can be that
the expanse of the object should be restrained to the support of the object. In our
study, the object to be retrieved is complex. Hence, the ERA is not the best
algorithm to be used, as the non-negativity condition cannot be applied. In that case,
the ERA would require only the support constraint.

2.4 Hybrid Input Output Algorithm (HIOA)

The HIOA is a further upgrade on the ERA [14]. Here, a random estimate of the
phase is multiplied with the known Fourier domain intensity and the obtained
quantity is inverse Fourier transformed. The output H0

kðu; vÞ is then conformed to
the constraints. In this method, the input from a previous iteration is modified to
form the next input. Mathematically, it is stated as:

Hkþ 1ðu; vÞ ¼ Hkðu; vÞ u; v 62 D
Hkðu; vÞ � bH0

kðu; vÞ u; v 2 D

�
ð6Þ

Here, b is a constant that lies between 0 and 1. D denotes the set of points at
which Hk violates the object-domain constraints. This method is known for faster
convergence and is used in the first stage of the attack scheme.

3 Results and Discussion

The numerical simulation has been carried out on MATLAB platform (R2009a).
The input image shown in Fig. 1a, is zero padded to a binary image of size
256 � 256 pixels. This binary image is subjected to the PTFT encryption scheme,

Fig. 1 a Input image used for PTFT encryption b ciphertext as a result of PTFT encryption
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using random phase masks as the encryption keys. Figure 1b shows the ciphertext,
which is assumed to be available with the attacker.

The ciphertext is used as the input to the first stage of the proposed attack
scheme, which consists of the HIOA. This stage evaluates the estimate of the
intermediate function G(u, v). Next, this function is used in the second stage
wherein the first encryption key is used as the constraint to evaluate the plaintext.
A cost function, namely the discrete sum squared error (SSE), is used to study the
convergence of this stage of the scheme [14].

SSE ¼ 10 log10

P
u

P
v G0

iðu; vÞ
�� ��� G0ðu; vÞ� �2

P
u

P
v

G0ðu; vÞf g2

8><
>:

9>=
>; ð7Þ

Here, the subscript i denotes the iteration number. Figure 2a denotes the plot of
the evaluated SSE with respect to the iteration number. The retrieved image at the
end of the second stage is shown in Fig. 2b. It can be seen that the contour of the
input image is well visible and hence the proposed scheme successfully retrieves
the input information.

4 Conclusion

To summarize, we have proposed an iterative phase retrieval algorithm that reduces
the number of parameters required to break the PTFT encryption scheme. In all the
existing specific attack schemes, both the encryption keys are necessary for suc-
cessful attack. In this study, we have proposed an algorithm that uses only the first
encryption key for successful attack. The simulation carried out shows the contour

Fig. 2 a Plot of the SSE corresponding to the iteration number, b retrieved image at the end of the
second stage
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of the input image is well visible and this supports our proposition. Hence it can be
concluded that the encrypted information can be retrieved even in the absence of
knowledge of one of the encryption keys.
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Weighted Laplacian Energy Based
Image Fusion

Pradeep Shankhwar, A.K. Singh and B.S. Chauhan

Abstract Laplacian Pyramid (LAP) based image fusion has been implemented in
FPGA. A concept of weighted laplacian energy based fusion has been applied.
Eighty percent of pixel weight from high Laplacian energy and twenty percent pixel
weight from low Laplacian energy gives better results than traditional high
Laplacian energy based fusion algorithm. Entropy as a measure of quality of fused
image has been considered. This approach is simulated in PC environment using
MATLAB and has also been implemented in Xilinx’s Virtex 5 SX FPGA.

1 Introduction

There is always possible to capture different details by taking multiple shots with
same camera or same scene by two different cameras. Storing multiple images of
same location is a burden and cost more resources even if they have different details
in them. Similarly, it is cumbersome to display videos of two different camera
simultaneously. Fusion is a better way to harness complementary information
obtained from different camera. There are numerous methods available for image
fusion viz. weighted average, high pass filtering, Principal Component analysis
(PCA), Laplacian Pyramid and Discrete Wavelet Transform (DWT) and contrast
pyramid etc. These image fusion algorithms have been tried in past to fuse the
images. Laplacian Pyramid based technique has been selected due to low compu-
tation cost and relatively better fusion result [1]. A novel scheme of weighted
Laplacian energy based fusion is proposed in this paper.

The paper is divided into five sections. Section 2 describes traditional Laplacian
image fusion, Sect. 3 gives implementation details and Sect. 4 describes the
approach of weighted Laplacian fusion. Results and discussions are mentioned in
Sect. 5.
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2 Laplacian Image Fusion

Laplacian pyramid based image representation is firstly introduced by Burt and
Adelson in 1983 [2]. The Laplacian pyramid is derived from the Gaussian pyramid
which is a multi-resolution image representation. The Gaussian pyramid is obtained
through a recursive reduction (low-pass filtering and decimation) of the image data
set. LAP fusion algorithm implementation has following stages for each video
channel [3, 4].

(a) Gaussian filtering and down sampling
(b) Up scaling and subtractions to get Laplacian pyramid (LAP) image
(c) Fuse each level of pyramid to get fused image pyramid
(d) Up sample the lower level pyramid and add to higher pyramid
(e) Do above steps recursively depending upon no of pyramid level

The reduce operation will be achieved from (1) (Fig. 1).
The Gaussian pyramid is expanded by (2) to match the size of underlying level.

Finally, the expanded image data set is subtracted with the same size image of
Gaussian pyramid to get the Laplacian pyramid Subtract Operation as (3).

Let G0 be the original input image, G1 i; jð Þ is the 1st level Gaussian pyramid
image, i = 0,…, Ri and j = 0,…,Ci. (Ri, Ci) is the image size of l level Gaussian
pyramid, w(m, n) is the Gaussian template [4]. The reduce operation is defined as

G1 i; jð Þ ¼
X1
m¼�1

X1
n¼�1

wðm; nÞGl�1 2iþm; 2jþ nð Þ ð1Þ

Fig. 1 Laplacian image
fusion pipeline
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For k = 0, 1,…,l

G1;k i; jð Þ ¼ 4
X1
m¼�1

X1
n¼�1

wðm; nÞGl;k�1
iþm
2

;
jþ n
2

� �(
ð2Þ

G1;k i; jð Þ is the expanding operation results of Gl;k�1 i; jð Þ, where summation
terms are taken to be null for non integer values of (i + m)/2 and (j + n)/2 [4].

Let L1(i, j) be the l level Laplacian pyramid image, N is the total decomposing
level, it is obtained by [4],

LN ¼ GN

Ll ¼ Gl�Glþ 1;1 0� l\Nð Þ
�

ð3Þ

Different fusion strategies can be chosen on different Laplacian pyramid level.
Average method (4) will be adopted for the top level of Laplacian pyramid which
represent the low frequency information of original image. GNI1 and GNI2 are the
top level of N level Laplacian pyramid decomposed from input image I1 and I2
respectively. GNF is the top level of N level of fusion Laplacian pyramid.

GNF I; jð Þ ¼ GNI1 i; jð ÞþGNI2 i; jð Þð Þ=2; 0� i\RN ; 0� j\CN ð4Þ

Regional energy (RE) or Laplacian energy (LE) fusion rules are selected for
choosing the high frequency information at different level of Laplacian pyramid.
The region energy of each coefficient of every sub-band is calculated using (5) [4].

LE1 i jð Þ ¼
Xm
�m

Xn
�n

wðm; nÞ � Iðiþm; jþ nÞj j ð5Þ

where

m ¼ 1; n ¼ 1;w ¼ 1
9

1 1 1
1 1 1
1 1 1

0
@

1
A

For 1 � l � N, LlI1 and LlI2 are the l level decomposing Laplacian pyramid of
input image I1 and I2 respectively. LlF is the l level fusion Laplacian pyramid.
Comparing the value of LEl1I1 and LELlI2 the maximal one’s pixel value is chosen
as the corresponding pixel value of LlF [4].

LlF i; jð Þ ¼ LlI1 i; jð Þ if LEl1I1 i; jð Þ� LELlI2 i; jð Þ
LlI2 i; jð Þ otherwise

�
ð6Þ
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The fused image will be constructed by the fusion Laplacian pyramid, G0F is
corresponding to the final result [4].

Gl�1F i; jð Þ ¼ ll�1F i; jð ÞþEXPAND GlF i; jð Þð Þ 1� l�N ð7Þ

3 Implementation

Figure 2 shows that the image of each channel is processed in parallel during
decomposing process. Considering the processing and operation character of this
algorithm, different modules are designed to implement this algorithm including
controlling module, decomposing module, fusion module and reconstruction
module [4].

The two decomposing modules will process the input data to get the Laplacian
pyramid and perform synchronously. Fusion module will execute the fusion
strategies in all levels of the Laplacian pyramid. Reconstruction module, which is
part of fusion module, rebuilds the fused image with the fused Laplacian pyramid
by expanding and adding operation. Images of each channel are processed in
parallel with decomposing process [4].

FPGA implementation of Laplacian pyramid involves buffering of Laplacian
pyramid stages and it is possible by introducing a pair of static RAM (SRAM)
devices at each pyramid level. So, if number of pyramid levels are 3, 3 pairs of
SRAM are needed for single channel implementation. Total number of SRAM
implementation will be 12 which is expensive affair in terms of cost and interface
design. Block RAM (BRAM) based implementation has been done to realize this
algorithm. Total delay in computation can be calculated in number of lines. For
each stage, convolving function is involved, and for this function three lines must
be ready before starting the convolution. So total delay in terms number of lines is
calculated as follows.

Gaussian filtering 
and down 
sampling  

Gaussian filtering 
and down 
sampling  

Image
1

Image
2

Laplacian 
pyramid 

Laplacian 
pyramid Fu

sio
n 

m
od

ul
e 

Fused 
image

Fig. 2 Image decomposition pipeline for fusion process
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(a) 3 lines delay in buffering for R function
(b) 3 Lines delay for E and D functions
(c) so 6 lines delay in one stage pyramid and total delay will be minimum 18 lines

for three stage pyramid implementation.

While reconstruction of fused image, Fusion and combine functions will be
needed twice and each with 3 lines delay. After construction of fused image, total
delay is around 24 lines. Single clock of 13.5 MHz is considered. Entire 3 stage
pyramid fusion pipeline can be filled in 24 lines of delay. Fused pixel output will
start coming after this delay.

Image Fusion Rules

Low frequency coefficients of fusion image are calculated with average operation
using (4), for high frequency coefficients, the implementation of (5) and (6) are to
be done using Laplacian energy comparison method [4].

Design of Reconstruction Operation

When fusion by Laplacian pyramid is done at each level, the reconstruction oper-
ation is achieved through expand and adding operations to get higher level of image.
Because there is fix delay time for expanding operation delay, module is used to
guarantee the time request. The expanding results of GNF is added with LlF to obtain
the fusion results. If the MSB bit of LlF(i, j) is 1, this means that LlF(i, j) is a negative
value and the adding operation will be replaced by subtracting operation. In this
case, if the calculation is a negative value, the corresponding pixel value will be set
as 0 [4].

4 Weighted Laplacian Fusion

Using traditional method of image fusion, results are not containing complete
information. It is found that contrast of fused image is very good in case of high
Laplacian energy fusion. When weighted Laplacian energy based approach is
applied, fused image gets enriched in terms of information. e.g., Weighted energy
Fusion for 80% Laplacian energy is defined as:

LlF i; jð Þ ¼ LlI1 i; jð Þ � 0:8þ LlI2 i; jð Þ � 0:2 if LEl1I1 i; jð Þ� LELlI2 i; jð Þ
LlI1 i; jð Þ � 0:2þ LlI2 i; jð Þ � 0:8 otherwise

(
ð8Þ
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There are quantitative methods which can measure the quality of fusion without
reference images. These could be Standard deviation, entropy, cross entropy and
spatial frequency etc. It is found that entropy is a very good measure which signifies
the information contents in an image. Results are evaluated based on entropy
(He) computation which is defined as [2].

He ¼ �
XL
i¼0

hIf ðiÞ log2 hIf ðiÞ

where L is gray levels, hIf ðiÞ is the histogram of an image If(x, y). Interesting fact is
that when part of darker pixel is added, information represented by low gray values
is also highlighted and overall information increases so entropy also increases. In
general, a combination of 80% pixel weight from higher LE and 20% pixel weight
of lower regions gives highest entropy. In other combination also entropy of fused
image always remains above the high Laplacian energy based fusion. If fusion is
seen from application point of view, high contrast image will be appreciated, i.e. in
tracking application. If information contents and target detection are main interests,
weighted energy based fusion will be more useful. To establish this fact, five set of
registered images are considered for experimentation. Entropy of each fused image
is calculated which is shown in Table 1.

5 Results and Discussions

There are two input images, one of CCD camera and another of thermal camera.
Both shows different spectral contents of same scene. This picture has been taken
using co-aligned cameras and image registration was done before using them for
fusion. In default rule of high Laplacian energy (HLE) based fusion, some CCD
contents are absent; when part of low Laplacian energy (LE) has been added, the

Table 1 Entropy of fused images

%HE/LE Set1 Set2 Set3 Set4 Set5

HLE 6.790463 6.904101 7.044823 6.686868 6.417245

90_10 7.188268 7.172002 7.288515 6.978414 6.651329

80_20 7.225088 7.189417 7.282732 6.999864 6.701603
70_30 7.209094 7.174774 7.249606 6.989514 6.688864

60_40 7.166959 7.141097 7.195538 6.962057 6.652486
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fused image got enriched. However some drop in contrast has been observed
(Figs. 3 and 4).

Fusion of one set of images with varying combination of Laplacian energy is
shown in Figs. 5, 6, 7 and 8 (marked with red circles) for visual appreciation.

Fig. 3 CCD image

Fig. 4 TI image
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Fig. 5 High laplacian energy
fusion

Fig. 6 80_20 weighted
energy fusion
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6 Conclusion

Multi-resolution pyramid fusion approach gives better result and both sensors’
features are highlighted in the fused imagery. Different fusion approaches at dif-
ferent pyramid level have been applied and it was found that weighted Laplacian
energy based fusion gives better results to capture both the sensors perfectly.

Fig. 7 70_30 weighted
energy fusion

Fig. 8 60_40 weighted
energy fusion
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A suitable combination of high Laplacian and low Laplacian energy is suggested
and demonstrated in results as well. Various method of fusion in pyramidal domain
will remain an open area of research for further work in image fusion.
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Radon Transforms and Chaotic Mask
Based Image Encryption for Information
Security

Avinash Kumar Jha, Sajan Ambadiyil and Himanshu Shekhar

Abstract Recent advances in image encryption techniques are capable of pro-
tecting the digital images which are being communicated over various transmission
media from leakage. Images related to medical or military applications, corporate
video conference, etc. need reliable and secure transmission, which can be achieved
by encryption. Here we propose an efficient optical image encryption technique
using Radon Transforms and Chaotic phase mask.

1 Introduction

Recent advances in image encryption techniques are capable of protecting the digital
images which are being communicated over various transmission media from leak-
age. Images related to medical or military applications, corporate video conference,
etc. need reliable and secure transmission, which can be achieved by encryption.With
the help of efficient optical encryption and decryption technique, one can fulfill the
requirements of security needs of digital images. Multiple image encryption systems
based on optical means have been proposed by various research groups’ earlier
[1–10]. For real time applications, optics and optoelectronics techniques are very
useful as these are accurate, fast computing and support parallelism. These methods
provide parameter such as wavelength, phase, polarization, etc. which can be used to
hide information more securely in various types of images [11]. Li et al. proposed
propose a newmethod for color image encryption by wavelength multiplexing on the
basis of two-dimensional (2-D) generalization of fractional Hartley transform [12].
Nishchal et al. proposed and implemented a phase-encrypted memory system they
utilized the cascaded extended fractional Fourier transform (FRT) [13]. Madan Singh
et al. proposed an encryption method based on double random phase encoding and
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decoding system for two-dimensional gray scale image [14, 15]. Li et al. proposed a
double-image encryption algorithm. This algorithm can encrypt two input images
into a single encrypted output image. The method exploits the amplitude of gyrator
transform with two different groups of angles to decrypt the images [16, 17].
Narendra Singh and Aloka Sinha proposed a novel method for image encryption,
utilizing gyrator transform and chaos theory [18].

Here we propose an efficient optical image encryption Technique Using Radon
Transforms and Chaos function. The proposed technique uses Radon Transform
and Chaotic Random Phase Mask (CRPM). The technique is highly robust and has
great immunity to unauthorized decryption. The original and decrypted image are
highly correlated. It is possible to implement this encryption using optical imaging
technique which makes it more relevant for radio over fiber communication
systems.

1.1 Radon Transform

The radon transform is represented by integral of a function over straight lines. It is
utilized predominantly in the field of Medical Imaging, Ground Penetrating Radar
(GPR), electron microscopy, hyperbolic partial differential equation etc.

The mathematical model of radon transform in for a two dimensional function
can be represented as follows.

Considering f as a mathematical function bound by a large disc in Eucildian
plane R2.

Then it’s radon transform can be defined as function Rf, which is defined on the
space of lines L in R2 as given in (1).

Rf ðLÞ ¼
Z

L

f ðxÞdrðxÞ ð1Þ

the integration is done w.r.t. the arc length measure dr on L. L can be parame-
terized as follows;

LðxðtÞ; yðtÞÞ ¼ ðt sin a; þ s cos aÞþ ð�t cos aþ sin aÞ

here the distance between L and origin is denoted by s and a signifies the angle it
makes with the x axis. Thus (a, s) represents coordinates on the space of all lines in
R2, and in terms of these coordinates Radon transform can be expressed as

Rf ða; sÞ ¼
Za

�a

f ðxÞðtÞ; yðtÞdt ¼
Z1

�1
f ðtðsin a;� cos aÞþ sðcos a; sin aÞÞdt ð3Þ
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1.2 Chaotic Phase Mask

Chaotic functions describe the behavior of certain dynamic systems i.e., systems
whose state evolves with time and which may exhibit dynamics that are highly
sensitive to initial conditions. Due to this sensitivity, behavior of chaotic systems
appears to be random. For certain chaotic systems if the initial conditions are
known, their future dynamics can be completely predicted. This is defined as
deterministic chaos. In our encryption technique a random phase mask has been
generated using logistic map as chaotic map. It is a discrete 1-D function as
mentioned in the equation

xnþ 1 ¼ rxnð1� xnÞ ð2Þ

here xn is a positive number between 0 and 1 which represents the population at
year n and r represents the rate of growth i.e.; combined rate of reproduction and
starvation in the population.

1.3 Cryptographic Enhancement

For an m � n image two sequence of random number of length m and n corre-
sponding to each row and column of the image are generated. At first each pixel of
the image is replaced by the r’th pixel from the right of the original pixel, where r is
the random number corresponding to that particular row. Same action is performed
with respect to column. During decryption same action is performed in the reverse
direction yielding the correct image. The procedure is explained in Fig. 1. The
sequence of random number acts as a set of key, and this whole operation adds
additional security feature to the encryption.

2 Proposed Technique

The proposed technique utilizes radon transforms and double chaotic random phase
mask. Let f(x, y) denotes the original image to be encrypted. The block diagram in
Fig. 2a gives an overview of the encryption process.
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2.1 Encryption Process

A gray scaled image of size 256 � 256 is used as input. Radon transform is applied
on the input image. The transformation generates an intensity image of different
size (367 � 451) with respect to the input image. The number of rows of the

Fig. 1 Cryptographic enhancement

Logistic Chaos RPM 

Conjugate of  logistic  Chaos RPM ( m1xn1)

(a)

(b)

Fig. 2 a Block diagram for encryption, b block diagram for decryption
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transformed image depends on the number of intensity level present in the image
while the number of column depends on the total number of angle for which RT is
taken, which acts as a security feature. The transformed image is multiplied with the
random phase mask represented by exp(ipiC(x)) here C(x) is the logistic map
function. The row column shift operation is performed on this output to generate the
encrypted image. The encryption procedure is shown in Fig. 2a.

2.2 Decryption Process

For decryption the pixels are shifted to their original coordinates by applying row
column shift operation in the reverse direction, and then this image is multiplied
with the conjugate of the random phase mask. Now inverse radon transform applied
for the same set angle as of radon transform yields the original input image.
Figure 2b illustrates the decryption process.

3 Result and Analysis

The above figure shows the results obtained by the proposed method. To find the
robustness of the proposed system MSE error analysis, histogram analysis, corre-
lation of pixel distribution among input, output and un-authenticated decryption
image were performed. The original and decrypted image were found to have high
correlation coefficient and the method is highly immune to un-authorized
decryption.

As shown in Table 1, different value of chaotic mask seed were applied to an
image encrypted with the seed value 3.8. It is clearly evident from the graph and
table that the MSE value for correct key is negligible. 48.5199, however for wrong

Table 1 MSE w.r.t variation
in rate of the logistic function

Rate of logistic map MSE for lena

3.76 253565.5016

3.78 261938.1427

3.79 262371.1103

3.799 265253.1471

3.7999 264224.9905

3.8 48.5199
3.8001 269381.7596

3.801 285538.7191

3.81 276406.204

3.82 355639.5019
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key such as 3.7999 the MSE value is extremely high (264224.9905) implying failed
decryption as shown in Fig. 3h.

The proposed technique results into a correlation co-efficient of 0.9932 between
the input and output and decrypted image (Fig. 4).

Fig. 3 a Input image, b radon transform of image, c random phase mask, d radon transformed
image multiplied with phase mask, e encrypted image after row column shift, f decrypted image
with correct procedure, g image decrypted without shifting the row-column back, h image
decrypted with wrong conjugate mask
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Fig. 3 (continued)

Fig. 4 MSE w.r.t variation in
rate of the logistic function
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4 Conclusions

A highly efficient image encryption and decryption Technique Using Radon
Transforms and Chaos function has been proposed. The technique is highly robust
and has great immunity to unauthorized decryption. The original and decrypted
image are highly correlated.
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Pose Invariant Face Recognition
Technique Based on Eigen Space
Approach Using Dual Registration
Techniques After Masking

Tumpa Dey and Dibyendu Ghoshal

Abstract A novel method is proposed to solve different pose related problems
related to face images in recognition system. The method removes the background
of the image using masking. Subsequently, both training and testing images are
registered by manual landmark detection and modeling the mapping process using
affine transformation. The proposed method is found to solve the complications
during scaling and rotation. Another registration method based on log-polar
transformation is then proposed. Application of this method is found to improve
arbitrary rotation angles and scale change. Lastly, log-polar images are projected
into eigen space. These eigenface images are classified with the help of Euclidean
distance. In the simulation based experimentation, IRIS face database is used.
Recognition rate applying the proposed method is found to be 89.65%.

1 Introduction

Face recognition is carried out mainly for two primary purposes viz. verification
which is one to one matching and another is the identification that means matching
a particular image among many such images [1–6]. During the past several years,
the evolution of recognition techniques has been applied in the age verifications,
illumination variation, and pose variation. Here, variations of pose and scaling of
images are treated as potential challenges for correct classification and identifica-
tion. A pose invariant face recognition technique is applied where two image
registration techniques are used to get the approximate alignment used in an image.
The main characteristics of image registration are the geometric alignment of a set
of images. The set consisting of two or more images has been taken from a single
scene at different times, sensed by different sensors, and different points of view. In
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the proposed study, a simulated masking technique is applied to crop the back-
ground of input image followed by image registration using affine transformation
and log-polar transformation for better alignment. In the last phase, again eigenface
analysis is applied on face images of various poses and scaling collected from IRIS
Database. Although a good many studies on face recognition is reported [7–16] in
various journals and conference proceedings, no study based on the current pro-
posed methodology is found in any published or on-line literature.

2 System Overview

In this paper a face recognition technique is proposed to find improved perfor-
mance. Every face image is first cropped using masking, followed by the regis-
tration to each image. Then, polar transformation is done on images into two sets,
i.e. training and testing. Here masking technique has been applied to crop the
background without changing the pixel values inside the mask. A registration by
feature point mapping with affine transformation in the masked images is applied to
get more accurate aligned images and this is followed by log-polar transformation.
The eigenspace is computed on the log-polar transformed images. Figure 1 shows
the system overview.

2.1 Masking

A profile picture may have any unwanted complex background which creates
distorted output. Therefore, masking method is used to subtract the background. In
the present study, region of interest from the face image is determined first and
masking is done to crop the background. Masking process sets the pixel values in
an image to zero from some other values in the background of the image. There are
two types of masking. First method uses an image as a mask where some of the
pixel intensity values are zero, and others pixel values are non-zero. For example,

Input image Masking to crop the 
background of the images 

Image-Registration for 
alignment of the images

Log-polar 
transformation 

Eigenface analysisObject Classified

Fig. 1 System overview diagram
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create a mask image. The second method selects a region of interest as the mask. In
Fig. 2a, some simulated outputs of face images are displayed which have been
obtained by applying masking during pre-processing step.

2.2 Masking Algorithm in the Proposed Approach

Input: I is an image of size K� L.
Output: M is an image of size A� B after masking of the image.
Step 1: J is an image of size of C� D which is chosen as region of interest of facial
part including eyes, nose and lips.
Step 2: The outside area of J is burned.
Step 3: Part of the image that exists inside the mask and zero outside the mask only
left i.e. M ¼ A� B.
Step 4: Cropped image is displayed.

2.3 Registration

Image registration [7–12] is an alignment process of two or more images of the
same scene and having same dimension. First, one image is taken as the base image
or reference image and other images are compared to the base image and the set of

Fig. 2 Steps showing sample images from IRIS face database after a masking, b registration,
c log-polar transformation, d eigenfaces
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images are called input images. The main objective of image registration is to take
the input image into alignment with the base image by applying a function called
spatial transformation of the input image. A spatial transformation [10] works on
the spatial relationship between pixels in an image, mapping pixel locations in an
input image to new locations in an output image. It determines the parameters of the
spatial transformation required to take the images into alignment. This is called
image registration process. A technique called point mapping is used by the present
authors to determine the parameters of the transformation required to bring an
image into alignment with another image. In point mapping, some points are chosen
in a pair of images that identify the same feature or landmark in the images. Then, a
spatial mapping is determined by the positions of these control points [8, 9]. In
Fig. 2b, some sample face images after applying image registration process are
shown.

2.4 Registration Algorithm

Input: I is an image of size M� N.
Output: K is an image of size S� T after image registration.
Step 1: Control points in image I are selected.
Step 2: Spatial transformation structure of I is created after selecting control points.
Step 3: Spatial transformation is done and the aligned image K ¼ S� T dimension
is obtained.

2.5 Log-Polar Transformation

The main reason behind the log-polar transformation is to bring images into close
alignment even in the presence of large scale changes for large geometric trans-
formations, as well as arbitrary rotations and translations. Log-polar coordinates are
a two dimensional coordinate system where point are identified by two numbers,
one is the logarithm of the distance between two points from the center of the input
image, and another is an angle between the lines present in the image. Log-polar
coordinates are connected to polar coordinates and normally used to describe
domains in the plane with some sort of rotational symmetry. The Cartesian coor-
dinates are not mapped one-to-one onto pixels in the Log-Polar coordinate space.
An average of the surrounding pixels requires to be calculated to get the log polar
transformed image. Log-polar coordinates convert the scale and rotational differ-
ences into vertical and horizontal offsets which can be calculated by using the
method in [12–15].
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2.6 Algorithm: Log-Polar Transformation

Input: An image with A � B size is taken in Cartesian coordinate space.
Output: An image with Cp � Cp size in Log-polar coordinate space is obtained.
Step 1: The centre (m, n) and radius (R) from the input image of size A � B is
found out. Centre of the circle is

a ¼ A=2b c; b ¼ B=2b c ð1Þ

Step 2: The polar images are calculated.
Let pixel in the input image (si, ti) will have the pixel at location (r1, U) in the polar
image, where

r1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs� aÞ2 þðt� bÞ2

q
0� r1 �R ð2Þ

U ¼ tan�1 t� b
s� a

� �
0�U� 3600 ð3Þ

Step 3: The log-polar transformation is carried out. Log-polar transform is written
as (l, U), where l ¼ logr1e
Step 4: Output image with size is Cp � Cp, where p ¼ logRC is obtained.

2.7 Eigenspace Analysis for Face Recognition

Eigenspace approach is used in this paper to recognize face images. Here steps are
given [16–19].

Step 1: Set s comprises m number of face images. Every face image is converted
into a vector of size n.

s ¼ fC1;C2;C3. . .;Cmg ð4Þ

Step 2: Then the mean image is calculated as W.

W ¼ 1
m

Xm

n¼1

Cn ð5Þ

Step 3: The difference between the input image and the mean image i.e. U

Ui ¼ Ci �W is calculated ð6Þ
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Step 4: un is set of orthonormal vectors. M is the number of orthonormal vectors.
kth vector is uk.
Here the eigenvectors uk and eigenvalues kk of the covariance matrix C are
calculated.

kk ¼ 1
M

XM

n¼1

uTkUn
� �2 ð7Þ

Step 5: The covariance matrix C is calculated as,

C ¼ 1
M

XM

n¼1

UnU
T
n

¼ AAT

ð8Þ

A ¼ U1;f U2;U3; . . .Ung ð9Þ

Lmn ¼ UT
mUn ð10Þ

when eigenvectors v1 of the L matrix is calculated then eigenfaces ul is obtained as,

ul ¼
XM

k¼1

VlkUk l ¼ 1,. . .M ð11Þ

3 Experimental Results and Discussions

In the proposed method, experiments are carried out on IRIS Database. A thorough
system performance is analyzed, which covers 7 (seven) different conditions of
human face recognition like variation of size, pose, illumination conditions, etc.
The experiment is carried out by using 90 images from IRIS database.

3.1 IRIS (Imaging, Robotics, and Intelligent Systems)
Thermal/Visible Database

This database contains Visual/Thermal face images. It has unregistered thermal and
visible face images under variable illuminations, expressions, and poses. There are
176–250 images of persons, 11 rotations per illumination, expression of a particular
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person. Expressions are surprise, laughing, angry (varying poses) and each
expression have 11 thermal and 11 visual images. There are different types of
illumination condition, i.e. left light on, right light on, both lights on, dark room, left
and right lights off, glass off-bright, glass-off-off, glass-off medium, and
glass-off-dark, with varying poses. Sample images with different poses, their cor-
responding masking, registered and log-polar transformed images are shown in
Fig. 2.

3.2 Eigenspace Analysis with IRIS Face Database

In the present study, the complete sets of log-polar transformed images are divided
into two sets as training and testing, respectively. There are 90 images from IRIS
database taken. Nine images per persons have been taken. The analysis is started by
taking one image each from each set (i.e. training and testing sets) from a single
class (i.e. person) of IRIS. In eigenface analysis first, a comparison is done between
the input face image and mean image and after getting the difference, it is multiplied
with each eigenvector of the matrix. These values represent a weight and would be
saved in a vector (matrix). The minimum Euclidean distance is calculated for each
test image. Each person is symbolized as P1, P2 and so on in Table 1. From
Table 1, it can be seen that in few cases, 95% recognition rate is achieved although
in some other cases the rate is found to be less. This is due to the illumination
variance and error in pose estimation during image acquisition. In the case of IRIS
database, it is observed that the recognition rate increases proportionately with the
number of training images.

Table 1 Recognition rates for IRIS database

No of training images of
each class (P1, P2…P10)

No of testing images randomly taken
from each class (P1, P2…P10)

Average % of
recognition rate

1+���+1 1+���+1 80

2+���+2 2+���+2 80

3+���+3 3+���+3 86.66

4+���+4 4+���+4 90

5+���+5 5+���+5 92

6+���+6 6+���+6 93.33

7+���+7 7+���+7 94.28

8+���+8 8+���+8 95

9+���+9 9+���+9 95.55

Average percentage 89.65
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3.3 Conclusion and Future Work

In this paper, the efficacy of eigenface method is established followed by distance
vector calculation for the classification of images. During the process, masking
algorithm to eliminate the unwanted background objects is applied. Then the reg-
istration technique is applied for alignment. The variances of transformed input
images are calculated into log-polar form to minimize the effect of rotational,
positional variances. The proposed method has been demonstrated on IRIS
Database and it contains face images with extreme pose variations. The average
recognition rates achieved with various numbers of training and testing images
from IRIS database is 89.65%. It has also been seen that the proposed method gives
better recognition rate than the principal component analysis (PCA) with the face
databases mentioned above. In future, attempts may be made to develop an adaptive
multilevel pre-processing technique followed by a recognition algorithm to achieve
high recognition rate irrespective of pose, illumination or rotational variances.
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Hybrid VLC-RF System for Real Time
Health Care Applications

Anshul Vats, Mona Aggarwal, Swaran Ahuja and Sharda Vashisth

Abstract Now a days, modern hospitals are adopting electronic health (E-Health)
over traditional health care services. The E-Health services are provided by a
radiation free, high capacity, high transmission rate and radiation free communi-
cation. In this paper, a hybrid radio frequency-wireless visible light communication
(VLC-RF) system gives a newest solution to change the traditional wireless com-
munication systems in health organizations. This paper provides an all-purpose
system model where the biomedical information from patient are transmitted using
VLC uplink to a decode and forward relay which further radiocasts that information
to the laboratory. Finally a feasible demonstration which extracts the carotid signals
data from patient is implemented in the laboratory.

1 Introduction

Wireless technologies are used in medical area networks to increase flexibility and
ease for medical staff and patient, but it has been reported that many frequencies of
radio waves induce strong electric field intensity, which is prone to interfere with
electronic medical equipments, which is a risk towards the accuracy of medical
equipments [1]. This paper gives a inventive design and implementation of a
medical healthcare data system using the rising wireless visible light communica-
tion (VLC) technology in combination with existing radio frequency communica-
tion network. The hybrid VLC-RF based medical healthcare system model can be
used to give data services and keeping track of patients in radio frequency restricted
health organization areas. This system delivers services such as telemedicine,
client-patient portal, diagnostic reports, home care, E-medical documents, health
database, old records management, etc. [2, 3]. Networks using VLC technology can
be implemented using light emitting diodes (LED), to transmit medical and
healthcare information [4]. In this paper, we propose a hybrid VLC-RF setup for the
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hospital database management and applications in indoor environment. Hybrid
VLC-RF setup implementation in the hospitals is a novel idea, which is demon-
strated by transmitting real bio medial signals in the laboratory. In this paper we
considered an radio frequency influenced environment in which EM waves cannot
pass through the walls of the room to keep the indoor environment free from RF
radiations [4]. Biomedical instruments generate signals which are received at a relay
node and this node is incorporated with the optical transceiver. The relaying node
decodes the signal and forward it to some distant Laboratory or research lab via RF
link as shown in Fig. 1.

2 System Model

Hybrid visible light communication-radio frequency (VLC-RF) system gives a way
out to change the traditional wireless transmission systems in healthcare organi-
zations. This model gives a system where the medical signals from the patient are
transferred using VLC link to decode and forward relay which further broadcasts
that data to the laboratory. The smart devices like mobile phone, laptops, tabs or
any other instrument able to transmit information are presumed to be with optical
photo detector interfaces. These devices transmit the E-Health information in the
form of optical signal towards the relay. Hence, the downlink becomes a hybrid
VLC-RF link. The coverage in the room or any laboratory or location is given by

Fig. 1 Medical health care system model using hybrid VLC-RF communication link
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number of LEDs. In this system any time any relay can be selected according to the
signal strength but for reducing the complexity of the system we have opted a single
relay system. The received optical signal from the selected relay is the best and
strongest signal [4]. We analyse the hybrid VLC-RF link performance by simula-
tion using Matlab and results in an expression for the outage probability with
decode and forward relay in the hybrid VLC-RF link.

2.1 Visible Light Communication Link Model

The source to relay (S-R) link is modelled as VLC link with the PDF of the
instantaneous channel coefficient hSR

PhSRðxÞ ¼ ax�b ð1Þ

Since cSR is related to squared of hRD, as c ¼ Es
N0
h21 therefore the probability dis-

tribution function (PDF) of instantaneous SNR ðcSRÞ is derived and given as

fcSRðcÞ ¼
a
2
� c�

bþ 1
2

�c
1�b
2

ð2Þ

where �c ¼ Es
N0
, c is the average electrical SNR with a ¼ 2:381� 109 and b ¼ 1:161

[4]. By integrating (2) we can get the corresponding cumulative distribution
function (CDF) of the link shown below

FcSRðcÞ ¼
Zc

0

a
2
� �c

bþ 1
2

�c
1�b
2

dc ¼ a
1� b

� c
1�b
2

�c
ð3Þ

2.2 Radio Frequency Link Model

In recent years, the generalized-K ðKGÞ fading model for RF communication
models, is gaining more popularity [5], which is the derived from the lognormal
distribution using Gamma distribution models [6] and, then, incorporating with the
Nakagami distribution model. In this paper, we analyze the performance of RF
downlink using KG distribution. The PDF of instantaneous SNR of generalised K
distribution is given by (4)
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fcRDðcÞ ¼
2ðERDÞ

bþ 2
2

CðmRDÞCðkRDÞ cð Þb�1
2 Kað2

ffiffiffiffiffiffiffiffiffiffi
ERDc

p
Þ ð4Þ

where kað�Þ is the bessel function with order a, a ¼ k � m and b ¼ kþm� 1, k
and m are the distribution shaping parameters and Cð�Þ is Gamma function. Eð�Þ is
the mean of the shadowing fading determined by propagation loss. The instanta-
neous signal-to-noise (SNR) per symbol is defined as cRD ! X2 ES

NO
, where ES is

energy signal and NO AWGN noise signal. Using the instantaneous SNR, the

corresponding average SNR cRD ¼ X ES
NO

� �
, where X is the mean [7]. For simplicity,

KG distribution is converted into corresponding Meijer G function as shown below

fcRDðhÞ ¼
1

CðmRDÞCðkRDÞcRD
G2;1

1;3 ExcRDj 1
aRD;bRD; 0

� �
: ð5Þ

3 Outage Probability

In this section outage probability of the hybrid VLC-RF link is analyzed using DF
relaying protocol. Decode and forward relay enhance the overall performance of
wireless optical link in indoor environment (in this case). The DF relay decodes the
signal, process it and further re-encodes it and finally forwards it to the distant node.
The term outage probability is defined as—when the instantaneous SNR goes
below a predefined threshold or critical SNR, which is a alarmed value of SNR,
below which the hybrid link performance is un-satisfactory [8]. Using DF relaying
protocol, the equivalent instantaneous SNR at the single LED relay link cDF , can be
written as

cDF ¼ minðCSR;CRDÞ ð6Þ

Therefore the CDF (FDFðcÞ) of cDF derived as shown

FDFðcÞ ¼ PrðcDF � cÞ ¼ PrðminðCSR;CRDÞ� cÞ ð7Þ

where CSR and CRD are instantaneous SNRs of the source to relay (S-R) and relay to
destination (R-D) links respectively. Further we can rewrite (7) as

FDFðcÞ ¼ PrðCSR � c;CRD �CSRÞþPrðCRD � c;CSR �CRDÞ
þPrðCSR � c;CRD � cÞ ð8Þ
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Since CSR and CRD are not dependent, (8) is modulated as

FDFðcÞ ¼ PrðCSR\cÞþPrðCRD\cÞ � PrðCSR\cÞPrðCRD\cÞ
¼ FCSRðcÞþFCRDðcÞ � FCSRðcÞFCRDðcÞ

ð9Þ

where FCSRðcÞ and FCRDðcÞ are the CDF’s of CSR and CRD respectively. Now
substituting (3) and (5) in (9), we obtain the Pout of the DF relayed hybrid VLC-RF
link given as

Pout ¼ a
1� b

� c
1�b
2
SR

�cSR
þ 1

CðmRDÞCðkRDÞG
2;1
1;3 EcRDj

1

a; b; 0

� �

� a
1� b

� c
1�b
2ð Þ

SR

�cSR
� 1
CðmRDÞCðkRDÞG

2;1
1;3 EcRDj

1

a; b; 0

� �
:

ð10Þ

4 Numerical Result

The hybrid VLC-RF E-health care system model has been studied and analyzed. Its
performance is measured in terms of outage probability (POUT) with various
parameters. Figure 2 shows the POUT varying with avg. electrical SNR for different

Fig. 2 Outage probability versus average SNR for varying RF hop parameters in hybrid VLC-RF
link
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values of the shaping parameters in RF hop. We can conclude from the figure that
slight change in the shaping parameters, may lead to increase in the system per-
formance. For example, at 10�5 SNR of the hybrid link is approx. 49 dB at kRD ¼
11:5 and mRD ¼ 3. Whereas, for the same POUT SNR is 60 dB at kRD ¼ 10:5 and
mRD ¼ 2. Now, for a fixed SNR value, with increase in the threshold SNR will
tends to enhance the POUT of the hybrid VLC-RF link. This can be noted from
Fig. 3, that at SNR 30 dB, as cth increases, Pout approaches to 1. Hence by choosing
an optimal Threshold SNR we can get better results for the same model.

5 Conclusion

The proposed hybrid system for the indoor communication via light which is used
to communicate fast, the biomedical information from patient through VLC uplink
to a decode and forward relay which further radio casts that information to the
laboratory. From the results we can see that as the system performance is reaching
an ideal SNR of the system if the modelled hybrid link threshold SNR is kept
optimum. Also, after analysing the RF hop link, we conclude that by increasing the
shape parameters of the distribution, we can get better overall performance of the

Fig. 3 Outage probability versus threshold SNR of the hybrid VLC-RF link at different values of
average SNR
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system model. Therefore, overall performance of the system is enhanced signifi-
cantly, and the e-health information can be communicate with better rates and cost
effectively.
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Arc-Induced Long Period Gratings:
Analysis of the Fabrication Parameters
on the Surrounding Refractive Index
Sensitivity

Rajeev Ranjan, Flavio Esposito, Stefania Campopiano
and Agostino Iadicicco

Abstract This paper reports on recent numerical and experimental studies about
the effects of the fabrication parameters on the Long Period Gratings (LPGs)
sensitivity to the surrounding refractive index. The LPGs are fabricated by Electric
Arc-Discharge (EAD) technique and the fabrication parameters are optimized by
acting on the arc duration, power and electrodes gap. This permits to fabricate
several LPGs in standard fiber with period ranging from 400 to 500 µm gratings
where the coupling is with LP05 and LP06 cladding modes. Furthermore, we have
investigated the surrounding refractive index (SRI) sensitivity of the LPGs as
function of the grating period and compared the experimental results with numerical
analysis based on coupled mode theory. As we show here, we achieve a good
agreement between numerical and experimental results.

1 Introduction

Since first long period grating (LPG) based device in 1994 [1], LPGs have attracted
scientific community [2, 3] because of their appealing spectral features suitable for
communication and sensing application. LPGs rely on coupling light from the
fundamental core mode (LP01) of a single mode fiber into the m-th cladding modes
(LP0m), thus producing one or more attenuation bands, at specific wavelengths, in
the fiber transmission spectrum. This coupling mechanism allows for LPGs sen-
sitivity to external parameters such as strain, bending, temperature and surrounding
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medium refractive index (SRI) [4, 5]. Indeed, the evanescent field of the cladding
modes goes beyond the cladding perimeter, thus making LPGs sensitive to the
optical properties of materials encompassing to fiber (that is the SRI). This
important characteristic has led to study the LPGs as candidate toward chemical
sensing. As of now, there have been no general systematic experimental investi-
gations reported on the chemical sensitivity of LPGs as function of their period and
the numerical justification of the results.

Production of LPGs is always a challenge in terms of cost, repeatability and
performance whereas their design is challenging for the control of bandwidth, central
wavelength etc. Among different LPGs fabrication technique, EAD procedure [6] is
such that allows for easy control of several features. It’s simple, flexible, low cost,
permits the control of bandwidth and central wavelength [7, 8]. Furthermore with
EAD we are able to inscribe LPGs in almost all kind of fibers [1, 6]. In this paper we
present an assessment of the EAD based LPGs fabrication by acting on the electrodes
gap enabling the fabrication of gratings with low period. Then we present a com-
parison between experimental and numerical investigation of the SRI sensitivity of
high order claddingmodes as function of the grating period.Wehave inscribed several
LPGs in standard Ge-doped SMF supplied by OZ-Optics. Grating period K was
changed from400 to 500 lm, in order to haveLP05 andLP06 attenuation bands always
visible in the wavelength range of 1200–1650 nm. Furthermore, we investigated the
sensitivity of such LPGs with SRI changes by placing them in different liquids with
refractive index varying from 1.33 to 1.44. We report here the wavelength shifts of
LP05 and LP06 bands due to a change in refractive index from air to water (1.00–1.33)
for several LPGs written with different grating periods. A numerical model for the
simulation of LPGs spectra when it imposes to different refractive index was also
developed following the coupled Mode Theory (CMT) based approach proposed by
Anemogiannis et al. [9, 10], in order to validate the experimental results.

2 Experimental Details

The schematic of the experimental set up for LPG fabrication is plotted in the
Fig. 1a. For fabrication of LPG with EAD technique we have used two electrodes
based on commercial fiber optics fusion splicer (i.e. Sumitomo Type-39). A short
section of uncoated optical fiber (OZ-Optics standard single mode fiber with
Ge-doped core diameter of 8.2 µm and pure-silica cladding diameter of 125 µm,
Mode Field Diameter (1.55 µm of 10.4 ± 0.8 µm, Numerical Aperture of 0.14) is
placed in the middle portion between the two electrodes of the splicer. One end of
the optical fiber is fixed in the V-grooves placed on a computer controlled
motorized translator (Thorlabs, LTS 300 mm) whereas the other end of the optical
fiber is kept under axial tension with a weight of 12 g attached to it. The insertion of
Fig. 1a shows a microscope image of the fiber after EAD treatment, where it can be
clearly seen the geometrical modification induced by the EAD. While this technique
is simple and economical, it does not easily permit to decrease the grating period.
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To overcome this limitation, in order to excite attenuation bands related to the
higher order cladding modes we act on the gap between the electrodes of the
splicer. Furthermore, in order to apply controlled arc discharge, we have cus-
tomized the input parameters of splicer viz. arc time duration and arc discharge
current. For the presented LPGs, the typical range of the electric arc current was
10–15 step (proprietary unit of the splicer) while the time duration was 400–
800 ms. Electric arc discharge plays a vital role in localization of the tapering of the
transversal size of the core and cladding regions along the fiber and changes of the
silica refractive index due to the stress relaxation induced by local hot spots [7]. The
transmission spectrum of the grating has been monitored and recorded after each
discharge using Optical Spectrum analyzer (Yokogawa AQ6370B) with the reso-
lution of 0.1 nm with the Super Luminescent Light Emitting Diode (SLED) as a
source of the range of 1200–1650 nm.

We fabricated several LPGs in OZ-Optics fiber with different grating periods. In
Fig. 1b we report the transmission spectra of the LPGs with period of 400, 430, 450
and 475 µm written by using electric arc current of 12 step and duration of 600 ms.
For the period of 400 µm the resonant band LP05 is at 1240 nm and LP06 one is at
1340 nm, for 430 µm LP05 is at 1303 nm and LP06 is at 1437 nm, for 450 µm,
LP05 is at 1342 nm and LP06 is at 1497 nm and for 475 µm, LP05 is at 1413 nm
and LP06 is at 1605 nm. It can be seen that, in agreement with the theory of LPG
[6], the resonant wavelength increases with the period.

3 Results and Discussion

One of the properties of LPGs is that the resonant wavelengths of each attenuation
bands are high sensitive to the changes in the SRI. In particular, if the refractive
index of surrounding medium is lower than that of the cladding, an increase of the
SRI induces a blue shift of each resonant wavelength as well as a slightly decrease
of the attenuation band depth in the transmission spectra. The former is due to a

(a) LPG Fabrication Set-up (b) Transmission Spectra

Fig. 1 a LPG fabrication set-up: insert is the modulation in the fiber after EAD treatment.
b Transmission spectra of LPGs with different period K = 400, 430, 450, and 475 µm
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decrease of the difference between the effective refractive index of the core mode
and of the cladding modes whereas the peak depth decrement appears due to the
decreasing of the coupling coefficient between the core mode and cladding modes.
As the value of external refractive index approaches that of the cladding refractive
index, distinct cladding modes are no longer guided along the fiber. When SRI
exceeds the cladding refractive index, attenuated cladding modes are present in the
cladding. The attenuation bands reappear at slightly higher wavelength values than
for the case where air is the ambient medium [10, 11].

The most useful SRI range for the LPG is thus the SRI lower the cladding
refractive index. Here, the LPGs show the higher sensitivity to the SRI when the
refractive index of the surrounding medium approach the cladding region one.
Moreover, it is well know that the sensitivity to SRI increase for the higher order
cladding modes.

The resonant wavelength dependence on SRI is expressed by the following
equation [8]:

dkr
dnex

¼ dkr
dncl

dncl
dnex

where kr is resonant wavelength, nex is the surrounding medium refractive index, ncl
is effective refractive index of the cladding mode.

We have carried out experiments to investigate the sensitivity to surrounding
refractive index changes for the attenuation bands related to LP05 and LP06 cladding
modes in several LPGs with period ranging from 400 to 500 lm. The aim is to
identify the relationship of the SRI sensitivity versus the grating period as design
criteria for high performance sensors.

To this aim medium with different refractive indexes ranging from 1 (air) to 1.34
(slightly higher than water refractive index) were used in the experiments. Shift of
the attenuation bands was analyzed in order to calculate the sensitivity around the
water refractive index (around 1.33). Figure 2 shows the wavelength shifts of the

Fig. 2 Sensitivity of LP05
and LP06 in water versus the
grating period
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LP05 (square markers) and LP06 (star markers) attenuation bands when the SRI
changes from air to water versus the grating period. Both curves show a sublinear
behavior showing that the sensitivity increases with grating period.

We also develop numerical tools in MATLAB environment using CMT [9, 10]
and simulated the effect of SRI on the LPG with the different period. Simulated
period of gratings are 400, 430, 450, and 475 µm. The gratings with same period
were tested with the SRI in the range of 1.00–1.33. In Fig. 2 the dotted plot is
experimental data plot whereas stars and square points are numerical data plot.
Obtained results are plotted together with numerical outputs, showing close
agreement.

4 Conclusions

In this paper we present a numerical and experimental evaluation of the sensitivity
of higher order modes of LPG written by electric arc discharge. We successfully
demonstrate the theoretical behavior of attenuation bands with numerical simulation
which exhibit a blue shift with SRI increasing, with the magnitude of shift
increasing with the order of the cladding mode. The numerical results are in very
good agreement with the experiments. Moreover, as shown, the magnitude of shift
also increases with grating period K with a sublinear behavior. We successfully
report and co-relate it with the CMT and justify our results with numerical analysis.
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Design of Data Transmission System
for Application in Terahertz Frequency

Sanjana Meshram, Manoj Dongre, Kshitij Mittholiya
and Saurabh Bhardwaj

Abstract The terahertz recurrence correspondence frameworks have developed
because of expanding interest for higher transfer speed and information rates. We
have designed Personal Computer (PC) to PC data transmission system for appli-
cation in terahertz frequency. In this system, data is transfer from Personal com-
puter (PC) through serial port RS232 using HyperTerminal software. The intensity
modulator modulates the optical carrier signal by data signal which is send from the
Personal computer (PC-1). The wavelength of the laser is ranges from (1527 to
1565 nm) and optical output power ranges from 3.5 to 40 mW. The modulated
signal is given to the photodiode which convert optical signal into electrical signal
and electrical output of photodiode is amplified using Pre-amplifier. This amplified
signal logic is converted to RS232 logic and then given to another Personal
computer (PC-2). The aim of this system is to transfer data from PC to PC using
optical components which can operate at higher frequency. We believe that this
system can be integrated with the terahertz generation and detection system.

1 Introduction

Recently, there has been an increasing growth in the application of terahertz
(THz) waves for broadband transmission communications [2]. The frequency range
from 0.1 to 10 THz with the corresponding wavelength ranges from 3 to 0.03 mm,
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this frequency range is located between the microwave and infrared in the elec-
tromagnetic spectrum which is called as Terahertz region (is shown in Fig. 1). The
photonic technologies for generating and modulating terahertz waves are the most
efficient and easiest ways because of its inherent broadband nature, and allow us to
deliver photonic terahertz waves over long distance using optic-fibers [3].

We propose the system that have application in the terahertz wireless commu-
nication setup [1]. This system is used to transfer data from one computer to another
using optical components i.e. intensity modulator and photodiode (optical to
electrical converter). In this system, the optical carrier signal generated from the two
tunable lasers is modulated using intensity modulator driven by the data signal from
the computer. This signal is transferred through photodiode and amplifier to the
oscilloscope which display the output waveform and to the personal computer
(PC-2) which receives the data. This system is further used in the terahertz wireless
communication systems which transfer data from one computer to another. In the
terahertz communication system instead of using Photodiode it requires source
(UTC-PD) and detector (SBD) to transfer terahertz wave except that, all the
modulation and demodulation part of the this communication system is included in
our data transmission system.

Section 2 describes the system configuration. i.e. describes data flow of the data
transmission system and explain working of each component in details. Section 3
describes the application of this system in terahertz frequency. Experimental results
are shown in Sect. 4. Conclusion and future work of the system discusses in Sect. 5.

2 System Configuration

In the data transmission system, we can transfer data from one computer to another
through optical components. The hardware components used in this PC to PC data
transmission system are as follows:

Fig. 1 The electromagnetic spectrum

362 S. Meshram et al.



• Universal Serial Bus (USB) to RS-232 Serial cable
• Oscilloscope
• Personal Computer (PC)
• Intensity Modulator
• Max232 IC
• Wavelength Tunable Laser
• Photodiode
• Amplifier

The block diagram of the data transmission system through optical components
is shown in Fig. 2.

In this system, the HyperTerminal software and USB to RS232 cable is used to
send the ASCII character (i.e. the letters and alphanumeric characters) from the
Computer (PC-1). The output of USB to RS232 cable is in RS232 logic having a
voltage level of ±13 V. The data from USB to RS232 Cable is feed to the
MAX232 IC which converts RS232 logic to TTL logic. This conversion of the
RS232 logic level into TTL logic level is required because this signal further feed to
the input of the Intensity Modulator and the required voltage for this modulator
should not be exceed 5 V.

The Transmitter pin of USB to RS232 cable i.e. pin no. 3 is connected to the pin
no. 8 of MAX232 IC which converts the RS232 logic to TTL logic and TTL output
from pin no. 9 of MAX232 IC is connected to intensity modulator RF input.
Figure 3 shows the circuit implemented for RS232 to TTL logic conversion. The

Fig. 2 Block diagram of the data transmission system
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optical signal is generated by using two laser with wavelength tunability of 1527–
1565 nm and optical output power ranges from 3.5 to 40 mW. The intensity
modulator have two inputs, one for optical carrier signal from the laser and another
to provide RF modulating signal from computer. The optical carrier signal is
modulated using the intensity modulator with the modulating data signal from the
computer.

The diagram of intensity modulator is shown in Fig. 4. The operation of the
intensity modulator is based on the Mach Zehnder interferometer, Phase of optical
signal changes in proportion to applied voltage in one arm of the modulator. The
output signal of the intensity modulator is optical signal, so to convert this optical
signal into electrical signal Photodiode is used. As the maximum output voltage of
photodiode is 137 mV which is not sufficient to drive MAX232 IC so it is amplified
using a amplifier. The output of the pre-amplifier is connected to the oscilloscope
which will display the output of the corresponding bit pattern waveform of the
ASCII character which is send from the computer.

The amplifier is shown in Fig. 5. This pre amplified signal is now converted to
RS232 logic by MAX232 IC which is given to receiver pin (Pin no. 2) of RS232 to
USB cable of the Personal Computer-2 (Receiver PC) which will receive the data
send from Personal Computer-1 (Transmitter PC).

Fig. 3 RS232 to TTL
converter implemented on
PCB

Fig. 4 LN56S-FC intensity
modulator
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3 Application in Terahertz Frequency

This scheme of the PC to PC data transmission system using optical components
will be further used in the terahertz wireless communication system. To implement
this data transmission system into terahertz systems in the future, the photodiode
can be replace by the source UTC-PD (Uni-Travelling Carrier Photodiode) and
detector SBD (Schottky barrier diode) except this all the modulation and demod-
ulation process is same as in this data transmission system.

The block diagram of PC to PC communication through Terahertz frequency is
shown in Fig. 6, THz-wave signal is generated by heterodyning the two

Fig. 5 Pre-amplifier

Fig. 6 PC to PC communication through Terahertz frequency
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wavelengths of light from the wavelength-tunable light sources. Heterodyned signal
is modulated by Data signal using Intensity modulator and the output is converted
to high frequency signal by the UTC-PD module which act as a THz source, and it
is radiated to the free space by means of a horn antenna with a gain of 25 dBi [4].
The transmitted terahertz wave is very much collimated by Teflon lens. At receiver
side, high frequency signal is detected using Schottky Barrier Diode detector
(SBD) then amplified using pre-amplifier. The output of Pre-Amplifier is displayed
on the oscilloscope and given to the Personal Computer-2 on the receiver side
which will receive the data.

4 Experimental Results

1. ASCII character output on oscilloscope (Fig. 7)
2. ASCII character transferred from PC-1 to PC-2 (Figs. 8 and 9).

Fig. 7 Output of ASCII character displayed on oscilloscope at different stages
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Fig. 9 Dialog box of ASCII character received on PC-2

Fig. 8 Dialog box of ASCII character sent from PC-1
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5 Conclusion

We have designed data transmission system that is used to transfer data from one
computer to another using optical component. In future this scheme of data
transmission can be useful to transmit data from one computer to another computer
over wireless Terahertz frequency.
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Gesture Based Audio/Video Player

Indrajeet Vadgama, Yash Khot, Yash Thaker, Pranali Jouras
and Yogita Mane

Abstract In this research paper we wish to develop a Windows-based application
for live motion gesture recognition using web-camera as input built using Java, and
using this input to control a video/audio player (VLC media player). A combination
of user motion detection and gesture recognition will be used. This application uses
the webcam to detect gestures made by the user and perform basic operations such
as play/pause, volume up, volume down, next, previous.

1 Introduction

In this research paper we propose a system to control VLC media player without
physical interaction with the computer. Image is captured and verified with our
system in which image pre-processing and other techniques are used for detection
of gesture. Image is captured and provided as the input to the application via a
camera of minimum 1 MP quality for good results. Processing will take place in the
system after providing the input as image. Here the input gesture will be recognized
on the basis of finger count. The desired action will be performed. Errors may arise
due to invalid gestures or quick movement of hand resulting in the system not
recognizing the gesture. Invalid gestures will result in no action being performed
similarly quick movement of hand will be ignored to avoid accidental gestures.
System uses frames from an input video stream, performs morphological filtering
upon it, RGB/HSV filtering is performed to detect hand glove, contours and defects
are detected and gesture is recognised and compared with number of outstretched
fingers, based on the number of outstretched fingers operations are performed in
VLC media player. Communication with VLC media player is done via TCP
Connection. RGB/HSV filtering techniques used have a high rate of detection,
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also the performance is high. The implementation of this system renders easy media
viewing experience for users. Enables access to the computer (media player) from a
distance. Also it acts as a help for differently abled individuals to operate the media
player without physical interaction. No additional hardware cost is required for
laptops, for desktops web-cameras are available at a very low cost. This is achieved
by Java code using OpenCV libraries and using the inbuilt web-camera in laptops
or external web-cameras for desktops. Open Source Computer Vision Library
(OpenCV), is a software library. OpenCV was built to provide a common frame-
work for computer vision applications. It has Java interfaces that are used by us and
it supports all OS’s.

Roadmap: We first take you through the survey of existing systems, their
advantages and disadvantages. Next we take you through our proposed system.
Further we specify the methodology used in our system, and the algorithms used by
our system. Then we define the performance of our system and also the minimum
hardware requirements. Then we conclude and discuss future scope. We end our
paper with references.

2 Existing Systems

Many applications have been developed that implement gesture control. These
applications are present for gaming, controlling media players, etc.

Xu et al. [1] in IEEE 2012 developed a system that recognizes hand gestures.
MEMS 3-axes accelerometers send signals which act as input. Bluetooth trans-
mission is used to transmit the detected hand motion which is in 3 perpendicular
directions, this is detected by 3 accelerometers. Segmentation algorithm was
implemented and gestures are recognized by comparing gestures stored in the
system.
Li et al. [2] in IEEE 2011 used hand moments to retrieve information present on the
internet. Appropriate function is executed when the user gestures to the system and
the system in turn reports the action to user via speech. This system uses face
recognition to identify unique user as requirements differ as per user. Hand and face
recognition is done with PCA method. Recognised gesture is compared to stored
gesture template to perform action.
Thomas [3] in VSRD-IJEECE 2011, compared the results obtained by various hand
detection techniques. Edges method, pixel by pixel comparison and orientation
histogram were the methods used. Various static hand gesture images were stored in
image database which was used. These images relative to American sign languages.
Agrawal and Rautaray [4] in IJCA 2010 designed a system to control the VLC
media player using hand gestures. The K nearest neighbour algorithm was imple-
mented to recognize gestures. Lucas Kanade Pyramidical Optical Flow algorithm
detects hand from video.
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Krishna Chaitanya and Janardhan Rao [5] in 2014 used skin detection algorithm to
control windows media player. Advantage of proposed system: Our system uses
RGB/HSV filtering which has higher detection rate than above methods, also
proposed system uses gloves for better recognition of hand.
Patil and Varalakshmi [6] in September 2014, used a three axis controller together
with a PIC16F8779 micro controller and MATLAB to control a MP3 player.
Chappidi and Thunuguntla [7] in June–July 2012, used the MEMS Accelerometer
MMA7660 IC with an ARM7 micro controller to control a java music player.
Stenger et al. [8] in 2006, recovered the three-dimensional hand motion given an
image sequence.
Loi and Fujimura [9] in 2004, used an active sensor to recognize hand gestures from
a sequence of real-time images.

3 Proposed System

We have proposed a system solely based on java, as java is platform independent.
Our system uses web-cameras which are acquitted in almost all laptops and are
easily available for desktops. The input through a web-camera is accepted and
recognized by our system to perform the desired action required by the user. As
shown in Fig. 1 first image is captured and then morphological filtering is done over
this image, after this step RGB/HSV filtering is done and later contour detection
and defect detection is performed. Gesture is recognised and corresponding com-
mand is sent to VLC media player using TCP Connection.

Capture Image

Morphological 
filtering, RGB/HSV 

filtering, Contour 
detection, defect 
detection, finger 

count.

TCP Connectin with 
VLC media player

Perform required 
action

Wait for next gesture

Fig. 1 System architecture
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4 Methodology

4.1 Proposed System Follows the Following Algorithm

Step 1 Web-camera provides a constant feed of inputs; this input is read one
frame at a time to recognize the gesture made by the user.

Step 2 As shown in Fig. 2 the input received is first morphologically filtered,
wherein the image of the user’s hand is eroded for better recognition of
individual fingers.

Step 3 The morphologically filtered image is filtered using a rgb (Red, Blue,
Green) range to detect only the elements with the specified colour
(the glove) as shown in Figs. 3 and 4.

Step 4 The output processed image from Step 3 is then subjected to contour and
defect detection, also the palm centre is calculated and fingers are detected
individually.

Fig. 2 Algorithm for proposed system

Fig. 3 Morphological filtering
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Step 5 The system establishes a TCP Connection with VLC media player using the
host (Machine on which VLC media player will run) IP and port address.

Step 6 The system waits for user to give command via gesture.

4.2 Algorithm for Finger Count and Command Execution
Is Given Below

Step 1 Get finger (following above process) count (Fig. 5).
Step 2 Using above count as input to switch case goto Step 3.
Step 3 Execute predefined functionin case statement corresponding with finger

count.

Fig. 4 Filtering of glove (RGB filtering)

Fig. 5 Algorithm for finger count and command execution
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Step 4 Attempt TCP connection with VLC media player using host IP and port
address. If connection is established, then send command.

Step 5 Close connection with VLC.
Step 6 Wait for next gesture, goto Step 1.

4.3 Following Functions Are Available with the System,
Based on Number of Fingers Detected

Figure 6 shows zero (0) fingers are detected, pause command.
Figure 7 shows one finger is detected, volume up command.
Figure 8 shows two fingers are detected, volume down command.

Fig. 6 Zero (0) fingers are detected, pause command

Fig. 7 One finger is detected, volume up command
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Figure 9 shows three fingers are detected, next command.
Figure 10 shows four fingers are detected, previous command.
Figure 11 shows five fingers are detected, stop command.

Fig. 8 Two fingers are detected, volume down command

Fig. 9 Three fingers are detected, next command
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5 Performance

Performance of the system under ideal conditions is 98%. Ideal conditions are
defined as Proper illumination of surroundings, no black colour background (as
system is tuned to detect black gloves), Black gloves (without pattern preferred).

Processing speed is dependent on the hardware configuration. Minimum
requirements are as follows Dual Core Processor (Clock speed 1.5 GHz), 1 GB
RAM, On-board graphics processor and 100 MB storage memory.

Fig. 10 Four fingers are detected, previous command

Fig. 11 Five fingers are detected, stop command
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Table 1 Comparison of gesture recognition system

Paper Primary method of recognition Number of
gesture
recognized

Accuracy

1 Controlling of windows media player using hand
recognition system

97 –

2 Review of hand recognition techniques – –

3 Real time hand gesture recognition system for
dynamic applications

– –

4 MEMS accelerometer based nonspecific-user hand
gesture recognition

72 91–100%

A real-time hand gesture recognition system for daily
information retrieval from internet

– –

Proposed system Controlling of VLC media player using hand gesture 98 98–100%

97
72

98

0

50

100

150

Paper 1 Paper 4 Propsed System

Number of recognized gestures

Number of recognized gestures

Chart 1 Number of gestures recognized

6 Efficiency

Table 1 shows comparison of various gesture recognition systems and highlights
the efficiency of our system, our system gives recognition percentage of 98–100%.
Efficiency is tested with 100 gestures out of which 98 were detected (Chart 1).

7 Conclusion

The implementation of this system renders easy media viewing experience for
users. Differently abled individuals can use this system to operate the VLC media
player from a distance, thus eliminating the need for physical operation. Easy to
implement with almost zero additional cost.

8 Future Scope

The future scope of this system is to operate the mouse pointer with only gestures,
thus enabling system wide access using gestures through the web-camera.
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Automated Glaucoma Detection
of Medical Image Using Biogeography
Based Optimization

Debasree Sarkar and Soumen Das

Abstract Gradual vision loss is an important challenging issue in medical imaging
system. When optic nerve is damaged, vision loss and blindness introduced as a
result known as glaucoma. So, eye pressure measurement is a crucial measure for
optic nerve damage which causes gradual color blindness, vision loss known as
open angle glaucoma, so pressure controlling inside eye is very significant for
glaucoma detection. Glaucoma detection is basically measuring by CDR value.
If CDR is greater than normal value then that is glaucomatous. Correct localization
of optic disc and finding cup inside disc are the Objectives of paper. Disc and cup
boundaries and cup to disc ratio are shown by resulting images. Sensitivity,
specificity and accuracy are the three main parameters for evaluation purpose. In
our proposed method we are using RIM-ONE dataset where 290 pictures are taken
for testing which gives accuracy 97.58%, sensitivity 94.44%, and specificity
99.00%.

1 Introduction

Diabetes patients have diabetic retinopathy. Gradual retinal damage is a result of
this disease, which causes vision loss and also blindness [1]. Manual diagnosis is
much more complex rather than an automated system for analytical measurement.
Auto screening for detection of eye disease is very effective in preventing loss of
sight. Detection of disease in time is important. A survey result predicted that
around 80 million people will be affected by 2020. It is basically a non curable
disease but it can slow down. Many people are cannot sense the until it reaches at
advance level. So our aim is one to find out strategy which recognizes glaucoma
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before it causes blindness [2]. Optic nerve head segmentation is one of the methods
to detect glaucoma. Nerve head comprise of optic disc and optic cup. Then cup to
disc ratio is taken. If this ratio exceeds threshold then it is glaucoma affected
otherwise healthy.

2 Methodology

See Fig. 1.

1. Input Fundus Image

To the performance measure, digital retinal images were acquired by proposed
method. Retinal blood vessels, optic disc exists in the Fundus image which is
actually the inner surface of the eye. In our method the Rim-one image dataset
contains both normal and abnormal image.

2.1 ROI

In order to reduce the computational requirements the Region of Interest
(ROI) localization was performed by only focusing on an appropriate region
detection. In a ROI extraction initially the area of disk is located by thresholding of
the selected image and image with highest brightness with largest area is then
selected. Then the ROI image processed for exact disk boundary detection. The
process is fast as no classification is discovered and entire region is processed
together. Once if the disk area is obtained, then the cup needs to localize within this
boundary.

Fig. 1 a Structure of retinal image. b Optic disc and optic cup. c Flow chart of proposed method
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2.2 Image Intensity Conversion (RGB to GRAY)

In image processing, images are represented as RGB color image. In the RGB
images best contrast between is provided by the green channel between the blood
vessels and background object while the red channel and blue channel may generate
noisy result.

2.3 Noise Reduction Using Median Filter

Unwanted noise suppressed by Median Filtering which is added into the image. It is
very much adequate to filter any outliers and is a preferable choice to select salt and
pepper for removal noise.

2.4 Threshold Points Calculation of Fundus Image
Using BBO and Kapur’s Test

2.4.1 Kapur’s Test

Kapur’s entropy (Akay [3]; Bhandari et al. [4]) is announced as best threshold
selection processes for multilevel thresholding. Multilevel thresholding of a binary
image from grey-level ones finding an edge by which some pixel in the one region
above the edge which is collection of one’s and some are below the edge collection
of zero’s. An image can be described by L gray levels value. Multilevel thresh-
olding is used by (1) in Fig. 2.

Entropy measure for the segmented histogram Kapur’s Entropy [5] maximizes in
such a way each separated region has more centralized distribution [6]. If an object
is too much different from the background it has then the gray-level histogram is
classified so that threshold value for segmentation process are chosen from the

Fig. 2 Multilevel thresholding

Automated Glaucoma Detection of Medical Image … 383



bottom level. Later, Kapur’s entropy (Akay [3]; Bhandari et al. [4]) concept ree-
valuate for extension as multilevel thresholding problem (Sathya and Kayalvizhi
[7–9]) followed by (2) in Fig. 2 which is given above.

M-dimensional optimal thresholds are obtained by (3) which maximizes the
objective function that solves the multilevel segmentation problem.

ðtÞ� ¼ arg max
Xm

i¼0

Hi

 !
ð3Þ

The aim of the proposed technique is to maximize the Kapur’s entropy objective
function using above equation.

2.4.2 Biography Based Optimization (BBO)

BBO algorithm generally is an evolutionary algorithm [10]. The emigration (lk)
and immigration (kk) of each habitat are given in Fig. 3.

Where n is the habitant count, where as maximum number of habitants is defined
by N. E is the maximum emigration rate where as maximum immigration rate is
defined by I. The mutation is defined as follows:

mn ¼ M� 1� pn
pmax

� �
ð5Þ

where M is an initial value for mutation defined by user, Pn is the mutation prob-
ability of nth habitat, and Pmax = arg max (Pn). n = 1, 2, 3… (Fig. 4).

2.5 Apply Adaptive Thresholding Technique
for Segmentation

Thresholding method for segmenting image can calculate by measuring pixel
intensity value. It is a converter it converts an intensity image to a binary image.

Fig. 3 Species model of a
single habitat where S1 and
S2 are good and bad solution
respectively
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Here adaptive thresholding is used for histogram segmentation of an image. It finds
the highest number of histogram region and tried to minimize the optimal value
those are obtained from the histogram region by specific partition. Here we use
Kapur’s thresholding.

2.6 Apply 8 Connectivity to Reshape the Segmented Image

To get the accurate shape of cup and disk here we use 8 neighbor connectivity.

2.7 Calculate Area of Reshaped Optic Disk

The optic cup segmentation is much more difficult than optic disc. After reshaping
the segmented image we can calculate the disk area near approximately.

2.8 Calculate Area of Reshaped Optic Cup

The disc and cup area could not easily be distinguishable. The component analysis
method describes the location of the optic cup, although the image may exist with

Fig. 4 Flowchart of biogeography based optimization algorithm
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low contrast. This method detects the cup area more accurately than manual
threshold analysis method.

2.9 Calculate CDR Value

The cup to disc ratio is an important feature identifying the vision loss due to
glaucoma, which indicate the changes in the area of cup [11]. Because of glaucoma
the area of cup slowly increased by internal eye pressure which arises dramatically
vision loss. When CDR > 0.3 which indicates the presence of Glaucoma and CDR
� 0.3 is treated as normal eye image.

3 Result

In this paper we used MATLAB (R2014a) as an experimental tool. Here the
RIMONE database is used as the source of retinal images. This method average
accuracy is 97.58%. Sensitivity 94.44 and specificity 99.00% (Figs. 5 and 6).

Out of 290 images only 7 images are not classified correctly because of low
quality, low contrast fundus image positive predictive value increases when
Population with higher prevalence exists. Conversely, increasing prevalence results
indicates decreasing negative predictive value. When we used predictive values of
different tests, recognize the influence measure of the prevalence of disease. The
figure below shows the relationship between disease prevalence and predictive
value in a test with 99% Specificity and 94.44% sensitivity (Fig. 7).

Fig. 5 Result analysis
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Fig. 6 Step by step evaluation process

Fig. 7 CDR analysis and performance analysis
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4 Conclusion

The CDR is an indicator to decide percentage of glaucoma effect ion of individuals.
Our proposed method is used to calculate the performance of RIM-ONE database
images. Most relevant results defines by High Recall where as more irrelevant
results defines by high precision. High value of specificity, sensitivity, accuracy
also an improvement of the result. Our proposed method is an improvement of a
result for classification of glaucoma affection with accuracy 97.58%, sensitivity
94.44% and specificity 99.00%.
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Quality Assessment of Medicinal Leaves
Through Biospeckle Technique

Jitendra Dhanotia, Litesh Bopche, Vimal Bhatia and Shashi Prakash

Abstract In this paper, we report investigations undertaken towards visualization
of microbiological objects in medicinal leaves using biospeckle activity approach.
Both fresh and infected samples of Ficus Religiosa (peepal leaf) are illuminated by
a laser source for generation of biospeckle pattern. Dynamic variation in activity
images were grabbed by a Charge Couple Device (CCD) camera and quantized into
8 bit digital image using frame grabber. For image analysis revised version of
conventional Fujii’s method i.e. weighted parameterized Fujii method is used. It
shows high contrast as compared to the other existing methods when sample is
illuminated uniformly. The current study aims to distinguish between fresh and
infected leaves for improvement of quality of Ayurvedic medicines.

1 Introduction

Leaves of medicinal plants have a great importance in Indian Ayurvedic pharma-
ceutical industry [1]. Mainly, juice and poultice of leaves are used for healing
various diseases. Under certain environmental conditions, it can be affected by
several microbiological organisms (fungi, bacteria, viruses, etc.) which not only
reduce its medicinal attributes but also incorporate some harmful effects on human
body when consumed. One of the most prevailing fungal plant syndromes is leaf
spotting. Leaf spot syndromes are produced by many different types of fungi like
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Marssonia, Septoria, etc. These comprise a large group of fungi, the affiliates of
which are responsible for different diseases in human body. Powdery Mildew is
another type of disease present in a leaf, for the plants raised in dry climates.
General symptoms include a white or grayish powdery growth on leaves. These are
also responsible for the occurrence of diseases in human body.

The biospeckle technique is an optical phenomenon based on scattering, when a
biological sample is illuminated by laser light [2]. This scattered light interferes and
generates a granular patterns consisting of random dark and bright areas on the
observation plane. The spatial aberrance of speckle pattern is determined by using
the characteristic of rough surface. When the phenomenon is used to observe
biological samples, such type of pattern is called as biospeckle.

This phenomenon has been successfully used for the measurement of blood flow
[3], activity and quality evaluation of fruits [4, 5], assessment of seed viability [6],
drying process of non-biological sample (e.g. paint, fevicol) [7, 8], bruising in fruits
[9], detection of fungi colony growth [10], etc. In the present study, leaf of Ficus
Religiosa also known as ‘peepal’ is used as sample to demonstrate the experiment.
Several leaf samples, both fresh and microbes contaminated are taken and their
biospeckle activity is measured by weighted parameterized Fujii method for
detection of the amount of infection in the infected leaf. Figure 1a shows original
image of the peepal leaf, Fig. 1b, c shows the recorded speckle images of the fresh
leaf and infected leaf, respectively.

The dynamic speckle technique is nondestructive, noncontact, and relatively
new. The experimental setup used for this technique is very simple. The require-
ment of the component in the dynamic speckle technique is less so experimental
cost of this setup is also less.

Fig. 1 a Original image. b Recorded speckle image of fresh leaf. c Recorded speckle image of
infected leaf
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2 Mathematical Equation

The dynamic speckle patterns of various kinds of specimen have been studied for
evaluating their properties, quantitatively and qualitatively. First, the Fujii’s method
was used for the visualization purpose only. This method is based on the compu-
tations of the weighted sums of the absolute difference between consecutive image
frames. It is defined by,

F sð Þ ¼
Xn�1

i¼0

jxi � xiþ 1j
ðxi þ xiþ 1Þ ð1Þ

where, F(s) is Fujii’s function and n is the integer value from the image sequence
s = [x0, x1 … x(n − 1)]. This method gives better results, when the light is uni-
formly illuminated on the sample. It shows negative effect in the results, when the
light is not uniformly illuminated. For modification of results obtained by Fujii, an
alternative approach known as weighted parameterized Fujii method was intro-
duced. This method gives better results when light is non-uniformly illuminated. It
is represented by,

Fwp s; grð Þ ¼
Xn�1

i¼0

jxi � xiþ 1j
ðxi þ xiþ 1Þ 255� jgr � xij þ 255� jgr � xiþ 1jð Þ ð2Þ

where, Fwp(s, gr) is weighted parameterized function, n is integer values with image
sequence s = [x0, x1 … x(n − 1)] and gr is reference gray level. This method gives
clearer image as compared to Fujii image.

3 Experimental Setup

The experimental setup used for quality assessment of medicinal leaves through
biospeckle technique is shown in Fig. 2. In the experiment, we used four peepal
leaves as a biological sample for biospeckle analysis. One leaf sample is fresh and
other samples are infected by the microbiological organisms in different propor-
tions, and sacrificed for laser envision immediately after its removal from the plant.
Leaf surfaces were illuminated by a 15 mW He–Ne laser with an operating
wavelength is 632.8 nm. Laser beam was passed through spatial filter arrangement
and expanded to cover the leaf surfaces. The successive images were collected by
using a high focused CCD camera with its pixel size is 4.65 lm � 4.65 lm. The
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angle of the laser source with the CCD camera was altered in order to retrieve high
contrast images. In this technique, we analyses the recorded intensity images by
various algorithm, the final result of this is also an image which shows the activity
of biological sample.

4 Results and Discussion

We grabbed 50 frames of 512 � 512 pixels statistically independent laser speckle
images with frame rate 20 fps. Captured images were quantized into 8 bit digital
image using frame grabber card and processed by algorithm described in Sect. 2
using MATLAB image processing toolbox. In the spectral representation of bios-
peckle activity, red color depicts highest activity whereas blue shows lowest
dynamicity. The results generated by weighted parameterized Fujii are shown in
Fig. 3. The weighted sum characterized by the summation of the two consecutive
images, emphasize small changes, which gives high contrast image as compared to
original Fujii and alternative Fujii images. In the results, the activity areas and
infected regions of the leaf are easily visible. Activity of fresh leaf is shown in
Fig. 3a, which corresponds to fluid flow through inner leaf veins. Higher activity
region of Fig. 3b shows presence of fungus on the sample. With the gradual passage
of time, the nutrients in the leaf are consumed by the microbes. As a result, the
infected region dried faster than the other regions, and the activity gradually spreads
out throughout the area. This phenomenon is clearly visible in Fig. 3c, d.

Fig. 2 Experimental setup used for quality assessment of medical leaf
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5 Conclusion

We have reported the application of intensity based technique of “weighted
parameterized Fujii” for quality assessment of medicinal leaves. The technique of
weighted parameterized Fujii has been found useful for qualitative measurement of
speckle activities. This method has a variable contrast which can be altered with
requirement by only changing reference gray level. Presence of fungus and its effect
on leaves are visualized successfully using four set of samples. This makes bios-
peckle technique an efficient tool for sorting of quality leaves and boost up the
quality of medicines manufactured by Ayurvedic pharmaceuticals.

Fig. 3 Spectral activity maps of peepal leaf obtained using weighted parameterized Fujii method.
a Activity map of fresh leaf. b Activity map of initially infected leaf. c and d Activity map when
infected region dried gradually with respect to time
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Biospeckle Assessment of Bread
Spoilage by Fungus Contamination
Using Alternative Fujii Technique

Amit Chatterjee, Reena Disawal and Shashi Prakash

Abstract In present communication biospeckle phenomena has been used for
assessment of spoilage of bread due to moisture level degradation and fungus
colony growth. Bread sample is irradiated by a laser source and resultant boiling
speckle patterns are recorded frame by frame through a charge-coupled device
(CCD) camera. The three conditions, i.e. fresh bread, dried bread and its fungus
contaminated variant are processed through Fujii’s and alternative Fujii method.
Alternative Fujii method demonstrates better contrast performance as compared to
conventional Fujii’s method because of modifications in its scaling factor. Obtained
results conclusively establish biospeckle analysis as an efficient tool for bread
spoilage detection.

1 Introduction

Bread [1], the oldest artificial food from the dawn of agriculture, is prepared from a
mixture of flour, water, flavor and yeast in various proportions. This staple food has
been popularized across the world due to its variety of taste and various health
benefits. To satisfy consumer demand and production of bread in large scale, bakery
industry is growing very rapidly. Two most common defects found in bread which
causes bread spoilage are degradation of moisture level and mold. Decay in
moisture level arises due to improper packaging or inappropriate storage condition
and results in reduction in softness and taste. Moldiness [2], one of the most
common microbiological defects found in bread industry appears due to contami-
nation of bread by Rhizopus sp. and Mucor sp. fungi colony. Consumption of
moldy bread may result in allergic reactions, respiratory problems or food poi-
soning. Moreover, being microscopic object, fungus could not be detected with
naked eyes in early stage of development. Determination of bread spoilage period
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and fungal growth can save both, the money and health for manufacturer and
consumers, respectively.

Biospeckle analysis [3] is a technique based on scattering phenomena of light
and used to measure activity of different samples for which illuminated pattern
exhibit temporal variation. This discrepancy is particularly noticed in biological
samples due to cell activity, internal fluid flow or other biological phenomena, etc.
So far, freshness measurement of various fruits and vegetables (e.g. apple, pear,
carrot, tomato, etc.) has been reported using biospeckle technique [4, 5]. Also it has
been independently investigated by several research groups that fungi presents a
dynamic speckle pattern [6] on different surfaces (e.g. bone, seed, fruits, etc.) when
illuminated by a laser source. Aim of this paper is to test the veracity of biospeckle
techniques for detection of spoilage due to drying and screening of fungus growth
in bread. Fungi are expected to yield exacerbated activity with time which is
manifested by the variation in the dynamic activity of the speckle field. Image
analysis is performed by Fujii [7] and alternative Fujii method [8] using MATLAB
simulation software.

2 Theory

Change in the activity dynamics of organic sample causes an alteration in intensity
of the speckle pattern. For investigation of activity variation, a stack of equally time
sliced images is processed using numerous image processing techniques. To cal-
culate visual activity map Fujii’s method, generalized difference (GD) algorithm
and their variants are used. GD algorithm which results in summation of absolute
value difference among all time sliced frames is applied mainly when object of
interest is inhomogeneous in nature or the level of irradiation is non uniform.
Although having a very high accuracy, this technique is not preferred due to its high
computational complexity [order of O(n2)]. The technique proposed by Fujii et al.
[8] for processing the bank of uniformly illuminated biospeckle images is defined as
a weighted summation of absolute value difference between consecutive frames and
mathematically given as,

Fuji(x; y) =
Xn�1

k¼0

Ik � Ikþ 1j j
Ik þ Ikþ 1

ð1Þ

To improve contrast performance and efficiency under random irradiation Minz
et al. introduced alternative formulation of original Fujii method, called alternative
Fujii,

Fujialtðx; y;m) =
Xn�1

k¼0

Ik � Ikþ 1j jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ik þ Ikþ 1

�mp ð2Þ
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where, I is image frame, k is image sequence, n is stack size, m is integer and (x, y)
represent image matrix co-ordinates. Single summation in (1) and (2) when
implemented in programming environment as single loop, leads to a time com-
plexity in the order of O(n). Consider a counterexample with high and low activity
stacks are given as S1 = [7, 2, 9] and S2 = [4, 5]; then Fujii and alternative Fujii
values (for m = 2) can be calculated as,

Fuji1 ¼
7� 2j j
7þ 2

þ 2� 9j j
2þ 9

¼ 1:2 Fujialt1 ¼
7� 2j jffiffiffiffiffiffiffiffiffiffiffi
7þ 2

p þ 2� 9j jffiffiffiffiffiffiffiffiffiffiffi
2þ 9

p ¼ 3:78

Fuji2 ¼
4� 4j j
4þ 4

þ 4� 5j j
4þ 5

¼ 0:11 Fujialt2 ¼
4� 4j jffiffiffiffiffiffiffiffiffiffiffi
4þ 4

p þ 4� 5j jffiffiffiffiffiffiffiffiffiffiffi
4þ 5

p ¼ 0:33

Notice that, Fuji1 > Fuji2 and Fujialt1 > Fujialt2. This implies both the techniques
can efficiently calculate biospeckle phenomena. Moreover, it is also observed that
Fujialt > Fuji; it models alternative Fujii as a better approach for visual inspection.

3 Experimental Arrangement

3.1 Sample Preparation

A packet of sliced bread was brought from local market. Six bread samples were
selected and cut down in 6 � 6 cm2 using a chopping board and knife so that it can
be comparable with field of view of the optical set up. Chopped samples are then
divided equally into two groups, say G1 and G2 (where G1 samples were kept in
resealable plastic bags and G2 remains unpacked) and placed under room tem-
perature. Though G1 samples were used for fungus detection, there is no need to
add mold spores externally as millions of them are floating all around us which
causes mold growth in bread. For detection of moisture level reduction, G2 samples
were used.

3.2 Experimental Set Up

The experimental set up for dynamic laser imaging system for bread quality
assessment is shown in Fig. 1. Bread surfaces were irradiated with 15 mW He–Ne
laser with operating wavelength k = 632.8 nm. To screen the sample, spatial fil-
tering arrangement was adopted. A group of 60 time series images (having 8
bits/pixel) with a dimension of 700 � 700 pixels each was taken by a CCD camera.
Grabbed and digitized images were processed in MATLAB simulation software
using algorithms mentioned in Sect. 2.
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4 Results and Discussion

Fresh bread, moldy bread and its corresponding speckle pattern are shown in Fig. 2.
Bread samples corresponding to different time are analyzed using visual methods
i.e. Fujii and alternative Fujii analysis. Outcomes of image analysis are represented
in pseudo-color with a color bar in the order: blue (lowest activity), green, yellow
and red (highest activity).

Fig. 2 Samples at different state a fresh, b fungus affected and c speckle pattern for bread surface

Fig. 1 Experimental schematics of biospeckle analysis for bread spoilage detection
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Figure 3 shows activity image corresponds to fresh bread sample. It is not only
having high activity but also homogeneous activity. This can be good quality
assessment indicator for bread industry.

G1 and G2 samples are assessed in the same time every day. It is found that after
48 h, humidity (softness) level of G2 samples reduced considerably as shown in
Fig. 4.

For screening of fungus, G1 samples are analyzed further. It is observed that,
after six days molds start appearing and become fully grown on tenth day. This is
shown in Fig. 5. It is evident from color bar values that alternative Fujii method has
noticeably higher contrast than Fujii’s method.

Fig. 3 Biospeckle activity of fresh bread by a Fujii’s method, b alternative Fujii’s method

Fig. 4 Biospeckle activity of bread sample after 48 h, by a Fujii’s method, b alternative Fujii’s
method
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5 Conclusion

In conclusion, we have successfully tested biospeckle technique for assessment of
bread spoilage due to moisture level degradation and fungus contamination.
Qualitative results are displayed using Fujii and alternative Fujii’s method.
Favorable correlation is achiever among results obtained by both the methods. The
alternative Fujii method proves itself better due to its higher contrast and working
capability when the level of illumination undergoes non uniformity.

This technique is easy, fast, non mechanical, non destructive and require very
less components for implementation. Biospeckle analysis could be an useful tool
for quality testing of bread and other products like cake, muffins, etc. in bakery
industry.
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Evaluation of Aging Effect on Pea
Seed Germination Using Generalized
Difference Method

Amit Chatterjee, Reena Disawal and Shashi Prakash

Abstract In this work, we have applied biospeckle phenomena to study the effect
of aging on pea seed germination. Dynamic speckle analysis is a non invasive
technique for detection and evaluation of biological samples, when irradiated by a
coherent source e.g. laser, SLD, etc. Seed samples with four different age groups
were provided similar germination conditions for same time. Activity images for
each group are recorded through charge-coupled device (CCD) camera and pro-
cessed using generalized difference (GD) and alternative generalized difference
(GD*). Obtained results conclusively establish biospeckle analysis as an efficient
tool for evaluation of aging effect on seed germination.

1 Introduction

Seed aging [1, 2] referred to a process of gradual degradation in germination
percentage as a result of numerous biochemical and physiological events.
Maximum germination rate is achieved instantly after crop harvesting and declines
with storage time. In case of seeds, aging is not only a function of time, but also
moisture and temperature which reduces with uncontrolled storage environment
causing considerable degradation in seed viability and vigor. Seed deterioration is a
serious threat in developing and semi developing countries due to unavailability of
controlled storage conditions. As quality of seed is directly related with seed aging,
this effect can directly harm people associated with agricultural industry especially
farmers.

Biospeckle analysis [3] is an extension of laser speckle technique that uses
dynamic speckle pattern for assessment of activity in biological samples. To study
the sample activity, various numerical and visual methods have been reported so
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far, e.g. temporal history, co-occurrence matrix [4], absolute value of difference,
Fujii’s method [5], GD [6, 7], laser speckle contrast analysis [8], wavelet entropy
[9] etc. For samples with different activity area (e.g. seed, animal tissue, leaf, etc.),
visual methods are preferred over numerical methods due to its capability of better
perception of biological activity. Aim of this paper is to show the effect of aging on
its germination efficiency for Pisum sativum (pea seed) sample. Higher germination
percentage results inflated physical and chemical movements which in turn increase
its biospeckle activity. Image analysis is performed in MATLAB interface by GD
and GD* method.

2 Theory

Biospeckle system produce sequence of light intensity patterns when the sample is
irradiated by coherent source of light. Motion and flux of biomass generate spa-
tiotemporal stochasticity between pixels of collected consecutive frames. This
movement is able to provide useful knowledge regarding seed germination.

Visual image analysis includes evaluation of magnitude of pixel variation among
dynamic image frames. Measurement techniques can be classified into two main
categories: Fujii’s method and GD method. Fujii’s technique provides better result
only when level of illumination to the sample is uniform. On the other hand,
computational complexity of GD method is more, but produces highly accurate
result irrespective of illumination condition. It perform absolute difference of values
among all frames and mathematically given by,

GD(i; j) ¼
XN�1

k¼1

XN

l¼kþ 1

Ikðx; y)� Ilðx; y)j j ð1Þ

To improve computational efficiency of conventional GD method, concept of
alternative GD (GD*) [5] was popularized and can be presented as,

GD*(i; j) ¼
XN�1

k¼1

XN

l¼kþ 1

Ikðx; y)� Ilðx; y)ð Þ2 ð2Þ

where, I is image, N is frame number, k and l are frame indices and (i, j) represent
image matrix co-ordinates. Let high and low activity image sequences are repre-
sented with matrices I1 = [7, 1, 9] and I2 = [1, 1, 3]; then we can calculate,

GD1 ¼ 7� 1j j þ 1� 9j j þ 7� 9j j ¼ 16 GD1� ¼ ð7� 1Þ2 þð1� 9Þ2 þð7� 9Þ2 ¼ 104
GD2 ¼ 1� 1j j þ 1� 3j j þ 3� 1j j ¼ 04 GD2� ¼ ð1� 1Þ2 þð1� 3Þ2 þð3� 1Þ2 ¼ 08
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From the above calculation, GD1 > GD2 and GD1* > GD2*; GD* always have
a higher value than GD. This implies, with GD* desired contrast level is achieved
by processing lesser number of frames as compared to GD. This method has both
reduced time complexity and better contrast characteristics.

3 Experimental Arrangement

3.1 Sample Preparation

Pea seeds of four different age group, (a) 2–3 months, (b) 12–13 months (c) 23–
24 months and (d) 35–36 months after harvesting were collected from local seed
store. All seeds were partially dipped in water and kept in room temperature for
48 h so that three essential conditions for seed germination i.e. air, water and heat
can be provided to all seeds equally. One seed is randomly picked from each set and
exposed under speckle analysis set up as discussed in Sect. 3.2.

3.2 Experimental Set Up

The experimental set up for boiling speckle analysis is shown in Fig. 1. A 20 mW
green diode laser (k = 532 nm), source of coherent illumination was passed
through a beam expander to increase field of view. Expanded beam, without any
collimating lens then exposed to the seed samples directly. A CCD camera is used
to record 50 consecutive speckle images of 400 � 400 pixels each. Images are
stored in host computer after digitizing to 8 bits by a frame grabber card and
processed by image processing unit.

Fig. 1 Experimental schematics for biospeckle analysis
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4 Results and Discussion

Figure 2 shows pea seed after 48 h germination treatment and its corresponding
speckle pattern. An aperture is used between expanded laser beam and seed sample
to focus on a particular portion of germinating seed.

Results obtained for seeds of four different age groups using GD and GD*
method are shown in Figs. 3 and 4 respectively.

Fig. 2 a Arbitrary pea seed after application of germination treatment, b speckle pattern of (a)

Fig. 3 Visual results using GD for a t = 2–3 months, b 12–13 months c 23–24 months and d 35–
36 months
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Outcomes are shown in false color format; intensity of sample activity is pre-
sented by red, yellow, green and blue colours respectively where red represents
highest activity and blue lowest. Remarkably, it is noticed from these images, with
aging cellular activity in the seed sample decays. This decay in turn leads to delayed
germination and seed quality degradation with time. Furthermore, from the color
bars it is clear that GD* method has remarkably higher contrast than GD method. It
can be shown that, due to presence of squared term GD* can be directly correlated
with variance. Although it sometime leads to temporal information loss, GD*
proves itself better in two occasions: when high contrast is required and when
results are to be produced with lesser number of images.

5 Conclusion

In this work, biospeckle technique was tested to study the effect of aging in ger-
mination for pisum sativum seeds. Qualitative assessments are displayed using
generalized difference (GD) and alternative generalized difference (GD*) method.

Fig. 4 Results obtained using GD* for a t = 2–3 months, b 12–13 months c 23–24 months and
d 35–36 months
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Obtained results show a suitable amount of match among each other. The GD*
method is better as compared to GD due to its higher contrast and improved
computational time.

This technique is simple, non destructive, easy to implement and requires only a
coherent source, a detector and an image processing unit for analysis. It could be an
useful tool for evaluation of different agricultural samples and phenomena.
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Electronic Band Structure of Quantum
Cascade Laser

Ritabrata Chakraborty, Arpan Deyasi, Arkadeep Paul
and Shrabani Nayak

Abstract Position of miniband and its separation w.r.t lowest energy band of a
quantum cascade laser are analytically computed for different biasing conditions.
Position-dependent effective mass following BenDaniel duke boundary conditions
are considered in this simulation, which speaks in favour of realistic consideration.
Findings are compared with that obtained under zero bias condition, and variation
of eigenenergy of the lowest quantum state is computed as a function of electric
field (applied along quantized direction). Length of the injector region is shown as a
function of external bias. Result gives key information on electronic band structure
of quantum cascade laser.

1 Introduction

Multiple quantum well structures are subject to theoretical and experimental
research in last two decades because of the resonant tunnelling phenomenon [1],
and novel photonic devices are already designed as transmitter [2] and receiver
applicable in nanoelectronic domain. By virtue of quantum engineering, electronic
energy states are tuned by suitable application of external excitation in this complex
multilayered structure as per the requirement. Researchers have investigated the
physics of resonant tunneling following the works of Esaki and Tsu [3], and series
of theoretical [4] and experimental works [5] are reported thereafter. Theoretical
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researches are well supported by the advanced fabrication technologies [6], which
allow tailoring the electronic and optoelectronic properties of quantum
heterostructures. One such example is the THz laser design with low-dimensional
semiconductor structures [7] with multiple layers, where miniband formation and its
energy difference with lowest quantum energy state (lowermost energy band) plays
crucial factor in governing the device performance [8] as optical transmitter. This is
one typical semiconductor laser with room temperature operation at IR range, with
good peak output power and CW mode of operation [9]. Operation of this unipolar
device is based on quantum tunneling and intraband transitions; and formation of
miniband critically depends on layer dimensions, their compositions and periodicity
[10]. The layer thickness is essentially responsible for determining the wavelength
of emitted radiation, as compared to the other semiconductor based lasers where
bandgap of the material determines the wavelength. Thus accurate determination of
electronic band structure of quantum cascade laser is very important for theoretical
researchers from the point of view of optoelectronic application.

In the present paper, band structure of quantum cascade laser is computed in
presence of moderate and high electric field, and result is compared with zero field
condition. Eigenenergy is determined for a range of bias. Comparative study is
carried out with the energy obtained for nonparabolic dispersion relation.

2 Mathematical Modeling

With effective mass approximation, time-independent Schrödinger equation for
electron wavefunction w is given by

� �h2

2
d
dz

1
m�ðE; zÞ

d
dz

wðzÞ
� �

þVðzÞwðzÞ � qnðzÞ � z � wðzÞ ¼ EðzÞwðzÞ ð1Þ

where f(z) is the electric field applied along the direction of quantum confinement.
Introducing finite difference technique, (1) can be modified as

� �h2

2
1

m�ðE; zÞ
� �

wðzþ 1Þþwðz� 1Þ � 2wðzÞ
ðDzÞ2

" #

þVðzÞwðzÞ � qnðzÞ � z � wðzÞ ¼ EðzÞwðzÞ
ð2Þ

In order to introduce BenDaniel Duke boundary condition, we consider

a ¼ � �h2

ðdzÞ2½m�ðzÞþm�ðz� dzÞ� ð3Þ
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b ¼ � �h2

ðdzÞ2½m�ðzÞþm�ðzþ dzÞ� ð4Þ

We introduce diagonal and off-diagonal terms of the Hamiltonian matrix as

td ¼ � �h2

ðdzÞ2½m�ðzÞþm�ðz� dzÞ� þVðzÞ � qnðzÞ ð5Þ

toff ¼ � �h2

ðdzÞ2½m�ðzÞþm�ðzþ dzÞ� ð6Þ

where effective mass is taken as position dependent. After organizing the elements
of the Hamiltonian, we use the equation

Hw ¼ Ew ð7Þ

Solution of this equation gives the eigenstates of the structure with appropriate
boundary conditions.

3 Results and Discussions

Figure 1 depicts the electronic band structure in absence and presence of external
electric field in the quantum cascade laser. It may be mentioned in this context that
layer dimensions is chosen in such a way that injector and active region separations
may clearly be distinguished from the band diagram. The figure in left shows for
zero bias, and figure in right exhibits for very high electric field (56.8 � 105 V/m).
From the plot, it is seen that the energy states are discrete (as expected due to

Fig. 1 a Band structure of QCL at unbiased condition. b Band structure of QCL at high bias
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quantum confinement) in nature when field is not applied, which signifies the
eigenstate of an otherwise multiple quantum well (MQW) structure. When strong
electric field is applied, miniband is formed over the ground state energy band. It
may be noted from the plot that after the injector region, the wavefunction starts to
grow in the first miniband, which is the active region. Also due to the field, the
structure is tilted, and thus the periodic growth of wavefuncion in the miniband
appears outside the confinement region, i.e., in the quasi-continuous region. This
modulation is absent if the field is moderate (35.8 � 105 V/m), which is repre-
sented in Fig. 2a (left). But moderate magnitude of electric field leads to the growth
of wavefunction in the ground quantum state of the energy band. In this case,
position of the miniband is found as almost inside the confinement region, i.e.,
miniband position is below the quasi-continuous region.

The right side of Fig. 2 shows the eigenenergy variation with the applied bias for
the laser. The plot suggests that applied field is monotonically decreased with the
increase of bias and the rate of increment increases when electric field is over
35 � 105 V/m. Thus stimulated emission between the miniband and the ground
state energy band is effectively controlled by external bias.

4 Conclusion

The paper shows the wavefunction in a quantum cascade laser at various biased and
unbiased conditions. Formation of miniband at some precise electric field is
established. Result reveals that the miniband formation is very important for
stimulated emission. The method showed can also be applicable for the other
structures. Key factor in this calculation is that position-dependent effective mass is
considered for the simulation, which is key for verification with experimental
findings.

Fig. 2 a Band structure of QCL at moderate bias. b Eigenenergy variation of QCL with electric
field
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Effect of Material Parameters
on the Attenuation and Amplification
of an Incident Laser Beam

Rahul Basu

Abstract Laser processing is being increasingly used for treatment and processing
of various materials. Etching, computer board manufacture, rapid prototyping and
NC Machine tool technology have all adapted to laser use. Laser heating supple-
ments traditional methods like nitriding and carburizing. The type of laser and its
power output can vary significantly along with the depth of affected material. The
moving heat source in laser melting is modeled by transformations together with a
decoupling for the heat and mass transfer terms. The scale for heat diffusion is
different from conduction and when small times are involved as in rapid solidifi-
cation, the effect may be pronounced. Very little published work has appeared on
the stability of the solid-liquid interface. A few solutions are known for certain
geometries for the moving heat source. Approximate solutions incorporating the
convective surface flux are obtained. It is shown that under certain conditions, a
high Stefan number can attenuate an impinging laser beam and sustain thermal
oscillations in the substrate. Application to thin films and amorphous material
formation give criteria derived for stability in terms of surface parameters. The
analysis does not include quantum effects likely in the nano region. Additionally,
the surface reflectivity would influence the attenuations of the incident beam.

1 Introduction

Moving heat sources of laser melting are treated with various transformations along
with a decoupling for the heat and mass transfer terms. The scale for heat diffusion
is different from that of conduction and when small intervals of time are involved as
in rapid solidification, the effect may be pronounced. Very little published work
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exists on the stability of the solid-liquid interface. It is essential to understand this
because instabilities in solidification processes will affect the final finish of the
surface. Novel transforms specific to melting with convective surface conditions are
applied to this analysis. Phase field theory notions are applied to specific cases for
amorphous film transformation. The effect of material parameters to attenuate or
even amplify input frequencies to nano or tetra levels is outlined.

1.1 Theoretical Considerations and Review of Past Work

Laser surface modification is through a phase change. More recently, laser pro-
cessing has found application in computer controlled machine tools and Rapid
prototyping, 3D printing and 3D sintering. 3D printing was described in USP
5398193 [1]. Sahoo et al. [2] describes pulsed laser treatment for TiC coating on Al.
The depth of affected materials can range from nanometers to millimeters
depending on types and power outputs (Table 1). Laser processing has been used to
form p-n junctions and semiconductor annealing. The application of a pulsed laser
gives interesting possibilities for further experimental verification due to the pre-
cision involved in focusing and controlling the intensity and time. The subsequent
theoretical considerations assume that heat is not dissipated either by ablation or
pore formation. Apart from the heat input, the frequency of the input laser also may
affect the results. The properties of the underlying material attenuate the pulse, and
it is subsequently shown that in certain cases the pulse can be sustained or even
amplified.

The problem of phase change with a moving interface has been described by
Carslaw and Jaeger [3], Stefan [4], Ingersoll et al. [5], as well as Crank [6], among
others. A comprehensive study by Langer [7] appeared dealing with many core
issues that occurred during solidification and growth of solid phases where thermal
and concentration effects were combined. Many important issues are addressed with
the linearization used by Mullins and Sekerka [8]. In the present work, the coupled
heat diffusion and mass equations are also solved using a decoupling technique
(Table 2).

Table 1 Important thermal and non dimensional parameters for some engineering materials

Metal Cp (J/kg K) h L (kJ) Ste 1/Ste (l) a

Cast iron 544 1810 272 0.33 3.03 0.134

Ni 456 1728 297 0.45 2.25 0.155

Ag 235 1235 111 0.49 1.11 1.7

Al 904 933 398 0.67 1.5 0.86

Cu 385 1358 205 0.49 2 1.14
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2 Theoretical Considerations and Stability

The linearization T = T0 + Gz for the solubility phase boundary, and the similarity
transformation, moving with the interface at velocity V give for a dimensionless
“diffusion field” u: ∇2U + 2ldu/dz = 0 with a thermal parameter u = DT/(L/cp) and
the corresponding chemical potential u = l/Dc (du/dc), where l = 2D/V (diffusive
length) and L = latent heat, cp the specific heat. The diffusion equations for both
heat and mass are similar. A similar linearization was used by Davis and Schulze
[9] for studying morphological instability for small Stefan numbers. Li and
Beckermann [10] related growth to the critical wave number found by Mullins and
Sekerka [8]. Pulsed laser heating used for surface modification was described in
detail by Sands [10]. Ragas-Trigos and Calderon [11] have analysed the effects of a
periodic heat source with sinusoidal modulation along with various boundary
conditions by Greens function method. Kim et al. [12] have given predictions of
solidification velocity in ion implanted GaAs (Gallium Arsenide). Laser spot
welding with enthalpy method analysis has been described in Duggen et al. [13].
A 3-D finite element analysis for laser melting has been described by Contuzzi et al.
[14]. Following Carslaw and Jaeger [3], the point source is practically modelled as a
rectangular, disc shaped or strip source, for which solutions are available. All these
solutions are of the form exp (−x2)/(at), with a being diffusivity. Specific solutions
for a moving source are also given in Paterson [15]. For metals, the transients are
damped out very quickly, corresponding to the Fourier number 2p/k. So for one
wavelength, the attenuation goes as exp (−2p) = 0.0019. Hence the solid of more
than one wavelength depth may be regarded as infinite for all practical purposes.
Now consider a 1-dimensional geometry for simplicity. This could also correspond
to spherical symmetry after applying certain simple transformations. Applying a
similarity transformation to the thermal diffusion equation with re-melting terms,
results in (after suitable normalized variables are applied);

T00 þg=2T0 þ ðeL=qcpÞdc=dt ¼ 0; ð1Þ

Table 2 Characteristics of some laser types

Laser Wavelength Pulse
length

(Dt)0.5

Si
(Dt)0.5

GaAs
Optical
depth Si

Optical depth
GaAs

XeCl excimer 308 30 1660 973 6.8 12.8

KrF excimer 248 30 1660 973 5.5 4.8

ArF excimer 192 30 1660 973 5.6 10.8

Nd; Y AG 1060 6 743 435 1000 N/A

Source Pulsed laser heating and melting, Sands [10]
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T is temperature, η similarity parameter, a diffusivity, e porosity, c concentra-
tion, t time, q Density, ∇ nabla.

The transformation of the concentration derivative to non dimensional similarity
parameter η, a characteristic length may be extracted from the Fourier number after
knowing the characteristic time related to the frequency of the pulsed laser source.
By examination of the coefficients of the equation and introducing a small
parameter l = ghcp/(eL) = g/(eSte), one obtains

lh00 þ 0:5 lFoh0 þ 0:5Bih ¼ 0; ð2Þ

(where g is the thermal gradient, Ste Stefan number, Bi Biot number, and h non dim
temperature). The above equation can be solved exactly, with the inner and outer
solutions easily obtained by letting l � 0 and Bi � 0 respectively, (assuming
lFo > 0). Accordingly, h′/h = −(BiSte/e)(gFo), h″/h = −Fo/2 which have imme-
diate solutions. For small l, the Eq. (2) can be written without the second derivative
terms, thus becoming one dimensional in h. On the other hand, if Bi is very small,
the reverse holds true, and the higher terms appear. If F0 is very small a third option
is available leading to hyperbolic or sinusoidal solutions depending on the sign of
Bi. The equations can still be solved exactly using a similarity transformation. The
small parameter l is calculated for some materials in Table 1. The parameter
Fo2(gK)/(eSteη) can be recognized as (Fo2/Bi)Cph, and can be extracted from
columns 1 and 2 of Table 1. (Note: this is effectively a modification of the Fourier
length given by Carslaw and Jaeger [3], through the Stefan number due to the
interface effect. It is seen to be a scaling through an effect on time.)

2.1 Computational Results

Two time scales which can be introduced are due to Fourier conduction and phase
front motion. The scales are quite different in most cases, especially if the freezing
is slow. In effect, the temperature sensed due to heat conduction of the normal
boundary value problem has a superimposition of a “wave” of temperature caused
by the motion of the phase front. The Dirichlet solution is modified for convective
conditions by the approximations:

h Ts � T0ð Þ ¼ kdT=dx ð3Þ

where

dT=dx ¼ Ts � Tmð Þ=l ð4Þ
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Giving

hl=k Ts� T0ð Þ ¼ Ts� Tmð Þ ð5Þ

Normalizing to Tm = 0, Ts = BiT0/(1 + Bi) where Bi = hl/k, h the convective
film coefficient, l characteristic length. The Dirichlet solution is used to obtain the
convective solution after replacing the boundary temperature by the modified
temperature due to Bi. Simulations using WOLFRAM for the spherical case are
shown in Fig. 1 along with the modification for convection in Fig. 2.

Fig. 1 Dirichlet simulation for phase change

Fig. 2 Convective effects due to Bi number
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3 Discussion

According to Granasy and James [16], studies of laser treated materials began with
amorphous layers in oxides, where it was found that some oxide systems with
simple stoichiometric glass compositions had crystal phases with the same com-
position as the parent matrix. In certain cases, homogenous nucleation occurs
without the need for nucleating agents aided by surface imperfections. Nucleation
rates (excluding heterogeneous nucleation), were studied for several stoichiometric
glasses by James [17], with steady state rates varying from 1.9 � 1012 m3 s−1 for
Ba2SiO2 glass to 1.7 � 106 m3 s−1 for CaO–SiO2 glass. Selective laser melting for
processing metallic glasses is described by Pauly et al. [18]. Surface modifications
of CoCe alloys have been reported by Hoekstra et al. [19], Li et al. [20], using large
area electron beam irradiation of microsecond duration. Interesting results for Pt foil
are reported by Xraysweb [21]. Taking typical values for Co as L = 66 cal/gm, Cp
as 0.42 cal/gK, the Stefan number for a temperature differential of 400 K comes to
approximately 0.4. From (1) the critical Stefan number is seen to be 0.025 g/e. For
suitable values of the Stefan number, it is possible for the laser frequency to match
the resonant frequency and allow for thermal oscillations to be maintained, thus
preventing homogenous nucleation. The wide range of nucleation frequencies seen
for glasses indicates that other mechanisms are involved in modifying the laser
action, suggested here to be an attenuation mechanism. Apart from attenuation, the
high under cooling required for amorphous alloy formation may be possible by
using very short laser pulses, according to Pauly et al. [18]. The effect of under
cooling on amorphous alloy formation is widely acknowledged, however, the
separation of this from pulse duration and initiation of homogeneous nucleation, the
shape of the amorphous phase field and other factors remain an area of further work.
Recently, work on high-frequency laser pulses by Mankowsky and Subedi [22],
shows that due to electronic effects of THz frequency laser pulses, superconduc-
tivity and transitions from insulator to metal have been observed. The effect has
been attributed to phononics and staggered dilation and contraction of Cu2O
interlayer distances in Y Ba CuO compounds. Gulian et al. [23] have also discussed
evidence of superconductivity in laser processed Sr2RuO4 (triplet superconductor)
using SQUID measurements even up to 200 K and beyond, in the top layer affected
by the treatment (the “crust”). In both these examples, the presence of Oxygen and
distortion of the lattice are contributing factors as are the phonon contributions.
High temperature super conductors processed by a laser are described by Bauerle
[24]. Laser pulses appear to shift the atoms in ceramic crystals and possible room
temperature superconductivity for trillionths of a second has recently been reported.
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4 Conclusion

It is found that for the usual metals, the second order terms cannot be neglected
(inner solutions), and similarly for the Biot numbers encountered, the outer solution
also needs to be used. The lengths involved may be seen to vary with conductivity
and other parameters and thus for thin films and small dimensions the transient
effects may become significant. Under certain conditions, the film can be made to
sustain thermal oscillations, analogous to a mechanical spring damper system. The
approximations for Fo and Bi around 0.2 and 0.1 reveal that Ste is around
0.025 g/e, and consequently the second order inertia terms varying as 1/Ste are one
order of magnitude more than the damping and stiffness terms in the analogy
discussed. Corrosion and oxidation due to the mass influx of foreign species from
the surface layer are not considered, but would be an area of further interest in the
future. Similarly the formation of an amorphous surface layer through rapid
self-quenching with short heating times is an exciting possibility for development
of new two phase film materials and has already been reported by several
researchers. However, further work on separating the effect of the deep eutectic
characteristic of amorphous glass formers from the phase field effect needs to be
done. Extension of this work to the application of high temperature superconduc-
tivity seems a possibility, the data on femto-second results are however scarce and
need corroboration.
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Distortion Analysis of 1.3 µm
AlGaInAs/InP Transistor Laser

R. Ranjith, S. Piramasubramanian and M. Ganesh Madhan

Abstract We analyze the distortion characteristics of 1.3 µm AlGaInAs/InP
Transistor Laser for CATV applications. The characteristics of Transistor Laser are
analyzed by solving rate equations. Small signal analysis has been done for different
input bias currents. Bandwidth and resonance frequency are calculated from the
small signal analysis. Second harmonic distortion (2HD) is evaluated for different
input bias currents. Third order intermodulation distortion (IMD3) is calculated
with two input frequencies of 823.25 and 815.25 MHz. Minimum 2HD of
−20.76 dBc and IMD3 of −33.61 dBc are predicted from this study.

1 Introduction

Optical communication is one of the key technologies to provide high bandwidth to
users. However, optical sources such as laser diode is capable of providing only an
intrinsic bandwidth up to 40 GHz [1]. So there is a need for alternate device to
provide bandwidth in excess of 40 GHz. Transistor Laser (TL) operates at 980 nm
was invented by Feng et al. [2, 3]. The TL is a transistor with quantum wells in its
base. Quantum well in active region provides laser light output. Charge control
analysis of the TL was reported by Feng et al. [4]. Electrons emitted from the
emitter terminal is captured by the quantum well region because of its lower
bandgap (heterostructure) with a capture time of tcap and the uncaptured electrons
are captured by collector terminal due to reverse bias. This reduces the carrier
lifetime and increases the bandwidth when compared with conventional laser
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diodes. The dynamic operation of TL has been modeled to a coupled rate equations
for numerical analysis by Zhang and Leburton [5] and Faraji et al. [6–8]. The
wavelengths used in the conventional optical communication system are 1.5 and
1.3 µm, due to low attenuation and dispersion in fiber respectively. An 1.3 µm
AlGaInAs/InP TL was designed and demonstrated at room temperature by Shirao
et al. [9]. The operation and experiments of the TL in CE and CB configuration with
charge control analysis was investigated by Feng et al. [9–13]. In this work, we
analyze the distortion characteristics of TL at 823.25 and 815.25 MHz. The second
order harmonics and third order intermodulation products are observed and cal-
culated for different base currents.

2 Modeling of Transistor Laser

AlGaInAs/InP TL is represented by coupled rate equations developed by Faraji
et al. [6] for numerical analysis and the large signal analysis was done by Shirao
et al. [9]. The charge control model is given in Fig. 1, the excess carriers flow from
the emitter terminal to the collector terminal is captured by the quantum well, which
is placed in the middle of the base region, with width of d (nm). The emitter and
collector current in Fig. 1 flows in the direction opposite that of electron flow.

The transistor laser rate equations used for numerical analysis are given below [9].

dNvs

dt
¼ � Nvs

scap
� NQW

sesc
þ Ivs

dqA
ð1Þ

dNQW

dt
¼ Nvs

scap
� NQW

sesc
� g0s NQW � Ng

� �
1þ εothers

� NQW

ss
ð2Þ

dS
dt

¼ εG0S NQW � Ng
� �
1þ εother S

� S
sp

þC
NQW

ss
ð3Þ

Fig. 1 Charge concentration
in base region in two quantum
well transistor laser [5]
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Equation (1) denotes the virtual state carrier density of the region above the
quantum well. Ivs is the current available in the higher energy state region above the
QW [9]. Equation (2) represents the QW carrier density. The photon density
extracted from the QW is provided in (3). The parameters used in the above coupled
rate equations for 1.3 µm AlGaInAs/InP TL has been taken from Shirao et al. [9].
The above equations are numerically solved by using MATLAB®. Optical power
output from the TL is formulated by the (4) [12].

P ¼ g vgðai þ amÞh f S ðv=2εÞ ð4Þ

where v is active layer volume and vg is the group velocity. Based on the charge
continuity equation, the penetration of minority carrier in the device depends on
input frequency i.e. diffusion length [9].

LD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dnsb

1 + jxsb

s
LD ¼ ffiffiffiffiffiffiffiffiffiffi

Dnsb
p ð5Þ

From (5) the diffusion length is inversely proportional to the given frequency.
For DC characteristics diffusion length is defined by taking x ¼ 0.

3 Simulation Results

3.1 DC Characteristics

The DC characteristics of a transistor laser have been analyzed by giving a constant
bias current as input. NPN TL is made to work in the active region by forward
biasing the base emitter junction and reverse biasing the base collector junction.
The coupled rate equations are solved by keeping time derivatives equal to zero.
The threshold current is calculated by plotting optical power for different input DC
currents. Optical power is calculated from (4) and plotted in Fig. 2. The estimated

Fig. 2 Optical power and
current gain variation with
base current
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threshold base current for two quantum well transistor laser from Fig. 2 is 1 mA.
Before the threshold current, only spontaneous emission occurs. The stimulated
emission is made possible by achieving population inversion by increasing the
input current. The current gain b is represented in Fig. 2. It is found that the current
gain decreases drastically beyond threshold current. This is due to high recombi-
nation in the base region which includes quantum well.

3.2 Small Signal Analysis

Small signal analysis is done by choosing different bias input currents after
threshold and by giving input AC signal within the chosen linear region in the
nonlinear transfer characteristics of TL [1].

IðtÞ ¼ Ib þ Im sinðxtÞ ð6Þ

where, Ib is the bias current and Im is the amplitude of the time varying input signal.
By varying the input current below and above the threshold, the output optical
power also varies, which is called direct or intensity modulation. Increasing the
frequency also the limits the performance due to the rate of depletion of stored
minority carriers. Magnitude response versus frequency was determined for dif-
ferent input bias currents. The magnitude plot for different input bias currents are
shown in Fig. 3a. From Fig. 3 it is found that the bandwidth and resonance fre-
quency increases for increasing the input base current. From Fig. 3b the bandwidth
achieved by TL in CE configuration is found as 40 GHz when the bias current is
fixed as 200 mA (200Ith). Hence it is clear that direct modulation by using TL can
reach up to 40 GHz bandwidth which is not the case in laser diodes. However, the
bandwidth saturates at 40 GHz, even with increasing base current.

Fig. 3 a Magnitude response and b bandwidth variation with bias current
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3.3 Harmonic Analysis

Due to non linear characteristics of the TL, the harmonics other than the funda-
mental component also generated. Hence an analysis of harmonics developed by
the TL becomes necessary. Harmonic analysis is carried out to predict second
harmonic distortion and third order intermodulation distortion. These distortion
have to be reduced in analog optical link and RoF applications [13].

3.3.1 Second Order Harmonic Distortion

An 823.25 MHz signal (CH 65 of video carrier in CATV Band) is given as input to
the TL. The given AC signal, intensity modulate with the optical carrier. FFT of the
output optical signal is taken by 524,288 sampling points to plot the frequency
spectrum of the input signal. The spectrum of input signal and corresponding
optical power are shown in Fig. 4a, b respectively. The input signal spectrum is
plotted in Fig. 4a with fundamental component at 823.25 MHz with magnitude of
4.22 dBm. Due to the nonlinear characteristics of the TL, the output spectrum has

Fig. 4 a Spectrum of current at 823.25 MHz b spectrum of optical power and c variation of 2HD
with bias current
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additional harmonic components than the required fundamental one. From the small
signal analysis, it has been found that the device bandwidth increases with
increasing bias current. Hence the effect of bias current in second harmonic dis-
tortion (2HD) is also determined and shown in Fig. 4c. The 2HD is measured in
(dBc), which is the difference between the fundamental one and the second har-
monic component. As the input bias current increases, the 2HD decreases (Fig. 4c).
A minimum of −21 dBc is observed for the bias current of 10 mA.

3.3.2 Third Order Intermodulation Distortion (IMD3)

In applications such as Radio over Fiber (ROF), the input signal has more than one
frequency component. For simplicity we consider an input signal which contains
two tones. The intermodulated harmonic components occur more closely to the
fundamental frequency, than the second order harmonics [13]. For CATV appli-
cations IMD products are analyzed within the 8 MHz span of the video carrier. We
have chosen two video carriers 815.25 and 823.25 MHz (CH 64 and CH 65) and
the input and output spectrum are plotted in Fig. 5a, b. It has been observed that the

Fig. 5 a Spectrum of two tone input signal at f1 = 815.25 MHz and f2 = 823.25 MHz b spectrum
of optical power and c variation of IMD3 with bias current
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output has additional frequency components compared to the input. The variation of
IMD3 with bias current in shown in Fig. 5c.

From this analysis, it has been found that the third order intermodulation
component occurs more closely to the fundamental tone within 8 MHz span of the
video carrier. The other intermodulated components closer to the fundamental tone
are fifth and seventh order components. It also found that the IMD3 components
have large magnitude than other IMD products. The IMD3 for different input bias
currents has been calculated to study the effect of input bias current. The IMD3
products are found to decrease for increasing input bias currents and a minimum of
−33.61 dBc is predicted for a bias current of 10 mA.

4 Conclusion

The DC and AC characteristics of transistor laser are analyzed by numerically
solving rate equations. It has been found that the bandwidth increases for increasing
the input bias current and a maximum bandwidth of 40 GHz is predicted. The
second harmonic distortion and third order intermodulation distortion are analyzed
for different base currents. The distortion of TL decreases with increasing the input
bias currents. A minimum 2HD of −20.76 dBc and IMD3 of −33.61 dBc are
predicted in our analysis for the bias current of 10 mA.
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Oscillator Strength of Gaussian Double
Quantum Well for Intersubband
Transition

Debasmita Sarkar and Arpan Deyasi

Abstract Oscillator strength and absorption cross-section of Double quantum well
triple barrier structure with Gaussian geometry is analytically computed for inter-
subband optical transition between ground state and first excited state. Electric field
is applied along quantum confinement, and Kane-type conduction band non-
parabolicity of first order is considered for near accurate computation. Result
suggests that oscillator strength monotonically increases with wavelength, and is
higher when nonparabolicity factor is considered. Cross-section is higher for lower
well dimension. Result is also compared with parabolic overestimation. Simulated
findings are important for designing optical detector.

1 Introduction

Emerging nanophotonic devices becomes one of the field of research in last decade
due to various novel applications in medical [1], defense [2] or communication [3]
arena. As far the application is concerned, the fundamental property of the
nanostructure that needs to be evaluated is the eigenstate, which is the function of
device dimension [4, 5] and material composition [6]. Solution of eigenstates for
complex geometrical structures are very difficult by existing analytical method and
thus different numerical methods are incorporated by theoretical researchers [7–9]
for near accurate composition. In this connection, consideration of band structure of
the device plays crucial role in determining energy state [10], and thus band non-
parabolicity factor should be considered in mathematical analysis. Photonic prop-
erties of quantum heterostructures are heavily dependent on the eigenenergies.
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In low-dimensional semiconductor structure, quantization of energy states makes
them characteristically different from existing bulk devices and transition in inter
and intra level controls their electronic and optoelectronic properties. Oscillator
strength is such a parameter which speaks the probability of transition between any
two quantized energy levels, and thus its near accurate determination plays crucial
role for application of the device in precise field. Absorption cross-section deter-
mines the area of the device required for photodetector application. The first one is
determined form the absorption coefficient, and the later is dependent on the former.
Thus computation of absorption coefficient and photoluminescence study becomes
important for theoretical research in the point of view of device design. Oscillator
strength for quantum wire [11–13] is already calculated for field-induced transition,
and also for quantum dot [14, 15]. Absorption cross-section is also calculated for
wire [13] and dot [16].

Present paper deals with the computation of oscillator strength of Gaussian
double quantum well in presence of field with the consideration of Kane-type band
nonparabolicity. Corresponding absorption cross-section is also calculated for dif-
ferent structural parameters. Results are important for the structure for optical
detector application.

2 Mathematical Modeling

Absorption coefficient for a quantum well structure may be put in the following
form

aðxÞ ¼ nspq2�h
2e0ercnrm�L

f21dðDE � �hxÞ ð1Þ

where L is the length of quantum well, ns is the sheet charge density, f21 is defined
as the oscillator strength for the transition between ground state and 1st excited
state. f21 is given by

f21 ¼ 2
m��hx

8�h
3L

� �2
ð2Þ

For practical profile, the delta function is replaced by Lorentzian lineshape
function, which modifies (1) as

aðxÞ ¼ nspq2�h
2e0ercnrm�L

f21
C

p �hx� DEð Þ2 þC2
h i ð3Þ

where DE is the intersubband transition energy, C is the full-width at half-maximum.
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Once oscillator strength is calculated, absorption cross-section may be defined as

r2;1 ¼ q2T
2e0m�nc

f21 1þ T2 E � DE2;1

�h

� �2
" #�1

ð4Þ

where T is the relaxation time.

3 Results and Discussions

Using (3) and (4), oscillator strength and absorption cross-section of double
quantum well structure are computed and plotted as a function of wavelength and
energy respectively. Figure 1 shows the variation of oscillator strength with
wavelength for DQW structure. In Fig. 1a (in left), it is seen that oscillator strength
monotonically increases with wavelength. Also with increase of well width,
oscillator strength decreases. This can be directly predicted from (2). This can be
explained as follows: higher well width reduces quantum confinement, which, in
turn, lowers eigenenergies. This reduces the separation between energy values, so
oscillator strength decreases. In Fig. 1b (in right), comparative study is made with
the results obtained for parabolic overestimation, which shows that consideration of
band nonparabolicity gives higher magnitude of oscillator strength for a given
structural parameters with constant electric field. This speaks in favor of higher
transition probability when accurate band structure is considered in modeling.

Figure 2 shows the absorption cross-section of the structure as a function of
incident radiation for different well widths. It is seen form the plot that peak
position of cross-section remains invariant w.r.t well dimension. But height of the
profile increases as well layer width decreases. This is due to the fact that with

Fig. 1 a Oscillator strength with wavelength for different well widths for nonparabolic dispersion
relation in presence of electric field; b Oscillator strength with wavelength for parabolic and
nonparabolic dispersion relations in presence of electric field
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increase of well width, quantum confinement decreases, hence oscillator strength
decreases. The quantity absorption cross-section, is directly proportional to
absorption coefficient, and inversely related with well dimension. Hence it reduces
for higher well width.

Figure 3a and 3b exhibits the variation of absorption cross-section with incident
energy. Figure 3a shows the variation for different dispersion relations, whereas
Fig. 3b studied the same in presence and absence of electric field. It has been
observed that effect of field reduces cross-section. This is due to the fact that electric
field lowers the eigenstate of the device, and hence subband transition energy
reduces. This reduces the absorption cross-section. Similarly, band nonparabolicity

Fig. 2 Absorption cross-section with incident radiation for different well widths

Fig. 3 Absorption cross-section with incident radiation for (a) different dispersion relations; (b) in
presence and absence of electric field
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factor reduces eigenstate, more precisely it affects the higher quantum state. If
Kane-type nonparabolicity is considered, then computation already revealed that
eigenvalue is reduced compared to that calculated for parabolic band structure. The
change is more significant for higher energy values. Thus lowermost curve of
cross-section gets affected compared to the plots generated for lowermost transition
energy.

4 Conclusion

Oscillator strength and absorption cross-section of a double quantum well system is
analytically computed using the knowledge on eigenstates. Result suggests that
cross-section decreases with increasing well width, and it is more significant when
band nonparabolicity is considered for thicker well layer. Application of electric
field along the quantized direction reduces the cross-section. The same nature is
also exhibited for oscillator strength. Results are important for optoelectronic
application of the structure, more precisely for designing of quantum detector.
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Multi-slot Loaded Dual Band Compact
Half-Mode SIW Triangular Antenna

Soumen Banerjee, Sombuddha Chatterjee,
Sampoorna Das Mazumdar, Malay Gangopadhyaya
and Biswarup Rana

Abstract An equilateral triangular antenna resembling half-mode SIW structure
and operating at 5.28 GHz WLAN UNII-2 band resonating frequency is consid-
ered. The same antenna resonates at the first harmonic frequency of 9.57 GHz. The
antenna is made compact and designed to support dual-band operation with
insertion of inverted V-shaped slot and a horizontal rectangular slot. The new
antenna exhibits dual-band operation at the frequencies of 4.3 and 9.45 GHz.
A shift of 980 MHz for the fundamental frequency and 120 MHz for the first
harmonic is witnessed.

1 Introduction

A very promising state-of-the-art technology in manufacturing and designing modern
day sophisticated antenna is substrate integrated waveguide (SIW) technology. The
choice of SIW based antenna is obvious owing to its immense advantage over con-
ventional metallic waveguides. A typical SIW antenna bisected along the fictitious
quasi-magnetic wall keeping identical field distribution results in the formation of
Half-mode SIW (HMSIW) structure [1–8]. The authors have chosen a HMSIW
equilateral triangular antennaoperating at 5.28 GHz resonating frequency for theTE101

modewith itsfirst harmonic at 9.57 GHz for theTE202mode [5].An invertedV-shaped
slot and a horizontally placed rectangular slot are inserted on the antenna for
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miniaturization purpose. The position of the coaxial feed is optimized to achieve dual
band operation. The new antenna resonates at 4.3 GHz for its fundamental frequency
with its next highermode resonating at 9.45 GHz thereby exhibiting both compactness
as well as dual band operation. The antennas are designed on Arlon AD270 substrate
and ANSYS make HFSS v15.0 is used to simulate various antenna parameters.

2 Half Mode SIW Triangular Antenna

2.1 The Antenna Structure

Figure 1 depicts the schematic diagram of the coaxial feed based parent HMSIW
equilateral triangular antenna [5]. The overall dimension of the antenna is shown in
Table 1. The mathematical expression associated with resonant frequency in con-
nection to TEmnp mode of a rectangular SIW resonator is

f SIWmnp ¼ 1
2p

ffiffiffiffiffi
le

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mp
LSIWeff

 !2

þ np
h

� �2
þ pp

WSIW
eff

 !2
vuut

where, m = 1, 2, 3, …, n = 1, 2, 3, …, p = 1, 2, 3, …, substrate permeability
l ¼ loer and substrate permittivity e ¼ eoer. The SIW resonator thickness is h
while its equivalent length and width are expressed as

Fig. 1 Schematic diagram of
SIW based equilateral
triangular antenna

Table 1 Various dimensions
of parent antenna (in mm)

L W S h l1 l2 l3 l4
60 60 31.18 0.79 12 30 14.41 39.01
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LSIWeff ¼ LC � 1:08
d2

d1
þ 0:1

d2

LC
and WSIW

eff ¼ WC � 1:08
d2

d1
þ 0:1

d2

WC

where, the rectangular SIW resonator’s length and width being LC and WC, the via
diameter and the spacing between the vias being d and d1 respectively. The chosen
HMSIW antenna has equivalent length and width as

WHMSIW
eff ¼ WSIW

eff

2
þDW and LHMSIW

eff ¼ LSIWeff

2
þDW

where, the additional width ΔW is estimated using the formula

DW ¼ h 0:05þ 0:3
er
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The resonant frequency for the HMSIW antenna is estimated using the relation

f HMSIW
mnp ¼ 1

2p
ffiffiffiffiffi
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p
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Arlon AD270 substrate (tm) used in designing the antenna has thickness
h = 0.79 mm, dielectric constant (ɛr) = 2.7 and loss tangent (tan d) = 0.002. The
side length S = 31.18 mm while the overall dimension of the antenna is 60
(L) mm � 60 (W) mm � 0.79 mm. A series of metallic vias placed along the two
sides of the triangle makes the PEC wall while the surface devoid of it is PMC wall.
Vias are of diameter 1 mm with inter-separation distance of 1.5 mm. The antenna is
matched for exciting TE101 mode and the next higher TE202 mode. The optimized
position of the coaxial feed is 22 mm. The distribution of electric field for the two
different TE101 and TE202 modes are as shown in Fig. 2.

2.2 Simulated Results

At 5.28 GHz, the value of simulated S11 for the parent HMSIW antenna is −29 dB
and the same is −17 dB at the first harmonic frequency of 9.57 GHz, as shown in
Fig. 3. The simulated E plane and H plane radiation pattern of the antenna is shown
in Fig. 4. From the figure it is evident that the peak values of co-pol E and H plane
radiation are 5.7 and 5.1 dBi respectively, while the cross-polarization is about 30–
40 dBi lower than their respective co-polarization values.
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Fig. 2 Distribution of electric field for a TE101 mode. b TE202 mode for the parent antenna
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Fig. 3 Simulated return loss for a fundamental resonating frequency 5.28 GHz and, b first
harmonic frequency 9.57 GHz
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3 Dual Band Compact Antenna

3.1 The Configuration

The parent HMSIW triangular antenna is miniaturized by incorporating multi-slots
for dual band operation. Figure 5 depicts the new antenna with its various
dimensions shown in Table 2. The new antenna is loaded with an inverted
V-shaped slot and a rectangular slot in the middle thereby causing the excited
surface current to meander along its path which leads to enhancement of its
equivalent capacitance and inductance, finally causing reduction in resonating
frequency.

From the surface current distribution shown in Fig. 6, it is evident that the
former inverted V-shaped slot lowers the higher order TE202 mode, while the
lowering of the fundamental TE101 mode is caused by the presence of the rectan-
gular slot.
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Fig. 4 Simulated a E plane and b H plane radiation patterns for frequency 5.28 GHz

Fig. 5 Schematic diagram of
compact dual band antenna
with multi-slots
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Table 2 Various dimensions
of compact dual band antenna
(in mm)

g1 l5 l6 l7 w1 w2

17.75 13.77 11.52 18 4.71 5

Other parameters same as the parent antenna

Fig. 6 Surface current distribution for a fundamental frequency (4.3 GHz). b First harmonic
frequency (9.45 GHz)
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At 4.3 GHz, the simulated S11 for the slotted HMSIW antenna is −24.8 dB and
the same is −29.14 dB at 9.45 GHz as shown in Fig. 7 and the shift in resonating
frequency is shown in Fig. 8. The simulated E plane and H plane radiation pattern
of the antenna is shown in Figs. 9 and 10 for frequencies 4.3 and 9.45 GHz
respectively. From the figures it is evident that the peak values of co-pol E and H
plane radiation are 3.53 and 3.1 dBi respectively for the fundamental frequency of
4.3 GHz and 8.21 and 6.76 dBi respectively for the first harmonic frequency
9.45 GHz, while the cross-polarization is lowered to the extent of 30 dBi as
compared to the corresponding co-polarization values.
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Fig. 9 Simulated a E plane and b H plane radiation patterns for fundamental frequency 4.3 GHz
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4 Conclusion

From the HMSIW triangular antenna, resonating at 5.28 GHz for TE101 mode and
9.57 GHz for next higher TE202 mode, the new compact dual-band antenna has
been designed and proposed by the authors. The dual band antenna is found to
exhibit a shift in resonating frequency of 980 and 120 MHz for both the modes
respectively, with little degradation in its performance. Hence, arrays using such
antenna may be designed to achieve higher gain, required for specific applications.
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A Compact Half-Mode SIW Based
Semi-circular Antenna with X-Shaped Slot

Soumen Banerjee, Twinkle Mohanty, Sneha Das and Biswarup Rana

Abstract A half mode substrate integrated waveguide (HMSIW) based
semi-circular antenna is chosen which operates at 5.22 GHz within the IEEE
802.11a WLAN UNII-1 band. The same antenna is miniaturized by the inclusion of
x-shaped slot. The compact antenna is found to operate at the center frequency of
4.35 GHz thereby witnessing a shift of 870 MHz from 5.22 GHz.

1 Introduction

In context to development of antennas, substrate integrated waveguide (SIW) is a
state-of-the-art technology providing high quality performance with low-cost fab-
rication. It is observed to preserve the advantages of conventional waveguides while
simultaneously allowing mounting of one or more chip sets on the same substrate
referred as system-on-substrate (SoS). A variation of SIW known as HMSIW has
already been proposed and several such antennas have been implemented [1–11].
The authors have chosen a HMSIW semi-circular antenna operating at 5.22 GHz
[12] and have miniaturized the same by introducing an x-shaped slot near the
middle of the antenna. Metallic vias are placed all along the semi-circular edge
making it a PEC wall. The new compact antenna is found to operate at a shifted
frequency of 4.35 GHz thereby reflecting miniaturization. The antennas are
designed on Arlon AD270 substrate and its various parameters are obtained through
simulation using ANSYS make HFSS v15.0.
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2 Methodology

The HMSIW based semi-circular shaped antenna with slot based miniaturized
version is shown schematically in Fig. 1. The various dimensions of both the
antennas are reflected in Tables 1 and 2 respectively. Both the antennas have radius
r = 14.5 mm and they are fabricated using 0.79 mm thick Arlon AD 270 substrate
with an overall size of 60 mm � 60 mm. The vias occupying the PEC wall are of
1 mm diameter with centre-to-centre distance of 1.5 mm. After optimization, the
location of feed for the compact antenna is g = 5.6 mm and they excite the TM010

mode as shown in Fig. 2. The electric field distribution and surface current distri-
bution of HMSIW semi-circular antenna with slot are depicted in Fig. 3.

The optimized value of simulated return loss for the semi-circular antenna and
that for semi-circular antenna with slot are −25.5 and −20.2 dB respectively at the
corresponding centre frequencies of 5.22 and 4.35 GHz as shown in Fig. 4. The
radiation patterns of the antennas are plotted in Figs. 5 and 6. The simulated
E-plane and H-plane co-polarized gain for the semi-circular antenna are 6.5 and
5.3 dBi respectively. The same for the compact antenna obtained through simula-
tion are 3.7 and 2.3 dBi respectively. For both the antennas, the x-pol gain values
are 30–40 dBi below their respective co-pol values. Table 3 depicts the antenna
parameters for both the antennas.

(a) (b)

Fig. 1 Schematic diagram of a HMSIW semi-circular antenna and b HMSIW semi-circular
antenna with slot

Table 1 Dimensions of HMSIW semi-circular antenna (in mm)

L W r h l1 l2 g

60 60 14.5 0.79 39 15.52 10.5

Table 2 Dimensions of the compact antenna (in mm)

L W r h l1 l2 g p d

60 60 14.5 0.79 39 15.52 10.5 1 9.5
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Fig. 2 Electric field distribution for TM010 mode at 5.22 GHz for HMSIW semi-circular antenna

Fig. 3 a Electric field distribution. b Surface current distribution of HMSIW semi-circular
antenna with slot

-30

-20

-10

0

4.5 5 5.5 6

|S
11

| 
in

 d
B

Frequency (GHz)

-30

-20

-10

0

4 4.5 5

|S
11

| 
(d

B)

Frequency (GHz)

(a) (b)

Fig. 4 Simulated S11 parameter of a HMSIW semi-circular antenna and b HMSIW semi-circular
antenna with slot

-50
-40
-30
-20
-10

0
10

-180 -120 -60 0 60 120 180

Ga
in

 (d
Bi

)

Angle (degrees)

E co-pol simulated
E x-pol simulated

-50
-40
-30
-20
-10

0
10

-180 -120 -60 0 60 120 180

Ga
in

 (d
Bi

)

Angle (degrees)

H co-pol simulated

H x-pol simulated

(a) (b)

Fig. 5 Simulated a E-plane and b H-plane radiation pattern of the HMSIW semi-circular antenna
at 5.22 GHz

A Compact Half-Mode SIW Based Semi-circular Antenna … 451



3 Conclusion

The compact antenna exhibits high value of co-polarized gain and hence arrays
using such antennas may be constructed for attaining higher gain and directivity.
Moreover, such array antennas would require lesser space as they possess low value
of mutual coupling. It is thus expected that the research findings would be of
immense value to the researchers for further research activities in the same domain.
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Table 3 Comparison of antenna parameters of HMSIW semi-circular antenna and compact
antenna

Antenna parameters HMSIW semi-circular antenna Compact antenna

Resonating frequency 5.22 GHz 4.35 GHz

Return loss −25.5 dB −20.2 dB

Impedance bandwidth 5.19–5.25 GHz = 60 MHz 4.36–4.34 GHz = 20 MHz

E-plane co-pol gain 6.5 dBi 3.7 dBi

H-plane co-pol gain 5.3 dBi 2.3 dBi
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Topical Survey on Daylighting System

Divya Pandey, Rajeev Ranjan, Rishabh Raj, Anukriti Tyagi
and R. Navamathavan

Abstract Over ages science and technology has grown a lot. In day to day life new
inventions and discoveries are made. Science and technology has reached into
every sector of our life. From quite a few time there has been a need for the
introduction of new technology, utilizing daylight in building and to monitor their
performance for the benefit of those concerned with the building design practi-
tioners lighting engineers, builders, product manufacturers, building owners and
property managers. There are many different options and systems which serve many
different purposes. Henceforth it is difficult to find the apt product. The overview
and the description of the product help a lot to choose the desired daylighting
system for the given conditions. In the present work theoretical design of holo-
graphic optical element has been done to filter out ultraviolet and unwanted portion
of solar radiation and to allow only visible spectrum to enter inside the interior of
the room. Such system provides even distribution of sunlight within the interior of
the building which is hygienic and supportive to human health and activities as well
as to reduce energy demands. To redirect the uniform daylight diffracted by the
HOE into the remote interiors of a building, light pipes or optical fibres are quiet
promising. For cost effectiveness, Plastic Optical Fibres (POFs) are used as wave
guide for daylighting.
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1 Introduction

In this ever growing technological era, people prefer easier, quicker and cheaper
means to accomplish their endeavours without having concerns about the aftermath.
To meet out the demands of residential as well as commercial building in urban area
with growing population towering and crowded buildings are being constructed as a
result sunrays do not reach every nook and corner of the building. Using artificial
lights during daytime, which seems to be a trivial issue to moot, is in fact causing a
major energy drain and environmental break down.

The estimation of energy consumption due to electric lighting in buildings has
soared up to an appalling figure of approximately 40–50% of the total energy cost
[1]. Buildings employing efficient daylighting techniques have plummeted electric
lighting energy consumption by 50–80% [2]. Moreover, these light sources lack in
the distribution needed for complete biological functions. The three light sources
namely incandescent lamp, energy efficient fluorescent light and cool white
florescent lamp is widely used in daylighting system. Presently these lamp lack blue
portion of the spectrum which is very beneficial part for humans. Thus redirecting
the sun rays which contains all spectrum beneficial to human health becomes
necessary. Our prepared system regarding implementation of holographic optical
elements to redirect sun rays into the interior of a building is capable of redirecting
the entire spectrum of sun rays into interior of building [3].

In the sphere of physical sciences, daylighting points out to a system that
delivers, in a given space, well administered and occupant responsive lighting with
favourable environmental attribute and reasonable financial value. A given area is
said to be day lit when not only it is swamped with natural light as primary source
of illumination but also when it renders thermally and visually comfortable place
which also manifests outdoor views. Further, scientists at the Lighting Research
Centre (LRC), in Troy, N.Y. have reported the enhanced productivity and comfort
levels of daylight-exposed occupants. Also, it caters to the mental and visual
stimulation that tunes human circadian rhythms [4].

The obvious visual dividends of daylighting include its broad electromagnetic
spectrum with excellent colour rendering property. The non-visual benefits of
daylighting are too efficacious to ignore. This is particularly true in case of psy-
chological and physiological outcomes. Daylighting significantly scales down the
psychological sadness or Seasonal Affective Disorder (SAD) stimulated by the
artificial light [5]. Energy savings is one of the most crucial benefactors of day-
lighting. The benefits run the gamut from reduction of fossil fuel consumption,
reduction in greenhouse gas emission to the decreased heating and cooling load
from artificial light. Above all, it avoids double conversion of energy i.e. trans-
forming solar energy into electricity using PV cells and then into artificial light.
Daylighting can be successfully employed not only in residential and commercial
buildings but also in educational facilities, laboratories, workshops, healthcare
facilities, photo bioreactors etc.

456 D. Pandey et al.



This work focuses on daylighting solution with the help of optical fibres and
HOE’s. Daylighting can be vaguely split into three categories namely, visible light,
Ultra-Violet (UV) rays and Infra-Red (IR) waves. In our circumferential solar
radiation, ultraviolet (UV) accounts for 7% and infrared accounts for 46% of
radiation. However 46% of the solar radiation falls under visible range [6, 7]. IR
radiation of the solar spectrum is responsible for producing heat inside the interior
which is not suitable for hot climate. Further, prolonged exposure to solar UV
radiation may result in acute and chronic health effect on skin, eyes and immune
system. Therefore, visible light should reach the interior free from UV and IR to
avoid spatial heating and for protection of optical fibre.

1.1 Various Daylighting Systems

While considering a daylighting system for a building three important factors
should be considered are (i) solar shading, (ii) glare control and (iii) Redirecting the
sunlight inside the building [8–10].

Daylighting with shading and without shading are the two major classification of
daylight systems [11]. Both the categories are operational with direct and diffused
sunlight. Shading strategy consists of installing Louvers and blinds, light shelves,
turnable lamellas, lasercut panels are systems for direct sunlight application
whereas prismatic panels, anidoliczenithal opening, mirror elements, prisms and
venetian blinds for diffused skylight.

Daylighting without shading method is in cognate with the optical system modus
operandi. Zenith light guiding elements with holographic optical elements, fish
system, anidolic ceiling, light shelf comes under diffused light guiding system
whereas prismatic panels, laser cut panels, lighting guiding glass, HOE falls under
direct light guiding system. A holographic optical element is a new class of optics
that operates on the principal of diffraction. Conventional optical elements use their
shape to bend light but holographic recording materials changes the optical property
by variation of refractive index. Mostly conventional method of daylighting tech-
niques are bulky and require maintenance and adjustments for optimal performance
unlike HOE system, which usually have no moving part and require low
maintenance.

HOEs qualify to fulfill all the requirements which must be met by an ideal light
delivery system. A single HOE can be used to redirect the sunlight to the interior
part of a building and can also be used as solar shading and glare controlling device
[12–14].

Use of as holographic windows [14] for daylighting application in buildings is
quite attractive for last three decades. Holographic windows redirect sunlight from
the immediate window area into the rear of the room so as to illuminate the darker
regions with reduced glare. Main feature of HOEs are large optical apertures, light
weight, thin film geometry, and cost effectiveness. HOEs are wavelength selective
and hence they can also be made to operate over a narrow wavelength band.
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Further, holographic optical elements (HOE) are used advantageously as filters
[15–17] to filter out ultraviolet and unwanted portion of solar radiations while
remaining portions of useful solar radiation are made to diffract into interior of
buildings with reasonably good diffraction efficiency. From the architectural point
of view, HOEs have certain useful properties for light transmission and radiation
control.

Now in these days people are utilizing solar energy for daylighting application in
various means using HOEs [13, 14], fiber optics [5, 18] and others ways [19]. Each
technique has its own limitation. A comparative study has been given by Ullah and
Wang [20].

2 Theoretical Background

In order to analyze the spectral characteristics of volume phase transmission
holograms, we use the coupled-wave theory [21] which gives analytical equations
for the diffraction efficiency assuming refractive index variation to be sinusoidal.
When the wavelength of the reconstructing beam satisfies Bragg’s law the
diffraction efficiency is given by

g ¼
sin2 n2 þ t2

� �1
2

n o

1þ n2

t2

� � ð1Þ

where, parameters n and t are defined by the following relations

n ¼ d
2pn
k

d sin h & t ¼ pn1d
k cos h

ð2Þ

where n1 is the depth of refractive index modulation, d is the film thickness, n is the
average refractive index of the medium, k is the free space wave-length of the
reconstruction light beam and d is the angular deviation in radians with respect to
Bragg’s angle h.

Bragg’s angle h is related to the fringe spacing K recorded in the hologram
through the relation given by

sin h ¼ k
2nK

& cos h ¼ 1� k
2nK

� �2
( )1

2

ð3Þ

When the illumination is made at Bragg’s angle (i.e. d = 0) we have from (1)
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g ¼ sin2 v ð4Þ

g ¼ sin2
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k cos h
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Using (6) variation in diffraction efficiency (η) for a holocon with wavelength at
Bragg’s angle for different values of depth of refractive index modulations of
holocon recording has been plotted. While drawing the curves care has been taken
to ensure that criteria for thick phase transmission holographic lens are fulfilled for
which (6) holds good. A holographic lens is said to be thick if its Q parameter

Q ¼ 2p kd
nK2

� �
is greater or equal to 10 [22].

3 Experimental

3.1 Holographic Lens Recording and Reconstruction

Experimental setup for recording holographic lens is shown in Fig. 1. For present
work a holographic lens has been recorded on commercially available high reso-
lution silver halide plate PFG-01 (film thickness d = 8 lm and average refractive

Fig. 1 Schematic of the geometry for recording holographic lens
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index n = 1.61) using a He–Ne Laser (k = 0.6328 lm) of power 12 mW. The
recorded hologram is processed using standard procedure.

When recorded holographic lens is illuminated with white light, chromatic
dispersion will occur. Schematic of chromatic dispersion through hololens is shown
in Fig. 2 whereas experimental evidence is in Fig. 3.

4 Results

Theoretical curves for diffraction efficiency ‘η’ versus wavelength ‘k’ for holo-
grams of different fringe spacing K, depth of refractive index modulation ‘n1’ and
film thickness ‘d’ recorded in holographic film has been presented in Fig. 4. For the
curves of Fig. 4 designing parameters have been optimized such that diffraction
efficiency of these holograms is appreciable over visible region whereas diffraction
efficiency of these holograms is poor for ultraviolet region. Such holograms are
suitable for cold climate. Diffraction efficiency versus wavelength curves can be
optimized for IR region and are suitable for hot climate condition.

Fig. 2 Schematic of the
reconstruction setup of
holographic lens

Fig. 3 Photograph of the
Spectrum of white light
diffracted by a typical
holographic lens
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5 Application of Holographic Filter in Daylighting Using
Optical Fibre

Fibre optic cables by means of thin solid fibre transmits light with high efficiency by
total internal reflection. Apart from its ease of installation, absence of mirrors at
bends and uniform illumination throughout, fibre optics shows incomparable colour
rending property. What makes optical fibre a strong contestant in daylighting sys-
tems is its controllability and ease of application. Apart from this, it also gains
control over glare, heat gain and consistency issues that besets the conventional
daylighting designs. Additionally, it steers sunlight quite deep into buildings without
altering space layout or introducing complications like heat gain, glare, disruption of
the intensity and variability in lighting, duration of exposure to light etc., which
generally leads to fatigue, mood shifts such as Seasonal Affective Disorder.

Silica has a very good light transmission, but it is expensive, especially for
bundle production and quartz fibres are fragile and rigid. Glass fibres have light
attenuation higher than silica fibres, but they are considerably cheaper and more
flexible.

Generally Plastic Optical Fibre are used as fibre bundles as they have
low-bending radii, high levels of flexibility, low cost, higher strength and better
acceptability for complex wiring in buildings [23]. A light guide material,
Polymethylmethacrylate polymer, is employed in POF [24, 25]. It has good light
transmission properties, especially for white lights.

An ideal daylighting system should cut down all sorts of spatial heating causes.
One of them is exposure by UV and IR waves. Another reason to filter out IR waves
is their prolong exposure to POFs can drastically deteriorate the performance of

Fig. 4 Variation of diffraction efficiency with wavelength for different values of depth of
refractive index modulation (n1) at fixed value of

V
= 0.51 µm, n = 1.61 and d = 16 µm
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plastic fibre. Hence suitable filtering should be employed so that the fibre is
unaffected by UV and IR radiations. In this work, we have proposed the use of HOE
filter to do the required task [26, 27].

Furthermore, the light collected by HOE has to be concentrated to pass through
the aperture made up of fibre ends.

6 Discussion and Conclusion

Present investigation reveals that properly designed HOEs fulfils all the necessary
conditions regarding redirection of solar radiation into the interior of a building so
as to ensure cost effectiveness daylighting supportive to human health. Further
designing parameters of daylighting holograms can be optimized to filter out
unwanted portion of solar radiation depending upon the requirement of hot or cold
climate condition thereby minimizing the cost of cooling or heating the interior of a
building. Such filters may advantageously be implemented to optical fibres used to
redirect the filtered solar radiation to the remote interior of a building.
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Performance Modifications of a Dielectric
Ring Resonator Loaded Monopole Using
a Composite Frequency Selective Surface

Rudraishwarya Banerjee, Biswarup Rana and Susanta Kumar Parui

Abstract Here, a simple frequency selective surface (FSS) is intuitively designed,
and two such FSS are placed at right angle with each other, with a small prede-
termined air gap between them, to form a composite FSS structure, and a conical
dielectric ring resonator (DRR) loaded monopole antenna is placed in between the
two FSS. The DRR loaded monopole offers wide impedance bandwidth from 6 to
20 GHz, with a peak gain of 4 dBi. This composite FSS causes rejection of fre-
quency band of nearly 2 GHz from anywhere in between 6 and 20 GHz, the
wavelength of the center frequency of the rejected band being proportional to the
dimension of the FSS and distance of the composite FSS from the antenna. Hence
the composite FSS shows bandstop character, whereas it also causes 6–7 dB gain
enhancement in its passband. The FSS structure is non complex, cost effective, and
easy to fabricate.

1 Introduction

Frequency selective surfaces (FSSs) are planer periodic metallic structures etched
on dielectric substrate, and it has found its various applications in the performance
modification and enhancement of different antennas. FSS can be used to control the
transmission and/or reflection of an incident electromagnetic (EM) wave and hence
shows bandpass or bandstop characteristics [1]. Recently, FSSs with multiple
independent transmission bands are required for various applications, and hence
several approaches are explored by the researchers to present multi-band trans-
missions such as use of multiple layers [2], concentric square loops [3], anchor
shaped geometries [4], lumped element resonators [5], and so on. On the other
hand, dielectric resonator antenna (DRA) has attracted significant attention due to
its various advantageous properties, and different shapes of dielectric ring resonator
loaded monopole antenna has been already studied [6–8].
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Here, two simple FSS are kept at right angle with each other, to form a com-
posite FSS, and a small air gap is introduced between the two FSS. An ultra wide
band (UWB) conical shaped dielectric ring resonator (DRR) loaded monopole
antenna is placed at a predetermined distance from the composite FSS. It is
observed that the FSS behaves like a bandstop filter, the wavelength of its stop band
being directly proportional to its dimension, and distance from the antenna. On the
other hand, it enhances the gain by nearly 6 dB in its passband. The bandstop
characteristic of the composite FSS is verified through parametric study. The most
interesting part of the work is the use of FSS along with UWB DRR loaded
monopole, which is proposed here for the first time, as far our knowledge.

2 Antenna Configuration

The dimension and the top view of the small conical piece of dielectric resonator,
that has been used to design the DRR is shown in Fig. 1a, b, where H = 6 mm, and
rU = 2.5 mm and rL = 7.5 mm. Figure 1c shows the cross sectional view of the
conical DRR loaded monopole antenna, where a = 2 mm and p = 11 mm.
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Metal mesh 

L/2 

L/2 
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rL 
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(d)
(e)
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(c)

Fig. 1 a Cross-sectional view of the conical DRA. b Top view of the conical DRA. c Cross
sectional view of the DRR loaded monopole. d Structure of the single FSS. e Top view of the
proposed configuration (DRR loaded monopole with two FSS placed at right angle to each other)
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The dimension of the FSS is proportional to the wavelength of the rejected
frequency band. The geometry of the proposed FSS is shown in Fig. 1d, where it is
observed that the FSS has square cross section with a simple metallic mesh
designed on a Arlon (e = 2.7) substrate. ‘L’ indicates the length of the FSS, and ‘d’
and ‘s’, which characterize an unit cell of the FSS, are kept 5 and 1 mm respec-
tively. Here, the FSS for a particular frequency 10 GHz, for which L = 30 mm, is
shown in the figure.

The top view of the proposed configuration is given in Fig. 1e, where it is seen
that two similar FSS are kept at right angle to each other, with a small gap
‘g’ = 1 mm between them at one corner of the ground plane. The distance between
the antenna and each of the FSS is kept L/2. The rejected frequency band is a
function of L. The diagram is given for L = 30 mm. Two FSS, kept at right angle to
each other with a small predetermined gap of 1 mm between them, forms a com-
posite FSS structure.

3 Simulation Results for Optimum Design Parameters

Initially in Fig. 2, the return loss characteristics of the only UWB DRR loaded
monopole is shown. Then in Fig. 3 the S11 parameter of proposed configuration is
studied for different values of L, and the observation is presented in a tabular form
below in Table 1.

Hence, it is evident that the composite FSS shows bandstop behaviour, where
the dimension ‘L’ is equal to the wavelength of the center frequency of the rejected
frequency band.

Taking L = 30 mm, the radiation pattern in the X-Z plane of the proposed
configuration and the standalone UWB antenna is compared at 6 and 16.3 GHz,
and shown in Figs. 4 and 5. It is clearly seen that the peak gain of the UWB antenna
is nearly 3.5 dBi at both 6 GHz and 16.3 GHz, whereas, after using the composite
FSS, the radiation pattern become directive due to reflection from the composite
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FSS and the peak gain increases to 8 dBi at 6 GHz and 11 dBi at 16.3 GHz at
nearly −55°. Thus the use of the composite FSS causes nearly 5–7 dB gain
enhancement.
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(dB) and of the proposed
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Table 1 Stop bands for different frequencies

Calculated frequency (GHz) and
wavelength

L in terms of wavelength
(mm)

Stop band obtained in
GHz

10 GHz, k = 30 mm L = k = 30 10 GHz (8–12 GHz)

12 GHz, k = 25 mm L = k = 25 11.9 GHz (10–
14.5 GHz)

7.5 GHz, k = 40 mm L = k = 40 8 GHz (up to 10 GHz)
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Fig. 4 Comparison of the
simulated radiation pattern in
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4 Conclusion

It is evident that the proposed composite FSS, though quite simple in structure, but
successful to eliminate any frequency band of 2 GHz from 6 to 20 GHz which is
covered by this DRR loaded monopole, depending on the dimension of the FSS and
distance of the composite FSS from the antenna, along with significant gain
enhancement in its passband. But, there are various parameters that control the
performance modification of the antenna which need detailed study and analysis.
All the theoretical details will be revealed in near future and fabrication and
experiment will be done to validate this concept. Moreover, the role of the gap in
between the two FSS is to be investigated with greater attention.

Acknowledgements Authors like to thank IIEST, Shibpur and UGC, Govt. of India, for pro-
viding financial support.
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Part XII
Cryptography, Micro-Electronics and

VLSI



Chaotic Elements—A Novel Physical
Cryptographic Primitive for Document
Authentication

Sajan Ambadiyil and V.P. Mahadevan Pillai

Abstract Today’s digital revolution has also made the flexibility to produce the
forged document very easily. It is possible to secure the valuable document by
adding a combination of several materials based security features like substrate,
design, print and ink based features. However, any manufactured material based
feature is susceptible for imitation. With the advent of sophisticated technological
progress, fraudsters require only the time to copy these features. Hence, to avoid all
such counterfeiting threats, it is better to utilise unpredictable, disordered, latent or
microscopic intrinsic unclonable elements, having confusing nature and are formed
from a totally random process independent from human intervention. In the absence
of a general term, this element can be termed as “CHAOTIC ELEMENTS” and this
paper introduces a novel promising technology based on these chaotic elements.
This shall address all the existing challenges in the conventional as well as con-
temporary security technologies for valuable documents without incurring
extraordinary high costs. The natural disorder and entropy of the chaotic elements
can be taken as cryptographic protocols and primitives for authentication whose
security does not rest on the usual unproven number-theoretic assumptions

1 Introduction

Identification, authentication, and integrity checking are important tasks for
ensuring the security and protection of valuable documents [1]. Earlier itself,
several sophisticated security features like the watermark, intaglio printing, security
fibres and window thread were introduced into the realm of document security.
Until the emergence of the colour copier, most of the security features were based
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on Optically Invariable Devices (OIDs). As the Optically Invariable Devices are
independent of the angle of illumination and observation, such devices could
become easily copiable by the advanced colour copiers and other four colour
reproduction systems. In order to overcome this, various optically variable devices
(OVDs) such as colour changing inks, holograms and kinegrams are developed
contemporaneously. In general, these devices (OVDs) are unattainable by any of
the advanced colour copy or four colour reproduction systems. OVD features are
reported to be the most advanced security features which are gaining more and
more popularity today. This is because; a defining feature of OVDs is that their
appearance in terms of colour and imagery is strongly angular dependent. Though
the technology is developed day by day and the capabilities of the image processing
tools and mechanised systems are enhancing, keeping valuable documents secure is
a constant challenge. Nevertheless, instead of eschewing the paper/plastic docu-
ment; applying effective security methodologies to the same are the feasible solu-
tions. Combination sophisticated methods based on substrate, design, print and ink
which is too expensive or not accessible for counterfeiters provides high security.
However, any manufactured material based feature is susceptible for imitation due
to technological progress. Fraudsters require only the time to copy these features.
Also, if the material itself is available to the fraudulent individuals, such features
will not be useful to protect the document. To deter all such counterfeiting threats,
this investigation identified an unpredictable, disordered, latent or microscopic
intrinsic unclonable elements named as CHAOTIC ELEMENTS from the base
material itself and utilized the same to create a Unique ID, to authenticate the
valuable document.

2 Chaotic Elements

A chaotic element on security document means the physical elements which are
having completely unordered and unpredictable and confusing nature and are
formed from a totally random process independent from human intervention.
Generally, chaotic elements on security document have physical unclonable nature.

Physical systems with some randomness, which are produced by an uncontrolled
process, are good candidates for chaotic elements on the security document. It is
hard to produce an exact copy of the chaotic elements on security document
because of the randomness [2]. Physical unclonability is generated from the com-
plex unpredictable intrinsic properties and is always unique even when made in the
same way. The contemporary technologies used non-reproducible unique biological
traits included in fingerprints, face, hand, iris, DNA etc. for person’s identification.
These unique elements, which derive the randomness, can also be considered as in
the category of chaotic elements in the living objects. In the non-living objects like
paper and plastic, traits of paper fibres, security fibres, and surface texture can be
taken as the chaotic elements which are also disordered, unique, inherent, and
hard-to-forge characters in the physical objects. It is not possible to fabricate
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another object with the same traits with the chaotic elements, even if the exact
structure of the original one is known. Macroscopic chaotic elements having
physical unclonable nature can create security features with an advantage of it
requires only minimal added cost to incorporate, it is recognizable and it does not
require specialized tools for authentication. Chaotic elements can be used as one of
the primitive as a physical source of randomness either to generate cryptographic
keys or to make the element for authentication. It is better to take the chaotic
elements as information to be encrypted rather generates a key for authentication of
the valuable document. The technology devised from this chaotic element is named
as Chaotic Element Technology (CET). This technology comprises of three func-
tionalities such as Extraction of chaotic elements, Encryption as a digital signature
and Integration to the valuable documents. In this study, the security optical fibre in
the banknote is considered as a chaotic element, as these fibres are implanted into
the banknote in a random manner. The spatial distribution of security fibre gen-
erating varying spacing, angle, depth and fibre colour and it forms a banknote
unique having physical unclonable nature. In the encryption and decryption stage,
Public key encryption [3, 4] algorithms are used to validate the owner of the
document. A unique ID is extracted here from the ‘fingerprint’ generated by the
chaotic element after secure encryption. In the Integration process, the unique ID
generated is converted into QR code and printed on the valuable document as well
as store in the database for verification and secure track and trace.

3 Experimental Demonstartion

3.1 Extraction of Chaotic Element

In Indian banknote, dual coloured optical fibres having fluorescent properties are
used as the second level security feature which is invisible under normal light. This
is visible only under UV light. Figure 1a shows a banknote under the UV light
having 366 nm wavelengths. The first step in the chaotic element technology for
authentication is to extract the security optical fibres pattern from the banknote.
Before extracting the pattern, a Region of Interest (ROI) has to be applied and only
the security optical fibre patterns inside this ROI is extracted. Here the rectangular
region in white watermark portion of the banknote as shown in Fig. 1b has been
selected as the ROI.

As the security optical fibres have a prominent greenish colour due to fluores-
cence under the UV image, colour detection algorithm using MATLAB can be used
[5] to extract the security optical fibres pattern from the image. Here the colour
bands are separated out from the ROI of the input UV image into 3 separate arrays,
one for each colour component of the three basic colours Red, Green and Blue.
Then the image histogram of the three colour bands is plotted as shown in the
Fig. 1c for thresholding. Here a threshold is set such that the Red and Blue bands
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are masked and only the green portions remain. Now the green portions of the
image which are the security fibre pattern are extracted is used to generate a
numerical value in the form of a corresponding matrix array [6]. Here the numerical
value is taken from variable parameters such as area of each security optical fibers;
X-Y coordinates of the security optical fibers, total number of security optical
fibers, and shape of the security optical fibers along with value of the banknote,
serial number and year of printing.

3.2 Encryption as Unique ID

The corresponding matrix array is then encrypted as a digital signature using an
RSA cryptoservice provider. During encryption, privet key of the document issuing
authority is used to generate a ciphertext whereas the public key is used to decrypt
the ciphertext, which is available on the open platform. This cipher text is then
encoded into QR code using QR code generation software. This QR code as a
Unique ID can be easily integrated into the security documents. Flow chart for the
process of UID generation is shown in Fig. 2a.

Fig. 1 a Banknote under UV light. b ROI selected in the banknote. c Histogram of the 3 color
bands
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3.3 Integration of Unique ID to the Document

In the banknote production, the major steps included are security paper production,
printing and cutting and finishing the banknote [7]. During the paper preparation,
the security fibres are put inside the paper not in a scalable manner; their distri-
bution, position and number are absolutely random. Then the banknote paper is
distributed several high-security printing works. After this, the numbering stage
comes to incorporate the serial numbers on the banknote. Finally cutting and fin-
ishing such the final inspection and quality checking makes the banknote ready for
circulation. In order to generate and embedded the Unique ID into the bank note,
the image capturing and processing devices can be integrated in between the final

Fig. 2 Flowchart of the a UID generation b Integration and c verification process
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printing and numbering stages. Then, in synchronisation with serial numbering
device, the variable data printing device can print the Unique ID on the banknote.
The flow chart for the integration process is shown in Fig. 2b.

3.4 Verification of the Document

During the verification, the authenticity of the banknote is tested. The input to the
verification system is the QR code embedded banknote. First, the QR code alone is
taken and decoded to get the numerical value. Then, from the same banknote, the
numerical value of the corresponding chaotic element is again extracted as
explained in the Sect. 3.1. Both information is then correlated and compared. If
they are matching then the banknote is genuine and is fake otherwise. The flow
chart for the verification process is shown in Fig. 2c.

4 Experimental Validation

In order to analyse the proposed system, several banknotes were tested. The pro-
posed system was tested in both ideal and non-ideal conditions as follows. In the
case of ideal conditions, untampered brand new banknotes were tested. As there
were no constraints in extracting the fibre pattern, the proposed system works well
in ideal conditions. In order to study the effect of non- ideal conditions, the ban-
knote was tampered in different ways such as (a) ageing, (b) crumpling and
(c) soaking in water etc. Banknotes kept in the storage closet for 4 years were used
to study the effect of ageing. Ageing does not affect the fibre patterns that are
embedded in the paper material. So, extraction of fibre material was still easily
possible and hence the ID generated was unique even after ageing for 4 years. Also,
Banknotes were crumpled thoroughly to study its effect. Crumpling only affects the
surface characteristics of the paper and it will not affect the fibres embedded
internally in the paper. Though the extraction of the security fibre features was
possible even after crumpling of the paper, minor variation in (X, Y) coordinates
has been observed. Even though, reliable authentication of the banknote is possible
even after crumpling of the paper. Further, the banknote was submerged in water to
study the effect of soaking with water. After drying the banknote, it was kept under
UV light and the image obtained. It is observed that the fibre pattern is not affected
even after soaking in water. Hence, reliable authentication of the banknote is also
possible even after soaking in water.

The parameters such as (a) False Acceptance Rate (FAR), (b) True Acceptance
Rate (TAR), (c) False Rejection Rate (FRR) and True Rejection Rate (TRR) [8] are
also found out to appraise the performance of the proposed system.

In order to ascertain the False Acceptance Rate (FAR), ten different banknotes
were taken. FAR is the ratio of the number of times the systems wrongly states a
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successful match between two different banknotes, to the total number of ban-
knotes. The procedure was repeated for all the ten different banknotes. Ideally,
False Acceptance Rate (FAR) of the system must be zero. False Acceptance Rate
(FAR) of the current system is shown in Fig. 3a and it is observed that that the
value of FAR is close to zero. In order to calculate True Acceptance Rate (TAR),
ten UV images of the same banknotes were taken. True Acceptance Rate (TAR) is
the ratio of the number of times the system properly states a successful match
between the same banknotes, to the total number of banknotes. The procedure was
repeated for all the ten banknotes to find the True Acceptance Rate (TAR). Ideally,
True Acceptance Rate (TAR) must be 100%. True Acceptance Rate (TAR) of the
current system is shown in Fig. 3b and it is observed that the value of True
Acceptance Rate (TAR) is close to 100%. In order to ascertain False Rejection Rate
(FRR), again ten different images of the same banknotes were taken. FRR is the
ratio of, the number of times the systems wrongly states the difference between
same banknotes, to the total number of banknotes. The above procedure was
repeated for all the ten banknotes. Ideally, it should be zero. False Rejection Rate
(FRR) of the current system is shown in Fig. 3c and it is observed that that the
values of False Rejection Rate (FRR) is very low and close to zero.In order to
obtain the True Rejection Rate (TRR), ten different banknotes were again taken.
TRR is the ratio of, the number of times the system properly states the difference
between two different banknotes, to the total number of banknotes. The procedure
was then repeated for all ten different banknotes. Ideally True Rejection rate
(TRR) must be 100%. True Rejection Rate (TRR), of the current system is shown in
Fig. 3d and it is observed that that the value of True Rejection Rate (TRR) is very
high and close to 100%.

Fig. 3 Analysis of a FAR. b TAR. c FRR. d TRR
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5 Conclusion

A novel cost effective chaotic element technology is introduced in this paper, which
explore intrinsic characteristics of the object to prevent counterfeiting and secure
track and trace of the object. The natural disorder and entropy of the chaotic
elements can also be cryptographic protocols and primitives for authentication
whose security does not rest on the usual unproven number-theoretic assumptions.
In this investigation, it has been identified such chaotic elements for banknote,
extracted the information and utilized the same to create a unique ID in the form of
QR code, to authenticate the banknote. Here the randomly distributed security fibers
in the banknote are taken as chaotic element for generating the unique ID. The
system was analyzed in ideal and non-ideal conditions. The system performs well in
both the cases. Apart from security, such unique ID can facilitate automation,
secure track and trace, effective maintenance of inventory at various levels;
knowledge based identification and added protection. This technology can also be
integrated with the smart phone which enables the public for easy and automated
verification of banknote.
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Analytical Modelling of Hybrid
CMOS SET Rijndael Cryptography

J. Gope, S. Chowdhury, S. Chakraborty and S. Bhadra

Abstract Hybrid CMOS-SET has come up as a promising candidate for next
generation ultra small, digitized, low power consuming and high speed Nano device
to replace the conventional CMOS electronics. Researchers since last decade
exhibitedtheir skill to develop Hybrid CMOS-SET based Nano ICs. Also con-
temporary research aims to incorporate the same Nano ICs in consumer electronics,
health diagnostic systems as well as in cyber security. Few attempts have been
made so far to fabricate nm ICs for ultra modern cyber security systems. CMOS
made Rijndael cryptographic hardware is ubiquitous today, because of its excellent
encryption standard. In order to model the hardware in nm region the authors here
report an empirical study to implement hybrid CMOS-SET based Rijndael IC. The
proposed architecture is a nm ASIC which resembles high speed during encryption
beside other novelties.

1 Introduction

Post CMOS era envisaged the resurgence of numerous nano scale devices. Amid
which quantum electronics plays a pivotal role in optimizing new principle of
operation of molecular scale electronics. But owing to its typical material and
process related limitations quantum electronics suffered serious setback. The
technological shift then tends towards a new device principle where freedom of
electronics was of utmost credibility. This is known as Single Electron Technology
(SET) [1]. Single electronics is a fascinating technology which involves greater
figure of merit deliberated from high integrating density, low power
consume-ability, high processing speed, simplicity, straight forwardness, robustness
and of course the potentiality to uphold one bit of information using few electrons
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or a single electron. Besides, the fragility of single electronics is that the fabrication
can not be obtained at room temperature operation maneuver and also it posses
random background charge problem, low gain, high output impedance. This feared
the Scientist that might SET alone could not replace CMOS in future VLSI/ULSI
circuit design.

On the other hand CMOS is well studied since the 70s and thus a vibrant
technological enhancement is omnipresent. This methodically aids a device engi-
neer in prolific CMOS based logical designing. CMOS intrinsically foster high
gain; can be operated within room temperature, does not propagate any background
charge and also the speed power product lies in proximity to the Heisenberg’s
principle. The cosmic effects are quite relevant. Combining the goodliness of
CMOS and SET, Scientist introduced a co-integrated model that diminishes the
flaw of both CMOS and SET and thus Hybrid CMOS SET [2] was conceptualized.
Presently Hybrid CMOS SET made novel architecture mimic the Boolean logic and
categorically several Hybrid CMOS SET made logic realizations are reported [3].

On the other hand the role of internet is ubiquitous in today’s era. This has
augmented the electronic financial transfer system manifold. Subsequently to
maintain the internet security cryptography is utmost essential. It is the technique of
sending and receiving data in a concealed form so that only the specific receiver can
read and process it. It facilitates inbound security to the every concerned even. It
also maintains data integrity, confidentiality and authentication. In this regard all
over the world, different algorithms were made available in cryptography. In 1997,
the National Institute of Standards and Technology (NIST) initiated a programme to
select a suitable algorithm on cryptography and in 1998, NIST announced the
acceptance of 15 algorithms and after that they selected 5 as finalist. Among them
Rijndael Algorithm which was designed by Joan Deemen and Vincent Rijmen, was
unanimously accepted as Advanced Encryption Standard (AES) [4] in 2000. AES
selects this model depending upon a number of properties such as performance,
efficiency, security, flexibility and easy to implement. Additionally, this model was
simulated using VHDL since its very inception. Overall this algorithm offers
excellent key set up time and well key agility and also requires less memory. Owing
to its unmatched advantages, authors opted to design Hybrid CMOS SET based
Rijndael model.

Basically, the author here tends to incorporate Hybrid CMOS SET in a new
paradigm of cyber security based cryptographic hardware realization and hence-
forth submit this ephemeral architecture of Hybrid CMOS SET Rijndael circuit.

2 Modelling of Rijndael Algorithm

Rijndael algorithm is unputdownable in cryptography due to some of its features
like simple design technique, good speed, withstand against hacking and code
compactness. For exquisite performance the algorithm uses different input block
lengths like 128, 192 and 256 bits. Additionally the algorithm employs different
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key length and different number of rounds depending upon its block length as
enunciated in the Table 1.

The entire encryption process is done subsequently in four steps [5, 6]. It ini-
tiates with ‘Add Around Keys’. In this operation simple XOR function is applied
between the ‘State’ and the ‘Round Key’. The Round Key is derived from the
‘Cipher Key’ by Key Scheduling Technique. Besides ‘State’ is a simplistic but
straight forward array of bytes having four rows and the number of column is equal
to the block length divided by 32 intervals. The state and Round Key have the same
size for this purpose. Consequently a new state is obtained following the operation

S(i; j) ¼ S(i; j) K(i; j) ð1Þ

where S is the state and K is the Round Key.
This is followed by Sub Byte Transformation. Thus it is a non linear bit wise

substitution of each state bit in independent arbitration. Rijndael algorithm offers
only one Substitution Table defined as S-box. The designing process of S-box is
such that it can prevail over attack.

Last but not least is Shift Row Transformation. Here the rows of the state are
cyclically shifted by different offsets which are dependent on the block length ‘Nb’
and depicted in Table 2.

It is further continued using Mix Column Transformation.It is done by operating
over different columns. In mix column transformation the columns of the current
state are considered as polynomials of Galois Field (28). It is multiplied by modulo
x4 + 1 with a fixed polynomial

C(x) ¼ ½03�x3þ 01½ �x2þ 01½ �xþ 02½ � ð2Þ

The decryption process is done by the reverse of encryption process i.e. Inverse
Sub Byte, Inverse Shift Row Transformation, and Inverse Mix Column
Transformation. Noticeably the Add Around Key operation is same as it perform
the XOR operation, but the positions are reversed.

Table 1 Mapping of block
length, key length and no. of
rounds

Block length (bits) Key length No. of rounds

128 4 10

196 6 12

256 8 14

Table 2 Offset value of row shifting

Block
length

Shift of row 1 Shift of row 2
(byte)

Shift of row 3
(byte)

Shift of row 3
(byte)

4 No change 1 2 3

6 No change 1 2 3

8 No change 1 3 4
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Different types of hardware implementation has already made by different
Researchers so far. CMOS based Rijndael Model [7] plays a great role in this area.
But CMOSs face adverse effects from low power density, sub 10 nm physical
limitations like problems. Then Jayanta and Prakash [8] attempted SET based
Rijandael circuit. But it was a hypothetical approach only and also SET suffers from
low current drive, background charge effect, lack of room temperature operable
technology like troubles. So authors here have tried to make a Hybrid CMOS SET
based Rijndael Model which compensates the drawbacks of CMOS and SET
internally.

3 Hybrid CMOS Set Macromodelling of Rijndael
Cryptography Technique

The authors adhered to PARTSIM simulator as the macro model of hybrid
CMOS SET comprises of typical node applications. The node to node analysis is
imperative for obtaining transient response and also it includes all the virtues of co
tunneling phenomena within a Hybrid CMOS SET model. The versatility of
PARTSIM is robustness, simplicity, easiness and above all it takes less computa-
tional time compared to other existing simulators.

Mohammad Reza Karimian et al., initiated the first macro modeling consisting of
Quantizer to reinforce the SET tunneling phenomena [9]. Figure 1 depicts the
proposed macro-model of the basic Hybrid CMOS SET inverter circuit using
PARTSIM.

Fig. 1 Proposed
macro-model of the basic
Hybrid CMOS SET inverter
circuit using PARTSIM
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The Hybrid CMOS SET Affine Transformation module of Rijndael
Cryptography Technique is demonstrated in Fig. 2, and the Inverse Affine
Transformation module is followed next in Fig. 3 and subsequently both are sim-
ulated using PARTSIM.

Fig. 2 The Hybrid CMOS SET Affine Transformation module
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Fig. 3 The Hybrid CMOS SET Inverse Affine Transformation module
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4 Conclusion

Simulation of both the structures reveal that the merits of Hybrid CMOS-SET
modelling is finest and also high speed electron tunneling is omnipresent in both
CMOS and SET part. It is a comprehensive ASIC designing of Rijandael
Cryptography. The intrinsic Coulomb Blockade effect is controlled via exchange of
regulated flow of electron supply from input Vgs. It is the ultimate form of device
research where the authors can manipulate the flow of electrons. Empirical study
aptly insights the goodliness of Hybrid CMOS SET compared to conventional
CMOS. The offerings are limited to requirement of less number of gates compared to
conventional CMOS Rijandael technique. As the number of gates are less so the
propagation delay is also lessened which offers high speed. The integration density is
also high and owing such high integrating density the circuit becomes non volatile.
Furthermore, the typical aspirations of Rijandael is enunciated by true means. Thus
the authors advocate for more Hybrid CMOS SET modellings in cryptography in
near future.
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Audio File Digitization and Encryption
Using ASCII Conversion

Soumen Das and Debasree Sarkar

Abstract Audio File encryption is an advance encryption technique in real world. It
is basically a technique of hybridization, combination of transformation and cryp-
tography. To send message securely inside noisy channel through insecure internet,
cryptography plays a most crucial and vital role for encryption. In this paper initially
we are trying to encode and decode a .wav file, then compare both the file before
encoding and after decoding that they sound technically similar or not.

1 Introduction

Encryption of .wav file is one of the challenging issue in the field of network
security. Through noisy channel it is very much difficult to send such kind of file.
With the help of transformation firstly we convert the file into digital format that
means analog to digital conversion [1] can take place, to do so we use pulse code
modulation technique. To get back the original sound in terms of .wav file apply
pulse code demodulation technique. At the last we compare both the files that they
sound similar or not. But there is a scope to encrypt the encoded combination of
zero, one in 8 bit ASCII character then shuffling then to produce more encrypted
form. To do this project we use MATLAB 2014(a).

2 Methodology

See Fig. 1.
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3 PCM Encoding and Decoding Process

Pulse code modulation (PCM) [2] is basically a 3 steps process for analog to digital
conversion which includes sampling [3], quantization [3], and encoding. In this
paper we use PCM modulation and PCM demodulation technique for encrypting
and decrypting a .wav file in terms of combination of zeros, ones and reveres
respectively.

3.1 Sampling

In case of sampling [4], the .wav file (continuous time and continuous amplitude)
can be converted into discrete time continuous amplitude which is the next input to
the quantization process. In practically it is impossible to digitize the .wav file
which has infinite number of sample points. So we have to sample the continuous
time into discrete time with time interval T.

Fs ¼ 1
T
Samples per second HZÞ ð1Þ

where sampling interval is T and the sampling frequency is Fs.
To avoid aliasing must satisfy nyquist interval rate where Fs � 2Fmax.

Fig. 1 Flow chart of proposed method
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3.2 Quantization

Using quantization [5] we convert the discrete time continuous amplitude signal
(output after sampling) into discrete time and discrete amplitude signal. To do so we
have to perform the following

D ¼ xmax� xmin
L

ð2Þ

L ¼ 2^m ð3Þ

i ¼ round ðx � xmin
D

Þ ð4Þ

Xq ¼ xmin þ iD; for i ¼ 0; 1. . .L� 1 ð5Þ

where the maximum value is xmax and minimum value is xmin of the analog input
signal x. L denotes the number of quantization levels [6]. m is the number of bits
used in analog to digital conversion (ADC). Here step size the of the quantizer or
the ADC resolution is delta denoted by the symbol Δ. Quantization level is denoted
by Xq, and index i is corresponding to the binary code.

3.3 Encoding

After getting the discrete time and discrete amplitude values produced by quanti-
zation process converted into combination of zero and ones row vector which will
produce the encoded signal.

3.4 Decoding

To decode the encoded combination of zero one we apply the reverse procedure
that means initially convert the binary data to decimal data. Then we regain the
quantized value by which the demodulated .wav file can re generate.

4 Encryption and Decryption [7]

For encrypting the zero one matrix convert into m � (n = 8 bit) matrix where m is
the number of rows and n is the number of column [8]. So after getting the matrix
with 8 bit in each row we can easily convert it in their corresponding extended 8 bit
ASCII, one row at a time (Figs. 2 and 3).
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Fig. 2 16 bit to 8 bit data in each row conversation then ASCII values

Fig. 3 Encryted form of .wav file

For decrypting the message we can apply the reverse procedure that means
convert ASCII to m � (n = 8 bit) matrix, then again covert it to its original size
matrix m � n. Then to regain the original .wav file we again have to transfer the
matrix m � n into serial row vector (Fig. 4).

After getting the serial data given by rowvector then converted into its decimal form
to get back the quantized values which will reproduce the demodulated .wav signal.
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5 Result

In our proposed method initially we listen the original .wav file, then using PCM it
convertes into its binary combination of zeros and ones and then encrypts. To
reform the .wav file we apply the reverse procedure then again we recheck the

Fig. 4 Row vector

Fig. 5 Original signal, sampled signal, quantized signal
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waveform and sound it as the original one or not. Here we found it sound like the
original one. So we can conclude that the correctness of the encoding and decoding
process maintain here. In this paper we used MATLAB (R2014a) as an experi-
mental tool (Figs. 5 and 6).

6 Conclusion

In this proposed method we encode and decode a .wav file then check the original
file and demodulated .wav files spectra and compare they sound technically same.
Due to greater size of .wav file encryption is much more complex so we can
proceed to the AES encryption standard by which higher bit 16, 64, 128 bit data
can easily be encrypted.

Fig. 6 Encoded signal, demodulated signal
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Effect of TiO2 Nanoparticle Doping
on the Electrical Properties
of Ferroelectric Liquid Crystal

Pradeep Kumar and Aloka Sinha

Abstract In this study, the electrical properties of ferroelectric liquid crystal
(W206E) doped with anatase titanium dioxide (TiO2) nanoparticles were studied.
The experimental results show that the dopant TiO2 reduces the free ion concen-
tration and therefore the conductivity of doped W206E samples. This reduction in
the free ion concentration is due to the trapping of free ions by TiO2 nanoparticles
dispersed in W206E. The reduction in the free ion concentration is related to the
doping concentration of TiO2. The experimental results show that the higher con-
centration of TiO2 is more effective in the trapping of mobile ions. This result will
help in the development of fast response display devices with better contrast and
low threshold voltage.

1 Introduction

Liquid crystal displays are the most widely used displays among the other existing
displays in the display industry. But, nowadays the modern and sophisticated
devices require displays with improvised properties such as higher contrast, low
power consumption, faster response time and full color capability. The performance
of the liquid crystal display devices is dependent mainly upon the purity of the used
liquid crystal material. But it is a known fact that, some ionic impurities are always
present in the liquid crystals that influences the various physical properties
including the conductivity of liquid crystals [1]. The mobile ions in liquid crystal
can originate during the synthesis of liquid crystal, due to the ionic dissociations of
residual impurities present in liquid crystal, from the alignment layers and at the
time of cell filling process [1]. These ionic impurities are mainly responsible for the
poor performance i.e. slow response, higher operating voltage, poor contrast and
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image sticking of display devices [2]. Therefore, to improvise the performance of
liquid crystal based display devices, the free ionic impurities present in liquid
crystal must be minimized before using it for any display application. Doping of
different types of nanoparticles such as semiconducting nanoparticle [3, 4], metallic
nanoparticle [5, 6], ferroelectric nanoparticle [7, 8] and dielectric nanoparticle
[9, 10] in liquid crystal has improved the various electro-optical properties of the
existing liquid crystals. The insulating nanoparticles are generally used to reduce
the free ions present in liquid crystal. In this study, we have doped the FLC W206E
with TiO2 nanoparticles in two different concentrations and there after studied for
different electrical properties.

2 Experimental

The phase sequence of the ferroelectric liquid crystal (FLC) W206E used in the
present study is Crystal $ SmC*(86 °C) $ SmA (92 °C) $ N*(97.6 °C)$
Isotropic. The TiO2 nanoparticles (particle size 18–23 nm) procured from Sigma
Aldrich USA, were used to prepare two different FLC nanocolloids,
W206E + 0.5 wt% TiO2 and W206E + 1.0 wt% TiO2. The TiO2 nanoparticles
were taken in fixed proportion and mixed with W206E to prepare the FLC
nanocolloids. The FLC nanocolloids were prepared using ultrasonication technique,
where we have added chloroform to the mixture of W206E + TiO2 nanoparticles
and then sonicated till the dispersion was visibly homogeneously mixed. After that
the dispersion was left at temperature *45 °C, till the chloroform evaporated
completely in order to get FLC nanocolloids. The homogeneous liquid crystal cells
were prepared using photolithography and conventional rubbed polyimide tech-
nique. The thickness of the cells was maintained *3.4 lm using Mylar spacer. The
pure and FLC nanocolloids were introduced into the liquid crystal cells at their
isotropic temperatures by means of capillary action.

These filled cells were studied for electrical properties. The conductivity mea-
surement from 20 Hz to 25 kHz and dielectric measurements in the frequency
range of 500 to 105 Hz, were carried out at different temperatures using Agilent
E4980A LCR meter. The temperature controller INSTEC mK-1000 was used in
this study.

3 Results and Discussion

3.1 Conductivity

To investigate the effect of doping of TiO2 nanoparticles on electrical properties of
pure W206E and FLC nanocolloids, W206E + 0.5 wt% TiO2 and W206E +
1.0 wt% TiO2, the conductivity measurements were carried out at *40 °C.
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The results are shown in Fig. 1. The observed results clearly show that the con-
ductivity of doped samples is decreased as compared to pure W206E. The decrease
in the conductivity is more significant at higher doping concentration of TiO2

nanoparticles in W206E. This can be explained on the basis of ion trapping phe-
nomenon [11], where TiO2 nanoparticles trapped the mobile ions present in pure
W206E. Since the number of TiO2 nanoparticles will be more in case of high
doping concentration of 1 wt% as compared to the lower doping concentration of
0.5 wt%. Therefore, we can expect more trapping of ions in case of 1 wt% TiO2 as
compared to 0.5 wt% TiO2 and hence the conductivity of W206E + 1.0 wt% TiO2

is less than the W206E + 0.5 wt% TiO2.

3.2 Dielectric Measurement

In the lower frequency region, the dielectric measurements can give valuable
information about the mobile ions present in liquid crystalline material. Therefore,
to further substantiate the effect of mobile ions on the observed conductivity results,
we have carried out dielectric measurements in the lower frequency region in the
SmC* phase of each sample from 500 to 105 Hz between the temperature range
30–65 °C. The observed dielectric loss (e″) results for pure and doped samples are
shown in Fig. 2. The conductivity of liquid crystal r = nqµ, is mainly dependent
upon the concentration of ions (n), charge (q) and mobility (l = qD/kbT, where D is
diffusion coefficient, kb is Boltzman’s Constant and T is the temperature). To cal-
culate the concentration of ions (n) and diffusion coefficient (D), we have fitted the
dielectric data with Uemura formalism given in (1) and (2) [12, 13] in the SmC*
phase of each sample.

Fig. 1 Conductivity as a
function of frequency
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e0 ¼ � nq2D
xe0kbTA

� �
1þ 2 exp Að Þ sin Að Þ � exp 2Að Þ
1þ 2 exp Að Þ cos Að Þþ exp 2Að Þ

� �
ð1Þ

e00 ¼ nq2D
xe0kbT

� �
1þ 1� 2 exp Að Þ sin Að Þ � exp 2Að Þ

A 1þ 2 exp Að Þ cos Að Þþ exp 2Að Þ½ �
� �

ð2Þ

where, q is charge, d is the separation between electrodes and A = d(x/2D)1/2. The
concentration of ions and diffusion coefficient are calculated from the fitting of
dielectric loss data using (2) and are shown in Fig. 3. Figure 3a, b clearly show that
the concentration of ions and diffusion coefficient for W206E + 1.0 wt% TiO2 is
lower than the W206E + 0.5 wt% TiO2 and pure W206E samples. The decrease in
the concentration of ions in FLC nanocolloids is due to the trapping of mobile ions
present in FLC host by TiO2 nanoparticles. The trapping of mobile ions will be
more for the higher doping concentration of 1.0 wt% TiO2 as compared to 0.5 wt%
TiO2 in pure W206E. Further, as shown in Fig. 3b, the diffusion coefficient also
decreases for the FLC nanocolloids in comparison to pure FLC. This decrease is
more significant for high doping concentration of 1 wt% TiO2 in comparison to
0.5 wt% TiO2. The decrease in the value of diffusion coefficient may be attributed
to the strong interaction between the charged particles and the increased viscosity of
the FLC nanocolloids [14]. According to Einstein-Stokes theorem, the diffusion
coefficient (D) is given by (3);

D ¼ kbT
6pgR

� �
ð3Þ

where, kb is Boltzmann’s constant, T is temperature, η is viscosity of the medium
and R is the radius of particle. In (3), all other quantities except η are constants. The
viscosity (η) of the liquid crystal medium can be changed by the doping of
nanoparticles in liquid crystal material. From (3) it is clear that, if the viscosity

Fig. 2 Variation of dielectric
loss (e″) with frequency
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increases, then the value of diffusion coefficient will decrease and vice versa. Also,
it is known that the activation energy of the system increases with increasing
viscosity. To further substantiate this we have calculated the activation energy for
pure W206E and FLC nanocolloids using (4).

D ¼ D0 exp � Ea

kbT

� �
ð4Þ

where, D0 is constant and Ea is activation energy. Figure 4, shows that the acti-
vation energy of nanoparticle dispersed ferroelectric liquid crystal systems is
increased as compared to pure W206E and it is maximum for W206E + 1.0 wt%
TiO2. This fact suggests that the viscosity of W206E + 1.0 wt% TiO2 is higher than
W206E + 0.5 wt% TiO2. Therefore, from these observations we believe that the
strong interactions between charged particles and increased viscosity are the main

Fig. 3 a Concentration of ions (n) and b diffusion coefficient (D) as a function of temperature

Fig. 4 Variation of
activation energy as a
function of TiO2 nanoparticle
concentration
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reasons for the decrement in the value of diffusion coefficient (D) for FLC
nanocolloids.

We have also calculated the conductivity at different temperatures for pure and
both doped system using (5) and

r ¼ ne2D
kbT

� �
ð5Þ

the results are shown in Fig. 5. The observed results show that the conductivity of
FLC nanocolloids is lower than that of pure W206E. The lowest value of con-
ductivity was observed for W206E + 1.0 wt% TiO2. The current study supports the
fact that, the conductivity of doped systems was decreased due to the trapping of
mobile ions by doped TiO2 nanoparticles.

4 Conclusion

The pure and TiO2 nanoparticle dispersed ferroelectric liquid crystal systems were
studied for electrical properties and mobile ion concentration. The conductivity
measurements show that the conductivity of the FLC nanocolloids has decreased as
compared to the pure W206E. Further, with the help of dielectric measurements and
Uemura formalism, the concentrations of ions and diffusion coefficient have been
calculated and both of these parameters were decreased with the increase in the
doping concentration of TiO2. The decrease in ions concentration is attributed to the
mobile ions trapping phenomenon while the reasons considered for the reduction in
the value of diffusion coefficient are strong interactions between charged particles
and increased viscosity of the FLC nanocollids. This study will help to improve the
performance of liquid crystal displays by reducing the unwanted mobile ion effects.

Fig. 5 Conductivity as a
function of temperature
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Improved Noise Rejection in Metamaterial
based Defected Photonic Crystal Structure

Solanki Ghosh, Ruma Dutta, Varsha Shaw and Arpan Deyasi

Abstract Transmittivity of metamaterial based defected photonic crystal structure
is analytically computed for optical filter design. Result suggests that if defect
density lies within lower range, better noise rejection may be achieved as length of
transmittance is increased compared to that obtained for ideal structure, while filter
bandwidth remains unchanged. Result is computed for 1.55 µm, and is also vali-
dated for normal and oblique incidences. Structural parameters and input conditions
are tuned to analyze the performance.

1 Introduction

A periodic arrangement of refractive index of two dissimilar materials (preferably
both are dielectric) may be termed as photonic crystal which allows electromagnetic
wave propagation in specific range [1], but other wavelengths are restricted. This
property introduces a new concept termed as electromagnetic bandgap [2], whose
width depends on the constituting material parameters, and layer dimensions [3].
This novel device has potential applications in antenna-embedded optical system by
introducing metamaterial as a constituent. All-optical circuit design becomes the
subject of research for both theoretical and experimental workers in the last few
years, as it may be considered as a near perfect alternative of electronic circuits [4].

S. Ghosh (&) � R. Dutta � V. Shaw � A. Deyasi
Department of Electronics and Communication Engineering, RCC Institute of Information
Technology, Kolkata, West Bengal 700015, India
e-mail: solankighosh93@gmail.com

R. Dutta
e-mail: rumadtt5@gmail.com

V. Shaw
e-mail: varshashaw17@gmail.com

A. Deyasi
e-mail: deyasi_arpan@yahoo.co.in

© Springer Nature Singapore Pte Ltd. 2017
I. Bhattacharya et al. (eds.), Advances in Optical Science and Engineering,
Springer Proceedings in Physics 194, DOI 10.1007/978-981-10-3908-9_62

507



This structure has already proved its effectiveness in different communication
systems [5, 6] with improved efficiency.

Work on 1D photonic crystal has attracted several researchers because of ease of
computation and fabrication also, due to the rapid advancement of microelectronics
technology. Volakis [7] showed the equivalence between in-plane anisotropy and
coupled transmission lines in order to realize magnetic photonic crystal modes with
degenerate band-edge and producing wideband arrays with smaller sizes. This will
play important role in designing communications in RF range and also for wireless
systems. Butt [8] presented modeling of silicon pillars based photonic crystals using
finite element method and used in designing optical passive devices (waveguides,
switches, power dividers, multiplexers). Theoretically obtained results are verified
by experimental findings. Gevorgyan [9] discussed light transmission inside chiral
photonic crystal structures. He showed that due to dielectric and magnetic helicities,
new types of PBG are created with very large anisotropy. Behera [10] designed
broadband circular polarizer inside square cell using photonic-metamaterial.
Circular polarization is obtained for a wider optical range based on the design. Segal
[11] experimentally showed extraordinary control over nonlinear emission generated
from metamaterials by fabricating metamaterial-based photonic crystals with non-
linear property, which is the pioneering work in this field. Shawon [12] proposed
hollow-core fiber with multiple cladding layers using ternary one-dimensional
photonic crystal. This generates zero-effective-phase bandgap for optical confine-
ment. In the present paper, optical bandwidth of nano-fishnet (elliptic void)/air
composition is computed for defected structure under TM polarization conditions,
and comparative study is made with that obtained for defect-free structure.

2 Mathematical Modeling

Considering the phase factor of the field propagating through uniform medium,
propagation matrix is given as the function of barrier and well widths

P1;2 ¼ exp½jk1;2d1;2� 0
0 � exp½jk1;2d1;2�

� �
ð1Þ

where d1,2 is the dimension of barrier/well layer, k1,2 is the propagation vector.
Thus, transfer matrix for the elementary cell (constituting of one barrier and one
well layer) is

M ¼ MT
1 P1M

T
2 P2 ð2Þ

where M is the transfer matrix between the adjacent layers, given by

MT
1;2 ¼

1
t

1 r21;12
r21;12 1

� �
ð3Þ
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For p-polarized incident wave at angle h1, interface reflectivities are given by

r12 ¼ �r21 ¼ n1 cos h2ð Þ � n2 cos h1ð Þ
n1 cos h2ð Þþ n2 cos h1ð Þ ð4Þ

For s-polarized incident wave at angle h1, interface reflectivities are given by

r12 ¼ �r21 ¼ n1 cos h1ð Þ � n2 cos h2ð Þ
n1 cos h1ð Þþ n2 cos h2ð Þ ð5Þ

For a perfectly periodic medium composed of N such elementary cells, the total
transfer matrix for such a structure is

Mtot ¼ MN ð6Þ

Transmission coefficient is given by

T ¼ 1
M2

11ðtotÞ
: ð7Þ

3 Results and Discussions

Figure 1 exhibits transmittivity characteristics for the structure under consideration
under TM mode propagation (Fig. 1a), and also for normal incidence (Fig. 1b). For
both the cases, it is seen that in presence of defect, length of transmittance is
increased compared to that obtained for defect-free structure. This ensures better
rejection of noise as higher reflectance at either side of central wavelength

Fig. 1 Transmittivity with wavelength in presence and absence of defect for a TM mode
propagation; b normal incidence
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(1.55 µm) provides better filtering. This performance enhancement is made keeping
optical bandwidth constant, which speaks suitability of introducing defect in
otherwise perfect structure.

Variation of layer dimensions tuned the transmittance of the structure, as shown
in Fig. 2. Figure 2a exhibits for different dimensions of metamaterial, where
Fig. 2b shows it for different air thickness. It has been seen from Fig. 2a that
increasing the thickness of elliptic void layer makes a redshift of the spectrum, but
optical bandwidth of the structure remains unchanged. In contrast, Fig. 2b suggests
that higher thickness of air (larger void size) increases the optical bandwidth, and
redshift is also displayed. But for both the cases, noise rejection quality is detoriated
with increase of dimensions, which is due to reduction of transmittance.

Incidence angle variation can tune the filter performance of the structure, as
shown in Fig. 3. It is observed that higher incidence angle makes a redshift of the
total spectrum. Also for higher incidence angle, noise rejection probability is

Fig. 2 Transmittivity with wavelength in presence of defect for different a dimensions of
metamaterial; b different air thickness

Fig. 3 Transmittivity with wavelength in presence of defect for different incidence angles
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enhanced due to larger magnitude of transmittance. Thus suitable choice of external
conditions prior to fabrication plays key role in design of photonic filter.

4 Conclusion

Metamaterial based defected PhC improves noise rejection keeping optical band-
width constant than that of ideal one, and bandwidth is dependent on input con-
ditions and structural parameters. Redshift of the bandwidth is observed by
increasing either of the layer dimensions, or by increasing the incidence angle.
Noise rejection quality is directly related with the length of transmittance in either
side of passband, and tuning layer dimensions or incidence angle also affects noise
rejection by the structure around 1550 nm. Result is important for
antenna-embedded optical system.
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Computational Analysis of Carrier
Mass Under Energetic Photons
in Accumulation Layers of MOSFET
Devices

R. Paul, S. Ghatak, S. Das, M. Mitra and T. Datta

Abstract The influence of strongly energetic photons on the carrier mass (CM) at
the Fermi level in accumulation layers of MOSFET devices, has been investigated
taking accumulation layers of InAs and InSb as examples. It has been observed that
the CM decreases with decreasing surface electron concentration per unit area.
The CM is a function of chemical potential, scattering potential and electric sub
band index together with other physical variables, which is the characteristics
features of such 2D systems.

The importance of CM is already well known since the inception of solid state
science in general and the fundamental definition of the CM determines the
Boltzmann transport equation and the different mechanisms of scattering in 3D, 2D,
1D and 0D devices. Besides the basic definition of CM offers the simplest
derivation of Einstein E = mc2 equation and has been extensively investigated in
the literature [1–26]. In what follows we study the CM in the present case taking the
materials as written in the abstract.
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The 2D electron energy–electron wave vector relation for the present system can
be written as

k2s ¼
2Mc

�h2
f3 ð1Þ

where

f3 ¼ ½f1 � Ai½ð2McÞ�1=2 ej j2N2D

es
ðf 01Þ�2=3�

and the other symbols have their usual meaning.
The CM assumes the form

M� ¼ Mc Real Part of f 03 ð2Þ

where the differentiation has to be evaluated at the Fermi level Cpl in which

Cpl ¼ eVg � e2nsdex
eox

þEFB.
The EFB under extremely degenerate condition, can be determined from the

following equation

nB ¼ gv
ð3pÞ2 ð

2Mc

�h2
Þ3=2 Real Part of ½f1�3=2 ð3Þ

The CM in non parabolic band is a function of chemical potential but in this
particular system the same mass in addition to chemical potential also depends on
scattering potential and the sub-band index which is the characteristic feature of
light aided accumulation layers. In formulating the dispersion relation we have
averaged over the K.E. part and the weighting function is the impurity potential, the
major features of band tails dictates the whole system in a fundamental way making
the existence of CM in the band gap which is otherwise impossible. The CM
increases with increasing 2D electron concentration and decreases with decreasing
wavelengths with different slopes. The complex E-k relation is the consequence of
the poles in the otherwise free energy-wave vector relation in bulk semiconductors
in the absence of band talling effects.
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Phase Shifters in QPM Device for Domain
Engineering

Nagarajan Asvin, Arvind Ganesh, Navin Infant Raj,
Toijam Sunder Meetei, Shanmugam Boomadevi
and Krishnamoorthy Pandiyan

Abstract We have analyzed the role of phase shifter domains in QPM devices for
domain engineering. These phase shifter domains are capable of changing the phase
of the second harmonics from 0 to 2p. Using this approach, we have generated
multiple second harmonic peaks by introducing phase shifter domains of same
width at unequal intervals in the periodic optical superlattice structure. Furthermore,
we have theoretically analyzed the generation of multiple-QPM and the possibilities
to engineer the intensity and bandwidth of the multiple peaks.

1 Introduction

Quasi-phase matching (QPM) technique allows efficient generation of higher har-
monics by varying the polarization of a nonlinear crystal [1]. In this technique, the
nonlinear optical coefficient (deff) within the nonlinear crystal is periodically
reversed to 180° relative to the neighbour about the axis of propagation to form a
grating of period K = 2lc, where, lc is the coherence length [2]. This kind of QPM
grating structures could be easily fabricated by room temperature electric field
poling method. In addition, various engineered domain structures have been pro-
posed to achieve multiple-QPM, which includes a grating with sinusoidal modu-
lation, phase reversal, aperiodic optical superlattice structure, continuously phase
modulated superlattice structure and quasi-periodic optical superlattice structure [3].
We introduce phase shifter domains in periodic QPM device to generate multiple
peaks for optical frequency conversion process [4, 5]. QPM device is useful in the
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current optical communication system in which the incoming optical-fiber signal is
directly converted into the other channel without electrical processing in fiber based
wavelength division multiplexed (WDM) systems. So, our proposed QPM design
can generate desirable multiple peaks with tunable spacing, bandwidth, and
intensity which could be useful to employ the same in WDM systems.

2 Theory

The coupled wave equation for basic slowly varying amplitude resulting to the
growth of second harmonic generation which is obtained from Maxwell equations
is given as [2],

dA2

dz
¼ ijA2

1e
�iDkz ð1Þ

where, A1(2), is the electric field amplitude of the second-harmonic wave, j is
proportional to the effective nonlinear optical coefficient and the wave-vector
mismatch. The wave vector-mismatch for the QPM interaction Dk is given as,

Dk ¼ k2 � 2k1 � G ¼ 0 ð2Þ

where, G is the grating vector factor. With the assumption of negligible depletion of
the fundamental wave, the amplitude of the second harmonic wave can be calcu-
lated by integrating the (1) to obtain a sinc form of the spectrum, j is constant in the
medium. But, j is not constant. It is a function of z, i.e., j(z). Let Dj = 2pq, then
the second harmonic amplitude can be expressed as,

A2ðqÞ ¼ iA2
1

Z
jðzÞe�i2pqzdz ¼ iA2

1= jðzÞ½ � ð3Þ

3 Results and Discussion

We have analyzed the second harmonic spectrum of periodic QPM device as
depicted in Fig. 1a. Moreover, we introduce phase shifter domains in the periodic
structure to generate multiple peaks. This phase shifter domains can vary the phase
of second harmonics from 0 to 2p.

In this approach, we have distributed three phase-shifter domains of same width
at unequal intervals in the periodic structure. This concept has generated four
equally spaced second harmonic peaks of different intensities as shown in Fig. 1b.
Similarly, we have distributed more numbers of phase shifter domains such as
n = (five, seven, nine etc.,) of same width at unequal intervals in a periodic QPM
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device. We could observed n + 1 numbers of second harmonic peaks which is a
function of phase-shifter domains. Moreover, from our theoretical analysis we
observed that the peak intensity is also a function of width and location of the phase
shifter domains in the QPM device. Further works are going on to engineer the
number of peaks, spacing and intensity of the second harmonic peaks to utilize in
WDM systems.

4 Conclusion

Multiple SH peaks have been generated by introducing phase-shifter domains of
same width at unequal position in the periodic QPM device. The proposed QPM
device with phase shifter domains of same widths is capable of tailoring the
intensity, spacing and number of SH peaks.
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Simulated Annealing: An Approach
for Multiple QPM

Siva Chellappa, Shiva Prabhakar, Narayanan Balaji,
Toijam Sunder Meetei and Krishnamoorthy Pandiyan

Abstract All optical wavelength conversion is made possible with the advent of
engineered Quasi-phase matching (QPM) devices. Simulated annealing is an
algorithm can be used in QPM technology for designing second harmonic wave of
any chosen amplitude and phase profile. In this article, we have used simulated
annealing routine for achieving multiple QPM second harmonic generation with
equal intensity and channel spacing. Further, the influence of the algorithm tem-
perature and number of crystal domains on designing the multiple channel QPM
response is discussed in detail.

1 Introduction

The techniques for achieving wavelength conversion by Quasi-Phase-Matching
(QPM) nonlinear optics have been developing quickly in the past few decades.
QPM method can be used to compensate the wave vector mismatch caused by the
different phase velocities of the interactive waves involved in a nonlinear process
[1]. The wavelength conversion needs efficient nonlinear optical interaction which
depends on the phase vector mismatch compensation. The periodically poled
crystals (e.g. Lithium Niobate) are made by changing the sign of the nonlinear
co-efficient effectively at every p radian using the room temperature electric field
poling process [2, 3]. In case of periodically poled QPM crystals, they can provide a
series of reciprocal vectors, each of which is an integral multiple of the fundamental
vector. These reciprocal vectors provide phase mismatch compensation for single
interaction. While giving the complete solution to the single frequency interac-
tion as shown in Fig. 1, periodic super-lattices failed to give solution for multiple
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arbitrary interactions. Multiple interactions are used in many nonlinear devices such
as optical routing, wavelength division multiplexing and so on.

2 Theory

The second harmonic field is governed by slowly varying amplitude equation given
by,

dE3i

dz
¼ �ikdijk expðiDkzÞ ð1Þ

where, E3i and n3 are the field amplitude and index of the second harmonic
(SH) wave respectively at frequency x3 and polarized in the z-direction, dijk is the
absolute value of the nonlinear co-efficient, z is the propagation distance in the
crystal, and Dk is the wave vector mismatch between the SH and fundamental waves.
E1j and E2k are the constant input fields at the fundamental wavelength with fre-
quencies x1 = x2 and polarization directions j and k. As stated in the introduction,
for a design of device that can vary all optical parameters it is important to control the
intensity and phase of the SH wave. In order to design the SH wave the proposed
simulated annealing routine is used. Simulated annealing algorithm used for grating
design uses the summation value of E3i for each domain as provided [4, 5].

E3i ¼ � kdijk
Dk

1� ð�1Þn expðiDkQnÞþ
Xn

m¼1

2ð�1Þm expðiDkQmÞ
" #

ð2Þ

where, Qn = [q1, q1 + q2, q1 + q2 + q3,…,q1 +��� + qn], Qn is a vector that contains
the tails of the domains. Now, the domain lengths are perturbed for a small variation
in length and the corresponding energy E3i is calculated. Then, the difference is
determined between obtained E3i and absolute E3i (equal field intensity) in order to
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Fig. 1 Shows typical SH
spectral response of grating
structures designed by
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calculate error. The perturbations are performed till we minimize the error to
negligible.

3 Results and Discussion

The most important thing to understand in this algorithm is it gives an optimal
solution which can be considered as one of the best solutions. The algorithm does
this by running iterative loops for several hundred times to yield the best result.
This algorithm does not get stuck with the local minima and maxima peaks where
the randomness of the algorithm plays a vital role in choosing the domain of the
grating. The convergence speed of the algorithm also depends on the type of the
grating and the initial domain chosen. The state with the highest maxima function is
chosen when two states are compared by using an acceptance probability term exp
(E/T). The algorithm temperature which we defined as a function of temperature is
generally multiplied by a decaying factor a. The algorithm temperature also
determines the convergence speed of the algorithm. As a result of multiplying the
temperature with a decaying factor the algorithm is most likely to accept even the
worst case results and then refining its solution again and again as the loop iteration
occurs. The acceptance probability dictates the algorithm how to switch to the better
solution based on the following conditions.

exp (E/T) = 1; switch over to the new state
exp (E/T) = 0; do not switch over to the new state
exp (E/T) = 0–1; compare this with a random number between 0 and 1 and switch
over if it is greater.

Here, the number of domains and algorithm temperature are the key factors in
designing desired spectral response. In order to design a QPM crystal with any peak
intensity profile, the desired profile from now on is denoted as D (Dk). Initially
periodically poled domain is chosen and we have shown above the profile of a single
peak QPM of grating size 8 µm with side lobes suppression using simulated
annealing. Although it may seem easy for the design of single peak profiles, there are
various factors like fixing the error threshold and the initial temperature which
decide the convergence time of the algorithm to be considered while designing the
grating of multiple peak profiles [6, 4]. And these domains are perturbed randomly
up to 1%. The perturbation is chosen very small so that multiple changes can be done
in a series of iterative loops preventing a very large change in domain size in a single
iteration. The implementation of simulated annealing algorithm is shown in Fig. 2.

Fixing the error threshold determines how well the obtained peak response is
similar to the desired peak response. Generally for a dual peak, triple peak profiles
the intensities are half, one third of the maximum value of intensity in the single
peak profile. In this way we have fixed the threshold values for different kinds of
profiles and the resulting SH spectrum is shown in Fig. 3.
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4 Conclusion

We have utilized the simulated annealing algorithm to design desired second har-
monic spectral response from the QPM device. With this algorithm it is possible to
have a control on intensity and phase profile in the SH wave. The algorithm
temperature and number of crystal domains play a crucial role in designing desired
spectral response. Using this algorithm we have demonstrated multiple channel
QPM devices.

Fig. 2 Flow chart of simulated annealing algorithm used for generating SH spectral profiles
containing maxima at more than one wavelength with equal intensity
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Spectral Bandwidth Tuning
at Telecommunication Wavelength
by Specific Intensity Modulation
in Nonlinear Plasmonic Cavity Coupled
Waveguide

Sushmita Paul and Mina Ray

Abstract A single mode plasmonic waveguide coupled to a cavity, filled with third
order nonlinear Kerr medium is designed to provide bandwidth tuning at 1.55 µm.
This is achieved by controlling the intensity of a pump beam which modulates the
resonance response of the output beam. Usually, the intensity variation causes a
shift in the resonance wavelength. However, for certain intensity values of the
pump excitation, the system is found to resonate at the same wavelength with
varying spectral bandwidths. Quality factor tuning resulting from spectral width
variation has been demonstrated quantitatively.

1 Introduction

A subwavelength plasmonic waveguide enables photon confinement at nanoscale
due to strong localization of surface plasmon polaritons (SPP) at metal-dielectric
interface [1, 2]. The enhanced intensity of these localized surface plasmons facil-
itates nonlinear optical phenomenon in nanoplasmonic structures [3]. Plasmonic
resonances are highly sensitive to the permittivity of the medium surrounding the
metal. This sensitivity is explored in nonlinear plasmonic systems by using a
control light whose intensity perturbs the permittivity of the nonlinear medium
finally modifying the resonance response. Such phenomenon enables nonlinear
switching and bistability, which have been widely demonstrated in several plas-
monic waveguide coupled cavity based devices [4–7].
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In the present study, we demonstrate bandwidth tuning in a nonlinear cavity
coupled subwavelength plasmonic waveguide at a fixed wavelength (1.55 lm).
This is achieved by launching the control beam at specific intensities. Resonant dips
are obtained at a fixed chosen wavelength but overall resonance response shows
variable spectral width for a fixed set of geometrical parameters and material
properties. The cause of spectral width tuning with intensity modulation is
explained with graphical analysis. Quality factor of these resonances is also eval-
uated quantitatively.

2 Device Description and Numerical Modelling

The structure under consideration is depicted in Fig. 1. It comprises of a
metal-dielectric-metal waveguide (plasmonic waveguide) coupled to a cavity. The
width of the waveguide and the cavity are of subwavelength dimension (i.e.
ww = wc � k). The subwavelength plasmonic waveguide supports only a single
antisymmetric mode. The waveguide and the cavity is embedded in a metallic
medium, whose permittivity is calculated using Drude model, given by,

em ¼ 1� k2kc
k2p kc þ ikð Þ ð1Þ

where kp and kc denotes the plasma wavelength and collision wavelength respec-
tively. In our work, the metal is considered to be silver (Ag) for its low absorption
property. The effective refractive index of this single mode plasmonic waveguide is
given by [8]:

neff ¼ ffiffiffiffi
ed

p
1þ k

pww
ffiffiffiffiffiffiffiffiffi�em

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ed
�em

r� �1=2

ð2Þ

where ed is the permittivity of the dielectric medium within the waveguide. A third
order Kerr medium is filled within the cavity to achieve the nonlinear operation. For

Fig. 1 Schematic diagram of
the plasmonic cavity coupled
structure
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calculating the effective refractive index of the nonlinear cavity, ed in (2) is replaced
by enl given by:

enl ¼ e0 þ e2 ð3Þ

where e0 refers to the linear permittivity and e2 ¼ vð3ÞE2
represents the intensity

dependent term. The pump excitation (control beam) modulates this term resulting
in change of the transmission response of the device. Here v(3) is the third order
nonlinear susceptibility and E is the total average electric field within the stub.

The transmission response of the plasmonic structure can be evaluated from (4)
which is derived [9, 10] using transmission line theory and scattered field technique
and is expressed as:

T ¼ 1þ Zc
2Zwg

�
�
�
�

�
�
�
�

�2

exp � L
Lspp

� �

ð4Þ

where Zc denotes the effective impedance of the cavity and Zwg represents the
waveguide characteristic impedance. Propagation length of the SPPs in the
dielectric waveguide is denoted by Lspp. The length L of the device or the waveg-
uide weakly affects the transmission response. Change of L affects only the mag-
nitude of transmitted amplitude (or intensity) without altering the resonating
wavelength. The resonance wavelength depends on the impedances Zc and Zwg

which strongly depends on the value of stub height.

3 Results

Modulation of control light in a nonlinear system usually causes the device to
operate as an on-off switch, where on-off states generally correspond to the pres-
ence or absence of the control (pump) pulse. While the ‘on’ state is characterized by
signal with higher transmission value, the ‘off’ state is characterized by a dip in the
transmission spectrum depicting lower transmission value. The transmission dip at
a certain frequency (wavelength) is caused when a light pulse of the same frequency
is launched which superimposes with the continuous wave signal used for plas-
monic excitation of the system. This superposition causes all the propagating sur-
face plasmons to be trapped within the cavity, resonating inside it, and prohibiting
any signal at the output of the waveguide at that frequency. This is manifested as a
resonant dip in the transmission spectrum of the system. Trapping of the electro-
magnetic field within the cavity at the resonating wavelength is shown in Fig. 2a.
By modulating the intensity of the control beam, the refractive index of the Kerr
nonlinear medium can be changed, which in turn causes a shift in the resonance dip
of the transmission spectrum. Shift of the transmission dip by varying the pump
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intensity is depicted in the plot of Fig. 2b. The Kerr material chosen for the sim-
ulation has a susceptibility of 1.95 � 10−3 lm2/V2 or 1.4 � 10−7 esu [11] and the
refractive index of the waveguide is 1.52 which is same as the linear refractive
index of the Kerr medium filing the cavity. The geometrical parameters considered
are: t = 630 nm, ww = wc = 100 nm and L = 400 nm. The pump intensities for
which the plot is obtained are mentioned in the figure caption. However, unlike that
of the switching phenomenon, it is observed from the simulated result of Fig. 3a
that, at certain specific intensities, for certain fixed geometrical parameters of the
structure, the system provides transmission dip at a single wavelength and
the spectral bandwidth is different for each intensity value. In our case (Fig. 3a), the
system is designed to produce transmission dips at 1.55 lm (telecom wavelength)
for three selected specific intensities of the pump excitation. Spectrum is seen to be
narrower for the highest pump intensity. The cause for this bandwidth variation can
be attributed to the fact that one of the multiple dips of the transmitted spectrum for
each intensity value merges at the operating wavelength (1.55 lm). This is depicted
in Fig. 3b. It clearly depicts, that one transmission dip for each intensity value
coincides at 1.55 lm and the spectral width varies for each of them. The spectrum
width widens as the intensity value reduces. Thus, it confirms that spectral width
tuning can be achieved at a particular wavelength with properly chosen optical
pump intensity in a nonlinear plasmonic switch. Bistability or multistability is also
one of the causes for bandwidth modulation which leads to fixed number for
intensity values for which spectral width tuning can be achieved at the operating
wavelength.

Quality factor (Q-factor) provides a Figure of Merit for quantitative analysis of
resonator or cavity based devices. Q-factor is usually a measure of energy trapped or
stored within a cavity during resonance. Q-factor can be mathematically defined as:

Q-factor ¼ kO
FWHM

ð5Þ

Fig. 2 a Magnetic field distribution in the plasmonic structure showing trapping of surface
plasmons within the cavity at 1.55 lm. The field profile is simulated in Lumerical FDTD software.
b Transmission spectra for varying intensity values: (i) 2.25 � 103 V2/lm2 (ii) 4.41 � 103 V2/lm2

and (iii) 6.25 � 103 V2/lm2
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Where kO is the operating or resonant wavelength and FWHM denotes the full
width half maxima of the resonance profile. The FWHM and the corresponding
Q-factor of transmission resonances are calculated from Fig. 3a for each specified
intensity and are tabulated in Table 1. Quality factor is seen to be highest corre-
sponding to the highest intensity confirming higher energy confinement for nar-
rower spectrum.

4 Conclusion

We have designed a nonlinear plasmonic cavity coupled waveguide device in
which bandwidth tuning at a particular wavelength can be achieved by application
of an external control beam. The spectral width at the operating frequency is tuned
only at certain specific intensities of the pump excitation. As the FWHM of the
spectrum can be modulated keeping the center frequency fixed, the device can serve
as tunable band-stop filter. This is advantageous over similar plasmonic waveguide
coupled devices where band-pass or band-stop filtering is obtained by structural
alteration, unlike in our case where an external control beam is sufficient for spectral
width tuning [12, 13]. Moreover, this filter application is more appropriate where
only bandwidth tuning is required without altering the operating frequency.

Fig. 3 a Transmission spectra for specific intensity values: (i) 5.18 V2/lm2 (ii) 2.088 � 103 V2/lm2

and (iii) 0 V2/lm2. b Transmission spectra for same intensity values shown separately depicting
occurrence of multiple dips and merging of dips at 1.55 lm. Geometrical and material parameters are
similar to that considered for Fig. 2

Table 1 Quality factor
calculation for plasmonic
excitations at 1.55 lm for
different specific intensities

Specific intensity values
(V2/lm2)

FWHM (nm) Q-factor

5.18 � 103 54 28.70

2.088 � 103 120 12.92

0 � 103 328 4.72
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Investigation on Fiber Loop Ring
Resonator for Chemical Sensor
Application

Arun V.S. Nair, Jijo V. Ittiarah and Tarun Kumar Gangopadhyay

Abstract An investigation on fiber loop ring resonator has been accomplished for
analysing the performance of the chemical sensor application. A comparative study
of direct coupled and cross coupled design of fiber loop has been performed. The
phase fluctuation on circulating intensity component is critically analysed for dis-
tinctive configuration. It is predicted that a resonance peak obtained for a fiber loop
length of 13.85 m will shift 10.85 mm/RIU. The fiber loop ring resonator system is
practically implemented and resonance is obtained.

1 Introduction

In the past few years, the advancement in the field of fiber optic sensors, interfer-
ometers and filters [1–4] have increased the attention towards the fiber loop ring
resonator due to its practical significance. Interference of light within the fiber loop
is the underlying phenomena trailing the fiber loop resonance. The phase variation
between different optical intensity components can produce the interference effect
which relies upon the fiber loop length, the input laser wavelength and refractive
index of the analyte. The interaction between the chemical and the evanescent field
of the light can produce a fluctuation in the output intensity pattern. This shift in
resonance is proportional to the refractive index of the chemical in the sensing
region, which can be used for chemical and biochemical sensing. The resonance
peak of fiber loop ring resonator is theoretically and practically obtained with a
theoretical sensitivity of 10.85 mm loop length shift per refractive index unit.
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2 Mathematical Modeling of Fiber Loop Resonator

The simple structure of a fiber loop ring resonator consists of a directional coupler
and a fiber loop which is shown in Fig. 1a. Based on the arrangement of the
directional coupler, there are two kinds of configurations are possible with in the
fiber loop ring resonator.

2.1 Direct Coupled Configuration

In direct coupled configuration, the coupled port is connected in the fiber loop and
output is taken from direct port. The intensity at the output port can be calculated
as [5],

Eo

Ei

����
����
2

¼ 1� c0ð Þ 1� kð1� k � AÞ=ð1� kÞ
1þA� 2A1=2cosbL

� �
ð1Þ

where E0 is the electric field associated with the output intensity component. Ei is
the electric field associated with the input intensity component, c0 is the coupler
insertion loss, k is the coupling coefficient, b is the propagation constant, L is the
fiber loop length and A is a parameter defined as [5],

A ¼ ð1� kÞð1� aÞ 1� c0ð Þe�2aL ð2Þ

where a is the splice loss in the fiber loop and a is the attenuation coefficient.
At resonance the output intensity must be minimum. Then the condition for the

resonance can be derived as,

bL ¼ 2pp ð3Þ

where p is an integer.

Fig. 1 a Schematic diagram for fiber loop ring resonator, b resonating pattern for direct coupled
and cross coupled configuration
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2.2 Cross Coupled Configuration

In cross coupled configuration, the coupled port is considered as an output and the
direct port is connected to the fiber loop. The intensity at the output port can be
calculated as,

Io ¼ 1� c0ð Þ 1� 1� kð Þ 1� a 1� c0ð Þð Þ
1þ ak 1� c0ð Þþ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ak 1� c0ð Þp

sinbL

 !
ð4Þ

Similarly the condition for the resonance can also be written as

bL ¼ 2p� p=2ð Þp ð5Þ

From (1) and (4), it is clear that the output intensity of the system depends on the
loss factors with in the proposed setup. The variations in the wavelength of the laser
beam, fiber loop length and effective refractive index are influences only on the shift
in resonating patterns. Equations (3) and (5) shows that direct coupled and cross
coupled configuration have only a phase shift of 90° in resonance pattern where all
other parameters remain same. This result is shown in Fig. 1b.

The loss inside the fiber loop resonator will influence the intensity level at output
port and the performance. The coupler insertion loss, splice loss and attenuation in
the fiber loop are the main loss in the ring resonator. The variation in the resonance
curve for different coupler insertion loss (C.I.) in direct coupled and cross coupled
fiber loop ring resonators are shown in Fig. 2a, b respectively.

Both direct coupled and cross coupled configuration shows that the coupler
insertion loss should be minimum for good performance. Then only the fiber loop
returns a sharp peak. Among the three conditions of coupler insertion loss
0.3, 3 and 5%, slope of the curve at the resonating condition is much larger for
0.03% insertion loss. So the lower insertion loss will produce a better intensity
transition, when the resonating condition is reached.

Fig. 2 Influence of coupler insertion loss on a direct coupled configuration and b cross coupled
configuration
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The variation in the output intensity for different splice loss (S.L.) for cross
coupled and direct coupled fiber loop ring resonators are shown in Fig. 3a, b
respectively.

Here, both configurations shows that the splice loss in the fiber loop ring res-
onator should be minimum to get a high Finesse resonator. From the curves, it can
be clear that the better performance of the resonator is obtained at the splice loss in
the fiber is at 0.001 dB. The splice loss in the fiber determines the output intensity
level at the resonance. If the splice loss is reduced to its minimum value (*0 dB)
then the output intensity at resonance becomes zero and the resonating curve
becomes ideal.

The influence of the absorption coefficient of the fiber also affect the perfor-
mance of ring resonator. From the analysis of output intensity pattern for different
absorption coefficient, it is obtained that the fiber loop resonance is sharp when the
absorption coefficient of the fiber is minimum.

Figure 4a, b shows the comparative study of the phase change in port 2, 3 and 4
for the direct coupled and cross coupled fiber loop ring resonator respectively. The
curve shows that a constant rate of change in fiber loop length will provides a
uniform change in the phase value for the confined field components at different
port. The change in the phase value is in periodic nature. One period is considered
as the interval between two adjacent resonance minima. During one period the
circulated intensity component will produces a phase change of *2p. The coupler
in the proposed setup can provides a 90° phase shift. The influence of this addi-
tional phase shift at each port will depends on the configuration. Then the phase
value at same port for different configurations are different.

The simulation has been done for different refractive index of the chemical
applied on the sensing region. The output intensity of the resonator cavity is shown
in Fig. 5.

The output intensity analysis of fiber loop resonator indicates a variation in
output intensity for different loop lengths. Intensity is found to be minimum at
certain loop length of the cavity and it is considered as the resonance loop length.
A shift in resonance loop length has been observed for different external refractive

Fig. 3 Influence of splice loss on a direct coupled configuration and b cross coupled
configuration
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index of the analyte. For a change in refractive index of 0.00004, a shift in res-
onating loop length of 4.34 � 10−7 m is obtained. So the sensitivity is calculated as
10.85 mm/RIU.

3 Experimenal Setup of Ring Resonator

Fiber loop ring resonator with a loop length of 13.85 m has been demonstrated at
CGCRI. The schematic diagram for the experimental setup is shown in Fig. 6a. The
resonating pattern obtained from the fiber loop resonator is shown in Fig. 6b.

Fig. 4 The variation in the phase of the intensity component for a direct coupled fiber loop ring
resonator and b cross coupled fiber loop ring resonator at port 2, 3 and 4

Fig. 5 The intensity at the output port of fiber loop as a function of the loop length for different
chemicals

Investigation on Fiber Loop Ring Resonator for Chemical Sensor … 539



The system consist of a laser source, optical isolator, polarization controller, a
coupler, piezoelectric transducer, piezo driver, function generator, detector and
oscilloscope. The system is excited using the laser beam at a wavelength of
1550 nm. Isolator is used to protect the laser from back reflection. The state of
polarization of the beam is rotated by using polarization controller and laser is
coupled to the fiber loop with a 3 dB coupler. The splitting ratio of 50:50 is selected
for initial experiments.

The length of fiber loop is varied using a piezo electric transducer by stretching
the fiber in the order of micrometer. The variation of fiber loop is controlled by a
function generator. It produces a triangular wave signal having the frequency of
38.77 kHz. The uniform variation in fiber loop length produces a resonance on the
output intensity. The intensity variation is captured by using an InGaAs detector
and it is visualized using an oscilloscope.

The characteristic nature of the resonating pattern is expressed using Free
Spectral Range, Full Width Half Maximum and Finesse. In the demonstrated
experimental setup having a Finesse 3.46. The presence of loss in the fiber loop
influences the performance of resonator. The loss will definitely reflects on the
resonating curve and can easily be identifies from curve. This property of resonator
is utilized for the chemical sensing applications.

4 Results and Conclusion

The loop length at which the minimum output intensity is known as the resonating
length. There is a shift in the resonating loop length depending up on the refractive
index at the sensing region.

The result shows a linear relation between the resonating loop length and the
refractive index of the analyte. A resonating loop length shift is observed with a
theoretical sensitivity of 10.85 mm loop length shift per refractive index unit and an

Fig. 6 a The experimental setup for fiber loop ring resonator having a fiber loop length of
13.85 m with a 3 dB coupler and a piezo electric optical fiber stretcher, b resonance obtained at the
output port of the fiber loop ring resonator
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additional 90° phase shift is observed in the cross coupled as compared to the
directly coupled configuration. The phase change in each intensity component with
respect to the input component also varies with the loop length. The resonance is
obtained with experimental setup which can be further extended for high sensitive
chemical sensing application.
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Spectrally Efficient SSB Optical OFDM
Signal Using Balanced Detection

Gokul Boro and Subhash C. Arya

Abstract Orthogonal frequency division multiplexing (OFDM) has already gained
importance in the field of optical communications with the increasing popularity of
Radio-over-Fiber (RoF) technique. In this paper, generation of optical OFDM
(OOFDM) signal using both direct and external intensity modulation that can be
detected using direct-detection receivers is presented. Direct intensity modulation is
performed using Vertical Cavity Surface Emitting Laser (VCSEL) whereas external
modulation is done using Mach-Zehnder Modulator (MZM). These modulation
schemes are tested using vector modulation format, i.e., quadrature amplitude
modulation (QAM) that are used to modulate the orthogonal subcarriers, thus
generating an OFDM signal. The performance of the system with different orders of
QAM is compared based on the error vector magnitude (EVM) of the received
constellation. The change in EVM is studied for the increase in the transmission
distance of the signal. OOFDM systems using MZM showed better results com-
pared to the system using VCSEL.

1 Introduction

Orthogonal frequency division multiplexing (OFDM) is a special form of multi-
carrier modulation (MCM), where a high-rate data stream is split into a number of
lower-rate data streams that are transmitted simultaneously over a number of
subcarriers [1, 2]. One of the main reasons to use OFDM is to increase the
robustness against frequency selective fading and narrow band interference.
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On the basis of the detection, OOFDM can be classified as coherent-detection and
direct-detection. Coherent-detection based OOFDM shows better performance in
terms of receiver sensitivity, spectral efficiency and robustness against polarization
mode dispersion (PMD). However, the receiver for CO-OFDM is complex since
another local oscillator laser is required in addition to the digital signal processing
(DSP) for dealing with its sensitivity to frequency offset, phase noise and I/Q
imbalance [2]. Moreover, lasers at both transmitter and receiver fronts need to have
a much narrow bandwidth [3]. To overcome all those complexities in CO-OOFDM,
another alternative detection scheme is direct-detection OOFDM (DD-OOFDM).
This receiver is simpler compared to CO-OOFDM in terms of design and cost
required for its implementation. DD-OOFDM requires a simpler receiver structure
because the electrical OFDM signal is recovered by detecting the optical carrier and
signal beat products via a square-law photodiode [3–6]. This makes DD-OOFDM
more suitable for metro or access networks where cost is the primary concern. In
conventional intensity modulation, the optical carrier is modulated to generate an
optical field with the carrier and double sidebands (DSB) [5, 7, 8]. When the signal
is sent over fiber, chromatic dispersion causes each spectral component to experi-
ence different phase shifts depending on the fiber link distance, modulation fre-
quency, and the fiber dispersion parameter. If the phase difference between the two
optical sidebands at the photodetector is p, destructive mixing will cancel all power
at the RF frequency [2]. As the RF frequency increases, the effect is even more
pronounced and the fiber link distance becomes severely limited [9]. If the DSB
signal is detected by the photodiode, the presence of two sidebands in DSB signal
may sometimes null the power of the subcarrier, if there are phase shifts in the
upper or lower sidebands thereby resulting in symbols allocated in the real axis of
the constellation/signal-space diagram [2]. If there is only one sideband, there will
be no null effect and hence the constellation point will appear at the point where it is
destined to be, provided other distortion effects are not there. In intensity modu-
lation schemes, dispersion effects can be reduced by the elimination of one sideband
to produce an optical single-sideband (SSB) [5, 8].

In [10], a DD-OOFDM system employing VCSEL as direct-intensity modula-
tion device was proposed at a bit rate of 3 Gbps and its performance was compared
with DD-OOFDM transmission using MZM as an external modulator. In our work,
DD-OOFDM system with a data rate of 10 Gbps is simulated using both external
modulation and direct modulation and their performance analysis are compared
based on the percentage of EVM. This paper is arranged as follows. In Sect. 2, the
general process of generation of OOFDM and its direct-detection is discussed.
Sections 2.1 and 2.2 discuss the results of the simulation employing both VCSEL
and MZM as modulators. In Sect 2.3 the change in EVM (%) with the change in
transmission distance of is discussed. In Sect. 3, the conclusions of this work are
drawn.
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2 Optical OFDM Generation and Direct Detection

The process of generation of Optical OFDM signal can be divided into three steps.
Firstly, the OFDM signal is generated in electrical domain and mixed with RF
frequency. Secondly, the RF-OFDM signal is converted to an optical signal using
electro-optic devices, transmitted through the optical fiber and then re-converted to
an electric signal using photodetectors. The third step is demodulating the OFDM
signal, which is done coherently.

The simulation was done using OptiSystem 13.0.1. The Fig. 1 shows the general
simulation set up. The PRBS generator in the figure generates pseudo-random bit
sequence (PRBS) of the length specified by the user. In this work, the sequence
length was taken as 16384, i.e. 214. This PRBS sequence is then fed to a QAM
sequence generator. With the QAM sequence generator, the bit sequence is split
into two parallel sub-sequences; each can be transmitted in two quadrature carriers
when building a QAM modulator. This is achieved by using a serial-to-parallel
converter. Then the next is the OFDM block which generates two outputs, in
phase and quadrature phase. This OFDM spectrum is very broad which is incapable
of being processed further due to the limited bandwidth processing capability of the
components. Hence, this signal is reshaped using two separate pulse shaping filters
for the in-phase and quadrature outputs of the OFDM modulator. In this work, a
low-pass cosine roll-off filter is used for both. The cut-off frequency is set equal to
0.62 times the symbol rate of the system. The filtered signal is applied to the
quadrature modulator for generating a guard band. The guard band is the band
between the optical carrier and the optical OFDM signal. This guard band plays a
crucial role in the direct-detection systems using square law devices and its width
must be equal to the bandwidth of the OFDM signal so as to avoid the OFDM
signal to be contaminated by signal-signal mixing interference (SSMI) products
after photodetection [5, 11]. The RF-OFDM signal is then applied to the optical
modulator to modulate the intensity of light generated by a laser. The laser is
operated in continuous wave (CW) mode and its center frequency is set to be at
193.1 THz (approximately 1550 nm) because this frequency corresponds to the
lowest power attenuation figure when light propagates throughout the fiber link [9].

Fig. 1 Simulation setup for DD-OOFDM transmitter and receiver [10]
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The optical modulator generates a double-sideband OOFDM signal [12]. A filter is
used to suppress the lower sideband, thereby generating a single-sideband
(SSB) OOFDM signal. The optical filter used in all the simulations performed in
this work is a second order optical filter with a Gaussian frequency transfer func-
tion. This signal is then transmitted through an optical fiber channel. The optical
fiber has an attenuation of 0.2 dB/km when operated at 1550 nm (approximately
193.1 THz) window [2, 9]. The signal from the fiber is directly applied to a square
law photodiode, which performs the optical-to-electrical conversion. This scheme,
since a single photodiode is used to detect the received signal without using any
laser as a local oscillator, is called direct detection [4]. The signal is detected using
a photodiode having a responsivity of 1 A/W. The result of photodetection is the
RF-OFDM spectrum in the electrical domain. The OFDM demodulation is then
done to recover the information transmitted.

2.1 Results of OOFDM Signal Generation Using VCSEL

In this simulation, VCSEL is used as an external modulator to generate OOFDM
signal. The RF signal is applied directly to the VCSEL to modulate its optical
intensity that is centered at a frequency of 193.1 THz. The parameters of the optical
filter following the VCSEL are adjusted in order to implement a pass band com-
patible with the optical carrier and the upper sideband. The single sideband signal is
transmitted through an optical fiber comprising of 2 loops of 50 km single-mode
optical fiber with an optical amplifier at the end of each loop. The signal is then
processed in the reverse order as that in the transmitter. In this simulation, the
number of IFFT points taken is 1024, out of which 512 subcarriers are used to carry
data and the rest are zero padded to achieve 2 � oversampling, thereby making it
feasible for analog filtering. The number of cyclic prefix points taken is 100.
Figure 2a shows the constellation diagram at the output of the simulated design

Fig. 2 a, b: Constellation of 4-QAM DD-OOFDM using direct modulation
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before channel estimation. It can be seen that the constellations are moving towards
the center although they are not completely concentrated at the center. This can be
corrected by channel estimation [4, 5]. Channel estimation can be done by using
training sequences. Training symbols are a set of symbols that a system uses to
construct a transfer function to compensate for chromatic dispersion, fiber
non-linearity, polarization mode dispersion and polarization dependent loss by
comparing the received training symbols (at the training symbols locations) to the
original training symbols [2]. Figure 2b shows the constellation diagram that is
obtained after channel estimation. A decision block calculates the percentage error
vector magnitude (EVM). The EVM (%) in this design was found to be 20.81% for
back-to-back connection. However, the EVM (%) was found to be higher, i.e.
22.34% for a propagation distance of 100 km. Hence, this direct modulation
scheme using VCSEL is not suitable for transmitting OFDM signals over longer
distance fiber. It is also to be noted that there is also a limitation in the data rate
because of the band limitation of the VCSEL. If the bandwidth of the OFDM signal
exceeds the bandwidth of the VCSEL the performance of the system gets degraded
even more.

2.2 Results of OOFDM Signal Generation Using MZM

In this simulation, all the components are same as that were used in the simulation
of direct modulation discussed in Sect. 2.1, except the VCSEL which is replaced by
a Lithium Niobate Mach-Zehnder Modulator (MZM). The RF-OFDM signal is
applied to the MZM to modulate the laser output having a center frequency of
193.1 THz. The MZM is operated in the push-pull pattern. The MZM generates a
double-sideband OOFDM signal [12]. A filter is used to suppress the lower side-
band, thereby generating a single-sideband (SSB) OOFDM signal. This signal is
then transmitted through an optical fiber channel that consists of a span of 50 km
optical fiber in 6 loops with the signal amplified after the end of each span. The
signal from the fiber is directly applied to a square law photodiode, which performs
the optical-to-electrical conversion. The signal is then demodulated coherently in
electrical domain to recover the transmitted data. The system parameters used for
the simulation setup of 4-QAM OOFDM signal generation is similar to that of
Sect. 2.1 except for the data rate which is increased to 40 Gbps in this case. The
received constellations are shown in Fig. 3a, b. As seen in Fig. 3a, the constella-
tions seem to be rotating. This is due to chromatic dispersion of the optical fiber
channel. When transmitted over a shorter distance, chromatic dispersion does not
affect the signal. But for longer distances, this dispersion cause shift in the position
of the constellation points [13]. This shift can be compensated by using training
symbols. Here, two training symbols were used for the purpose of channel esti-
mation. It can be seen from Fig. 3b that, the constellation points are clear after
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channel estimation. The percentage of error vector magnitude was 11.643%. The
same system was simulated for a lower data rate, that is, 10 Gbps. The bandwidth
of the RF-OFDM signal decreases with the decrease in the data rate, if all other
parameters of OFDM block are unchanged. Hence, for 10 Gbps data transmission,
the OFDM signal has a bandwidth of 2.5 Gbps with 4-QAM symbol mapping. The
guard band required for the optical OFDM signal is equal to the bandwidth of the
baseband OFDM signal. So, in this case, the RF frequency required for the RF
up-conversion is 3.75 GHz. The RF spectrum at the transmitter and the receiver of
this simulation looks similar to that of the spectrum of the 40 Gbps data trans-
mission. But they do not lie at the same center frequency. The center frequency of
RF OFDM signal for the 10 Gbps data transmission is at 3.75 GHz due to
up-conversion by a frequency of 3.75 GHz. Since the RF OFDM spectrum is
centered at 3.75 GHz, the sidebands after optical modulation will appear at
(193.1 ± 0.00375) THz. The parameters of the optical filter are adjusted to sup-
press one of the two sidebands, the lower sideband in this case. The EVM for this
case was found to be 9.372% which is less compared to 40 Gbps data transmission.

2.3 EVMVS Transmission Distance of OOFDM

The effect of the increase in fiber length on the performance of the system is
studied. Figure 4 shows the plot of the change in the EVM (%) with the change in
the length of optical fiber. It can be seen from the figure that the EVM (%) rises
with the increase in the length of the fiber. This plot was based on the parameter set
for 4-QAM and 16-QAM with 128 subcarriers. Note that the EVM obtained is
without finding any optimum bias point for the MZM.

Fig. 3 a, b: Constellation of 4-QAM DD-OOFDM using external modulation
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3 Conclusions

After simulating, both the direct and external modulation, it was found that the
percentage error vector magnitude (EVM) differs for both the cases. The EVM (%)
for direct modulation of 4-QAM DD-OFDM was found to be around 22.34% when
transmitted through 100 km optical fiber, while the system using external modu-
lation showed the better result with an EVM (%) of 4.038%. From this result, it can
be concluded that the system using external modulator performs better.

Acknowledgements Authors are thankful to Prof. Rajan and Dr. Pankaj Sarkar for their valuable
suggestions and having discussions to improve the manuscript.
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Design of 1 � 4 All Optical Splitter Based
on 2D Photonic Crystal

Bani Gandhi, Anil Kumar Shukla and G.N. Pandey

Abstract In this study 1 � 4 optical splitter has been designed for TE-polarized
light. The design comprises of 2D Hexagonal lattice where elliptical Si-rods are
arranged in the air. Power splitting device with four outputs (1 � 4) has been
designed and simulated with Y-Junction. Finite Difference Time Domain (FDTD)
method was used for carrying out the simulations and testing of splitting properties
of the beam splitter was done. The band gap of the structure was realized through
the Plane Wave Expansion (PWE) band solver simulator. The overall size of the 2D
Y-junction splitter device designed is 21 lm * 15 lm. The objective was to attain
equal power at each output channel with the least amount of loss. The losses were
measured at each port and were calculated to be −6.02 db. Three band gaps were
measured and their gaps were calculated as 0.20382, 302364; 0.397845, 0.513458;
0.540259, 0.548335 with the tolerance as 0.001.

1 Introduction

Regardless of strained market circumstances, optical communication systems still
persists to advance at an expeditious momentum. The prominence of industry
research has shifted from long haul to metro to fiber to home networks in the recent
times. These different networks require very different solutions. Varieties of new
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optical components have been evolved and persist to be developed to address these
requirements [1].

One of the important and necessary optical device is an optical splitter, it is a
device which is used to split the power or the fiber optic light into several parts by a
certain ratio for example in a 1 � 4 power divider or splitter the light will be
divided into 4 optic-light by a ratio of ¼ or 25% of the original source in the ideal
case. The splitters are passive devices i.e. they do not require any external source of
energy to perform any activity and are often used in radio technology. The various
applications of a power splitter comprises of providing a signal model for feedback
monitoring or measurement, coupling feeds to and from antenna, also antenna beam
forming provide taps for systems that are for cable distributed like cable TV, and
also used to split the transmitted and received signals on telephone lines (Fig. 1).

Since the Photonic Crystals have been in discussion for a long time now due to
their potential to provide with the ultra compact structure that will then lead to
miniaturization of optical circuits [3, 4]. A Photonic crystal is sporadic dielectric
crystal which has a periodic division of refractive index where the span of period is
of the range of wavelength of light. The most simple form of a photonic crystal that
exists has 1D periodical configuration that is because of the periodic structure and
band gap wave nature of light. Due to diffraction, in an optical band gap a specific
segment of the spectrum is not able to proliferate, this means the wave which has
the wavelength in band gap is not able to localize light in crystals. Photonic crystals
occur in nature and control how photons are absorbed or reflected off them. These
are made of dielectric nanostructures that permit specific wavelengths to bypass
whereas hinder the rest of the wavelengths [5] (Fig. 2).

Fig. 1 Symbol for a 1 � N
power splitter [2]

Fig. 2 1D, 2D, 3D photonic crystals [4]
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2 Layout Design and Simulation

The wafer size of SiO2 is chosen to be 21 lm * 15 lm in length and width
respectively. Air with refractive index 1 was decided as the dielectric material. The
input signal was chosen to be Gaussian modulated continuous wave with the
wavelength of 1.55 lm. The planar PC structure is simulated on a
silicon-on-insulator substrate. A 2D Hexagonal lattice is selected for the design.
The elliptical waveguide is selected for the same and the atom radius is 0.3 lm
(Fig. 3).

The simulation of the light was studied by 2D Finite-difference time-domain
(FDTD) method that is a standard simulator. FDTD is a time-domain numerical
method which is used to model the propagation of EM waves in an optical based
medium, which uses Maxwell’s equations for the calculations. The time domain
method is found to be very proper and exact for the calculations and analysis of the
photonic crystal [6].

The simulation was performed for the TE mode, definite Mesh used is −0.041 lm
(delta X) � 0.041 lm (delta Z) and the number of mesh cells were 400 (X) and 500
(Z). For result finalization the simulation has been done for 4000 time steps. The
boundary condition used is Anisotropic Perfectly Matched Layer (APML). The valid
reasons for using Photonic Crystal waveguides instead of conventional dielectric
waveguides for optical interconnects includes better routing capabilities with lower

Fig. 3 1 � 4 Y-junction splitter
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transmission, bending loss, coupling loss, reduced cross talk and larger design
flexibility provided by the PC environment, monolithic integration with other
on-chip photonic component like a PC based laser or photo-detector.

The simulation result is shown in Fig. 4.
Physical specifications used to design the structure are mentioned in Table 1.

3 Results and Discussions

3.1 Transmission Spectrum

The output response of the pre-defined splitter is obtained after running the 2D 32 bit
simulation for the TE mode. Five observation points are placed on the design, one
for the input and the other four to calculate the response at the output ports.

Fig. 4 Simulation result of 1 � 4 Y-junction splitter

Table 1 Physical specifications of the splitter

Parameters Y-junction splitter

Configuration Holes with hexagonal lattice

Device size (Length (lm) X * Width (lm)) 21 * 15

Band gaps 3

Wavelength 1.55 lm

Radius of rods 0.3 lm

Refractive index of the rods 3.4
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Discrete Fourier Transform (DFT) calculations are used by the FDTD method to
obtain the transmission spectrum of this 1 � 4 beam splitter. Post simulation process
the FDTD analyzer window opens up to view the output of this 1 � 4 power divider.
The amplitude or the power can be computed by setting the observation points at the
input and the output and can be analyzed by the graph which is obtained at the
analyzer [7] (Fig. 5).

As it can be observed from Fig. 5 that the transmitted power is uniformly spread
into the four outputs which is due to the proportional structure. The power

Fig. 5 Power distribution or transmission spectrum of all the outputs in 1 � 4 Y-junction splitter
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transmission at the output ports 1 and 2 is same as power transmission at output ports
3 and 4 because of the equivalent energy flow on both lower and upper sides of input
waveguide. There is an efficient transmission of the input at all the four ports as
shown in Fig. 5.

The conclusion that can be made from the above graph is that the power has
been divided in a ratio that is approximately 25% of the original at each of the 4
ports and most significantly the power has been divided equally at each port. The
radiation loss at each port was calculated to be about −6.02 db [8].

3.2 Plane Wave Expansion (PWE) Band Solver

Design of photonic crystals and then take benefit of their exclusive characteristics, a
computation technique is essential to verify that how the light will pass all the way
through a particular crystal configuration. There are numerous proficient tech-
niques, but Plane Wave Expansion method is the most studied and consistent
method. This technique computes eigen frequencies (values) for a photonic crystal
for any given accuracy. For the analysis of the band gap the PWE parameters such
as the Polarization mode to be TE then a K-vector path has to be selected and in this
case the path is selected to be as Square ZX. The graph below depicts the band gap
for the 1 � 4 beam splitter. There are 3 band gaps which were found with the
tolerance of 0.001. The range of the band gaps are as follows: 0.20382, 302364;
0.397845, 0.513458; 0.54259, 0.548335 [9] (Fig. 6).

Fig. 6 Band gap diagram for 1 � 4 beam splitter
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4 Conclusion

In this study, assessment and investigation of photonic crystal beam splitter has
been carried out. The transmission spectrum or power distribution among the four
output ports of this l � 4 beam splitter were analyzed by using FDTD method. The
Photonic Band Gap (PBG) was calculated by PWE technique. It has been observed
that there is almost an equivalent division of power at each output port of this l � 4
beam splitter. The power transmission at the output ports 1 and 2 is same as power
transmission at output ports 3 and 4 because of the equivalent energy flow on both
lower and upper sides of input waveguide. This configuration helps in providing
high transmission efficiency. Added improved performance may be obtained by
optimizing the range of design parameters conditions. The device may be helpful in
optical communication applications and photonic integrated circuits.
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Analysis of a Novel Grating-Assisted
Directional Coupler by Using the Normal
Mode and Coupled Mode Analyses

Parvinder Kaur and M.R. Shenoy

Abstract We present a novel structure of the directional coupler which consists of
two non-identical waveguides, with a periodic refractive index perturbation along
the direction of propagation. We have compared the coupling characteristics
obtained by using the approximate coupled mode analysis and the exact normal
mode analysis for the grating-assisted directional coupler. We find that, for the
proposed structure, using the modes of the isolated waveguides in the coupled mode
theory does not give accurate results, and one should apply the normal mode
analysis to obtain the coupling characteristics.

1 Introduction

There are several different designs of the grating-assisted directional couplers
(GADC) [1–4]. The coupled mode theory (CMT) has been widely used to deter-
mine the power transfer characteristics in GADCs [5–8], because an exact analytical
treatment is difficult. The GADCs considered earlier have the periodic refractive
index variation only at the boundary of any one waveguide. We have proposed a
new GADC in which periodic perturbation of the refractive index is across the
complete width of the directional coupler. In order to study the characteristics of the
presented directional coupler, we have used exact normal mode theory (NMT) and
approximate CMT. We have carried out a comparative study of the results obtained
from the NMT (using the normal modes of the structure) and CMT. We show that
the power transfer characteristics between the two waveguides, calculated using
NMT and CMT differ significantly.
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2 Configuration of Directional Coupler

The basic configuration of the directional coupler consists of two non-identical
waveguides placed adjacently; a periodic grating structure is embedded all along
the length of the directional coupler, and with the high index segments across the
whole width (see Fig. 1). The grating period is chosen such that the spatial har-
monic of the periodic grating provides phase matching between the two
non-synchronous waveguides.

3 Theoretical Analysis

To investigate the power transfer characteristics of the directional coupler, we have
used coupled wave equations.

@A
@z

¼ �ijiiAþ jijBe
iðbi�bj�KÞz ð1Þ

@B
@z

¼ �ijjjB� jjiAe
�iðbi�bj�KÞz ð2Þ

Db ¼ bi � bj ; K ¼ 2p
K

ð3Þ

Fig. 1 Schematic of the GADC. 2a1 and 2a2 are the widths of the core of waveguide 1 and 2,
respectively; 2d represents the spacing between the two waveguides. n1 and n2 are the refractive
index of the core and the cladding of each waveguide; np indicates the periodic refractive index
perturbation along the direction of propagation
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with i = 1, j = 2
The coupling length is given by

L ¼ p
2

ffiffiffiffiffiffiffiffiffiffi
jijjji

p ð5Þ

In the above equations wi and wj are electric fields of the two interacting modes,
k0 ¼ 2p=k, where k is the wavelength; bi and bj are the propagation constants of
the two modes; K represents the spatial frequency; K is the period of the grating;
A and B are normalized amplitudes of the two mode fields; n1 = 1.668 and
n2 = 1.662 are the refractive indies of core and cladding, respectively; np = 1.6686
is the refractive index of the high-index region of the periodic grating; 2a1 = 4 µm
and 2a2 = 2 µm are widths of the core of the two non-identical waveguides, and
2d is the spacing between the two cores of the directional coupler. Equations (1)–(5)
provide the mathematical tools to describe the GADC. We have computed
numerical values of the coupling coefficients and studied its characteristics. In an
identical waveguide directional coupler, the two normal modes of the directional
coupler resemble with the individual modes of the two waveguides of the direc-
tional coupler. In CMA to simplify the calculation the two normal modes replace
with more easily computed individual modes of the two waveguides. For identical
waveguide, directional coupler this approximation gives the correct order of
magnitude of the coupling coefficients but, it is not adequate for the precise study of
the behavior of the directional coupler. For comparison of the exact NMA and the
approximate CMA, we have computed coupling length of the directional coupler as
a function of the spacing 2d and compare the coupling characteristics of the
directional coupler using both theories. To calculate the exact coupling coefficients,
we have used normal modes w1 and w2 of the non-identical directional coupler in
(4). Figure 2a shows the symmetric and antisymmetric modes of the non-identical
waveguide directional coupler, which is used in NMA. On the other hand, to
calculate approximate coupling coefficients, we have used the modes of the isolated
waveguides of the directional coupler in (4). Figure 2b shows the isolated fields of
the two non-identical waveguides of the directional coupler used in CMA. Here, we
can see the difference in mode fields of the directional coupler in both cases. The
approximation of the CMA will not make much difference, if the two waveguides
are slightly different. Because in that case the two isolated modes of the waveguides
will be approximately similar to the normal modes of the directional coupler.
Hence, the CMA theory and the NMA, estimate the same order of coupling
coefficients. But in our structure the two waveguides are strongly different; due to
this the power transfer characteristics from the NMA and the CMA theory have
large differences.
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Power transfer characteristics of the GADC are shown in Fig. 3 for
2d = 4.5 µm. the power transfer characteristics are significantly different for pro-
posed structure from both theories. However, difference in coupling length esti-
mated from power characteristics graph is not exactly equal to the difference in the
coupling length calculated from coupling coefficients shown in Fig. 4. This is due
to including the self-coupling coefficients in the two coupled wave equations of
the directional coupler. Figure 4 shows the variation of coupling length with the

Fig. 2 a Field profiles of the symmetric and antisymmetric mode of the non-identical waveguide
directional coupler. b Is isolated mode fields profiles of the two nonidentical waveguides of the
directional coupler

Fig. 3 Transmitted normalized power in waveguide 1, along the direction of propagation for a
GADC. Dotted line represents exact NMA and solid line corresponds to CMA. The spacing
between the two waveguides of the directional coupler is 2d = 4.5 µm
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spacing between the two waveguides. Since the normal modes have a zero of the
field at one transverse point, at that point the overlap integral used to calculate the
coupling coefficients vanishes, and hence the coupling length becomes very large.
When that happens, the NMA and CMA have large discrepancies [1].

4 Conclusion

We have presented a study of novel non-identical waveguide directional coupler
with a periodic grating in the direction of propagation. Coupling characteristics of
GADC have been studied. The exact analysis of a GADC requires the use of the
normal modes of the complete structure. Since the analytical derivation of this
problem is not simple, the widely used approximate analytical expressions for the
coupling coefficients are derived, by approximating the normal modes by the modes
of the individual, isolated waveguides. Here, we have shown a comparison of the
exact and approximate results which are not in agreement. Hence, for description of
the proposed structure, one should use the exact NMT of the structure instead of
approximate CMT.

Fig. 4 Variation of coupling length ‘L’ as a function of the spacing (2d) between the two
waveguides of the directional coupler. Dotted line represents results from exact NMA and solid
line corresponds to approximate CMA
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1-D Photonic Crystal Based Dynamic
Encoder/Decoder for 2D W-T OCDMA
System

M. Bala Subramanian, K.S. Resmi and Prita Nair

Abstract We propose a novel low power and simple incoherent 2D optical code
division multiple access (OCDMA) system comprising of reconfigurable encoder
based on voltage dependent wavelength selection in the electro optic (EO) polymer
infiltrated silicon photonic crystal and a tunable decoder based on silicon 1-D
photonic crystal structures. Using simulation, the power efficient and error free
system functioning of the encoding/decoding devices is verified. Dynamic provi-
sioning of code patterns are possible using a single physical implementation of
optical encoder/decoder and it can support flexible data rates of about 200 Gbps by
using only 4 pair of wavelengths.

1 Introduction

The internet traffic rate is growing in the order of exabytes per month [1] due to
combined requirements of cloud computing and storage, distributed computing,
escalating mobile backhaul and emerging IoT applications. A consequence of this is
the requirement of flexible dynamic data-rate provisioning even down in the access
and last-mile networks where the high density of components imposes a more
stringent requirement of ensuring low operational and capital expenses per device
while giving performance compatible to the costlier high-end more flexible optical
systems of core networks. One of the schemes for providing flexible low cost easily
upgradable multiple access compatible to even legacy systems and those using
conventional 10 Gbps systems is optical code division multiple access (OCDMA).
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Incoherent schemes are more suitable for access systems as they avoid the
non-linearities, dispersion effects and high cost complex architecture associated with
coherent encoding/decoding systems [2]. The key requirements for incoherent
OCDMA access system are a dynamically reconfigurable, low cost high cardinality,
fast encoding/decoding device coupled with a simple decoding scheme. Existing
optical encoder/decoder [3–5] implementations have unique physical implementa-
tions per code with limited re-configurability. This paper introduces and analyses a
dynamically reconfigurable 2D OCDMA system architecture based on single
common physical encoder/decoder that can be programmed to generate all the dif-
ferent codes and a new scheme for simple decoding. The device implementation of
both encoder and decoder part are possible by silicon fabrication technology on SOI
wafer. The W/T (wavelength-time) encoder is a silicon-electro-optic (EO) organic
hybrid 1D photonic crystal waveguide with a tunable defect mode. Silicon platform
leverages all the advantages of CMOS processing, with v(2) nonlinearity of linear
electro-optic organic polymers ensuring fast low voltage low power tuning. The
simple decoder employs a two step process of wavelength decoding using tunable
filters based on photonic band gap structure followed by time chip identification.

Illustration of the design, capabilities and limitations of full architecture of this
new 2D OCDMA system is presented using 10 Gbps data stream with 100 ps time
period chipped in to four 25 ps time chips and a maximum of 2 wavelengths/code.

2 The Optical Encoder/Decoder System

The optical encoder is an EO polymer–Si 1D photonic crystal with central silicon
fabry-perot cavity embedded in a silicon waveguide as illustrated in the block
diagram shown in Fig. 1. The silicon ridge waveguide is 6 lm � 240 nm � 250
nm in dimension with embedded 3 layers of EO polymer infiltrated holes with
400 nm periodicity (doped polymer simulated with EO coefficient 80 pm/volt), on
either side of central Si cavity. The voltage dependent wavelength selection through
refractive index tuning of EO polymer is made possible by a pair of electrodes
placed parallel to the length of the waveguide optimally positioned at a separation
of 325 nm ensuring minimal deleterious impact on wave guiding effect at the same
time ensuring sufficient field strength required for nonlinear EO tuning of polymer
refractive index. The device is thus designed to work as a fast electro-optically
tunable filter capable of transmitting a single tunable wavelength in the C band
based on applied voltage. The tuning curve of the encoder (depicted in Fig. 1),
obtained through its FEM simulation incorporating the dispersion of both the EO
polymer and silicon [6], and voltage dependent change in refractive index of EO
polymer [7], shows that, under zero volt drive voltage, there will be no transmission
provided the optical source bandwidth is limited to the C-band. This ensures that ‘0’
bit in the coded data generates no output at the end of the encoder for the duration
of the ‘0’ bit. For voltages up to 5 V, the transmitted wavelength can be tuned
within the C band. The applied voltage thus decides the wavelength selected for
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transmission from the input bandwidth of the broadband source. Tuning sensitivity
of 7.5 nm/V has been demonstrated. The novelty of this encoder is that when driven
by a time chipped, pulse amplitude modulated data (as shown in Fig. 1), the
encoder combines wavelength selectivity based on amplitude of pulse, time gating
of selected wavelength based on duration for which this amplitude is held (duration
of the chip) and time delay by ensuring nil transmission when voltage is zero. This
single device is thus capable of implementing any code sequence adaptively and
can hence be used for dynamic OCDMA encoding.

The 2D OCDMA decoder decodes the incoming code in two consecutive stages.
In the first stage it performs wavelength decoding and the output of the wavelength
decoder is used to do time decoding. This separation of the 2D decoding ensures
flexible low cost simple decoding. Figure 2 shows a block diagram of the 2D
decoder. Four tunable PBG (photonic band gap) filters function as the wavelength
decoder. The use of 4 filters ensures fast parallel decoding and also flexibility to
program the 2D wavelength pair independently. The design of each filter consists of
3 silicon layers 800 nm wide separated by 1 lm air gap on either sides of a defect
layer of variable thickness. The electrostatically actuated comb structure is con-
nected to the set of Si-Air bilayers on either sides of the defect layer. The voltage
dependent change in defect layer thickness gives rise to different transmitted
wavelengths and electrostatic actuation ensures low power consumption. The
dimensions of the device are so chosen that at zero bias the transmitted wavelength
falls outside the C-band. At higher voltages, the device transmits modes that fall
within the C-band and hence choosing the wavelengths that are expected during the
high bits of the code sequence. Tuning curve simulated using FEM software shows
that a decrease in defect length of 0.2 lm tunes the wavelength over the entire C
band. To realize this decrease each set of bi layers need move only by 0.1 lm each.

Fig. 1 Block diagram of the encoder with schematic of the device
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Thus the output of the four bits will appear only for the matched pair of wave-
lengths for each code. The time decoding section performs O to E conversion of the
combined output of the wavelength decoder and matches the TS coding based on
identification of the time gaps between the arrival of the wavelength bits at the
output of the wavelength decoder and the duration for which they appear. If the
time gaps and durations match that of the expected code, then the output is accepted
and the data is reconstructed. This 2 step decoding process ensures cross-correlation
free decoding for non-cyclic codes.

3 MATLAB Modeling of the 2D OCDMA System

The system level modeling in MATLAB, starts with specifying inputs in the form
of time chip coding sequence (1010 in this demonstration) and the wavelengths to
be used (1550 and 1535 nm) for the coding. To simulate this 2D OCDMA system
with 4 time chips and 2 wavelengths, two 25 ps 10 Gbps pulse streams are gen-
erated with amplitudes mapped to required carrier frequencies using a polynomial
fit to the voltage tuning curve of the encoder and are interleaved as per code
sequence as shown in Fig. 3. This interleaved time encoded signal is then combined
(by AND operation) with pseudo random NRZ data to generate the drive signal.
This drive signal can be seen to transmit the code when user data is high. An FFT of
the drive signal is also shown in Fig. 3 illustrating that it has only the 2 wavelengths
specified by the user, 1535 and 1550 nm. The modulated wavelength-time signal is
such that, the code sequence gets transmitted when 100 ps data bit of the user data
is high.

Fig. 2 Block diagram of the wavelength decoder with Intellisuite image of the device
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At the decoder end, (Fig. 4) the wavelength filtering of the 4 bit encoded data
signal is simulated in MATLAB by multiplying the FFT of the incoming signal by
transfer function of each filter at appropriate drive voltage setting. The wavelengths
identified FFT of the filter are shown in Fig. 4a, b illustrating that filter 3 and filter 1
transmits only the 1535 and 1550 nm wavelengths respectively and their FFTs are
shown in the right. After the O/E conversion the obtained signal has 2 pulses, the
initial one generated by the 1535 nm and the second pulse by 1550 nm. These
electrical signals are differentiated and a timing signal is switched ON on reception
of the first positive going pulse and switched OFF at the consecutive positive pulse.
If the time period of this signal is 50 ps, only then the code is accepted as the
correct one. If the timing signal resets before 50 ps or does exceeds 50 ps then data
is dropped or else a 100 ps long pulse is generated after a wait period of an
additional 25 indicating reception of a valid high bit user data.

The code identification at the decoder is shown in Fig. 4. The time circuitry
identifies the time of arrival of the pulse as in Fig. 4c. This confirms that the
assigned frequency pair is 195.4 and 193.5 THz detected with a delay of 50 ps.
Therefore the decoded code sequence is identified as 1010 and its time signal for
100 ps is shown in Fig. 4d.

In this decoding scheme, for a particular code word to be decoded successfully,
it should match both the wavelength decoding conditions and time gap circuitry
condition. When any one of the condition is not satisfied the code word is not
accepted as the correct code. For instance, in the example the illustrated code word
is B0R0 (Two wavelengths blue and red). Suppose Y0G0 (Two wavelengths yel-
low and green) is the code word that arrives at the decoder, the code word gets

Fig. 3 MATLAB results of wavelength-time encoding of user data
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blocked at the wavelength decoder itself. Or suppose BR00 is the code word at the
decoder, even if the code word satisfies the wavelength selection criteria, the code
gets discarded at the time circuitry. Hence a simple error free decoding system is
ensured. The only problem occurs when a cyclic code of B0R0 (say R0B0) arrives
at the decoder. The code word gets accepted by both the wavelength condition and
time gap conditions. Hence to ensure error free detection and to make the decoding
simpler cyclic codes are not used. If the O/E conversion is done individually for
each filter, the filter the wavelength that pings first can be identified and hence for a
pair of wavelengths, we have six available non-cyclic codes that can be used. So,
the existing 10 Gbps system can be effectively increased upto 60 Gbps. If four pair
of wavelengths in the C band are used then, the capacity of the system can be
increased four times i.e. more than 200 Gbps.

4 Conclusion

We demonstrate through simulation, a novel low voltage (<5 V) completely
reconfigurable optical 2D CDMA system based on Si/EO hybrid PhC devices. The
chip rate and power budget is dependent on the efficiency of EO polymer and can
hence be improved further. The decoding scheme is simple as it does not need any

Fig. 4 MATLAB simulation results of the decoder. Decoded time domain signal and its
corresponding FFT a at output of filter set to detect k1 b at output of filter set to detect k2 and
c time delay detection between k1 and k2 d decoded user data for first 100 ps
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time synchronization or external local oscillator for its functioning. This system can
be used for secure flexible line-rate provisioning in access networks. MEMS
decoder filters along the lines have already been demonstrated by our group [8] and
realization of the encoder can lead to actual experimental demonstration of this
concept for providing flexible bandwidth provisioning.
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Full-Duplex 20 Gbit/s Fiber-Optic
Link Design Based on Dual-Polarization
Differential Quaternary Phase-Shift
Keying

Dhiman Kakati and Subhash C. Arya

Abstract Low loss and ultra-high bandwidth available in optical domain has led to
the shift from electrical signal processing such as modulation, bandwidth allotment
etc. toward all optical processing. Implementing millimeter-wave (mm-wave) sig-
nals along with advanced modulation techniques to modulate the light has led to the
development of technologies such as Radio over Fiber (RoF), Passive Optical
Network (PON) and finds application in present and future broadband communi-
cation. In this paper a full-duplex 20 Gbit/s RoF system is presented for a trans-
mission distance up to 100 km and overall system performance is studied in terms
of Q-factor, Bit Error Rate (BER) and Error Vector Magnitude based on simulation
platform. It is observed that the system maintains good performance in terms of
coherency (i.e. single laser source) and spectral efficiency (bits/s/Hz) after trans-
mission over Standard Single Mode Fiber (SSMF). Findings are useful to design
high speed, lesser bandwidth, and cost-efficient optical communication system. The
same can also be implemented in WDM system to get a much higher data rate of
320 Gbps for system using 16 channels.

1 Introduction

Recently, the information processing and communication society highly rely on
broadband communication solutions such as interactive multimedia services, net-
work games, High Definition Television (HDTV) distribution which require very
high bandwidth and with the increasing number of users the network traffic is
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growing exponentially [1]. So for comparing the technologies available at present,
one way is to consider the system parameters such as bit rate, regeneration-free
transmission distance and cost of the implementation. One way of implementing
cost effective transmission is to make the remote base stations as simple as possible
and network functions such as signal processing, frequency allocation is carried out
at the center station. The other way is to implement advanced modulation schemes
owing to their high data rate and tolerance to fiber impairments such as attenuation
and dispersion. In this paper, we have implemented Differential Quaternary Phase
Shift Keying (DQPSK) so that with increased data rate, direct detection is also
possible. There are two advantages, (1) multiple data is transmitted per sample and
(2) in terms of coherency because the uplink carrier signal is preserved in the
downlink signal and single laser source. Furthermore, differential phase modulation
technology is found to have excellent transmission characteristics and 3 dB
enhanced reception accuracy [2]. The mm-wave along with higher data rate
capability is used for avoiding the spectral congestion in the lower frequency bands.
The RoF technology allows a dynamic radio resource configuration and capacity
allocation. It also eliminates the need for local oscillator at the radio access unit. In
the later part, the same system may be incorporated to design a Wavelength
Division Multiplexing (WDM) system and have a higher bit rate and more number
of carriers transmitted through a SSMF. The polarization multiplexing technology
increases the capacity of the single carrier to two times. The demodulation proce-
dure includes Mach-Zehnder Interferometer (MZI) demodulator, followed by bal-
anced Photo Detector (PD) and decision logic [3]. To eliminate the issue of
generating electrical mm-wave of required range 40–60 GHz as this exceeds the
limit of electrical devices, we preferred to generate it in optical domain by means of
optical heterodyne beating [4].

The paper is organized as follows. Section 2 describes the working principle of
the designed full-duplex wired communication system theoretically. Section 3
presents the simulation of the proposed system along with the results.

2 Principle of Operation

Figure 1 shows the schematic of the proposed full-duplex link. The lightwave
emitted from the CW Laser has a central frequency of f0 ¼ x0=2p and the emitted
lightwave can be expressed as E0ðtÞ ¼ E0ejx0t. Then it is provided to both the
DQPSK modulator where the data rate is half of the input data rate. The Serial to
Parallel (S/P) Converter converts the input bit stream into two output sequence of
half the input bit rate. The drive waveform of the LiNbO3 Mach-Zehnder Modulator
(MZM) is in Non-Return to Zero (NRZ) format pulses pðtÞ ¼ sinðpt=TSÞ, where TS
is the symbol period [5].
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At the transmitter output the downlink data can be expressed in terms of
In-phase and Quadrature components as below [3]:

IðtÞ
QðtÞ

� �
¼

P
n
aI;npðt � kTsÞP

n
aQ;npðt � kTsÞ

2
4

3
5 ð1Þ

Here, aI;n and aQ;n are the data symbol transmitted in-phase and quadrature
components at time kTs. The in-phase and quadrature components are multiplied
with mm-wave sinusoidal carrier of VmðtÞ ¼ Vm cosxmt and VmðtÞ ¼ �Vm sinxmt
represented as [3]:

EDQPSKðtÞ ¼ Vm IðtÞ cos xmt � QðtÞ sin xmt½ �
¼ Vm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IðtÞ2 þQðtÞ2

q
cos xmtþuiðtÞ½ �

¼
ffiffiffi
2

p
Vm cos½xmtþuiðtÞ�

ð2Þ

where, uiðtÞ ¼ arctanfQðtÞ=IðtÞg ¼ p=4; 3p=4; 5p=4 and 7p=4 for i = 1, 2, 3 and 4
respectively. If we represent fiber length by z, the transmission function can be
represented as:

HðxÞ ¼ e�½aþ jbðxÞ�z ð3Þ

where, a is the attenuation coefficient and bðxÞ is propagation constant at angular
frequency of x. The DQPSK mm-wave can be represented in optical domain as [3]:
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Fig. 1 Design of the proposed full-duplex optical fiber link [5], where, serial to parallel converter
(S/P), delay interleaver (IL), in-phase and quadrature modulator (I/Q), electrical band-pass filter
(EBPF), optical band-pass filter (OBPF), Mach-Zehnder interferometer (MZI), balanced
photo-detector (PD)
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EDQPSKðz; tÞ ¼ F�1 HðxÞF EDQPSKð0; tÞ½ �� �
� ECe

�azej½x0t�bðx0Þz� þESe
�azejfðx0 þxmÞt�bðx0 þxmÞz�u½t�ðx0 þxmÞ�1bðx0 þxmÞz�g

¼ ECðz; tÞþESðz; tÞ
ð4Þ

Here, x0 þxm represents 1st order sideband, Ffg is forward Fourier transform
and F�1fg is inverse Fourier transform. EC and ES correspond to carrier and
baseband signals.

The same system can be implemented in WDM System for increasing the data
rate. Moreover, it is useful in the context of frequency reuse environments where
multiple frequency generation and simple base station is a major factor. The
function of the WDM multiplexer (MUX) is to combine all the channel wave-
lengths and transmit over the fiber. Figure 2 shows a simplex WDM implemen-
tation of the proposed system.

3 Simulation Setup and Results

To check the system performance, the design is implemented on OptiSystem V13
simulation platform. The full-duplex link uses two wavelengths that makes the
system to communicate in both directions simultaneously. The laser has a central
wavelength of 193.1 THz and linewidth of 0.1 MHz which is injected to the
LiNbO3 MZM that has a half wave voltage of 4 V. The oscillator produces a sine
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Fig. 2 Wavelength division multiplexing implementation of the system

578 D. Kakati and S.C. Arya



wave of frequency of one fourth of bit rate (i.e. bit rate/4) and it modulates the
optical carrier to produce the required mm-wave. The resulting signal is applied to
the two parallel Dual Drive LiNbO3 MZM where the electrical converted data
stream is imprinted to the optical carrier. Then modulated data is transmitted over
the SSMF having attenuation of 0.2 dB/km and a dispersion of 16.75 ps/nm-km.
Figure 3 shows the eye diagram for various fiber lengths of 20, 60, 80 and 100 km
respectively. It is clearly visible that the system maintains a good performance
which have been shown through Q-factor and BER.

Table 1 shows various parameters that represents transmission quality of the
system in terms of Eye opening (Height peak to peak) which measure the additive
noise in the signal, Quality factor (vertical eye opening in comparison to the noise
present), and BER.

The Error Vector Magnitude (EVM) is basically a standardized error magnitude
between the experimentally observed constellation and with difference to ideal
constellation and can be calculated from optimized constellation diagram. The
magnitude error, phase error and EVM can be expressed as [6] (Fig. 4):

Magnitude Error ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þQ2

p
�
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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(a)  20 km (b) 60 km (c) 100 km

Fig. 3 The eye diagram of the 20 Gbps transmitted signal for different fiber lengths

Table 1 Q-factor, bit error
rate, eye height with respect
to fiber lengths

Distance
(km)

Q-factor Bit error rate Eye height
(µV)

0 59.687 0 0.00209

40 38.019 1:893� 10�51 0.0003

80 28.692 1:467� 10�27 4:22� 10�5

100 18.641 1:893� 10�12 1:057� 10�5
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A graph is plotted for various received power versus EVM (%) for various fiber
lengths as in Fig. 5. A maximum distance of 100 km is achieved and the system
performance is tested for 0, 50 and 100 km. It is seen that when the received power
becomes less the system is more prone to error. The receiver sensitivity is found to
be −20 dBm for achieving a BER of 10−6 i.e. an EVM of 20%. Below this power
level the BER of the system changes abruptly. Then a simple implementation for
WDM simplex system is done and its performance is evaluated for wavelengths
k1 = 1552.4 nm to k16 = 1564.67 nm in the C-band. The frequency separation for
different wavelength is set at a separation of 0.8 nm (100 GHz). The dispersion
effects have been compensated with the implementation of Dispersion
Compensating Fiber (DCF) which has a negative dispersion co-efficient of
−85 ps/nm/km and the fiber attenuation is combated with the help of Erbium Doped
Fiber Amplifier (EDFA) with a gain of 4 dB at regular intervals. With attenuation
and dispersion compensation the transmission distance can be extended to 140 km
over SSMF.
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4 Conclusion

This paper implements a full-duplex RoF network architecture design with 20 Gbps
DP-DQPSK down link and 5 Gbps up-link data rates. The laser free user terminal
with direct detection makes it useful in lesser complexity and low cost base stations,
reduced phase noise and also good coherence due to same optical source. From the
performance analysis based on simulation platform the designed system can be
realized for bidirectional transmission with 100 km fiber transmission and for
WDM system with attenuation and dispersion compensation a maximum data rate
of 320 Gbps for 140 km is achieved.
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Development of MATLAB Based Image
Stitching Tool for Detection of Hidden
Objects at 89 GHz

Triveni Keskar, Vijay R. Dahake, Kshitij Mittholiya, Archana Hegde,
A.M. Basil and Anuj Bhatnagar

Abstract Our system uses a 108 mW IMPATT diode source operating at 89 GHz,
a 4.5 cm � 4.5 cm detector camera from TeraSense and a motorized XY stage
covering 34 cm � 22 cm area. Hidden objects having large dimensions can be
imaged using small area detector using this technique in 10–11 min. Image
stitching and enhancement is done using MATLAB and imageJ software
programming.

1 Introduction

Closely spaced 89 GHz band emulates characteristics of sub-terahertz Extremely
High Frequency. Non-ionizing radiation and transparency to non-metallic-non-polar
dielectrics highlights the applicability of this frequency band. It is highly reflective
when obstructed by metals and has absorption signatures whilst passing through
most liquids and explosives. Consequently, it is applicable for security scanning,
product composition and quality checking [1, 2]. The system is capable of giving a
resolution up to 3.37 mm � 3 mm which adds to the precision of imaging achieved.
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2 Procedure for Object Detection

2.1 Video Scanning by TeraSense Camera and Movable
X-Y Stage Motion Using LabVIEW

• A stepper motor based movable XY stage controlled by Holmarc MicroMotion
software is coded on LabVIEW platform which enables it to travel from initial
Home position at (0, 0) to the Y direction full sweep in 4 loops. At the end of
each Y-directional full sweep iteration, we increment the X direction loop
spanning a virtual S shape during wait time. The Stage dimensions are
34 cm � 22 cm.

• To achieve the whole scan in minimum time, we set the motors at maximum
speed = 8000 µm/s. With these parameters, we are able to record a full stage
scan in 10 min. The arrangement of developed equipment system and source
detector orientation can be observed in schematic sketch Fig. 1.

• The camera captured image shows low intensity dark region where the radiation
gets obstructed by a metallic surface (highly reflective), pharmaceutical or
narcotic drugs (highly absorptive). The TeraSense camera captures each
4.5 cm � 4.5 cm frame as a 128 � 128 pixel video onto system. The param-
eters such as Exposure, Accumulation, Working area and Rec. Normalized are
used to enhance clarity in the normalized intensity image of the object (Figs. 2
and 3).

Fig. 1 Schematic of imaging
system
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2.2 Image Construction Using MATLAB

Equal interval frames are chosen out of the captured video and stitched in S-scan
direction using MATLAB program. We have developed MATLAB code for image
stitching, enhancement and edge detection according to the following algorithm:

(1) Read the video file from ‘save video’ location on the system.
(2) Count the total number of frames (b) and choose an interval ‘m’ to pick 36

equally spaced images: m = b/36.

Fig. 2 LabVIEW UI to control stage positioned

Fig. 3 a Intensity image of
b part of the object
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(3) From t = 1 to total number of frames b, read only the frames that appear after
given interval and store in desired folder naming them in ascending order.

(4) Match any file names that contain a sequence of numeric digits. Convert the
strings to doubles.

(5) Sort the frame numbers from lowest to highest and arrange indices.
(6) Create figure by using 9 � 4 matrix to stitch the images in desired order.
(7) Save image.

Using our algorithm, we obtain the desired frame arrangement for montage
function which stitches equally spaced video snapshots to get the final image of
entire stage (Fig. 4).

3 Image Enhancement and Edge Detection

As the resolution obtained with 89 GHz is 3.37 mm i.e., �3 mm. The rays may get
diffracted from the thinner edges or corners of objects, still allowing some rays to
pass shearing the reflective surface. Consequently, the images that we obtain after
stitching are usually distorted. Practically in our stitched images, the edges of thin
objects are prone to show a relatively higher intensity. Thus further improvement on
contrasting, averaging of the edge surface intensities and filtering of the image is
necessary.

I. Our MATLAB program first converts the RGB intensity image to grayscale
and then applies median filtering technique. We can also enhance the contrast
of grayscale image using deviation based thresholding of the image.

II. Open source imageJ tools are used for filters such as ‘Butterworth, Floyd
Steinberg Dithering, Enhance contrast or Dilation’ to enhance properties of
the RGB image for a better edge detection.

III. ‘Canny’ edge detection algorithm [3] is used to detect the edges of the object
in a simpler format. A channel separation with edge detection in imageJ
gives better quality.

Fig. 4 Desired frame
arrangement
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4 Results

4.1 Stitching and Edge Detection Outputs

In our experimentation, stitched images of a metallic plate and a hidden plier with
image processing are shown. A metallic plier hidden inside a 2 mm thick optically
opaque cardboard box has been detected. The same object’s intensity image
obtained using stitching can be improved in quality for edge detection using inbuilt
tools of open source application imageJ. We have used the math class functions for
multiplying image intensities, background subtraction, color channel separation,
conversion to binary and dilation of pixels thereafter to withdraw the noise from the
picture (Figs. 5, 6 and 7).

The timing profile of MATLAB stitching and detection program is � 4 s as
shown in the Table 1.

4.2 Image Quality Analysis

The resultant scan images show high level of closeness to the original object’s
optical images. Using intensity color-map images for comparison, we have quan-
tified the parameters such as Peak Signal to noise ratio (PSNR), Signal to noise ratio
(SNR) and structural similarity matrix (SSIM) with the help of built in psnr, snr and
ssim functions of MATLAB. The PSNR for plate shown in our results is 14.2881,

Fig. 5 a A steel plate object (optical image), b its scanned intensity image, c contrast enhanced
grayscale image of (b) and d edge detected when scanned through our system
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Fig. 6 a Stitched intensity image of a hidden plier recorded by the system, b contrast enhanced
grayscale image, c thresholding enhancement image and d edge detected image

Fig. 7 a A steel plate object (optical image), b its intensity image, c 25% background subtracted
output of (b), d triple multiplied intensity image, e red channel separated image of (d) and f edge
detection

Table 1 MATLAB profiler timing stitching image and edge detection program

Profile summary Generated on 19-Feb-2016 14:24:04 using CPU time

Sr. Function names Calls Total timing (s)

1 Image stitching 1 2.2997

2 Image enhancement edge detection 1 1.775
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with SNR value of 13.3679 and similarity matrix score of 0.6559. Ideally, PSNR
and SNR values higher than 1 are considered as indicators of low noise, whereas
ssim values range from −1 to 1, closeness to 1 signifying a good structural
matching. The normalized correlation matching calculated for plate between the
scanned and optical images is shown in (Fig. 8).

5 Concluding Discussion

Development of a programming user interface and analytical tool is our proposed
way to utilize low cost resources to build a system for large hidden object scanning
to detect materials opaque or absorptive to 89 GHz such as metals, liquids, drugs
and explosives. The low intensity portion obtained from camera is essential to
detect such objects which can be hidden to the naked eye due to covering of a
non-dielectric substance [4]. The design of XY scanner gives a wide area to use in
sub-terahertz applications. Advantages of this tool include a higher safety level for
prolonged human interaction as compared to conventional scanning methods,

Fig. 8 Intensity heat map of a Optical image, b terahertz scan image, correlation matrix 3D plots
c upper side view, d lower side view e top view for scanning result of metallic plate
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adherence to the safety norm standards, ability of see-through detection, short
computing timing and lack of dependence on human error and intervention.

There is significant limitation of recording timing in our system which we are
trying to better as a future scope to this application. As test runs have shown, the
mechanical systems consume 98% of the time. Therefore, employing high speed
mechanical systems will significantly reduce the amount of time required to record
scan. Reduction in wait time and optimizing the speed of stepper motor based
translation can result in a faster video recording. As far as developmental tools are
concerned, the responsivity of this tool is sufficiently high to be used for wide range
of vital security purposes. Considering the trade-off between all the aspects, our
imaging system and developed tools for intensity image acquisition and analysis
present a cost effective beneficial solution.

Acknowledgements The authors would like to express their gratitude towards two immensely
cooperative institutions ‘Ramrao Adik Institute of Technology’, affiliated to Mumbai University
and ‘Society for Applied Microwave Electronics Engineering Research’, IIT Bombay (Department
of Electronics Information Technology Ministry of Communications Information Technology,
Govt. of India) for providing with an inclusive, encouraging environment. Special thanks to our
colleagues Saurabh Bharadwaj and Suyog Chowdhari for their active timely contribution in project
and peer reviews were a pacemaker to the reporting aspects of this paper. On behalf of all the
authors, I would like to acknowledge our friends and families who have directly and indirectly
joined hands to make this application development successful.

References

1. “Camera looks through clothing”, BBC News 24, 10 March, 2008, retrieved 10 March, 2008.
2. Basil A.M, Triveni Keskar, Kshitij Mittholiya, Archana Hegde, A. Bhatnagar, “Terahertz

Imaging System for Scanning Concealed Objects”, Journal of Instrumentation Society of India,
Vol.46, No.1, pp. 57–58, March 2016.

3. J. Canny, “A Computational Approach to Edge Detection”, in IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. PAMI-8, no. 6, pp. 679–698, Nov. 1986. Doi:10.1109/
TPAMI.1986.4767851.

4. Basil A. M., Kshitij Mittholiya, Archana Hegde, Dr. Anuj Bhatnagar, “Development of
terahertz imaging system”, Journal of Instrumentation Society of India, Vol. 45 No. 2, 30 June
2015.

590 T. Keskar et al.

http://dx.doi.org/10.1109/TPAMI.1986.4767851
http://dx.doi.org/10.1109/TPAMI.1986.4767851


Modelling for Spectral Domain Optical
Coherence Tomography (SD-OCT) System

Suyog Choudhari, Mukesh Patil and Roshan Makkar

Abstract Optical Coherence Tomography (OCT), a revolutionary technology was
initially developed for imaging retinas to investigate various eye diseases like
glaucoma, diabetic retinopathy etc. It later found acceptance for its non-invasive
nature in other bio medical applications like cardiology, dermatology etc. It is very
similar to ultrasound in nature; the only difference is usage of light waves in place
of sound waves and it offers higher axial resolution in comparison with most of
other existing technologies. The technology behind SD-OCT is Michelson inter-
ferometry, which offers the usage of Super Luminescent Diode (SLD) source as low
temporal coherent source with broad bandwidth to measure its absorption/scattering
through the sample specimen. In the following paper, we depict the model of
SD-OCT system. The spectral response of the source and the output generated
waveforms show the response of the model in respect to the actual hardware.
LabVIEW software could generate the graphical user interface. The samples were
used on the basis of their refractive indices. The maximum depth obtained depends
on the number of pixels. Depth of up to 0.5 mm can be obtained with 127 pixels
and 1.7 mm with 400 pixels with axial resolution as 7.75 µm for 100 nm band-
width 1310 nm SLD source. Simulation results at 632.8, 840 and 1310 nm are
compared and discussed.
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1 Introduction

In order to enhance the diagnostics and clinical administration of diseases, new
therapeutic innovations are coming up. The current advancements as the
Ultrasound, X-Ray, Computed Tomography (CT filter), Magnetic Resonance
Imaging (MRI), Radioisotope Imaging have changed symptomatic medication amid
the most recent decades. Computed tomography can accomplish high resolutions
yet utilizes ionizing radiation and bears an inherent danger. Magnetic Resonance
Imaging does not include such a danger, but rather in return it can’t resolve objects
smaller than 0.3 mm. Ultrasound has a depth resolution of around a couple of
centimeters however poor image resolution, therefore even high-frequency ultra-
sound of 50 MHz is constrained to 30 µm resolution. Besides, it needs a decent
transport medium, for example, gel since sound waves are highly weakened in air
[1]. OCT performs cross-sectional imaging by measuring the magnitude and echo
time delay of back-scattered light. Measuring the echo time delay of several
reflections generates the axial scans or the A-scans. This will produce the
two-dimensional data set, which represents the back scattering in a cross-sectional
plane. Images or B-scans can be shown by the false shading or dark scale to
imagine tissue pathology.

Three-dimensional OCT information will contain the volumetric basic data,
which can be compared with the CT scan or MRI pictures. OCT is a non-invasive
optical imaging methodology that procures depth resolved information of organic
specimens in both two and three dimensions [1]. OCT was initially presented by Dr.
James Fujimoto [2]. It relies on low-coherence interferometry and makes use of low
coherence light sources or ultra-short pulsed lasers [3]. OCT was first performed in
time domain which involved manual movement of the reference mirror. This type
of OCT is called Time Domain OCT (TDOCT).

Section 2 highlights the basic principle of OCT in detail. Mathematical model
for OCT is described in Sect. 3 i.e. signal processing in SDOCT. The simulation
flow and the simulation results in LabVIEW (Laboratory Virtual Instrument
Engineering Workbench) are discussed in Sect. 4. Section 5 gives the conclusion
derived from this paper followed by acknowledgement.

2 Principle of Operation

A.A. Michelson imagined the optical interferometer usually called as the Michelson
interferometer [4]. The mechanical assembly of the most well-known design
comprises of the beam splitter and a light source as the major components. The light
from the source is part into two arms; sample and reflected, utilizing a beam splitter.
Each of the arms reflects back the light towards the beam splitter which then adds
their intensities interferometrically. The subsequent interference pattern is directed
towards the photoelectric detector or CCD (Charge Coupled Device) camera.
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Shown in Fig. 1 is Michelson interferometer which consists of a half silvered mirror
acting as a beam splitter. Mirrors M1 and M2 are placed equidistant to follow the
principle of path difference as required for interference. The mathematical repre-
sentation of Michelson interferometer is shown in Fig. 1b.

3 Signal Processing in SDOCT

The source spectrum in Spectral Domain Optical Coherence Tomography (SD
OCT) is Gaussian in nature [5]. Hence, for analysis and simulation we assume a bell
shaped Gaussian spectrum. OCT can be mathematically illustrated as [6];

ID kð Þ ¼ q
4

S kð Þ RR þRS1 þRS2 þ � � �½ �f g

þ q
2
fSðkÞ

XN

n¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
RRRSn

p
cos½2k ZR � ZSnð Þ�g

þ q
4
fSðkÞ

XN

n6¼m¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RSmRSn

p
cos½2k ZSn � ZSmð Þ�g

ð1Þ

Here, S(k) represents the Gaussian spectrum, RR and ZR are the reflectivity and
physical distance of the reference mirror respectively, RS1; RS2;… ; ZS1; ZS2;… are
the reflectivities and physical distances of each sample respectively. q is the
responsivity of the detector. The first term in (1) is the ‘Constant’ or the ‘Direct
Current (DC) Component’ which is the largest component of the detector current. It
is dependent on the reference reflectivity, sample reflectivity and responsivity of the
detector. The second term in (1) is the ‘Cross Correlation’ term. It is dependent
upon the light source spectrum and the path length difference between the sample
arm and the reference arm. The third term of (1) is referred to as the ‘Auto
Correlation’ term. This term represents the interference between different sample
reflectors. Axial resolution is an essential parameter in OCT frameworks [7].

Fig. 1 aMichelson interferometer [4] and b schematic representation of Michelson interferometer
[6]
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Axial resolution is half of the coherence length. The coherence length is given by
Tomlins and Wang [8] as shown in (2):

lc ¼ 4 ln 2
p

� k2

Dk
ð2Þ

The length of coherence is the function of k (central wavelength) and Dk
(bandwidth of the source).

The relation between axial resolution and bandwidth is depicted in Fig. 2a
whereas Fig. 2b depicts the relation between penetration depth and pixel number.
The above relation was obtained in LabVIEW.

The maximum depth Zmax is given by Tomlins and Wang [8] as shown in (3):

Zmax ¼ k2

4 � Dk � RI � N ð3Þ

where RI is the refractive index of the sample and N is the pixel number.

4 Results

In the first step we enter the login credentials. A person with a valid username and
password only can access this simulation. On entering the valid credentials, the user
enters the parameters. The parameters are converted to appropriate units as required
in (1). Calculations of coherence length, linear interpolation are the steps which
follow. After interpolation, the data is converted to k space, the matrix is then
flipped. Inverse Fast Fourier Transform (IFFT) is applied on the flipped matrix.
Plane swapping is performed to get the double sided spectrum.

Single sided spectrum obtained after taking the absolute values and dc sub-
traction, the spectrum thus obtained is mapped to depth. Finally, false coloring
gives the final image. The simulation interferogram and depth image for 632.8 nm

Fig. 2 a Relation between axial resolution and bandwidth for different wavelengths b relation
between penetration depth and pixel number for different refractive indices
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source is shown in Fig. 3. The depth results were acquired for two reflectors. But
since the coherence length for 632.8 nm laser source is 58.902 µm, the two
reflectors merge into one. Hence we are not able to section the sample appropri-
ately. In the next analysis, we acquire simulations for 840 nm SLD and 40 nm
bandwidth. For 840 nm SLD source, the maximum depth acquired is 1.764 mm as
shown in Fig. 4. Here, two reflecting surfaces can be seen clearly as the axial
resolution is 7.784 µm. The spectrum is evenly spaced around 840 nm.

Figure 5 depicts the simulation screen for 1310 nm. The Inverse Fast Fourier
Transform (IFFT) graph is a representation of number of samples and intensity. The
cross correlation term contain the layers detected from the interferogram. The final
depth image is mapped to scale by the Zmax formula.

Figure 6a, b depicts the depth analysis for three and four reflectors respectively.
The results shown are simulated for 1310 nm central wavelength and 100 nm
bandwidth. Here, the sample reflectors are spaced 0.1 mm apart and are resolved
effectively as the axial resolution is 7.57265 µm. Table 1 shows the simulation

Fig. 3 Simulation of interferogram and depth results at 632.8 nm

Fig. 4 Simulation of interferogram and depth results at 840 nm

Fig. 5 Simulation of interferogram for two reflectors at 1310 nm central wavelength
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results for different input parameters. In this table, 1310 nm source and 100 nm
bandwidth is kept constant along with 127 pixels.

In Table 2, the refractive index is constant at 1, the responsivity of the detector is
0.001 A/W. The results for variation in number of pixels, central wavelength and
bandwidth are obtained. The coherence length is a function of the SLD used and
hence becomes a crucial parameter in SDOCT imaging system.

5 Conclusion

Here, we have simulated a model for SDOCT with central wavelength 1310, 840
and 632.8 nm. These wavelengths are selected for simulation as they represent the
vast difference in results obtained on increasing the central wavelength and

Fig. 6 a Depth analysis at 1310 nm central wavelength with 3 reflectors and b 4 reflectors

Table 1 Simulation results for variation in sample used

Sample Refractive index Maximum penetration depth (mm)

Mirror 1 0.544862

Leaf 1.425 0.382352

Glass 1.5 0.363241

Cover slip 1.52 0.358462

Table 2 Simulation results for variation in central wavelength, half bandwidth and pixel number

Central
wavelength (nm)

Half bandwidth
(nm)

Coherence
length (µm)

Number of
pixels

Maximum penetration
depth (mm)

1310 50 15.1453 400 1.7161

127 0.544862

840 20 15.568 400 1.764

127 0.56007

632.8 1.5 117.801 400 13.3479

127 4.23795

596 S. Choudhari et al.



bandwidths. Different samples are simulated by varying their refractive indices as
shown in Table 2. This model aims to provide an insight into the practical model of
SDOCT. The signal processing steps of SDOCT are explained with the help of a
simulation model.
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Characterization of Memory Effect
of Polarization Speckles
from a Birefringent Scatterer

Abhijit Roy, Rakesh K. Singh and Maruthi M. Brundavanam

Abstract Propagation of a coherent light through a random birefringent scatterer
generates a speckle pattern with spatially varying polarization called polarization
speckle. The spatial polarization distribution of the polarization speckle is random
in nature making zero net polarization. In this paper, we experimentally characterize
the memory effect of the polarization speckle from a birefringent scatterer for
different orientations of an analyzing polarizer using far-field intensity correlation
measurements.

1 Introduction

The spatial coherence of a coherent light is completely lost due to modification of
the wavefront after passing through a random scattering medium. The unaffected
temporal coherence allows the scattered light to interfere to produce randomly
fluctuating grainy intensity pattern known as speckle. Although the speckle is
treated as noise in coherent imaging system, it has been found that the object
information is not completely lost in the speckle pattern rather scrambled into it and
is retrievable [1]. Subsequently different non-invasive imaging techniques for object
information retrieval have been proposed and successfully demonstrated [2].

It has been observed that although the speckle pattern is visually random in
nature, any kind of modification in the input beam affects the generated speckle
pattern accordingly which is treated as the memory effect of the random field [3].
The study of the memory effect in terms of intensity correlation at the far-field
provides better understanding of the effect. The change in the angle of incidence of
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the incident beam on scattering medium displaces the generated speckle pattern by
the same angle [4]. The displaced speckle pattern remains correlated with the
original pattern up-to certain angle of the tilt and starts de-correlating. The far-field
angular correlation function of the light scattered from a one-dimensional rough
conducting [5] and dielectric surface [6] for different input polarizations have been
studied experimentally. The existence of two peaks in the angular correlation
function has been observed: one due to the auto-correlation function and another
because of the cross-correlation function. It has also been found that the angular
correlation function contains the contribution of short and long range correlation
function [7]. In another separate work, the existence of the memory effect for
double passage of light through a one-dimensional random phase screen has been
established both theoretically and experimentally [8, 9]. No significant changes in
the rotational memory effect have been observed by rotating the incident beam at
different angles from 0° to 360° [10]. Recently, the theoretical and experimental
validation of the existence of translational memory effect has been reported [11].
All these reported studies on the memory effect are confined to non-birefringent
scatterer.

The speckle from a non-birefringent scatterer has uniform spatial polarization
distribution and is same as the incident beam. In contrast, the speckle generated
from a birefringent scatterer has random spatial polarization distribution that makes
the net polarization zero called, polarization speckle. Recently it has been reported
that imaging using polarization speckle has potential applications in skin cancer
detection [12]. Although there has been some effort to characterize the polarization
speckle [13, 14], no attention has been paid to study the memory effect to the best of
our knowledge. In the present paper, we study the memory effect of the polarization
speckle by modifying the spatial polarization of the generated speckle using a
polarizer. The memory effect of polarization speckle for different orientations of the
analyzing polarizer for example two mutually orthogonal orientations of the
polarizer is presented.

2 Mathematical Modeling

Speckle pattern is characterized using intensity correlation at the far-field under the
assumption of spatial ergodicity and Gaussian statistics. The degree of coherence
(DoC), c of the speckle field is related to the two point fourth order field or second
order intensity correlation at the far-field following the relation

c2 r1; r2ð Þ ¼ DI r1ð ÞDI r2ð Þh i
I r1ð ÞihI r2ð Þh i ð1Þ

where r is the spatial position in the transverse plane, DI ¼ I� Ih i is the fluctuation
of the intensity from its mean value and ‘〈 〉’ is the ensemble average of the
variable. The degree of polarization (DoP), P that provides information about the
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spatial polarization distribution of the speckle can be calculated using the following
relation

P2 0ð Þ ¼ 2c2 0ð Þ � 1 ð2Þ

The characterization of the speckle pattern is done following the (1) and (2). The
memory effect is studied by calculating the correlation between two different
speckle patterns using (1) where r1 and r2 are the two spatial positions in two
different patterns.

3 Experiment and Result

The schematic diagram of the experimental setup used for the present study is
shown in Fig. 1. A horizontally polarized He–Ne laser source of wavelength
632.8 nm is made diagonally polarized using a half-wave plate, HWP. The diag-
onally polarized beam of size of 2 mm, adjusted with the help of an aperture is
passed through a birefringent ground glass, BGG (composed of OHP sheet and
ground glass) placed at the front focal plane of a Fourier transforming biconvex lens
(L) of focal length of 100 mm. An analyzer is placed just after the BGG to make the
spatial polarization distribution of the speckle pattern uniform. The uniformly
polarized far-field speckle pattern is recorded by a CCD camera placed at the back
focal plane of the lens. The CCD camera is from Thorlabs having pixel dimension
(1024 � 1280). The analyzer is oriented at different orientations from −90° to
+180° in separation of 20° and data is recorded. The unperturbed speckle pattern
i.e. without the analyzer is also recorded to characterize the speckle pattern gen-
erated from the BGG.

The two point second order intensity correlation technique is applied following
(1) to characterize the speckle pattern recorded without the analyzer and for ana-
lyzer orientation of h = 0° and 90°. The result is shown in Fig. 2. It can be observed
that without the analyzer, the value of c2 0ð Þ is very close to 0.5. The calculated
value of DoP, P(0) using (2) comes out to be zero that indicates the generated
speckle is polarization speckle and has random spatial polarization distribution.

Fig. 1 The Schematic diagram of the experimental set up is presented. HWP is the half-wave
plate, BGG is the birefringent ground glass, and Lens is the Bi-convex lens of 100 mm focal length
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The value of c2 0ð Þ is found to be very near to 1.0 for analyzer orientation of h = 0°
and 90° and calculated P(0) is also near to 1.0 which indicates that the speckle has
uniform spatial polarization distribution.

The memory effect of the horizontally polarised speckle i.e. when the analyzer is
oriented at angle h = 0° is studied by correlating it with other speckle patterns
recorded for the analyzer orientations from h = −90° to 90°. The same procedure
has been followed for vertically polarised speckle also where the correlation is done
with the speckles recorded for the analyzer orientations from h = 0° to 180°. The
memory effect dependence for horizontally and vertically polarized speckle on the
analyzer orientations is presented in Fig. 3 (a) and 3 (b) respectively. The data has
been fitted with the Gaussian distribution.

Fig. 2 The plot of correlation
function for three different
cases: without analyzer,
analyzer oriented at 0° and
90°. The maximum values of
the correlation functions are
very close to 0.5 and 1.0
respectively

Fig. 3 The dependence of maximum value of cross-correlation function on the analyzer
orientation for horizontally and vertically polarized component is presented in a and b respectively.
The dependence is fitted with the Gaussian function. The dots are the experimental data and the
solid line is the fitted curve
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It is observed from the Fig. 3 that the information hidden in horizontally or
vertically polarized components is stored in other polarization components also and
is retrievable significantly up to certain orientation of the analyzer, taken as the
FWHM of the Gaussian fitted curve. The FWHM of the fitted curve for horizontally
and vertically polarized speckle is 79.28 and 59.00 respectively. So, it can be
concluded that the information stored in the horizontally polarized speckle, is
retrievable significantly for more orientation of the analyzer compared to the ver-
tically polarized one.

In conclusion, we have studied the polarization based memory effect of the
polarization speckle for different orientations of the analyzer. We have shown that
the information stored in the two polarized components is retrievable significantly up
to certain orientations of the analyzer and this is valid for any polarized component.
It has also been found that the memory effect exists more for horizontally polarized
speckle than vertically polarized one. This work will surely provide a deep insight in
the polarized memory effect and imaging through polarization speckle.
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Part XVI
Micro-Electronics and VLSI



Analytical Study of High Speed Low
Power Consuming Reversible Nano Device
CPLD

Jayanta Gope, Sanjay Bhadra and Shantanu Bhadra

Abstract In modern context Reversible Logic evolved as one of the promising
technologies owing to its wide spread application in quantum computing and low
dimensional system architecture. Largely, the Reversible Logic circuit configura-
tions are CMOS made. However, scaling down of CMOS technology is facing
tremendous challenges owing to its inherent physical limitations. In such situations
Scientists have come up with the idea of new Nano scale device technologies. The
authors here render Application Specific design of Reversible Complex
Programmable Logic Devices (CPLD) using CMOS and Single Electronics Device
combination which is unique of its kind. In precise a Hybrid CMOS-SET made
Reversible PLA (HRPLA) modelled here. The designed IC is analytically studied
using TANNER environment tool. The results obtained shows greater trade off
amid conventional and commercially available CPLDs and the newly proposed one.

1 Introduction

Downscaling of device sizes is the driving force of device research. The key element
in the field of device research is the downscaling of device sizes. But the limiting
factors in downsizing are: (i) what would be the minimum gate oxide thickness?
(ii) what would be the minimum gate length? (iii) what would be the doping
placement effect? Thus to venture out the future attributes of VLSI technology in
post CMOS era technological shift was much awaited. In persuasion to this up
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gradation several novel technologies including Quantum Electronics and Single
Electronics evolved and subsequently ushered new horizon in the device research.

Low power consuming attributes and its maximized integration made Single
Electronics an indispensable element in post CMOS era. This prioritized the
transformation of FETs to Single Electron Transistors (SETs) thereby coining a
newly modeled nano scaled switching device. It retains the scalability even at
atomic state as well as it controls the motion of a single electron or few a number of
electrons. Evidently, SET’s have matured enough to be considered as a prolific
composite of modern ULSI circuits [1]. However, SETs lack in few device crite-
rions such as low gain, background charge problem and extremely low room
temperature operation. Thus complete replacement of CMOS using SET is probably
not feasible with the available lithography technique. To the contrary, CMOS
possesses high operating speed and low static power supply; efficient uses of energy
and high degree of noise immunity. Besides, CMOS has vibrant Look Up
Table (LUT) to be incorporated for IC designing. Co-integrating both the advan-
tages of CMOS and SET—Researchers in Delft University in Netherlands con-
ceptualized amalgamation of these two technologies only to substitute the
predecessor CMOS or the novel SET. Concurrently Prof. S. Mahapatra and his
team of co Researchers proposed Mahapatra-Ionescu-Banerjee (MIB) [2] Model by
hybridizing CMOS and SET. Later on Sarkar et al., facilitated excellent SET-MOS
bidirectional switching device [3].

Reversible logic gates transport information in lossless mode and thus infor-
mation loss is eventually made to zero in any stage of computation. Computing
systems during information processing dissipate heat when voltage discharges from
positive to negative. But in reversible engineering this loss is minimized to obtain
absolute identical input output correlation.

Undoubtedly the Hybrid CMOS SET is a fascinating but challenging field of
research awaiting for some elegant solutions. The authors here modelled
Hybrid CMOS SET made complex programmable logic device. The same device is
first realized using Reversible Logic [4–7] orientation and of late the same is
compared with its conventional counterpart. The proposed reversible logic is
optimized in terms of reliability and robustness.

2 Modus Operandi of HRPLA Modeling

To facilitate the randomness, quantum arithmetic is pivotal and should be designed
using Reversible Logic which ensures cosmic relevance. The HRPLA consists of
reversible AND array designed from reversible gates. This is to done to generate the
compliment of input and avoid the problem of fan out. HRPLA is a specific
reversible programmable logic array designed in a way to implement complex
combinational logic circuits. The proposed model is designed for multi output
minimization with few unique min term combinations where many min terms are
shared among the output functions. It also supports multilevel implementation. The
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most remarkable feature of the model is the presence of on chip nonvolatile
memory which is commonly used for boot loader function before handing to other
devices that does not have its own permanent program storage. The block diagram
realization is shown in Fig. 1 and the proposed model is depicted in Fig. 2.

Fig. 1 Block diagram
representation of RCPLD
using reversible logic

Fig. 2 Proposed model reversible nano device CPLD
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The product term generated in each AND gate is listed along the output of the
gate. The product term is determined from the inputs whose cross points are con-
nected and marked. The output of an OR gate gives the logic sum of selected
product terms. The output may be complemented off late in its true form depending
on the connection for one of the XOR gate inputs.

3 Analytical Study of Proposed HRPLA

The authors’ insight on Double Feynman Reversible Logic Gate which ensures
three inputs and three outputs. The input as shown in Fig. 1 is B1, B2 and B3 and
the system output is G1, G2 and G3. The outputs in ephemeral are obtained as
G1 = B1 ⊕ B2; G2 = B2 ⊕ B3; G3 = B3. Notably the Quantum cost of this gate
lies in proximity to 2.

The proposed HRPLA is straight forward but simple circuit that comprises of
four MOS, eight SET and sixteen capacitors. The three inputs B1, B2 and B3 form
the left side of circuit where the input voltages are applied in the range of
�0.02 mV. The circuit counts on the given Gate Voltage � 0.06 mV and the
output is obtained from G1, G2 and G3. For simplicity the garbage value is excluded
in Fig. 2. The circuit has been optimized using TSPICE and BSIM 4.0. The pro-
posed model ensures minimum propagation delay using less number of gates with
increased efficiency. The elegant part of the research endeavor is that array need not
be defined as in case of conventional digital systems and thereby interconnects are
diminished and the garbage value is limited to one. Empirical study reveals that as
HRPLA is a simply Reversible Complex Programmable Logic Device (RCPLD)
and nearly less than 5% of the consumed power is dissipated as leakage power. This
intrinsically minimizes propagation delay.

4 Conclusion

The authors here successfully implemented a novel architecture of next generation
advanced Nano modeled HRPLA/RCPLD circuit using Hybrid CMOS-SET. The
speed is increased to a considerable amount due to the co integration.
Consequently, the power dissipation is minimized and as a result the heat dissi-
pation is also very less. The most remarkable observation is the fact that it can
operate in room temperature. The perfect combination essentially delivers high
speed output. Two main substantial benchmarks have been achieved here in this
endeavor—(1) high speed low power consuming arithmetic circuit is designed and
(2) it possess extremely fast computational speed. Hereby, the authors conclude that
such composition can be adhered to other sophisticated complex circuits.
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Reversible Logic Gates Based
on Single Spin Logic

J. Gope, S. Mondal, M. Kundu, S. Chowdhury and S. Bhadra

Abstract Reversible Logic Gates catered substantial anticipations because of its
low power consumption and dissipation and furthermore because of its
non-volatility in nature. Several attempts have been reported so far to earnestly
fabricate reversible logic based synthesis. Meanwhile, spintronics unlike other
charge couple devices yield revolutionary features from its very inception such as
non-volatility, high speed information processing, low power consuming, highest
integration density; they are not easy vulnerable and the power dissipation is merely
1/106 when compared to conventional CMOS topology. This technical documen-
tation in ephemeral enunciates the prospect ability of improvising spin based logical
interventions for reversible circuitry.

1 Introduction

Epitaxial beam lithography has augmented Small Scale Integration of CMOS
devices in 21st century. The much desired cramping of electrons transistor size has
crossed the 60′ nm land mark. The research trend categorically emphasized in
shrinking of device sizes, but apathetically device miniaturization is not a ‘never
ending process’. Apparently, the search for new principle of operation for small
scale devices is long pressed. Amid such nanometric devices like Carbon Nano
Tubes (CNT), Resonant Tunneling Devices (RTD), Rapid Single Flux Quantum
(RSFQ) and Quantum Dots (QD) are the few alternatives that evolved as a
pioneering substitute of CMOS [1].
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Until the late 90s, device research chronologically centered upon charge based
quantum computing. But the fragility is that such charge based devices catas-
trophically fall apart owing to its inherent physical limitations. The leakage power
factor is omnipresent in every charge coupled devices. It intrinsically fatigue the idea
of complete replacement of CMOS using SET and/Hybrid CMOS-SET and so on.

Prof. Supriyo Bandyopadhyay of Virginia Commonwealth University in late 90s
conceptualized the spin orientation property of electron and subsequently advocated
for spintronics [2]. Soon after Researchers typically adhered in mobilizing the spin
phenomena into quantum dot thereby processing information using the spin degree
of freedom. Concurrently, Sarkar et al. [3] enunciated the spin properties in logic
synthesizing, there by coining the term ‘Single Spin Logic (SSL)’ that mimics logic
synthesis of conventional CMOS topology.

By the time being efforts were on to inhibit the heat dissipation through dropping
the fan out. Several new logic appeared alike one reversible logic [4, 5]. The
impetus of reversible logic lies in the fact that aptly zero information is lost during
processing. Moreover, the number of input and output remains same. Such phys-
iognomies of reversible logic augments the concurrent optical computing, DNA
computing, computer graphics designing and secures the data path for DSP
research. This technology is more likely to headway nanotechnology as it is
indispensable for designing arithmetic circuits. Indeed such aspirations inspired the
authors to account on reversible logic based analytical study.

On the other hand the unputdownable journey of SSL has rolled enough
mileages such as NAND gates (H. Agarwal et al.), Full Adder (Soumitra Shukla
et al.), Multiplexer (T.K. Bhattacharyya) and other few reported significant con-
tributions [6]. Authors here have motivated themselves to incorporate SSL in
realizing Reversible Logic Gates only to extract the maximum outcomes of
quantum cost. The structures are compared to its conventional counterpart and they
lie in proximity to each other and off course they are in good agreement.

2 SSL Orientation of Reversible Logic Gates

The reversible gates currently have several offspring and the authors here intend to
realize few of them using SSL. Additionally and for simplicity we have obtained A
identical to green and likewise B, C, D is pinpointed using sky blue, yellow and
purple respectively.

2.1 Feynman Gate

Figure 1a, b represent quantum diagram and spin realization of a 2 * 2 Feynman
gate [7] which is further referred as controlled NOT (C-NOT) or Quantum XOR. It
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is mainly used as a fan-out (Coping Gate). The inputs in green are A, B and the
defined outputs are P = A, Q = A ⊕ B. Its Quantum Cost is 1. Here a notable
feature is that realizing Feynman with spin attributes zero garbage value.

2.2 Double Feynman Gate

Advancing a bit further the Fig. 2a, b depicts the quantum structure and SSL
realization of a 3 * 3 Double Feynman Gate [8]. The three inputs are A, B and C
respectively and the corresponding corollary outputs are P, Q and R. The outputs
P = A, Q = A ⊕ B, R = A ⊕ C are obtained from the spin attribution of Double
Feynman Gate or Double C-NOT gate. While spinning this gate emphasis were

Fig. 1 a Block diagram of Feynman Gate. b SSL realization of Feynman Gate

Fig. 2 a Block diagram of Double Feynman Gate. b SSL realization of Double Feynman Gate
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given to reduce the garbage value to zero. The Up Spin Down Spin combination
basically shows one particular spin orientation. Likewise any other spin orientations
can be configured and the outcomes will be typically same.

2.3 Toffoli Gate

The authors further tend towards Toffoli Gate [9] which is simply a 3 * 3 Feynman
Gate. The inputs A, B, C categorically construct the output P = A, Q = B,
R = AB ⊕ C. Empirical study reveals that its quantum cost is 5. Figure 3a enun-
ciates the quantum structure of Toffoli Gate and its SSL representation is provided
in proximity in Fig. 3b. The SSL orientation reveals zero garbage value for Toffoli
Gate compared to conventional Toffoli Gate.

2.4 Fredkin Gates

Diverse to other typical Feynman gates the Fredkin [10] gate although has three
inputs i.e., A, B and C but the outputs are typically derived as P = A,
Q ¼ ABþAC, R ¼ ACþAB. The quantum structure and its SSL realization of a
3 * 3 Fredkin Gate is shown in Fig. 4a, b respectively. Its Quantum Cost is 5.

2.5 Peres Gate

Beneath in Fig. 5a is one advanced quantum structure of Peres Reversible Gate [11]
which is a 3 * 3 gate. The inputs are A, B and C respectively and the obtained

Fig. 3 a Block diagram of Toffoli Gate. b SSL representation of Toffoli Gate
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outputs are P = A, Q = A ⊕ B, R = AB ⊕ C. Its Quantum Cost is 4. The SSL
realization of Peres Gate is depicted in Fig. 5b. The garbage value when realized
using SSL is zero for Peres Gate.

2.6 BVF Gate

A 4 * 4 BVF Gate [12] with four inputs A, B, C and D is revealed in Fig. 6a with
its quantum structure and the outputs are P = A, Q = A ⊕ B, R = C, S = C ⊕ D

Fig. 4 a Block diagram of Fredkin Gate. b SSL realization of Fredkin Gate

Fig. 5 a Block diagram of Peres Gate. b SSL realization of Peres Gate
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as shown in Fig. 6b. Basically this particular gate is a combination of two Feynman
Gates and can be used for fan-out purpose. Its Quantum Cost is limited to 2 only if
SSL realization is obtained.

3 Conclusion

The authors profoundly emphasized upon lossless information processing to
introduce a new paradigm in communication engineering. This is benevolent in
next generation electronics. As heat dissipation increases with fan out, reversible
logic can be an optimum solution for advanced encryption of information. But
conventional reversible circuits reasonably surmounts the garbage value. This is
why SSL realization is adhered in this category of research. Incorporation of SSL in
reversible circuitry pragmatically lessened the garbage value. An ephemeral note at
the end would be to improvise SSL technique for reversible circuitry as it has no
limits of potential entities when compared to its conventional counterpart. The
obtained qualities are unique of its kind. Thus the authors truly embrace the
framework of SSL based reversible circuit designing.
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Hypothetical Modeling of Single Spin
Logic Based Booth’s Multiplier IC

Jayanta Gope, Snigdha Chowdhury (Kolay), Sanjay Bhadra
and Shantanu Bhadra

Abstract The longstanding CMOS device exploration is pinpointed on the
hypothesis of the flow of electrons. The same ideology is copycatted in post CMOS
devices similarly. Contrariwise, Spintronics marked the device academics and
research as a typically distinguished occurrence since it solely relies on the spinning
of an electron instead on the charge of an electron. This innate virtues of electron
was long unheeded. Even in its very sprouting phase Spintronics manifested the
notion of small scale device integration. Intrinsically the spin lies in a quantum dot
and it is typically informative owing to its spin up and spin down attributes. Unlike
any charge coupled devices Spintronics are non-volatile; neither has it necessitated
any interconnections nor do any refreshing; thus the power efficiency of spin based
devices increases vividly. Chronologically since the last decade several research
attempts have been published to integrate the spin properties in Boolean logic. This
manuscript precisely explore one such Single Spin Logic (SSL) phenomenon in
Booth’s Multiplier (BM) circuitry in order to blueprint a high speed, low power
consuming, non-volatile exquisite SSL-BM ICs of merely nm dimension.

1 Introduction

Researchers nearsighted the end of CMOS era in late 9 s owed to physical limita-
tions in CMOS. They being pragmatic, dreaded the potential growth of VLSI/ULSI
circuits in post CMOS era. The pursuit for next generation technologies ushered
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charge based Quantum Electronics, Single Electronics like promising post CMOS
device aspirants. ITRS 2003 [1] also divulged the path of several new topologies afar
CMOS to pave the new horizon of technological shift. This technological shift is the
propelling potency of today’s Nanoelectronics. But the ardent fact is that all charge
coupled devices encounters leakage power loss like deep-down limitations.

Further, Prof. S. Bandyopadhyay projected ‘Spintronics’ that is governed by the
‘spin degree of freedom of electrons’. This Spin degree of freedom of electronics has
led to the resurgence of new technology called Spintronics. It rendered Researchers
to explore SSL circuits in order to design and supersede various CMOS built
Boolean circuits. Petty few circuits such as Arithmetic circuits which includes Half
Adder [2], Full-Adder [3], Half Subtractor [4], Full Subtractor [5]; Combinational
circuits which includes Multiplexer [6], Demultiplexer [7], Decoders [8], Encoders
[9], Converters [10] etc. and Sequential circuits such as Flip-Flops [11], Registers
[12], Counters [13] are realized by SSL.

Booth multiplier circuit has reserved it’s space low power consuming and low
dimensional CPLD application. Accordingly, Booth radix sequential multiplier has
designed few years back. The circuit reduces the number of partial product to
minimize the complexity of the CPLD thereby it has become a common features in
modern FPGAs. The circuit follows simple booth multiplication algorithm and
takes into account several shift, register, counter and multiplexer.

This manuscript drafts the designing of a complex nm Booth’s Multiplier IC
using SSL. It is to be considered as an endeavor to enterprise computational nm
tools for future logic realizations. This article also elucidate the various circuit
components of Booth’s Multiplier which are realized by SSL. Last but not least, the
article exhibit the comparative study between conventional Booth’s Multiplier and
SSL oriented Booth’s Multiplier with respect to processing speed, device scaling,
device integrity, power consumption, power dissipation.

2 Layout of Proposed Hands on Training Tool

Initially each part of the circuit is realized using spin logic and extreme care is taken
to articulate anti-ferromagnetic behavior of the spin in the circuit. The proposed
circuit follows the minimum energy dissipation from the laws of thermodynamics
derived by Landauer-Shannon limit. For simplicity a linear array of three single
electron units containing quantum dots are considered. Here the following figure are
enlisted as below, Fig. 1. NOT gate; Fig. 2. AND gate; Fig. 3. OR gate; Fig. 4.
XOR gate, Fig. 5. Full Adder; Fig. 6. ADD/SUB Unit (4-Bit); Fig. 7. 4-Bit
Register; Fig. 8. 2-Bit Counter; Fig. 9. Multiplier, Fig. 10. SSL BM IC. For jus-
tification of circuit following multiplier and multiplicand is used.

Fig. 1 NOT gate
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Fig. 2 AND gate

Fig. 3 OR gate

Fig. 4 XOR gate

Fig. 5 Full adder
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Fig. 6 Adder cum subtractor

Fig. 7 4 bit register

Fig. 8 2 bit counter
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3 Application of Booth’s Multiplier

To illustrate the method of Booth’s Multiplier we consider, the multiplier
Q = 12 = (1100)2 and the multiplicand M = 5 = (0101)2 F = Flip Flop,
A = Accumulator. In Step 1 If Q[0] = 0 then bits will be right shifted and the size
of multiplier will be decremented by 1. The Step 2 follows the same sequence as
Step 1. In Step3 Q[0] = 1 the content of the accumulator is added with the

Fig. 9 Multiplexor

Fig. 10 SSL based Booth’s multiplier IC
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multiplicand and the right shift is materialized and the size of multiplier is decre-
mented by 1. The Step 4 follows the same step as Step 3.

Mathematical representation of Booth’s Multiplier

4 Conclusion

In this presentation the authors proposition ensures light weight, low cost, high
integration density, low power dissipation, non volatile long duration battery SSL
based Booth’s Multiplier circuit which is compatible for future generation Nano
device. All such potentials are to be integrated in future as SSL is anticipated as a
promising technology for future embedded system.
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Designing Comprehensive Tool
for Analytical Modeling of Single
Spin Logic

J. Gope, Shantanu Bhadra, Sanjay Bhadra and Koustuv Sarkar

Abstract Exploration of device Research manifested typically in two distinctive
arenas such as device fabrication and development of device logic. The latter one
counts largely on soft computational analysis for which analytical tools are inevi-
table. Spintronics, a post CMOS device initiative largely attracted the Researchers
owing to its significant attributes. Alike its predecessors, Spintronic fabrication
augmented in Research labs keeping Single Spin Logic (SSL) orientation far lag-
ging owing to unavailability of robust soft computational tools for SSL. This has
motivated the authors to implement a soft computational tool for SSL in situ with
all the spin properties of electron in a quantum dot. This attempt is unique of its
kind and continuous relentless effort is made to integrate the spin properties.

1 Introduction

The propagation of ‘spin based electronics’ has conquered the blockage of
charge-coupled logical circuits. From its very inception single spin logic evolved as
a driving force in post CMOS era device research. The composite materials of SSL
encapsulate quantum dot and several ferromagnetic semiconductor and insulator
layer. Paradigm of SSL is logically realized by up and down spin that are encoded in
orthogonal spin polarization confined in a quantum dot. SSL although in its
embryonic stage renders numerous figure of merits like low power consumption,
non-volatility, high integration density, non-interconnected (i.e., has no wire)
Robustness, low power dissipation, high reliability, etc. [1]. This has motivated the
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Researchers to explore SSL in fundamental digital circuits like NAND, MUX, AND,
ALU [2] etc. In order to realize next generation spin-based VLSI/ULSI circuits
typical analytical tool for SSL is indispensable. Apathetically, such tools are not
omnipresent. Thus there is an ample dearth in this type of soft computation analytical
study. In order to substantiate this computational fragility the authors here render a
heuristic approach to develop a soft computing tool for SSL. The computational tool
is initially subdivided into several segments based on its cosmic relevance. Few of
such are reported here mostly through flow diagram, design and interfacing.

2 Modus Operandi of Tools

The authors initialize the simple logic realization using SSL depicted in Fig. 1.
Here Up spin = logic 1 = " (Up arrow), Down spin = logic 0 = #(Down arrow).

For operational maneuver:

1. Read Spin A, Y where A is the input and Y is the output.
2. If input A has " and if condition is YES then output Y has #. On other hand if

the condition is NO i.e., A has # then output Y has ".
3. The required output Y is subsequently ousted and then after
4. Stop.

Fig. 1 Flow diagram of NOT
gate
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3 Operational Maneuver of SSL Simulator

The operational aspect of the simulator is based on a simplified theory of spin
quantization. It is a unilaterally consider that each dot comprised of a single size
quantized level and there remains on average one electron per quantum dot. The
interaction are quite anti-ferromagnetic in nature amide the electrons in adjacent
quantum dots. For strong intra dot the tunnel coupling serves as quantum wires and
there by the simulator operates without any wiring or in other words no
inter-connection required by the simulator. The authors cognitively adhere to
intrinsic properties of spin and thus for intra dot Coulomb reaction Hubbard model
[3], Heisenberg model [4] and Hamilton model [5] are considered. The Hamiltonian
model is based on the Pauli’s matrices [6] and is derived as,

bH ¼ J
X

ðijÞ r̂zir̂zj þ J
X

ðijÞðr̂xir̂xj þ r̂yir̂yjÞ
¼ J

X

ðijÞ r̂zir̂zj þ 2J
X

ðijÞðr̂þ ir̂�j þ r̂�ir̂þ jÞ ð1Þ

For covalent systemization, the entire simulator further follows the Hamiltonian
interaction given by

bHint ¼
X

ðinputÞ r̂zih
input
zi ð2Þ

Each and every part of the simulator follows the same hypothesis and typically
the basic logic gates as well as complex combined logic gates are realized. Precisely
the Eigen values are the controlling factor of the Hamiltonian interaction and
eventually this forms the chassis of the simulator (Fig. 2).

The Cognitive Modeling requires extensive adaptation of virtual tools. The tool
comprises of window pane and typically offers several Single Spin Logic
(SSL) orientation of gates, up spin downspin buttons, clock pulses, buffers, and few
simplified models. For revelation of the working of tools Figs. 3, 4, 5, 6 and 7 are
included in the documentation here. Few noteworthy physiognomies of the tools are
the user can learn the metaphor of the spin logic gates, the waveform of the
simulated models, the orientation of up spin downspin and its exploration during
modeling, application of buffer for perfect logicalizing and also offers a segment to
connect to the developers through web.

4 Pedagogy of Spintronic Simulator

From the developers perspective the authors intends to provide unbounded
opportunity to the user through open simulation platform. In this regard orientation
assistant (OA) [7] which happens to be a pedagogical web agent is tied up from the
very inception of the formation of this said simulator. The problem solving/create
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Fig. 2 Designing view of single spin logic simulator

Fig. 3 Circuit diagram of AND gate
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Fig. 4 Simulation of AND gate

Fig. 5 Designing encoder using up spin and down spin buttons
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Fig. 6 Details of software developer

Fig. 7 Designing D flip-flop using buffer buttons
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new models is a approximated understanding of the knowledge base of the user and
it simultaneously aids in creating future spin based Nano IC’s and ASICS. The
interactive navigation area is ‘mouse click’ operated and it follows the Hamilton
equation smaller popup window appear on the screen after simulation is executed
which is provides possible output consequences in a wave form like structure.
Eventually this is a trial and error process which reduces computational timing and
diminishes failure rate of the user. Of late the pen paper method is driven into more
sophisticated spin logic oriented less time consuming efficient simulation technique.

5 Conclusion

Nano device simulation research adheres to metacognitive understanding of the
nano devices. In this regard Spintronics logicalizations doesn’t fall apart. The
authors here intend to art craft the Hamilton process for spinning the simple logics
and there by proposed Single Spin Simulator is unique of its kind. The authors are
keen to develop the nano ICs with spin and consequently they put forward this
Spintronics simulator. The intrinsic merits of such simulator is that logic realization
will be much easier and less time consuming. Furthermore, the simulator is sim-
plistic and user friendly. Thus the authors advocates for the incorporation of the
proposed Single Spin Logic simulator in very recent years.

References

1. S Bandyopadhyay, B Das, and A E Miller, “Supercomputing with Spin polarized single
electrons in a quantum coupled architecture” Nanotechnology, 5, 113–133 (1994).

2. Dr. J. Gope (MIEEE, CE), S. Mondal, M. Kundu, S. Chowdhury (Kolay). “Spin Realization of
Reversible Logic Gate,” IJSAR, 7(4), 143–145 (2016).

3. S. Bandyopadhyay, B. Das, and A. E. Miller, “Nanotechnology” 5, 113 (1994).
4. S. Bandyopadhyay, V. P. Roychowdhury, and X. Wang, “Phys. Low-Dim Struct”. 28,819,

(1995).
5. S. N. Molotkov, S. S. Nazin, “Single-electron computing: Quantum dot logic gates,” JETP 83

(4), 794–802 (1996).
6. S. Bandyopadhyay and V. P. Roychowdhury, “Computational Paradigm in Natwelectronics:

Single-Electron Logic and Neuromorphic Networks”, invited paper presented at SSDM’95,
Osaka, Japan, (1995).

7. Lawrence E. Carlson and Jacquelyn F. Sullivan, “Hands-on Engineering: Learning by Doing in
the Integrated Teaching and Learning Program”, Int. J. Engng Ed. 15(1), 20–31 (1999).

Designing Comprehensive Tool for Analytical Modeling … 635



Part XVII
Interdisciplinary: Lasers, Interferometry

and Devices



Talbot Interferometry for Focal Length
Measurement Using Linear and Circular
Gratings

Rahul K. Choudhary, Sunit M. Hazarika and Rajpal S. Sirohi

Abstract Several methods for measurement of focal length of a positive lens
involve the measurement of distances of the object and image planes from principal
planes, which are mathematical planes; the positions of which are difficult to figure
out accurately. The Talbot method for focal length measurement is a method, which
does not require the distances from the principal planes. Further Talbot interfer-
ometry can be used to measure focal length variation over the surface of a pro-
gressive power lens. A technique for the measurement of focal length using Talbot
interferometry and moiré effect has been described. The Talbot image of a Ronchi
grating placed just after a test lens is superimposed on the second grating to give us
the moiré fringes. The angle of tilt of the moiré fringes can be used to find out the
focal length. The effect of unequal pitches of the gratings on moiré formation is also
investigated. The investigation is also carried out using binary gratings having
equidistant circular rings (circular gratings). The theory and experimental results
obtained with both types of gratings have been discussed.

1 Introduction

A number of methods have been proposed and used for the measurement of focal
length [1]. Combination of Talbot [2] and moiré phenomena [3] provides a method
that is suited for the measurement of long focal length of a lens and large radius of
curvature of a mirror. There has been large number of publications on this subject
[4–12]. Use of both linear and circular gratings is made for the measurement of
focal length.

R.K. Choudhary (&) � S.M. Hazarika � R.S. Sirohi
Department of Physics, Tezpur University, Tezpur, Assam, India
e-mail: rkc.girija@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
I. Bhattacharya et al. (eds.), Advances in Optical Science and Engineering,
Springer Proceedings in Physics 194, DOI 10.1007/978-981-10-3908-9_80

639



2 Theory

When a linear grating is placed in a collimated beam of monochromatic light of
wavelength k, it images itself, due to diffraction, at equidistant planes from the
grating: the separation between two consecutive self-image planes is the Talbot
distance given by d2/k, where d is the pitch of the grating. When the illumination of
the grating is by a spherical wave, the Talbot planes are not equidistant. The
position of the nth Talbot plane is given by Sirohi [1]

zsn ¼
n

k
d2 � n

R

ð1Þ

where R is the radius of curvature of the wave at a plane where the linear grating is
placed: here + sign stands for convergent spherical wave and − sign stands for
divergent spherical wave. For the convergent wave illumination, the separation
between consecutive Talbot planes keeps on decreasing while for divergent illu-
mination, it keeps on increasing. Further the pitch at the Talbot plane is such as if
the grating is projected, implying that the pitch decrease in convergent illumination
and increases in divergent illumination.

Figure 1 shows an experimental set-up for measuring focal length of a lens.
There are two situations: in one the grating is kept in contact with the lens, while in
the second it is kept at some distance away from the lens.

2.1 Grating in Contact with Lens

It is assumed that the principal plane of the lens coincides with the grating. In other
words the radius of curvature of the spherical wave at the grating plane is f, where f
is the focal length of the lens. The locations of the Talbot planes is given by

zsn ¼
n

k
d2 þ n

f

ð2Þ

Fig. 1 Experimental
arrangement
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Further the pitch d′ of the grating at its nth image position, using projection
geometry, is given by,

d0 ¼ d
f � zsn

f
! d0

d
¼ 1� zsn

f
¼ kf

kf þ nd2
ð3Þ

2.2 Grating Is Located a Distance a0 from the Lens

Defining the radius of curvature of the converging wave at the grating plane as
f′ = f − a0, we can write for the location of Talbot planes and the grating pitch as

zsn ¼
n

k
d2 þ n

f 0
¼ n

k
d2 þ n

f�a0

ð4aÞ

d0 ¼ d
f 0 � zsn

f 0
¼ d

f � a0 � zsn
f � a0

ð4bÞ

2.3 Moiré Fringe Formation

Let the two gratings G1 and G2 be defined as

y ¼ cot h x� n d1
sin h

ð5aÞ

y ¼ � cot h xþ md2
sin h

ð5bÞ

The lines in these gratings make angles of ±h with the y-axis: alternately the
grating vectors make angles of ±h with the x-axis. Further, d1 and d2 are the pitches
of the gratings G1 and G2 respectively. The indicial equation that leads to the moiré
fringe equation is given by

n� m ¼ p ð6Þ

Eliminating n and m from the grating equations, we obtain

y ¼ d2 � d1
d2 þ d1

cot h x� d2d1
d2 þ d1

p
sin h

¼ tan/ x� p d0
cos/

ð7Þ

where / is the angle that a moiré fringe makes with the x-axis and d0 is the period
(pitch) of the moiré fringes. When the pitches of the gratings G1 and G2 are equal
d2 ¼ d1 ¼ dð Þ, the moiré fringe equation is given by
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y ¼ � d p
2 sin h

ð8Þ

The fringes run parallel to the x-axis and the fringe spacing d0 = d/2 sin h. For
the case of unequal pitches, the angle / with the x-axis is given by

tan/ ¼ d2 � d1
d2 þ d1

cot h ð9Þ

From this

sin/ ¼ d2 � d1ð Þ cos hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d22 þ d21 � 2d2d1 cos 2h
� �q ð10aÞ

cos/ ¼ d2 þ d1ð Þ sin hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d22 þ d21 � 2d2d1 cos 2h
� �q ð10bÞ

The moiré fringe pitch is obtained by equating

d2d1
d2 þ d1

1
sin h

¼ d0
cos/

! d0 ¼ d2d1
d2 þ d1

cos/
sin h

¼ d2d1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d22 þ d21 � 2d2d1 cos 2h
� �q ð11Þ

2.4 Talbot Imaging and Moiré Phenomenon

The gratings G1 and G2 are identical i.e. having the same pitch d but are oriented at
angle of ±h with the vertical. The grating G1 is illuminated with a collimated beam
of wavelength k and the grating G2 is placed at the first Talbot plane of grating G1

resulting in the formation of moiré pattern with fringes running horizontally. Next
the test lens is placed in contact with grating G1 as shown in Fig. 1, and the moiré
fringes between the Talbot image of G1 and the grating G2 is observed at the Talbot
plane. Since the grating G1 is in the convergent beam, the Talbot plane shifts
towards the lens and its pitch changes. This result in the formation of moiré pattern
with fringes oriented at an angle / with the horizontal where

tan/ ¼
d � d f�zsn

f

dþ d f�zsn
f

cot h ¼ zsn
2f � zsn

cot h ! cot h
tan/

¼ 2f
zsn

� 1 ð12Þ
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Therefore

cot h
tan/

þ 1 ¼ 2 f
zsn

¼ 2f k f þ nd2ð Þ
n d2

¼ 2k f
n d2

þ 2 ! f ¼ cot h
tan/

� 1
� �

n d2

2 k
ð13Þ

Here it may be noted that the moiré fringes lie in first and third quadrant when
G1 makes an angle h while G2 makes an angle of −h with the vertical. If G1 makes
an angle −h while G2 makes an angle of +h with the vertical, the moiré fringes will
lie in second and fourth quadrant.

The expression for focal length in (13) is different than the reported expression
[4], which is obtained when one of the gratings G1 is vertical and the other grating
G2 is inclined at an angle h with the vertical. The moiré fringes in the collimated
beam illumination are not horizontal but are inclined at an angle h/2 with the
horizontal. The moiré pattern makes an angle of / with the horizontal when a lens
of focal length f is placed in contact with the grating G1, where

tan/ ¼
1þ nd2

kf � cos h

sin h
ð14Þ

The focal length f is obtained as

f ¼ 1
cos hþ tan/ sin h� 1

n a2

k
ð15Þ

If the grating G1 is vertical and the grating G2 is inclined at angle h with the
vertical, the moiré fringes lie in first and third quadrant. If grating G2 is vertical and
grating G1 makes an angle of −h with the vertical, the moiré fringes lie in second
and fourth quadrant.

3 Experimental

3.1 Moiré Between Two Linear Gratings

The gratings G1 and G2 have a pitch of 0.356 mm each. These are placed in the
collimated beam of wavelength 633 nm and inclined at an angle ±h with the
vertical. The Talbot distance is 20.02 cm. Figure 2a is the photograph of the moiré
pattern obtained in collimated illumination. The angle between the gratings is cal-
culated to be 2.125°. We use the method to measure the focal length of two ordinary
lenses with nominal focal lengths of 2 and 4 m respectively. The lens is placed in
contact with grating G1 and the grating G2 is moved to the first Talbot plane and
then the second Talbot plane. Figure 2b, c shows the moiré pattern recorded at these
planes with a lens of nominal focal length of 2 m. The angles of the moiré fringes at
first Talbot and second Talbot planes are measured to be 52° and 68° respectively.
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The accuracy of the angle measurement is ±1°. The angle can, however, be mea-
sured with much better accuracy approaching±0.1° using the curser. The calculated
values of the focal length at 1st and 2nd Talbot planes are focal length values 2.008
and 1.98 m respectively. The uncertainty in focal length measurement depends on
the absolute values of the angles and their measurement uncertainties. Assuming
that the uncertainty in the calculated value (calculated from fringe width) of h is
±0.01° and that of / is±1°, the calculated uncertainties in focal length values could
be a few percentages.

Figure 3 shows the moiré fringes at first Talbot and second Talbot planes when a
lens of nominal focal length of 4 m is placed in contact with grating G1. The
measured angles of the moiré fringes at these planes are 34° and 52° respectively.
The calculated values of the focal lengths are 3.9999 and 4.016 m respectively.

3.2 Measurement of Variable Focal Length

Talbot interferometry along with moiré phenomenon provides a possibility to map
the power distribution on an optical element. Straight lime moiré fringes are

Fig. 2 a Moiré fringes at 1st Talbot plane in collimated illumination, Moiré fringes with lens
(f * 2m) in contact with G1 b at 1st Talbot Plane and c at 2nd Talbot Plane

Fig. 3 Moiré fringes with lens (f * 4m) in contact with G1 a at 1st Talbot Plane and b at 2nd
Talbot Plane
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obtained only when the power is constant over the whole surface under investi-
gation. As is seen from the expression (13) focal length and the angle / are related
in a complex way. In order to prove this point, progressive power spectacle lens
was placed in contact with grating G1 and the moiré pattern is observed on a plane
that may still be called a Talbot plane. This is due to the fact that the Talbot plane is
not defined due to the variable focal length. Nevertheless a moiré pattern can be
observed. Figure 4 shows two moiré patterns corresponding to two orientations of
the spectacle lens. Notice the curved nature of fringes, signifying the variable power
of the lens.

3.3 Moiré Between Two Circular Gratings

The gratings, again represented as G1 and G2 are described by

x2 þ y2 ¼ b2n2

x2 þ y2 ¼ a2m2

where an and bm are the radii of the circular rings in the two gratings respectively.
The indicial equation is again written as n − m = p.

Eliminating n and m from the equations we have

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
b

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
a

¼ p

The equation of moiré fringes can be written as

Fig. 4 a Moiré pattern of a progressive spectacle lens and b Moiré pattern of the same spectacle
lens in a different orientation
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x2 þ y2 ¼ ab
a� b

� �2

p2

The radii of moiré fringes are given by ab
a�b p. Here as well the gratings G1 and G2

are identical, i.e. a = b. When used for measuring focal length, the radii nb scale as

nb
na

¼ f � zs
f

¼ 1� zs
f
! 1� b

a
¼ zs

f

The radii of the pth moiré fringe is given by

rp ¼ ab
a� b

p ¼ a
b
a

1� b
a

p ¼ a
1� zs

f
zs
f

p ¼ a
kf

kf þ na2

na2
kf þ na2

p ¼ kf
na

p ð16Þ

Similarly

rp�1 ¼ kf
na

ðp� 1Þ ð17Þ

Therefore the focal length is obtained by measuring the radii of the circular
moiré fringes on subtracting (16) and (17)

f ¼ naDrp

kp

It may be noted that Drp is the pitch of the moiré fringes. Strangely it is linear
relationship. The accuracy therefore depends on how accurately one could deter-
mine the radius of the various moiré fringes. Further, it is advised to ignore first few
moiré fringes for finding the average pitch.

4 Conclusion

Talbot interferometry in conjunction with moiré phenomenon has been used for the
measurement of focal length of a lens and radius of curvature of spherical surfaces.
We have worked out a formula for the focal length assuming that the gratings are
symmetrically oriented with respect to the vertical. This formula is simple and
convenient. We have then used this technique to measure focal length of lenses. It is
also shown that circular gratings could also be used for the measurement of focal
length albeit poor accuracy. Moreover, a possibility to map the power distribution
on an optical element with variable focal length has been shown using a spectacle
lens.
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Simulations Studies for Femtosecond
Laser Inscribed Bragg Grating Structures
on Polymer

Sanyogita, U. Das and P.K. Panigrahi

Abstract The present study reports the simulation results on the reflectance of the
uniform polymer Bragg gratings in the visible spectral range for fabrication by
direct writing using femtosecond laser. The simulations are based on the
coupled-mode theory. Simulations studies have been carried out for a Bragg grating
with a grating period of 190 nm and a reflection up to 99.9% with varying band-
width and grating length. The reflectivities increase rapidly with increasing grating
length or/and refractive index modulation in the optical waveguide. However, this
also leads to an increase in the side lobes strength and the reflectance bandwidth.
For the BG of grating length 1 mm used for tuning purposes along with other gain
medium, a reflectance of *46% for a bandwidth of 1.1809 � 10−10 m is found to
be suitable for integrated photonics applications. Potential applications of this study
are in field of optofluidic lasers, sensor technology and bio photonics.

1 Introduction

Bragg gratings (BG) in the visible spectral range find widespread use in bio pho-
tonics [1], spectroscopy [1], laser applications [1, 2] and sensors. Bragg grating
fabrication in the visible range is more challenging as it required grating period in
the range of few 100 nm. Femtosecond laser micromachining emerged as new
technique to fabricate nano/micro structures on polymer material which gives the
ability to fabricate strong and stable Bragg gratings on transparent material
including glass or polymer materials with control on grating period over a few
100 nm [3]. The density change brought about by nonlinear multiphoton ionization
is a possible explanation for the mechanisms behind induction of refractive index
change. Femtosecond laser created phase gratings with refractive index changes of
Dn ¼ 1� 10�4 to 5� 10�4 on polymer material [3]. Focus spot of the laser beam
plays an important role during nano fabrication, Specific objective lenses can be
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used to reduce diffraction limited nanometer spot size [4]. The feature sizes after the
fabrication is mainly depend upon the incident laser power and scan speed of laser
focus. At certain laser powers, with specified scan speed, fabrication in the
nanometer regime is possible [4]. In this article, modulation in refractive index of
polymer material (PMMA) for grating calculations has been considered by fem-
tosecond laser direct writing process [3]. In a simple Bragg grating, the refractive
index of the substrate varied periodically along the length of light propagation, the
schematic of an uniform Bragg Grating and light propagating is shown in Fig. 1.
Here Uniform indicates constant grating period and change in the refractive index
for total grating length. Here, the grating period is K. The equation relating the
grating spatial periodicity and the Bragg resonance wavelength kB is given as:

kB ¼ 2neffK ð1Þ

where neff is the refractive index of the waveguide in which the grating is formed.
In this paper we discuss simulation results for the reflectance of the uniform

polymer Bragg grating in the visible range to obtain grating parameters for its
fabrication using femtosecond laser micromachining. This paper is divided into
following sections. Section 1 introduces direct writing on polymer (femtosecond
fabrication) in the visible spectral range. Section 2 covers the coupled mode theory
in order to describe working principle of Bragg gratings. Section 3 deals with the
results and discussion about the model and simulation for typical specifications,
using MATLAB. Lastly, Sect. 4 described the conclusion of the work done.

2 Couple Mode Theory for Uniform Bragg Grating

Femtosecond laser based micromachining fabrication technique is planned to get a
periodic modification of the refractive index along the definite length of optical
waveguide in order to fabricate the Bragg grating structure. When light passes
though modified region of optical waveguide, it is reflected by coherent scattering

Fig. 1 Uniform Bragg grating
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due to periodic variation of refractive index. The periodic variation in the refractive
index is given as [5–8]:

dneff zð Þ ¼ dneff zð Þ 1þ v cos
2p
K

zþ£ðzÞ
� �� �

ð2Þ

where, z is the coordinate of light propagation along the length of BG. dneff zð Þ is
the spatially dc index change over a grating period, v is the fringe visibility of the
index change and £ðzÞ is the grating chirp. Input and output characteristics of
Bragg grating can be determined by using couple mode theory and Transfer Matrix
Method (TMM) [5, 9]. For a grating with uniform index modulation and period the
reflectivity is given by Erdogan [5]

R L; kð Þ ¼ k2sinh2ðcLÞ
Db2sinh2 cLð Þþ k2cosh2ðcLÞ ð3Þ

R: Grating reflectivity as a function of both grating length and wavelength, L: total
length of grating.

Here, the coupling coefficient k(z) is defined by the equation

k zð Þ ¼ p
k
� Dn � g zð Þ � v ð4Þ

In case of uniform Bragg grating Dneff is constant, g(z) = 1, v being the fringe
visibility usually 1.

Db: wave vector tuning, given by Δb = b − p/K.

Waveguide propagation constant b is given by, b = (2 pn0)/k, c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � Db2

p
.

3 Simulation Results and Discussion

We have been done simulation for a first-order grating over the visible wavelength
range of 565–567 nm suitable for femtosecond laser fabrication on PMMA. The
parameters used for simulation are refractive index of PMMA substrate of 1.49
along with a change in the refractive index Dneffð Þ of 1.5 � 10−4, 2 � 10−4,
2.5 � 10−4 and 3 � 10−4 for grating periods (K) 190 nm. The grating length has
been varied from 0.5 to 5 mm. For different values of grating lengths (as shown in
Table 1), the reflection spectra has been obtained. From the obtained spectra it is
seen as expected that the spectral properties of the uniform grating comes out to be
similar to that of a Sinc function. The reflection spectra for different grating lengths
0.5, 1, 1.5 and 2 mm shown in Figs. 2, 3, 4 and 5.
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Table 1 Variation in
reflectivity for grating length

Grating length (mm) Reflectivity (%)

0.5 15.49

1 46.47

1.5 71.88

2 86.63

2.5 93.95

3 97.28

3.5 98.82

4 99.49

4.5 99.78

5 99.9

Fig. 2 Reflection spectrum at
L = 0.5 mm

Fig. 3 Reflection spectrum at
L = 1 mm
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3.1 Dependence of Reflectivity of the BG on Grating Length

Reflectivity as function of grating length and refractive index of the waveguide is
discussed for Bragg gratings on PMMA as shown in Fig. 6. From the above figs. it
is clear that when the length of grating is increased, bandwidth of grating is
decreased, when the refractive index modulation uniform over the grating length.
At L = 1, 1.5, 2, and 2.5 mm respectively the maximum reflectivity is 46.47, 71.88,
86.63 and 93.95%. At L = 5 mm, the reflectivity reaches 99.98% but increased in
the sides lobes reflectivity.

Fig. 4 Reflection spectrum at
L = 1.5 mm

Fig. 5 Reflection spectrum at
L = 2 mm
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3.2 Dependence of Reflectivity and Spectral Bandwidth
on Refractive Index Modulation

After that, if the length is further increased for a lossless waveguide, it is observed
that the asymptotically reached the maximum reflectivity. Figures 7 and 8 show
spectral reflectivity of the grating as a function of the refractive index modulation,
the change in the refractive index Δneff of the polymer material is causes change in
the amplitude of the reflectivity of the spectrum. The wavelength of maximum
reflectivity is found to be not equal to kB. It moves to longer wavelengths with an
increase of the refractive index modulation as shown in Figs. 7 and 8. When the
length of the grating changes, the reflectivity is found to be increases for higher
changes in refractive index modulation as demonstrated in Fig. 9 and Table 2.

Fig. 6 Reflectivity as a
function of grating length

Fig. 7 Dependence of
reflectivity and spectral
bandwidth refractive index
modulation at L = 1.5 mm
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Fig. 8 Dependence of reflectivity and spectral bandwidth on refractive index modulation at
L = 2 mm

Fig. 9 Relationship between reflectivity versus refractive index modulation

Table 2 Reflectivity of Bragg grating for different length and refractive index modulation

Dneff Reflectivity (%)

L = 1.5 mm L = 2 mm L = 2.5 mm L = 3 mm

1� 10�4 46.41 64.21 77.77 85.29

1:5� 10�4 71.83 86.6 93.88 97.28

2� 10�4 86.63 95.38 98.45 99.49

2:5� 10�4 93.95 98.42 99.9 99.99
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When change in the refractive index decreases to a certain point, as shown in
Fig. 10, the bandwidth appears to have reached a minimum value and remains
constant for further reduction in the refractive index modulation.

The effect of grating length and refractive index modulation on bandwidth is
shown in Fig. 10. It shows that the increase of the grating length causes the
bandwidth to decrease and an increase of the reflectance at the Bragg wavelength.
When the refractive index modulation increases, the reflectance and the bandwidth
increase too. Numerical simulation results obtained from Figs. 9, 11 and 12 shows
that polymer grating reflectivity and bandwidth are affected by all of grating length,
period and refractive index modulation. Polymer grating fabrication by

Fig. 10 Effect of grating length on bandwidth

Fig. 11 Calculated reflectivity spectrum over range of refractive index modulation for polymer
Bragg grating
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femtosecond laser radiation is known to increase the PMMA refractive index during
interaction of femtosecond light radiation with polymer material [3].

However larger reflectivity results in larger bandwidth and this is a constraint
where the BG is used for tuning purposes.

It is seen from this work that even for low bandwidth a reflectivity approxi-
mately 46% would be sufficient along with other gain materials for applications in
integrated photonics These analyses give better understanding of the relationships
of BG characterization and suggest possible ways of designing high performance
visible BG for bio photonics applications. Figure 13 shows that any changes in the

Fig. 12 Calculated reflectivity spectrum over range of grating length for polymer Bragg grating

Fig. 13 Simulated transmission spectrum of Bragg grating on PMMA substrate
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BG reflectivity will lead to a change in the transmission spectrum. Theoretically,
to prepare a good BG, it is necessary to have reflectivity larger than 50%, in order to
produce a strong grating. However, in practical, the reflectivity is not easy
to control, due to other factors, such as the laser system, the femto pulse energy,
femto laser exposure time and scanning speed of micromachining, which will affect
the quality of grating fabrication.

4 Conclusion

In this work, we illustrate the nature of BG suitable for visible wavelengths on a
PMMA substrate. Coupled mode theory is used for the simulations. We organized
the connotative analyses on the BG reflectivity with changes in grating length and
the refractive index modulation (Δneff). It achieves 99.99% reflection at a grating
length of 5 mm at a fixed refractive index modulation of Dneff ¼ 1:5� 10�4 and
assumed to be lossless. In conclusion it is found that for a BG of 190 nm period,
because of fs laser/polymer interaction, the reflectivities increase rapidly with
increasing grating length or/and refractive index modulation in the optical
waveguide. However, this also leads to an increase in the side lobes strength and the
reflectance bandwidth. For the BG of grating length 1 mm used for tuning purposes
along with other gain medium, a reflectance of *46% for a bandwidth of
1.1809 � 10−10 m is found to be suitable for integrated photonics applications.
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Focal Length Measurement Using
Modified Bessel’s Method

Sunit M. Hazarika and Rajpal S. Sirohi

Abstract The focal length of a lens can be measured by a number of methods.
Some methods involve the measurement of object and images distances from the
respective principal planes of the lens. The principal planes are mathematical planes
and may lie within or outside the lens. It is thus not possible to get the values of
these distances accurately. There are, however other methods, which do not require
distance measurement from the principal planes. The Bessel method is one such
method. We have made a modification to the conventional Bessel method. This
paper discusses the focal length measurements using the modified form of the
Bessel’s method. This new expression is derived from the paraxial equation and
involves only the displacement and difference in the magnifications.

1 Introduction

Measurement of focal length or effective focal length is an important parameter of
an imaging optical system. A number of methods have been proposed and used
since long times. These include (i) auto-collimation method [1], (ii) nodal slide
method [2], (iii) magnification method [2], (iv) Talbot interferometry [3, 4],
(v) moiré interferometry [4, 5], (vi) reflective Fresnel zone plate [6], (vii) grating
diffraction [7], (viii) grating shearing interferometry [8], (ix) multiple
beam-shearing interferometry [9], (x) Fourier transform method [10] and
(xi) imaging conjugates [11].

Several methods require the distance measurements from the respective principal
planes. There are, however, some methods, which do not require distance mea-
surement from the respective principal planes. One such method is the Bessel’s
method [2, 12]. In this method, a lens is moved along the optical axis between a
fixed object and a fixed image planes. For the method to work, the distance L
between the object and image planes must be greater than four times the focal
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length f of the lens being measured. Two positions of the lens are found for which
an image is formed on the screen, magnified in one case and reduced in the other.
This follows from the possible exchange of image and object positions. If the two
lens positions differ by distance d, the focal length f of the lens is given by

f ¼ L2 � d2

4L
ð1Þ

Though the distance, d, is obtained as a difference between the two positions, the
distance L is not so accurately known. In the modified method the distances of
image from the focal point is observed for multiple positions of equal spacing. This
can be measured accurately. The successive distances between the object and image
and their corresponding magnification is used to find out the focal length. In another
modification of the method, the distance between two lens positions and difference
between the corresponding magnifications are used to obtain the value of the focal
length. Experiments are conducted to validate the theory. The paper discusses both
the theory and experimental results.

2 Theory

2.1 Image Plane Stationary, Object Displaced by Equal
Amount, Lens Displaced Accordingly to Get Image

The focal length of a lens is obtained by measuring object distance p and image
distance q using the formula

1
p
þ 1

q
¼ 1

f
ð2Þ

The distances p and q are measured from their respective principal planes. In
practice, the principal planes may not be accessible. If the distance between the
object plane and the image plane is L, (2) can be recast as

1
p
þ 1

L� p
¼ 1

f
) Lf ¼ pL� p2 ð3Þ

Therefore the distance p is obtained as

p ¼ L�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � 4Lf

p
2

ð4Þ

For the distance p to have real values, the distance L must be equal or greater
than four times the focal length of the lens ðL� 4f Þ. This gives two values of p say
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p1 ¼ Lþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � 4Lf

p� �
=2 and p2 ¼ L�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � 4Lf

p� �
=2. The corresponding

image distances are q1 ¼ L�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � 4Lf

p� �
=2 and q2 ¼ Lþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � 4Lf

p� �
=2.

The essence of the Bessel method is to measure the magnifications m1 and m2

corresponding to two object distances p1 and p2 respectively. The magnification m1

and m2 are given by

m1 ¼ Lþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � 4Lf

p
L�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � 4Lf

p ð5aÞ

and

m2 ¼ L�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � 4Lf

p
Lþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � 4Lf

p ð5bÞ

Further it can be shown that the focal length is obtained from the measured
magnifications as

f ¼ m1

1þm1ð Þ2 L ¼ m2

1þm2ð Þ2 L ð6Þ

Here m1

1þm1ð Þ2 or
m2

1þm2ð Þ2 is a scale factor when multiplied by the distance between

object and image planes give the focal length of the lens. For the focal length f to be
measured accurately, the distance L must be known accurately. However, if we
could modify the procedure so that it involves measurement of distance as the
difference between the positions, the focal length can be measured more accurately.
The distance, which is the difference between the two positions, can be measured
with an accuracy determined by the scale on the optical bench. Let us then consider
that the separation between the object and image plane is L. If the magnifications
measured are m1 and m2, then

f ¼ m1

1þm1ð Þ2 L ¼ m2

1þm2ð Þ2 L ð6Þ

In order to use this equation, we cast it as

L ¼ ð1þm1Þ2
m1

f ð7Þ

We will now vary the distance L by equal distances say DLn and measure the
corresponding magnifications. Thus we have
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LþDLn ¼ ð1þm1nÞ2
m1n

f ð8Þ

Here L is the initial distance, which is also taken greater than or equal to 4f. This
distance need not be known but should be greater than or equal to 4f. The mag-
nification m1n is measured for each DLn and a graph between DLn and
ð1þm1nÞ2=m1n is drawn. From the slope of this plot we can obtain the focal length
of the lens. It may be noted that DLn is known with the precision of the scale on the
optical bench.

Figure 1 shows the experimental method. An object in the form of a mesh either
created on a glass slide or a wire mesh is illuminated and its image formed by the
test lens is examined. Let the object be at the plane that intersects the optical axis at
O1 and its image is formed at the plane that intersects the optical axis at I. The
travelling microscope is focused to receive this image and the magnification m1 is
obtained. The lens is at position A and the distance between the object and the
image plane is L. The distance between the object plane and the image plane is
adjusted to be equal to or greater than 4 times the focal length. Now the object plane
is shifted to position O2 by DL1n distance and the lens is adjusted to position B,
such that the object is imaged on the same plane, I, and the magnification m1n is
obtained. The object plane is again shifted by DLn, i.e. by the same amount and the
lens is adjusted so that its image is formed at the plane I, and the magnification is
obtained. This procedure is carried out for several object positions. Finally a graph
between DL1n and ð1þm1nÞ2=m1n is drawn and its slope is determined. The focal
length is obtained from the slope.

2.2 Modified Method

If we examine (6), it is to be noted that the focal length is given in terms of the
measured magnifications and the distance between the object and image planes L.
Since the length L is not accurately known, the measured focal length will have
error. However, if the focal length is expressed in terms of the distance d, which is

A B 

O1O2 I 

Travelling Microscope/CCD 

L 

Ln

Fig. 1 Image formation by a positive lens
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the difference between two lens positions and hence is measured to an accuracy
given by the scale on the optical bench, the measured value of the focal length will
be more accurate.

Using the imaging condition, we can obtain the following equations

1þm1 ¼ Lþ d
2f

ð9aÞ

1þm2 ¼ L� d
2f

ð9bÞ

where d is the distance between the two lens positions which give the magnifica-
tions m1 and m2 respectively. Subtracting (9b) from (9a), we obtain

m1 � m2 ¼ d
f

ð10Þ

Alternately the focal length f is obtained as

f ¼ d
m1 � m2

ð11Þ

This is a very simple formula. Since the difference in magnifications appears in
the denominator, magnifications are to be measured accurately in order to get focal
length accurately.

The experimental setup is organized on an optical bench such that the distance
between the object plane and the image plane is more than four times the nominal
focal length of the lens under test. The magnification of the object, a Ronchi grating
or a mesh of known pitch or spacing is measured with lens near the object. This
magnification is m1. The lens is moved towards the image plane to obtain the
second imaging position and the magnification m2 is obtained. The distance
between the two lens positions is d. Therefore all the three measured values, needed
to calculate the focal length, are available.

2.3 Special Case

It is to be noted that magnified image of the object is formed when the lens is closer
to the object and diminished image is formed when the lens is closer to the image
plane. Under the restricted situation, when the distance between the object plane
and the image plane is equal to four times the focal length (L = 4f), only one
imaging condition is possible and the corresponding magnifications are equal
(m1 = m2 = 1). When the distance between the object plane and the image plane is
greater than four times the focal length, the sum of the magnifications will be
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greater than two (m1 + m2 > 2). For some separations, the sum of the magnifica-
tions will be an integer number. Let us take this number as N. We can now find an
interesting relationship between the focal length, f, and the distance, L. Again
assuming the distance, L, being greater than 4f, the magnifications m1 and m2 are
expressed as

m1 ¼ Lþ d
L� d

ð12Þ

m2 ¼ L� d
Lþ d

ð13Þ

Since we would like the sum of magnifications as an integer, i.e. (m1 + m2 = N),
we have

m1 þm2 ¼ N ) L2 N � 2ð Þ ¼ d2 Nþ 2ð Þ ð14Þ

This gives

d
L
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
N � 2
Nþ 2

r
ð15Þ

Obviously for d to be positive, N � 2. At N = 2, we obtain only one imaging
condition as the distance L is exactly 4f. Substituting for d2 from (1) into (14), we
obtain

f
L
¼ 1

Nþ 2
ð16Þ

This is quite an interesting result. This means that the distance between the
object plane and the image plane is exactly four times if the sum of the magnifi-
cations is two and it is five times if the sum of magnifications is three. Obviously
this method requires continuous iteration of distance L to be meaningful experi-
mentally. Nevertheless the relationship is quite interesting.

2.4 Magnification Method

This method also is based on the measurement of difference between two conjugate
positions and measurement of corresponding magnifications. Figure 2 shows the
schematic of the imaging and also the methodology for making measurements.

An object in the form of a fine mesh or a line grating is first placed at position O1

and its image formed at location I1 is measured with a travelling microscope (in this
case) or a CCD sensor. The ratio of the length of rectangle in the image mesh to that
in the object mesh gives the magnification M1. The object is now moved to the new
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position O2 and its image is obtained by sliding the screen by b to its new position:
the lens remains stationary. Essentially the travelling microscope/CCD sensor is
moved by b when it receives the image of object at O2. The length of the mesh
rectangle in this image is measured. The ratio of this measurement to that of the
object earlier measured gives the magnification M2. The focal length is obtained
from the measured M1, M2 and b values. This is shown using the imaging
conditions

1þM1 ¼ q
f 0

ð17Þ

and

1þM2 ¼ q� b
f 0

ð18Þ

From the equations we obtain

f 0 ¼ b
M1 �M2

ð19Þ

A set of data of b’s versus corresponding differences in magnifications can be
generated and plotted. The slope gives the value of the focal length.

This requires three independent measurements. Further, the magnifications
appear in difference in the expression for focal length, these needs to be measured
very accurately.

3 Experimental

An achromate of nominal focal length of 10 cm is used for the measurement. Slit of
width 0.102 mm is an object mounted on the rider. A traveling microscope is used
to measure the width of the slit. A test lens is mounted on a rider. Object and lens
can be moved on the optical bench, which has a scale graduated in millimeters.

a M2 

b
I1 

O2 

I2 
O1 

H' H

M1 

Fig. 2 Focal length measurement by magnification method: lens is stationary
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Initially the distance between the slit plane and its image plane (also the object
plane for the travelling microscope) is kept more than four times the nominal focal
length of the test lens. The size of the slit images is measured for both the imaging
positions of the lens. Table below gives the various measurements that have been
made.

The data thus obtained is used to measure the focal length using all the three
methods, namely

(i) f ¼ L2�d2
4L : the conventional Bessel method

(ii) f ¼ m1

ð1þm1Þ2 L ¼ m2

ð1þm2Þ2 L: the magnification method

(iii) f ¼ d
ðm1�m2Þ: modified method

The focal length is obtained as a slope from L versus ð1þm1Þ2
m1

plot in method
(ii) and d versus ðm1 � m2Þ plot in method (iii). In the table, m1 is the magnification
when the lens is closer to the object.

Table for all three methods

Object-slit: 0.102 mm width

L
(cm)

d
(cm)

m1 m2 f ¼ L2�d2
4L

f ¼ m1

ð1þm1Þ2 L f ¼ m2

ð1þm2Þ2 L f ¼ d
ðm1�m2Þ

42.5 10.5 1.454 0.690 9.98 10.26 10.27 13.73

43.5 12.6 1.709 0.582 9.96 10.13 10.11 11.18

44.5 14.2 1.873 0.542 9.99 10.10 10.15 10.68

45.5 16.0 1.997 0.507 9.97 10.12 10.15 10.74

fav = 9.97 cm fav = 10.15 cm fav = 10.17 cm

Slope (cm) ¼ 10.16 ¼ 10.16 ¼ 10.52

Figure 3a, b are the plots of L versus ð1þm1Þ2
m1

, and d versus (m1 − m2). The
straight line fit is forced to pass through the origin. It is seen that the conventional
Bessel method gives consistent values of the focal length. It may also be noted that
the focal length values remain consistent even though the length L may differ by a

(a) (b)
y = 10.164x + 0.0196

0
10
20
30
40
50

0 1 2 3 4 5

y = 10.518x + 0.7623

0

5

10

15

20

0 0.5 1 1.5 2

Fig. 3 a L versus ð1þm1Þ2
m1

plot giving a slope of 10.16 cm, b d versus ðm1 � m2Þ plot giving a
slope of 10.52 cm
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centimeter from the correct L value. Further the focal length obtained from this
method is a paraxial focal length that assumes the lens to be thin. The magnification
methods, however, give the focal length as measured from the principal plane. The
average value fav obtained with the magnification method is close to the nominal
value. However the modified method, due to the difference in magnification
appearing in the expression does not give consistent values. When the value of d is
small, the two magnifications are nearly equal and hence any small error in the
measurement gets amplified in the focal length value. If the magnification could be
obtained with higher accuracy, the focal length measured by this method will be
closer to the true value of the focal length. However, the slope obtained by a linear
fit gives a value closer to the nominal value.

The main conclusion of this research is that the conventional method is quite
good. However, if the magnification values are accurately obtained, then the simple
formula f ¼ d

ðm1�m2Þ should give good results.
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Automatic Vehicle Detection and Motion
Path Tracking Based on Gaussian Mixture
Model

Kyamelia Roy, Soham Saha, Tanmoy Mondal
and Sheli Sinha Choudhury

Abstract Automated traffic surveillance plays a vital role to build up a smart
transport and communication system of any modern city. This paper deals with
three primary aspects of any electronic traffic control system viz., identifying
moving vehicle intruding a specified traffic zone, its count and tracking of the
motion path. Gaussian mixture model (GMM) is used to detect the foreground
object followed by blob analysis which in turn gives the moving vehicle identifi-
cation. Finally a new concept of weighted mean is deployed for motion path
tracking.

1 Introduction

The lifeline of any city is its road network and so monitoring this vital infras-
tructural resource is very important. Traffic jams and congestion are regular prob-
lems faced by most cities of the world. For supervision of traffic, both real-time and
historical data about the traffic conditions on the road should be maintained. Hence,
in such a scenario, a system with monitoring and reporting ability regarding the
condition of roads and estimation of traffic on different road segments is very
useful. There are certain operations, whose implementation paves the path for a well
maintained and robust traffic network. The operation management includes tasking
like vehicle counting, average speed detection, parking violations at ‘No Parking’
zone and distinguishing vehicles on distinct road sections (e.g. bus lane). The quest
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for more traffic information has led to the increase in the dependence on traffic
surveillance.

Coifman et al. [1] proposed a feature based tracking system for detecting
vehicles when there is occlusion under various lighting conditions. The system
supports the detection of vehicles by tracking its features, instead of tracking the
complete vehicle. However, the drawback with feature based detection is the
accurate and reliable location of features which is an important task to be carried
out. The feature matching stage has well known correspondence problem of
ambiguous potential matches occurring. Betkeet et al. [2] proposed a technique in
which recognition of the cars is done by matching the templates, cropped from the
input data online. Detection of cars is also performed by temporal differencing and
tracking motion parameters of cars. During night hours on city expressways when
lights are present in the background, distinguishing vehicles on the road from
obstacles is a tricky task in this method. The system could find only the cars that are
present directly in front of the car assisted with the camera. In [3] the authors
proposed a method where the contribution for detection and tracking of vehicles is
deployed by Wald Boost (WB) detector [4] and the TLD tracker [5]. The method
poses a challenge with high percentage of trucks, occasional density of traffic and
high speed of some vehicles. Sochor [6] presented a traffic surveillance system
which is able to detect and simultaneously count the number of cars. The idea is
enriched with the motion detection method and Kalman filter, used for tracking the
same. The detection is basically based on the background subtraction method. The
speed in detecting moving objects makes the user attracted to opt for this process.
Unfortunately the global thresholding for inter frame differencing disclose itself as
being percepture to the phenomenon of the basic hypothesis of background
subtraction.

The novel work presented here counts the number of vehicles that passes
through the surveillance area and marks the track of their motion. As the first step,
foreground detection is done using Gaussian mixture model by pointing the change
of state of the corresponding pixels from one frame to another. Foreground
detection is followed by foreground filtering with morphological structural element.
Finally detection of the moving vehicles is focused with the tracing of their motion
paths, estimated for the first time by the authors using weighted mean of the moving
vectors inside the blobs.

2 Methodology

Detection of foreground object by using Gaussian Mixture Model (GMM) [7, 8] is
done, which performs background subtraction. The foreground detection, as the
first step, is applied on the frames of an input video. In the next step, a structural
morphological object is declared and is applied on the video frames. Following the
preceding step, blob analysis is performed and the track of the number of moving
vehicles in the current frame is kept and marking is done with a rectangle in green
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color. The coordinates of the pixels falling inside the green coloured rectangle are
considered and the weighted mean of these pixel’s coordinates is calculated. The
mean of the coordinate of the moving pixels for each foreground moving object is
thus obtained. Since blob analysis gives us the foreground object so, the object is
more likely to move with stationary background in consideration. Thus with the
moving object the weighted mean also changes in each frame otherwise the mean
remains constant thereby indicating the foreground object as stationary. Each of the
mean coordinates is stored separately in different matrices and is augmented at
every iteration. It is noteworthy that each row corresponds to a moving object
individually. The resulting plots help to track the motion of the entire moving
foreground object as is shown, when the plot has been superimposed on the original
video. Figure 1 depicts the typical block diagram of the methodology followed for
the proposed work.

2.1 Foreground Detection Using Gaussian Mixture Model

Segmentation of the foreground object (moving object) from the background frame
image is very essential in the image series. The foreground detection in this case is
done by using the foreground detector system object, which compares a gray scale
or color video frame with a background model. The individual pixels are then
determined, whether they are part of the background or the foreground and effec-
tively a foreground mask is computed. The GMM is a mixture of K Gaussian
distributions which points to the change of state of corresponding pixels from one
frame to another. Each pixel in the GMM is characterized by its intensity in the
RGB color space and is formulated as:

Fig. 1 Block diagram of the proposed work
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PðXtÞ ¼
XK

i¼1

xi;tgðXt; li;t;
X

i;t

Þ ð1Þ

where, K is the number of distribution; xi,t is the weight associated with the i-th
Gaussian at time t with mean li,t and standard deviation is Ri,t; η is a Gaussian
probability density function.

The application of GMM changes the colored image to a binary image. The
pixels in the binary image that do not undergo any state of change, is attributed as
the value 0 (black), correspondingly the pixels which undergoes change is attrib-
uted as 1 (white). Thus, from a video frame the moving objects, which are labeled
as foreground object, can be segmented out and exemplified as white. In Fig. 2, the
result of the GMM on a video frame is shown distinctively. The pixels which are
stationary have turned black (0) and the pixels which have undergone change have
attribute 1 (white), clearly stating the foreground object. In the present framework
cars have been detected as foreground object.

2.2 Foreground Filtering Using Structural Morphological
Element

Image processing is contributed by a wide range of operators from mathematical
morphology, all based around a few simple mathematical concepts from set theory.
The operators are particularly useful for the analysis of binary images including edge
detection, noise removal, image enhancement and image segmentation.
A morphological filter may be used to selectively remove image structures or objects
while preserving the other ones. In the present frame as shown in Fig. 4 foreground
is filtered using masking. The masking is accomplished with the structural elements.
The structural elements are specified by a shape and in this case, a square structuring
element is used as shown in Fig. 3. As is seen from the figure that after the Gaussian
Mixture Model is applied the image needs to be filtered i.e. the foreground needs to

(a) Before applying GMM (b) After applying GMM

Fig. 2 Application of GMM on a video frame
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be filtered. So the square structural morphological element is applied to filter the
image which gives a more smooth result (Fig. 4b).

2.3 Moving Object Detection Using Blob Analysis

Blob is defined as a region of connected pixels and its analysis discerns pixels
by their values and places them in either of the two categories i.e. foreground

Fig. 3 Square structuring element

(a) Before using structural 
morphological element

(b) Foreground filtered image after using 
structural morphological element

Fig. 4 Foreground filtering using masking
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(usually the non-zero pixels represented in white) and background (the zero pixels
in black). In the present paper, blob analysis block has been used to calculate the
statistics for labeled regions in a binary image. For each frame, the number of
foreground objects on the screen is generated. If the number of such objects is ‘n’
(say) then an n � m matrix is declared where m is dynamic in nature and is
incremented in every step. For each of the ‘n’ foreground objects the weighted
mean of the coordinates of that object is generated and stored in the matrix. An
effort is being made to establish each row of the matrix into series of x coordinates
through which the object is moving in the x direction. A similar approach for
storing the movement in the y coordinates completes the total movement infor-
mation for each frame. The block returns quantities such as the centroid, bounding
box, label matrix and blob count. The Blob count in turn gives the number of
vehicles count as shown in Fig. 5.

2.4 Plotting of the Vectors

Once it has been established that, storing is indeed movement information, an inner
loop has been run for each frame whose limit is the number of foreground objects in
the frame. In every loop iteration for each blob, the x and y coordinate information
is taken from the matrices which have been already declared. For x and y, with each
update the number of points increases and hence, each row vector X and Y are
plotted individually at every single iteration and on the completion of the track path
of the vehicle the final motion path is plotted as shown in Fig. 6c. The plotted frame
can be stored to be shown later together as a movie.

Let X[] and Y[] be the two dynamic row vectors written as:

X x1; x2; x3; . . .xn; xnþ 1½ � and Y y1; y2; y3; . . .yn; ynþ 1

� �

The row vectors are initialized to ‘0’ and the size increases with every iteration for
each frame. Say, at time instant ‘t0’ for 0th iteration the row vectors are X[] and Y[].

(a) Original frame                (b) Frame after blob analysis applied

Fig. 5 Moving vehicle detection
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At time instant ‘t1’ at iteration 1, the row vectors are:

X½x1� and Y½y1�

At time instant ‘tn’ and at ‘tnth’ iteration, the row vectors are:

X x1; x2; x3; . . .xn½ � and X y1; y2; y3; . . .yn½ �

Similarly, for ‘tn+1’ we get,

X x1; x2; x3; . . .xn; xnþ 1½ � and X y1; y2; y3; . . .yn; ynþ 1

� �

The above written vectors can be generalized as:

X ¼ x1; x2; . . .xi½ � and Y ¼ y1; y2; . . .yi½ �

where ‘i’ denotes the number of iteration for the total number of frames for the
considered blobs.

Fig. 6 a Original video frame, b moving vehicle detection, c plotting of the row vectors,
d tracking of the motion path with overlaying of fig (c) on fig (a)
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2.5 Superimposition of the Plot on the Original Video

A plot has already been traced along the moving foreground object in the above
step and backed up by storing each plotted frame separately. If the movie of the plot
is played then the trajectory of the motion path shall be smoothly traced along the
direction of movement. But since only the plotting is able to be visualized so, the
tracing of the motion path is not clear. Thus, to meet the need of the motion
tracking, a simple process of fusion or overlaying the plotted frames on the original
video is done. The result obtained is clear with the tracing of the motion path of the
moving vehicle and is shown in Sect. 3 Fig. 6d.

3 Simulation Results and Discussion

The performed experiment on a typical video is shown in Fig. 6. Stepwise in the
figure, the results are displayed as moving vehicle identification, plotting of the row
vectors and finally the motion path tracking is marked. In plotting of the row
vectors the weighted mean of the coordinates of the pixels inside the blob are
considered as already mentioned. Instead of taking the commonly followed mean
the weighted mean is taken to give a better performance. The justification is
described as under.

Let us consider a sample 0-1 matrix where 1 represents movement of the pixel of
the object at that coordinate and 0 represents that no movement of that coordinate
has taken place. The matrix obtained is [A].

Taking Simple Mean

Taking the mean simply we get

Mean of Row = (1 + 1 + 1 + 1 + 1 + 1 + 1 + 1)/Number of non-zero elements in
the rows of the matrix = 8/8 = 1
Mean of Column = (1 + 1 + 1 + 1 + 1 + 1 + 1 + 1)/Number of non-zero ele-
ments in the columns of the matrix = 8/8 = 1

Therefore, Mean of row and Column elements = (1, 1) which represents the first
element of the matrix, i.e. making the (1, 1) coordinate 1 and the rest 0, which
signifies the corner pixel but as mean value the middle pixel is appropriate.

Taking Weighted Mean
Weighted Mean of all Row elements = (1 � 1 + 1 � 1 + 1 � 1 + 2 � 1 + 2 � 1
+ 3 � 1 + 3 � 1 + 3 � 1)/Number of non zero row coordinates = 16/8 = 2
Weighted Mean of all Column elements = (1 � 1 + 1 � 1 + 1 � 1 + 2 �
1 + 2 � 1 + 3 � 1 + 3 � 1 + 3 � 1)/Number of non zero column
coordinates = 16/8 = 2
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Weighed Mean of Coordinates of Row and Column = (2, 2). Therefore, the
movement shall be represented as shown in the matrix, i.e. making the (2, 2)
coordinates as 1 and the rest 0, signifying the middle pixel as the mean. Thus, it has
been explored that weighted mean finds efficient result over simple mean
calculation.

Matrix [A] Simple mean Weighted mean

The typical video chosen is of 28.521 s with a total number of 531 frames whose
individual processing time is 0.132 s. The playing time taken for the output video
with motion path tracking takes 0.0715 s/frame. The same experiment is performed
with another video clip and the results are shown in Fig. 7.

In Fig. 8a a typical video frame is chosen in which some vehicles are stationary
while that others are missing. In Fig. 8b as shown, it can be noticed that when
vehicle detection is performed then only one vehicle is detected, the vehicles
present at the left side of the frame image are not detected. This gives the
authentication of the moving vehicle detection. As those two vehicles are actually
immobile in the video clip, so they are not detected. The second video clip is of
11 s. The total number of frames present is 290. So, the processing time for each
frame is 0.0984 s and the playing time is 0.0489 s.

Fig. 7 a Screen shot of moving vehicle identification and the count of vehicles in a video clip
b screen shot of motion tracking in a video clip

Fig. 8 a Original video frame b moving vehicle detection c plotting of the motion path and
tracing it on the video
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The proposed method was performed on a personal computer which is equipped
with Intel Core i5-2410 M CPU2.30 GHz, 4 GB RAM and windows 7, 64-bit
operating system.

4 Conclusion

Real time vehicle detection focuses on intelligent transportation. In this paper, a
system is defined for fully automated traffic monitoring and control. The system can
be used for online traffic control with a camera positioned in a specified traffic zone.
The camera is an immobile one and hence the video that is captured, endures
stationary background.

In the present paper, the task of moving vehicle detection, the count of moving
vehicles and the motion path tracking is done successfully. The method of
extraction of moving vehicle trajectories fulfills the need of detailed traffic moni-
toring, particularly in case of multiple lane roadways.

The tracking of the motion path and tracing it is based on the weighted mean of
the pixel’s coordinates inside the blob. The process is continued for a number of
frames for which the particular vehicle exists. The idea of the work presented here,
is well-matched for permanent as well as temporary traffic studies, such as inves-
tigating vehicle movements in the interlaced sections. Unlike the paper where the
experimental procedure is applied on a video with stationary background, similar
work can also be done with a non-stationary background which can be extended as
the future work.
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Stability Improvement of Captive
Generator Sets Utilizing FACTS Device

Utpal Goswami, Madhuria Chanda, Arijit Ganguly, P.K. Sadhu
and Suprava Chakraborty

Abstract Power demand in last two decades has increased substantially increasing
the complexity in power system network. Therefore to maintain the transient sta-
bility of captive power plant (CPP) during any grid fault or disturbance presents a
new challenge to researchers. In case of grid fault, captive power plant immediately
isolates its captive generator sets from grid to ensure safety. In this paper, an
attempt has been made to improve transient stability of captive generator sets during
grid fault using FACTS (Flexible AC Transmission System) controller. The per-
formance of FACTS controllers likes Static Var Compensator (SVC) is observed
during grid fault condition. The simulation analysis was performed using
MATLAB/Simulink software.

1 Introduction

The modern power system network consists of several complex electrical compo-
nents such as generator, automatic voltage regulator (AVR), exciter, power trans-
former, distribution transformer, transmission line, electrical motors and
combination of variety of linear and nonlinear loads etc. Combination of these
components makes the power system network more complex [1]. De-regularization
in power industry emphasizes the liberal provision with respect to build up of
captive power plant with a view of not only providing dependable power but also to
provide high quality and economic power as well. Current industry practice sug-
gests that after any grid fault captive power plant needs to be disconnected from the
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grid within 200–300 ms [2], if the system has not regained its stability. Stabilization
of CPP, under grid disturbance condition, can be done implementing load shedding
and anti-islanding scheme [3]. Active and passive filter array system is one of the
useful system to manage CPP [4, 5].

Recent power electronics research suggests that FACTS device is a useful tool to
enhance the transient performance index during any major grid disturbance [6].
First operational feature of FACTS device is to help the network to regain its
transient stability. Static Var Controller (SVC) is one of the reliable FACTS con-
troller which control the voltage of power network using reactive power compen-
sation technique. SVC also acts as a shunt compensator to control the transient
voltage and damp out oscillation during any grid fault [10, 11]. FACTS controller is
considered to be the most versatile one and used for improving the dynamic sta-
bility of power system network. FACTS devices consist of Static Synchronous
Compensator (STATCOM), Series Synchronous Compensator (SSSC), Unified
Power Flow Controller (UPFC) and SVC to control many electrical parameters
simultaneously. This paper presents a novel approach to improve transient stability
by connecting SVC inside the process plant network system [7–11]. Result shows
that the transient stability index of CPP generator improve significantly in terms of
time duration to reduce generator output voltage oscillation as well as rotor angle
variation of CPP.

2 Methodology

To study the transient performance of proposed network model a detailed network
diagram is prepared using MATLAB/Simulink software. The network block dia-
gram is depicted in Fig. 1.

In the network shown below, the alternator rated 30 MVA, 11 kV is connected
to the grid. A part of the generated power is used to supply the plant itself to sustain
the process of generation. After supplying the internal plant load of 5 MW, the

Fig. 1 Network diagram consider for analysis with SVC
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generated voltage is stepped up to 33 kV. The rating of the transformer considered
as 30 MVA and the primary side voltage of the transformer is 11 kV and secondary
side voltage is considered as 33 kV. The power is transmitted through a line of
considerable length to supply the grid. The power transmitted at this voltage is
ultimately stepped down to supply the load at the distribution end.

Now the interesting area is to deal with a sudden three phase fault occurs in
33 kV bus as shown in the Fig. 1. The voltage profile of the grid shows abnor-
mality. To maintain the safety rule as mention in IEC standard the generator
immediately needs to be isolated from the grid within critical fault clearing time.
The system behavior is analyzed in two domains one incorporates FACTS devices
in the network and other without it. SVC and UPFC is considered as FACTS device
to improve stability.

Basic points that are considered for the study:

(a) Loads as shown in various buses are motor load; static load, etc.
(b) Short circuit fault level of existing 11 kV system considered as 30 kA.
(c) Tolerance of impedances not considered except generator transformer.
(d) Tolerance of impedances for 30 MVA GT is considered as per IEC standards.
(e) Overhead 33 kV line fault level consider as 50 kA.

3 Results

The Transient stability study of the proposed network is performed in the following
conditions.

(a) For a fault in 33 kV grid side without connection of SVC at generator bus.
(b) For a fault in 33 kV grid side and SVC is connected at generator bus.

Event of operations performed for the transient stability study is indicated in
Table 1.

The simulation results of Transient stability study for case-1, case-2

Table 1 Event of operation
performed for transient
stability study

Event Time
(s)

Action Status of
SVC

Case-1 0.5 3Ph fault on grid bus Without SVC

Case-2 0.5 3 Ph fault on grid
bus

With SVC
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4 Discussion

From the simulation result Figs. 2, 3, 4, 5 and 6, the summary output is depicted in
Table 2.

Fig. 2 Voltage profile at generator bus without SVC

Fig. 3 Voltage profile at generator bus with SVC

Fig. 4 Variation of rotor angle during fault with and without SVC
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5 Conclusion

As per the analysis it is observed that, during grid disturbance and after removal of
fault, first acting turbine governor system along with exciter and SVC plays an
important role to maintain the transient stability of the system. From the transient
stability study it is very clear that turbine governor model with SVC performs better
in terms of improving transient stability index i.e. voltage variation, damping
oscillation and generator speed variation during a grid fault condition. With the use

Fig. 5 Speed variation of captive generator during grid fault without SVC

Fig. 6 Speed variation of captive generator during grid fault with SVC

Table 2 Summary of event of operation performed for transient stability study

S. No. Status of
SVC

Rotor angel
stabilization time (s)

Final speed
attended (rpm)

Time for
stabilization (s)

1. Without
SVC

0.6 Oscillates 1550–
1520

5

2. With
SVC

0.5 1500 2
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of SVC, time duration of voltage oscillation reduced from 5–2 s during 33 kV grid
bus fault. With the use of SVC, reduction in generator speed oscillation results in
reduction of thermal stress in turbine system and improvement of plant reliability
significantly. Improvement of reliability also helps plant operator to perform safe
islanding operation of captive generator.
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