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Preface

The volume contains 41 papers presented at the 4th International Conference on
Innovations in Computer Science and Engineering (ICICSE 2016) held during
22–23 July, 2016 at Guru Nanak Institutions Campus in association with CSI
Hyderabad Chapter.

The focus of the 4th ICICSE 2016 is to provide an opportunity for all the
professionals and aspiring researchers, scientists, academicians and engineers to
exchange their innovative ideas and new research findings in the field of computer
science and engineering. We have taken an innovative approach to give an
enhanced platform for these personnel, participants, researchers, students and other
distinguished delegates to share their research expertise, experiment breakthroughs
or vision in a broad criterion of several emerging aspects of computing industries.
The conference received an overwhelming response in terms of number of sub-
missions from different fields pertaining to innovations in the field of computer
science in main tracks and special session. After a rigorous peer-review process
through our program committee members and external reviewers, we accepted 41
submissions with an acceptance ratio of 0.38.

ICICSE 2016 was inaugurated by Dr. Anirban Basu, President, Computer Society
of India. The guest of honors were Dr. A. Govardhan, Principal, JNTUCEH,
Ms. G. Sandhya, Senior Program Manager Microsoft India, Mr. Raju Kanchibotla,
Southern, Regional Vice President, CSI and Dr. Raghav Kune, Scientist, ADRIN
and ISRO.

We take this opportunity to thank all keynote speakers and special session chairs
for their excellent support to make ICICSE 2016 a grand success. We would like to
thank all reviewers for their time and effort in reviewing the papers. Without their
commitment it would not have been possible to have the important ‘referee’ status
assigned to papers in the proceedings. The quality of these papers is a tribute to the
authors and also to the reviewers who have guided any necessary improvement. We
are indebted to the program committee members and external reviewers who have
contributed towards excellent reviews and in a very short span of time. We would
also like to thank CSI Hyderabad Chapter having coming forward to support us to
organize this mega event.
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We would also like to thank the authors and participants of this conference.
Special thanks to all the volunteers for their tireless efforts. All the efforts are worth
and would please us all, if the readers of these proceedings and participants of this
conference rate the papers and the event inspiring and enjoyable.

Finally, we place our special sincere thanks to the press, print and electronic
media for their excellent coverage of this conference.

Ibrahimpatnam, India H.S. Saini
Rishi Sayal

Sandeep Singh Rawat
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A Note from the Organizing Committee

Welcome to the 4th International Conference on Innovations in Computer Science
& Engineering, India. On behalf of the entire organizing committee, we are pleased
to welcome you to ICICSE-2016.

ICICSE, as the conference in the field, offers a diverse program of research,
education, and practice-oriented content that will engage computer science engi-
neers from around the world. The two-day core of the meeting is anchored by the
research paper track. This year, the research paper track received 151 submissions.
The papers underwent a rigorous two-phase peer-review process, with at least two
program committee members reviewing each paper. The program committee
selected 41 papers. All members of the program committee attended the meeting.
These papers represent world-wide research results in computer science
engineering.

Planning and overseeing the execution of a meeting of ICICSE is an enormous
undertaking. Making ICICSE-2016 happen involved the combined labor of more
than 50 volunteers contributing a tremendous amount of time and effort. We offer
our sincere thanks to all the committee members and volunteers, and encourage you
to take the opportunity to thank them if you meet them here. We would also like to
thank all our sponsors who helped in making this event accessible to the Computer
Science Engineering community.

Finally, we would like to thank the editorial board of Springer for agreeing to
publish the proceedings and the staff at the editorial office for all their help in the
preparation of the Proceedings.

Dr. H.S. Saini
Professor and Managing Director

Dr. Rishi Sayal
Professor and Associate Director

Dr. Sandeep Singh Rawat
Professor and Head-CSE
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Comparative Study of Techniques
and Issues in Data Clustering

Parneet Kaur and Kamaljit Kaur

Abstract Data mining refers to the extraction of obscured prognostic details of
data from large databases. The extracted information is visualized in the form of
charts, graph, tables and other graphical forms. Clustering is an unsupervised
approach under data mining which groups together data points on the basis of
similarity and separate them from dissimilar objects. Many clustering algorithms
such as algorithm for mining clusters with arbitrary shapes (CLASP), Density peaks
(DP) and k-means are proposed by different researchers in different areas to
enhance clustering technique. The limitation addressed by one clustering technique
may get resolved by another technique. In this review paper our main objective is to
do comparative study of clustering algorithms and issues arising during clustering
process are also identified.

Keywords Data mining ⋅ Database ⋅ Clustering ⋅ k-means clustering ⋅
Outliers

1 Introduction

Data mining is used for analyzing huge datasets, finds relationships among these
datasets and in addition the results are also summarized which are useful and
understandable to the user. Today, large datasets are present in many areas due to
the usage of distributed information systems [1]. Sheer amount of data is stored in
world today commonly known as big data. The process of extracting useful patterns
of knowledge from database is called data mining. The extracted information is
visualized in the form of charts, graphs, tables and other graphical forms. Data
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Department of Computer Engineering and Technology, Guru Nanak Dev University,
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mining is also known by another name called KDD (Knowledge Discovery from
the Database). The data present in database is in structured format whereas, data
warehousing may contain unstructured data. It is comparatively easier to handle
static data as compared to dynamically varying data [2]. Reliability and scalability
are two major challenges in data mining. Effective, efficient and scalable mining of
data should be achieved by building incremental and efficient mining algorithms for
mining large datasets and streaming data [1]. In this review paper our main
objective is to do the comparative study of clustering algorithms and to identify the
challenges associated with them.

2 Clustering in Data Mining

Clustering means putting objects having similar properties into one group and the
objects with dissimilar properties into another. Based on the given threshold value
the objects having values above and below threshold are placed into different
clusters [1]. A cluster is group of objects which possess common characteristics.
The main objective in clustering is to find out the inherent grouping in a set of
unlabeled data [2]. Clustering is referred to as unsupervised learning technique
because of the absence of classifiers and their associated labels. It is a type of
learning by observation technique [3]. Clustering algorithm must satisfy certain
requirements such as, it should be scalable, able of dealing with distinct attributes,
capable of discovering arbitrary shaped clusters, and must possess minimal
requirements for domain knowledge to determine input parameters. In addition, it
should deal with noise and outliers [4–6].

2.1 Partitioning Clustering

In partitioning methods the instances are relocated and are moved from one cluster
to another by starting the relocation from initial partitioning. The number of clusters
to be formed is user defined. Examples of partitioning algorithms include Clustering
Large Datasets Algorithm (CLARA) and k-means [7].

2.2 Density Based Clustering

These methods are based upon density and the cluster grows till the time the density
does not exceed some threshold value. Density Based Spatial Clustering of
Applications with Noise (DBSCAN) approach is a density based technique which is
based on the idea that the least number of data points (Minpts) must be present
around a point in its neighbourhood with radius (ε) [2].

2 P. Kaur and K. Kaur



2.3 Model Based Clustering

Model based approaches exaggerate the fit among the dataset and few mathematical
models. The mathematical model generates data and then the original model is
discovered from the data. The recovered model defines clusters and assigns doc-
uments to clusters [8].

2.4 Hierarchical Clustering

In such methods the data set is decomposed into a hierarchy. The decomposition can
be done in agglomerative or divisive manner. Agglomerative approach is a bottom up
technique where initially each data object is present in a single group whereas
divisive is top down approach in which initially all the clusters are present in one
cluster and then with every iteration this cluster is splitted into tiny clusters and the
process continues until each data point is present within a single cluster. This kind of
decomposition is represented by a tree structure called as dendrogram [9].

3 Literature Survey

Different types of mining algorithms have been proposed by distinct researchers.
Selecting appropriate clustering algorithm however, depends on the application
goal and algorithm’s compatibility with the dataset. This section illustrates issues
that may arise during the formation of clusters and different approaches to tackle
with these problems.

3.1 Identification of Formation of Clusters

Very few techniques are available which can automatically detect the number of
clusters to be formed. Some of the techniques rely on the information provided by
the user while some use cluster validity indices which are very costly in terms of
time required for computation. Some statistics such as Pseudo-F statistic and the
Cubic Clustering Criterion (CCC) are used for identifying the cluster number [3].
Hao Huang et al. [4] designed an approach which is used for clustering clusters
having arbitrary shapes (CLASP) that shrinks the size of dataset. CLASP is very
effective and efficient algorithm which automatically determines the number of
clusters and also saves computational cost. Zhensong Chen et al. [10] presented an
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approach for image segmentation, based on density peaks (DP) clustering. This
method possesses many advantages in comparison to current methods and can
predict the cluster number, based on the decision graph and defines the correct
cluster centers. Christy et al. [6] proposed two algorithms, detection of outliers on
the basis of clusters and on the basis of distance, which uses outlier score for the
detection and then removal of the outliers.

3.2 Clustering Large Datasets

Significant accuracy in clustering can be achieved by using Constrained Spectral
Clustering (CSC) algorithms. However, to handle large and moderate datasets the
existing CSC algorithms are inefficient. Clustering Large Applications (CLARA) is
the best partitioning technique designed for large datasets which has less compu-
tation time [7]. Ahmad Chih-Ping Wei et al. [7] gives the comparative study of
algorithms which cluster complex datasets. As the number of clusters increase,
Clustering Large Applications based on Randomized Search (CLARNS) performs
best in case of execution time and produces good quality clusters. In large datasets,
CLARA gives better clustering results whereas Genetic Algorithm based clustering-
Random Respectful Recombination (GAC-R) performs efficient clustering only in
case of small datasets.

3.3 Large Computational Time

As compared to the traditional clustering algorithms like k-means, hierarchical
clustering algorithms have many advantages but such algorithms may suffer from
high computational cost [1]. Density based outlier detection algorithms also suffer
from the problem of large computation time. High computation time is a major
barrier in case of density based outlier detection algorithms although, they have
number of advantages. Such algorithms have a less obvious parallel structure. So to
resolve the problem of time and cost some algorithms are proposed by different
researchers. Spectral clustering algorithms can easily recognize non-convex dis-
tribution and are used in segmentation of images and many more fields. Such
clustering often costs high computation time when they deal with large images. So
to solve this problem Kai. Li et al. [5] proposed an algorithm based on spectral
clustering which performs segmentation of images in less computational time.
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3.4 Efficient Initial Seed Selection

K-means algorithm is the crucial clustering algorithm used for mining data. The
centers are generated randomly or they are assumed to be already available. In seed
based integration, small set of labeled data (called seeds) is integrated which
improves the performance and overcome the problem of initial seed centers. Iurie
Chiosa et al. [11] has proposed novel clustering algorithm called Variational
Multilevel Mesh Clustering (VMLC) which incorporates the benefits of variational
algorithms and hierarchical clustering algorithms. The selection of seeds to be
selected initially is not predefined. So to solve this problem, a multilevel clustering
is built which offers certain benefits by resolving the problems present in variational
algorithms and performs the initial seed selection. Another problem that the clusters
have non optimal shapes can be solved by using greedy nature of hierarchical
approaches.

3.5 Identification of Different Distance and Similarity
Measures

For measuring the distance some standard equations are used in case of mathe-
matical attributes like Euclidean, Manhattan and other maximum distance. These
three special cases belong to Minkowski distance. Euclidean distance (ED) is the
measure which is usually used for evaluating similarity between two points. It is
very simple and easy metric, but it also possesses some disadvantages like it is not
suitable in case of time series application fields and is highly susceptible to outliers
and also to noise [12]. Usue Mori et al. [12] has proposed a multi-label classifi-
cation framework which selects reliable distance measure to cluster time series
database. Appropriate distance measure is automatically selected by this frame-
work. The classifier is based on characteristics describing important features of time
series database and can easily predict and discriminate between different set of
measures.

4 Summary of Clustering Approaches

This section summarizes the clustering approaches which are reviewed in the above
section. It is very clear from the table that the limitation addressed by one technique
may get resolved by another (Table 1).
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5 Conclusion

This paper describes the comparative study of clustering techniques such as CLARA,
K-means, CLASP and SHRINK which are used by researchers in different application
examined at different levels of perception. This paper highlights the concerned issues
and challenges present in different clustering algorithms. The issue arising in one
approach is resolved by other approach. Fuzzy logic is good for handling uncertainties
and due to parallel nature, neural networks are good at handling real time applications.
By doing hybridization of neural networks and fuzzy techniques we can obtain effi-
cient results in detection of outliers. We have concluded that algorithms like CLARA
are used for clustering large datasets efficiently, but some asymmetric clustering
algorithms like CLASP, efficiently cluster simple datasets but do not give expected
outputs in case of mixed and tightly coupled datasets. They are less accurate and
efficient for clustering large datasets. Therefore, the technique based on the neural
networks should be proposed to improve clustering and for increasing the efficiency in
the asymmetric clustering algorithms.
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Adaptive Pre-processing and Regression
of Weather Data

Varsha Pullabhotla and K.P. Supreethi

Abstract With the evolution of data and increasing popularity of IoT (Internet of
Things), stream data mining has gained immense popularity. Researchers and
developers are trying to analyze data patterns obtained from various devices. Stream
data have several characteristics, the most important being its huge volume and high
velocity. Although, a lot of research is being conducted in order to develop more
efficient stream data mining techniques, pre-processing of stream data is an area that
is under-studied. Real time applications generate data which is rather noisy and
contain missing values. Apart from this, there is the issue of data evolution, which is
a concern when dealing with stream data. To deal with the evolution of data, the
proposed solution offers a hybrid of preprocessing techniques which are adaptive in
nature. As a result of the study, an adaptive preprocessing and learning approach is
implemented. The case study with sensor weather data demonstrates the results and
accuracy of the proposed solution.

Keywords Stream mining ⋅ Data evolution ⋅ Adaptive pre-processing

1 Introduction

In the present day scenario, there are many applications in our day to day lives
ranging from social networks, health monitors, telecommunications, network
monitoring tools, sensor devices (in manufacturing, industrial pumps etc.) and such
which continually generate huge volume of data at high velocity. These data
streams evolve over time. Thus, there is a need for adaptivity of predictive models
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to adapt to the evolution and change in environment of data streams. Recently, a lot
of research and study is being carried out for such adaptive learning [1–3].

In real applications, pre-processing of data is a very important step of the data
mining process as real data often comes from complex environments and can be
noisy and redundant. In adaptive learning literature, the data pre-processing gets
low priority in comparison to designing adaptive predictors. As data is continually
changing, adapting only the predictor model is not enough to maintain the accuracy
over time.

A good way to approach the above problem would be to tie the adaptivity of the
preprocessor with the predictor. This can be accomplished in two ways. The first
approach is to put aside a validation set, and use this validation set to optimize the
pre-processing parameters and keep the pre-processing fixed in the model. The
other approach would be to retrain the preprocessor afresh every time the learner is
retrained. This approach requires the preprocessor to be synchronized with the
learner.

In this paper, the aim is to present an implementation that can achieve adaptive
pre-processing to get accurate output from adaptive learning. The pre-processing
algorithm used is the “Multivariate Singular Spectrum Analysis”. The learner
algorithm used is the “K Nearest Neighbor” algorithm. These algorithms coupled
with the Fixed window strategy [4] produce the adaptive pre-processing and learner
framework.

The remainder of the paper is structured as follows: Sect. 2 presents the sur-
veyed related work. Section 3 presents the proposed method for adaptivity. Sec-
tion 4 shows the experimental results and performance evaluation. Finally, in
Sect. 5, the conclusions drawn are presented.

2 Related Work

There has been a considerable amount of research and study conducted to address
the issue of adaptive pre-processing along with adaptive learning. The issue of
adaptive pre-processing while learning from a continuously evolving stream of data
was raised in [4]. A framework that connects adaptive pre-processing to online
learning scenarios was proposed. A prototype was developed to enable adaptive
pre-processing and learning for stream data.

There has been the use of Genetic algorithm (GA) proposed by Wei Li to
improve adaptive pre-processing to accomplish better results from adaptive
learning [5].

Adaptive pre-processing of data streams has also been used with clustering
algorithms. A pre-processing technique called equi-width cubes splits data space
into a number of cubes, depending upon the data dimension and memory limit [6].
The new data which arrives is incorporated into one of the cubes. The algorithm
computes a cluster center from previous chunk to create a new chunk. This new
chunk is then sent to the clustering algorithm. This algorithm makes sure that the
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data will not occupy all the available memory space and prevents loss of data due to
the rate at which it arrives.

Adaptive pre-processing has been addressed in stationary online learning [7] for
normalization of the input variables in neural networks. This was carried out so the
input variables would fall into the range [−1, 1]. This proposed approach relates
scaling of input features with scaling of the weights. However, the pre-processor is
not adaptive.

3 Proposed Method

The framework of the proposed method is described in Fig. 1. The proposed
Multivariate Singular Spectrum Analysis (MSSA) and K Nearest Neighbor
approaches are applied to streaming weather data. Streaming weather data for the
city of Hyderabad, India is used. The approach is carried out in two stages. In the
first stage the MSSA algorithm which is used for pre-processing is trained with
historical weather data for the city. The K-Nearest Neighbor algorithm is used for
prediction. This model is trained using the output generated by the pre-processing
algorithm. A stream of weather data is passed to this model, however, the results are
not satisfactory.

The second stage involves applying the Fixed window strategy to the stream of
weather data and retrain the preprocessor from scratch using the results obtained.
The output obtained from the preprocessor results in the decomposition of the
original time series into a stream of data without any noise. This output is passed to
two K-nearest neighbor learner models: A model which is already trained using
historical weather data and the other which is trained using the output obtained after
retraining the pre-processor.

Fig. 1 Proposed system
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4 Experimental Results

The proposed method is applied to streaming weather data for the city of Hyder-
abad, India. The performance measurement used to determine the accuracy of the
prediction is the Root Mean squared error. This measure is meant to be used to
understand how accurate the weather prediction for the next hour will be.

In this study, m = 3 and N = 10 are used, where N represents the sample size of
the stream and m is the number of lags considered where the covariance is positive
(this is determined using the autocorrelation function. We see a positive correlation
at lag 3). The Root mean square error for the adaptive pre-processing and
non-adaptive predictor is 0.29154. This error isn’t considered too high and thus
prediction is considerably accurate.

In the case of adaptive pre-processing and adaptive prediction, the RMSE is
relatively low (0.014) and thus results in accurate prediction. However, this pre-
dictor is not trained by historical data as it is adaptive in nature. Thus this adaptive
predictor has to be periodically re-trained for every 10 historical values to ensure
that the predictor maintains its accuracy.

5 Conclusion and Future Scope

In this study, it has been demonstrated that the proposed approach, adaptive
MSSA–KNN, could yield significantly higher prediction accuracy of weather data
variables such as Temperature and Humidity than that of the non-adaptive KNN
method. Adaptive MSSA–KNN results in a significant improvement prediction of
weather data with RMSE of 0.014 and non-adaptive method results in RMSE of
0.29.

Future work would be focused on applying an incremental model instead of
using a replacement model for adaptive pre-processing. Another area to work on
would be to focus on passing multiple streams of weather data from different cities
at once (Table 1).

Table 1 Prediction accuracies with adaptivity

Data Adaptive pre-processing Adaptive learning RMSE

Stream weather data No No 4.008
Stream weather data Yes No 0.29154
Stream weather data Yes Yes 0.014
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A Comparative Analysis for CBIR Using
Fast Discrete Curvelet Transform

Katta Sugamya, Suresh Pabboju and A. Vinaya Babu

Abstract A Content Based Image Retrieval is proposed using two techniques in
order to show a comparative analysis. The comparative analysis points out it’s
overall performance depends on the type of techniques used to extract multiple
features and similarity metrics between the query image and images database. The
first method uses colour histogram to extract colour features and the second method
uses the Fast Discrete Curvelet Transform (FDCT) for the same process. In the first
method, based on the colour features the query and database images were compared
by using chi-square distance. Colour-histograms for both images were obtained and
the images with most similarities are displayed (five images in this case). In the
second method, instead of one feature (colour in the first case), a set of features are
taken into consideration for calculating the feature vector. Once computation of
feature vector is done, database and query images are compared to find out the top
five similar images and results are displayed to the user.

Keywords Fast discrete curvelet ⋅ Transform (FDCT) ⋅ Inverse fast fourier
transform (IFFT)

1 Introduction

With the enormous growing of digital data, it has become one of the active research
area in the field of machine learning. The usage of multimedia caused an explo-
sively growing of digital data giving people more ways to get those data.

K. Sugamya (✉) ⋅ S. Pabboju
Department of IT, Chaitanya Bharathi Institute of Technology, Hyderabad, India
e-mail: sugamya.cbit@gmail.com

S. Pabboju
e-mail: plpsuresh@gmail.com

A. Vinaya Babu
Department of CSE, JNTU, Hyderabad, India
e-mail: avb1222@jntuh.ac.in

© Springer Nature Singapore Pte Ltd. 2017
H.S. Saini et al. (eds.), Innovations in Computer Science and Engineering,
Lecture Notes in Networks and Systems 8, DOI 10.1007/978-981-10-3818-1_3

15



An efficient technique in searching and retrieving of images from the huge col-
lection of data is emphasized.

Approaches using manual text annotations for retrieving and indexing image
data have several problems. First, it is tricky to find out the contents of an image
using a keywords. Second, the manual annotation process was ambiguous, deficient
and subjective. The problems were complex and in great demand to solve. Second,
an approach based on low level contents is known as content-based image retrieval
(CBIR). Most of the CBIR [1] techniques use low-level image features [2] such as
color [3], texture, shape, edge, etc., for image indexing and retrieval. Features can
be computed automatically by using low level contents.

1.1 Content Based Image Retrieval (CBIR)

A technique that searches apparently similar range of images as that of query image
using low level features. Comparing the feature vectors of image database with
query image using pre-selected similarity measure, and then sorting out the results.
A reduced set of images which have the same features as that of the query image is
obtained. After obtaining the set of images, they are sorted based on their similarity
values.

One of the important part in content-based image retrieval (CBIR) is Feature
extraction. The literature gives multiple texture feature extraction techniques, using
statistic and spectral methods. So far there is no efficient technique which accurately
capture the edge information as it is the most important texture feature in an image
retrieval. The present works on multiple feature [4] analysis, particularly the Cur-
velet method [5], provide a good opportunity to extract most accurate texture
feature for image retrieval. Curvelets were initially proposed for image de-noising
[6] and has shown a promising performance. For capturing the edge information
accurately, Fast Discrete Curvelet Transform (FDCT) [7] is used. Edge detection
using Fast Discrete Curvelet Transform [8] is more useful for multi feature point of
view than texture based DCT [9] analysis.

2 Fast Discrete Curvelet Transform

Fourier samples have less computational complexity in Fast Fourier transform
based on complex ridgelet transform instead of FDCT. The wrapping of curvelet
transform reduces data redundancy in the frequency domain. Curvelets are variable
in width and length that represents more anisotropy than rideglets that have a fixed
length which is equal to the image size of a variable width. The promising approach
is based on FDCT using wrapping. Which is simpler, less redundant and faster in
computation than ridgelet based curvelet transform, and intend to use for texture
representation in the CBIR research. A 2-D image as input will take wrapping of
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Fourier samples in curvelet transform in the form of an array f [u, v] such that
0 ≤ u < M, 0 ≤ v < N and generates a number of curvelet coefficients indexed
by a scale s, an orientation l and two spatial location parameters (t1, t2) as output. To
form the curvelet texture descriptor, statistical operations are applied to these
coefficients. Discrete curvelet coefficients can be defined by:

CD s, l, t1, t2ð Þ= ∑ 0≤ u<M
0≤ v<N

f ðu, vÞϕD
s, l, k1, k2 ½u, v� ð1Þ

Here, each ϕD
s, l, t1, t2 , is a digital curvelet waveform. The curved edges of an image

will be captured by Curvelet transform that implements the parabolic scaling on the
sub-bands in the frequency domain more effectively. These Curvelets in an oscil-
lating behaviour in the direction perpendicular to their orientation in frequency
domain. A pyramid structure consisting of many orientations at each scale were
obtained in wrapping based curvelet transform which is as a better performer for
multiple feature [4] analysis of images. The pyramid consists of several sub-bands
at distinguishable range of high and low frequency levels at different orientations
and positions. The curvelet is a wedge like a needle shaped element at high scales,
whereas, it is non directional at the coarsest scale. Curvelet becomes finer and
smaller in the spatial domain and more sensitivity to curved edges with increased
resolution levels. This enables an effective capture of the curves of an image by few
coefficients, and curved singularities can be approximated.

The distinction between images can be found by High frequency components,
and edges can be effectively represented by texture features of the curvelet coef-
ficients. The frequency responses at different scales and orientations were com-
bined; hence a rectangular frequency tiling that covers the whole image in the
spectral domain will be obtained. Curvelet transforms are usually implemented in
the frequency domain will be able to achieve better efficiency. Hence, using fourier
transformations curvelet coefficients and image feature coefficients are transformed
and then multiplied in the frequency domain. By applying Inverse fast fourier
transform to the result the curvelet coefficients were obtained. The process can be
described as

Curvelet transform= IFFT FFTðCurveletÞ×FFTðImageÞ½ � ð2Þ

From Eq. (2) the result of a product is a wedge. In spectral domain, the trape-
zoidal form of edge is not suitable to use in the inverse Fourier transform which is
the next step in collecting the curvelet coefficients using IFFT. Directly data cannot
be accommodated into a rectangle of size 2j × 2j/2. To surmount this setback, a
wedge wrapping process i.e. a parallelogram with sides 2j and 2j/2 is chosen to
support the wedge data. Inside the wedge periodic tiling of the spectrum and then
collecting the rectangular coefficient in the center area is done by the wrapping. And
then successfully collects all the information in the parallelogram of size 2j × 2j/2

from the center of the rectangle.
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2.1 Curvelet Computation

Discrete curvelet transform is better option to represent the curved edges of an
images more efficiently than wavelet and Gabor filters. It can give better discrim-
inatory texture patterns of an image. Discrete curvelet transform can be applied to
an image to obtain coefficients with faster and less redundant manner. These
coefficients are then used to form the texture descriptor of that image. Curvelet
coefficients of a 2-D Cartesian coefficients f [u, v], 0 ≤ u < M, 0 ≤ v < N are
given as follows:

CD j, l, k1, k2ð Þ= ∑ 0≤ u<M
0≤ v<N

f ðm, nÞϕD
j, l, k1, k2 ½u, v� ð3Þ

where ϕD
j, l, k1, k2 is the curvelet waveform. This transform generates an array of

curvelet coefficients indexed by their scale j, orientation l and location parameters
(k1, k2).

3 Implementation

3.1 General Idea

In a content based image retrieval system, any combination of features can be used
to generate the feature vector and use that to compare the input query with the
database images. In the proposed work, colour feature is extracted using colour
histogram, texture and edge features were extracted using fast discrete curvelet
transform. The proposed paper consists of two sub-modules: one for extracting only
colour feature and other for extracting edge and texture feature.

Module 1: Shows the basic steps involved in the first module which deals with
color feature extraction using color histogram.

Module 2: The second module of the proposed system consists of extracting edge
and texture features using Fast Discrete Curvelet Ttransform (FDCT).
The Fig. 1 shows the major steps involved in the proposed system.

The overall system can be summarized as below:

Step 1: Creating and loading feature database: A database consisting of 600
images are taken. The feature vector for module 1 and module 2 are
calculated separately and stored.

Step 2: Query image selection: A query image is provided to the system, some
feature vectors were calculated for the query as well as database image.
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Step 3: Calculation of similarity value: For the first module, the similarity is
calculated using Eq. 4. For the second module, the similarity value is
calculated using Eq. 5.

Step 4: Similarity matching and indexing of database images: Once the similarity
values are calculated for all the database images, the images of the
database are then organized in ascending order with respect to the simi-
larity value. A mapping is performed in order to relate the indexes of the
image in the database to its corresponding similarity values.

Step 5: Retrieve similar images and store them in the increasing order of their
similarity values. Out of these images, the first ‘n’ images are taken and
displayed to the user.

3.2 Detailed Description

Module 1: The first module is about taking the query image, calculating its colour
histogram. Same colour histograms are calculated for image database. Then,
comparison of colour histogram of query with the database images is performed.

feature extraction approaches(Texture) 

Spatial domain Spectral domain 

Statistical models e.g. 
Mean, Standard deviation, 

Wavelet 

Fourier 
Transform

Structural Models

Probabilistic models e.g. 
Markov models, moments

Edge histogram

Curvelet transform

Gabor filters

Fractal model

Fig. 1 Approaches for texture feature extraction
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For the first module, Fig. 2 shows some of the images present in the database of 600
sample images with different datasets. For all these images, colour histogram is
computed and stored as the feature database.

The user inputs a query to the system. A 2D histogram of the HSV values is
calculated for both the input and database images. The histograms of the input
image and database images are compared. For each image ‘i’, distance ‘D’ is

Fig. 2 Sample images from the image database
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calculated between the histogram of the query image and each database image
histogram using chi-square distance:

DchisquareðH,GÞ= ∑L
i=1

HðlÞ− HðlÞ−GðlÞ
2

� �2

HðiÞ+GðiÞ
2

ð4Þ

Only distances D2 among D are kept, which are greater than the predefined
threshold T (= 0.01). Let L2 be the number of the above distances.

A smaller set D3 out of these distances, is calculated which are greater than a
second threshold T2 (= 0.8). Let L3 be the number of D3 distances. Then, the
similarity between the query image and the image ‘i’ is calculated as:

Si =
L2 *D3ðiÞ

L23
ð5Þ

The ‘n’ images with smallest Si values are shown as output. The number of
images given as output can be changed. In the results and analysis part, the ‘n’
value is taken as 5.

Module 2: The proposed system is about taking the input query image and then
extracting the edge and texture features using fast discrete curvelet transform
(FDCT). First an image is taken. That image is then subjected to a filter, which
filters the pixels representing the rough edges present in the image.

Then, this filtered image is divided into ‘n’ small squares in order to make the
processing easy. Once the image is divided into tiny squares, these squares are
elongated up to a level where each and every square contains a straight line (if it
contains anything at all). The elongation procedure is done to elongate the curved
edges of image boundaries, so that they become straight lines. This ensures that the
edge irregularities are captured properly and accurately without missing any sig-
nificant detail. After the elongation (also called smooth partitioning), the squares are
separated into individual units. Out of all the individual squares, only those squares
containing the edges (i.e. the straight lines) are kept and the rest of the blank squares
are discarded.

For the remaining squares (with the edges), FDCT coefficients are calculated.
With these coefficients, mean and standard deviations are calculated which is later
used to calculate the similarity value. Once the similarity values are calculated, the
database images are sorted and indexed accordingly. Out of the sorted results, most
relevant images are displayed to the user. Once the curvelet coefficients are gen-
erated and stored. The mean and standard deviation coefficients associated with
each sub-band are computed. Generally, these mean and standard deviation are then
used as the texture feature vector elements of the image. Thus, for each curvelet,
two texture features were obtained. If n Curvelets were applied to the transform,
2n texture feature will get. This results a 2n dimensional texture feature vector for
each image in the feature database. These feature descriptors are then used to index
images in the feature database, which is also known as the image ‘indexing
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scheme’. An internal mapping is generated to make links between images in
database to the corresponding features in feature database.

Once the feature database images are indexed then, search and retrieval is per-
formed on the basis of these features. To obtain feature vector, query image is
subjected to feature descriptor generation process. Using similarity measures, the
database image are compared to the query image features vectors.

4 Results and Analysis

4.1 Outputs

The Fig. 3 shows the Graphical User Interface (GUI) for the proposed system. In
the GUI, there are four buttons. The ‘Query Image’ button is used to select the input
image from a directory. The ‘Load Database’ button is to select and load the
database of 600 images. Once the query image is selected and the database is
loaded, the next step is to press the ‘Color Histogram’ button which does multiple
functions. First, it computes and plots all the histograms for the query and the
database images. After computing the histograms, it computes the similarity values.
According to these values, it performs the sorting and indexing then displays the
relevant images at the end.

Fig. 3 An instance of the histogram computation
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As mentioned earlier, the number of retrieved images is denoted by ‘n’ and it can
be changed. For demonstration purpose, ‘n’ is assigned a value of 5 and the results
are displayed accordingly. Figure 3 Retrieved images for the input query image
when database contains the query image already. The Fig. 3 has total 6 images
displayed. The first one is the query image as labelled. The remaining five images
are the retrieved images whose similarity values were the smallest. The relationship
of similarity values and the relevance is inversely proportional i.e. lesser the sim-
ilarity value, more relevant the image is. The similarity values corresponding to the
images are displayed on top of them. The similarity value of the first image in
Fig. 4 is 0.000. The reason behind this is that the query image has an exact match in
the database. When the image is an exact match (a duplicate, in other words) then
the similarity is 0.000 which clearly means that they are not different at all. But
when an image which does not have an exact match in the database, as shown in
Fig. 4, then the similarity values will be sorted accordingly and only 5 images with
the smallest similarity values will be retrieved.

Figure 5 shows the output obtained after pressing the ‘FDCT’ button in the
initial GUI shown in Fig. 3. This is a sub-GUI which is initialized after the ‘FDCT’
button press. This sub-GUI has two buttons: ‘Load Image’ and ‘Search’. The ‘Load
Image’ button is to load the same image that was selected as query image by the
user initially in Fig. 2. After successfully loading that query image, the ‘Search’
button is pressed. Once the ‘Search’ button in Fig. 3 is pressed, a number of
computations are done in the background. On pressing the button, the first thing that

Fig. 4 shows the retrieved set of images for the query image
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happens if that the edges of the image are identified using a filter and displayed as in
Fig. 5.

In the above Fig. 5 have four components. The first one is the gray scale image
obtained from the original query image. The top right component shows the hor-
izontal edges i.e. the edges obtained when the filter is applied horizontally. The
bottom left component is the result obtained when a vertical filter is applied to get
the edges. The last component is the combined result of both the horizontal and
vertical edge detection process.

Figure 6 shows the different curvelet sub-bands of the input query image. These
sub-bands were obtained by applying fast discrete curvelet transform at various
scale as demonstrated in Fig. 5.

Figure 7 shows the final set of retrieved images obtained after applying the fast
discrete curvelet transform on the query image.

4.2 Analysis

In the proposed paper two sub-systems have been implemented: One using colour
histogram to extract colour feature of an image and using the histograms to retrieve
relevant images. And the other, using Fast Discrete Cosine Transform to extract
texture and edge features for input image. By using these features, retrieve relevant
images from the database.

Figure 8 shows the comparison of the two sub-systems based on the similarity
values. As the figure clearly shows that the results are better when FDCT is used.

Fig. 5 The detected edges of the query image
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The bar graph is constructed using similarity values in case of ten query images and
the average of these similarity values are taken to plot the bar graph. The five
separate groups represent the average similarity values (Y-axis) for five output
images (X-axis) that are retrieved at the end. The leftmost group represents the

Fig. 6 Curvelet sub-bands of the query image

Fig. 7 Retrieved set of images on applying FDCT
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average of the most similar images and the rightmost group represents the least
similar images out of the five images retrieved in each case.

5 Conclusion and Future Scope

An approach to CBIR is proposed using colour histogram and fast discrete curvelet
transform but any CBIR system has endless scope to work with. By using different
approaches it has been seen that retrieval ratio depends upon image class, for some
images it gives good retrieval ratio while poor for some other. From results it is
proved that the proposed work gives a very good image retrieval accuracy. The
system performance is quite reasonable as per the similarity bar graph shown above.

This approach concentrates only on retrieval of image based on the calculated
feature vector which can lead to retrieval of images that a user might find com-
pletely irrelevant. To improve that, relevance feedback can be used to improve the
system so that the results are satisfactory to the user.
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Compute the Requirements and Need
of an Online Donation Platform
for Non-monetary Resources Using
Statistical Analyses

Surbhi Paltani, Saru Dhir and Avi Bhardwaj

Abstract NGOs in India face a lot of challenges that differ from place to place.
Some of these challenges include insufficient funds, inadequate public participation,
insufficient non-monetary donations, people confusing donation with waste dis-
posal and depreciation in the extent of volunteerism. In this paper, we have ana-
lyzed an efficient and technological way to overcome such scenarios. This paper
also focuses on the deep understanding of the donor behavior, strategies that can be
used to influence their perceptions and the results of the survey conducted to
determine the preferences of the donors. It explains how all this knowledge can be
implemented as features on a web platform to gain the maximum benefit for NGOs.
The results were derived using statistical analysis and conducting t-test and one way
ANOVA test using Statistical Package for the Social Sciences (SPSS) software.

Keywords Web platform ⋅ Non-monetary requirements ⋅ Donor behavior ⋅
Survey ⋅ SPSS ⋅ T-test ⋅ ANOVA

1 Introduction

These days NGOs encounter a lot of obstructions in achieving their motives. This
paper is intended to analyze donor behavior (to understand the donor decision
process), their responses, both offline and online so as to figure out the right
strategies that can be used for an NGO while making an online platform for both
donors and organizations. This study also analyses whether there is any requirement
for the online presence of these organizations from the donors’ point of view and to

S. Paltani (✉) ⋅ S. Dhir ⋅ A. Bhardwaj
Amity University, Noida, Uttar Pradesh, India
e-mail: surbhipaltani09@gmail.com

S. Dhir
e-mail: sdhir@amity.edu

A. Bhardwaj
e-mail: avibhardwaj.mvm@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
H.S. Saini et al. (eds.), Innovations in Computer Science and Engineering,
Lecture Notes in Networks and Systems 8, DOI 10.1007/978-981-10-3818-1_4

29



what extent the donors are willing to use this online platform to make donations as
required by the organization. The survey, conducted among the donors helped to
analyze a better solution in the form of an online platform. This platform can offer
the NGOs to state their actual requirements of resources and then map their
requirements with what the donors and willing to donate, so as to establish a contact
between the donors and the organization. This will lead to a win-win situation in
which the donor is able to donate what he wants to and the organization receives
what is required by them. It would help the NGOs to convey the organization goals
to a number of potential donors. Usage of various tools can help to insert the
features customized in accordance with their needs. In addition, various tools
specific for this platform that provide online donation database management, free
services for fund raising and creating donation forms can play a great role in
enhancing the usage of the platform. Initially a research based methodology, should
be adopted to comprehend the actual meaning of donation and the services/features
that can be provided to the organizations through this platform. The act of donating
is best characterized ‘as a voluntary surrender of resources to a resource starved
beneficiary’ by Bajde [1]. It is important for NGOs maintain good relations with
volunteers and donors so that they continue to donate in the future for their cause. In
order to achieve this, a strong online communication method that enables them to
easily be in touch with their donors is required. Surveys depicted that there are still
a lot of NGOs that have not established their web presence due to the lack of funds
or the technical knowledge as a result of which their requirements for resources and
the staff apt for the people of their organizations aren’t fulfilled.

The advantage of this study is that it will help to examine the donors’ perspective
so that features of an online platform can be identified that would support the NGOs
through the lowest level and will serve as a way to reduce complications. Statistical
test (T test and one way ANOVA) is applied to determine the actual result of the
survey with respect to the goal. T test is done to conduct statistical analysis on two
questions to compare them. One way ANOVA compares the mean in between two
or more groups, where one variable is independent [2].

2 Literature Review

2.1 Existing Frameworks Regarding Donor Behavior

There are different research methodologies are used to enhance the knowledge
among community [3]. Guy’s & Patton’s research (1989) was initial and one of the
most important in the area of the donor decision process. Their findings include that
the realization of the fact that another person requires support and is in the situation
of unpleasant outcomes should be provoked in the donors. After analyzing the
situation they might recognize their responsibility for helping and their reaction of
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whether they want to donate or not would solely depend on how they perceive the
situation and how it was portrayed before them [4].

The model demonstrated donor behavior as an input-output process. Input
represents the request presented in front of the donor. Several factors that affect
their comprehensiveness to the input given to them include charity appeal, images,
facts and the mode of ask. Output represents the response of the donor which is
usually regulated by various factors such as judgmental criteria and donor’s past
experience which are identified as processing determinants [5]. In 2007, Sargeant &
Woodliffe examined the monetary donations to extend this model and depicted that
the fundraising is associated with the good reputation of nonprofits [6].

Bajde’s research (2006) laid emphasis on promoting the non-profit organization
that in turn would motivate the donors. Research has depicted that there are two
groups of variables that influence donor’s response. The first group includes the
factors that can be controlled by the non-profit organization such as cause of need,
images appeals, message, nature and size of request. The second group includes the
donor and non-donor variables like mood, attention, government policies, media
exposure etc. [1].

Later, the findings have shown that donor’s behavior is affected by incentives,
empathetic nature, extrinsic variables like gender, age, marital status, earnings, etc.
A study suggested that if the sum is lowered down and the number of asks from the
donor is increased then it’ll aid in fundraising since it increases donor’s compliance.

2.2 Marketing Activities of NGO Influencing Donor’s
Perception

Benett and Barkensjo (2005) explained three types of relation marketing, namely
relationship advertising, database marketing and two-way marketing contacts. They
defined relationship marketing as a form of advertising with the purpose of keeping
the donors informed about any upcoming event or charity and making them realize
about the organization’s need. Two-way marketing contacts include using com-
munication systems in order to sustain a two way relationship with the donors. It
can be achieved by using a website, posts, email and the organizations can reply to
them and keep them updated about the forthcoming events [7].

These three types/factors play an important role in changing donor’s perception
about the organization. It totally depends on what marketing strategy is used by the
organization to lure the donors. If used in a right manner, a positive perception is
generated in the mind of donors regarding the NGO [7].
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2.3 Applying the Donor Knowledge to an Online Solution

The behavioral study of the donors should be applied to the web application and
considered as a part of the requirements. The various facilities that are associated
with the web application can be of great advantage to the small NGO’s and can
ensure their firm web presence. Sargeant identified some vital factors of Internet
which can help these NGO’s to promote themselves. These include person to
person conversation, search engine optimization (SEO), web applications, online
communities, news groups, email and advertising. Implementing all these provi-
sions in a single web application can play a vital role in providing a platform for the
marketing of non-profits [8]. Studies show that majority of NGO’s either attains
web presence and have no specific publicizing goal or just present information to
existing donors.

Darja Leskovec’s research describes how the inferences of their research can be
implemented to the online provision of information, goods and also how the
existence of these non-profit organizations totally depend on the individual dona-
tions [9].

Some major points were identified to make the content of NGO’s websites more
attractive. These include (1) Approachability-how easier it is for the application to
offer support (2) Accurately specified reasons, while seeking support (3) Effective
Communication with donors (4) Transparency-ways to analyze how donated funds
are used (5) Information-letting donor learn everything about NGO’s cause
(6) Tailoring-letting donors customize things according to their interest (7) Speci-
fying the extent to which a donor can be a part of the cause [6].

3 Result Analysis

Two surveys were conducted and statistical analysis was done for completing the
research of donor preferences. The first survey was conducted amongst 85 people to
compare monetary and non-monetary donations and to know how much of the
population believe in the concept of donation. Results depicted that 75.3% people
have made some sort of donations and strongly believe in the concept of donation
while on the other hand 24.7% have still kept themselves away from making
donations. So, most of the people feel that the concept of donating to an NGO is for
a good cause and is right. Also, it was found that only 44.7% have approached NGO
or any other organization to donate. Not many of the people, voluntarily went to the
NGO to donate.
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3.1 T-Test

A t-test was conducted in Statistical Package for the Social Sciences (SPSS) [10] for
comparing two questions and getting the result for donation preferences. This test
was conducted for two of the survey questions. The purpose was to analyze whether
the donors prefer making monetary donations or the non-transparent and unclear
monetary system restricts them from making monetary donations. The questions
were:

Q1-“Would you like to make non-monetary donations if you find an online plat-
form for it?”
Q2-“Do you feel that the process of NGO is transparent for the monetary donations
that you make?”

For both of the above questions, option values were set as 1 for “yes” and 2 for
“no” in SPSS while conducting the statistical analysis. Tables 1 and 2 represents
the results for the T-test to compare monetary and non-monetary donations. In
Table 1, statistics for the paired sample are revealed. For the first question, mean
value is 1.1059 which is close to the option 1(yes) whereas for the second question,
mean value is 1.7059 which is close to the option 2(no). In Table 2, paired samples
test result is depicted and the mean value is negative which means that the first
variable (donate_if_platform) is preferred more. The significant value for the test is
calculated as 0.000 which is less than 0.05. This implies that there is a very low
probability that the null hypothesis is true. Hence, there is a severe inclination
towards the non-monetary donations and donor’s responses conveyed that they are
ready to make non-monetary donations if they find a platform for it. Since, most of
the people felt that the money process of the NGO is not transparent and they do not
get the evidence of how their donated money was utilized for the cause of NGO we
can conclude that they might not consider making donations associated with
money. They would prefer making non-monetary donations like food, books,
clothes, etc. The survey also depicted 64% donation preference for clothes, 57% for
food, 50% for books, 30.2% for toys and 10.5% other non-monetary donation.

Table 1 T-test paired sample statistics

Mean N Standard deviation Standard error mean

Pair 1 donate_if_platform 1.1059 85 0.30951 0.03357
Ngo_process_transparent 1.7059 85 0.45835 0.04971
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3.2 ANOVA Test

After finding out the preferences from the first survey another survey was con-
ducted. The purpose of this survey was to analyze the utility of an online platform
meant for donations from donors’ point of view. The survey was conducted
comparatively on a bigger scale amongst 152 people who varied in terms of how
frequently the make donations. It included people who donate weekly, monthly,
yearly, those who donate whenever they feel like, some who donate only during
disasters and those who do not make donations at all. One-way ANOVA test was
conducted to analyze the opinion of these groups of people regarding the
requirement for an online platform like a website that would ease the process of
making non-monetary donation. The survey question was:

“Is there any requirement for an online platform like a website that enables you
to make non-monetary donations easily and free of cost?”

The option values for this question were 1 for “yes” and 2 for “no”. 79.6%
people felt the requirement for an online web platform that enables them to make
donations. Table 3 shows the frequently the donors make donations. The descrip-
tive results conveyed that those donate weekly, those who do not make donations
and those who donate only during disasters feel the requirement for this web
platform the most since the value is closer to 1.

In Table 4, variances between the groups and within the groups are represented.
The sum of Squares between the groups is 1.926 and within groups is 22.752. df
represents a degree of freedom and total df is calculated as the number of
responses-1 i.e. 152 − 1 = 151. df between groups is calculated as the number of
groups (in this case 6)-1 i.e. 6 − 1 = 5. Mean Square is Sum of Squares divided by
the degree of freedom and the final F statistic is calculated by dividing Sum of
Square between and within groups. Now, since significant value is 0.035 (less than
0.05) the null hypothesis can be rejected and the difference between both groups is
proven significant.

Table 3 Descriptive analysis

N Mean Std. deviation Std. error

Donate weekly 7 1.0000 0.00000 0.00000
Donate monthly 16 1.1875 0.40311 0.10078
Donate yearly 14 1.4286 0.51355 0.13725
Donate whenever you feel like 74 1.2568 0.43983 0.05113
Donate only during disasters 9 1.1111 0.33333 0.11111
Do not make donations at all 32 1.6025 0.24593 0.04348
Total 152 1.2039 0.40426 0.03279
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3.3 Summary of Results

Table 5 depicts the results for a few questions regarding the utility of the online
platform, the conditions in which the donors will use the platform to donate and to
know the preferences amongst the platforms available.

4 Conclusion

This research examined the real life behavior of the donors towards the process of
making donations to NGOs in order to draw results and conclusion. Multiple tests
and research methods were adopted to reach the results. Statistical results for
various survey questions were analyzed. T-test was used in order to compare the
responses for monetary and non-monetary donations and analyzing the reason for
inclination towards non-monetary donations. ANOVA Test was used to determine,

Table 4 One-way ANOVA

Sum of squares df Mean square F Sig.

Between Groups 1.926 5 0.385 2.472 0.035
Within Groups 22.752 146 0.156
Total 24.678 151

Table 5 Statistics

Question Objective Results

Would you like to
make non-monetary
donation if you find
an online platform in
which you do not
need to voluntarily
go to an NGO to
donate?

To about the utility of
the online platform
once it is created

How would you
prefer to donate?

To know whether
people would prefer
and online platform
or they would still
stick to the offline
methods

When would you
prefer to donate?

To know the
situations in which
the online platform
will be utilized
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which groups feel the requirement for an online platform the most. These groups
were segregated on the basis of how frequently they make donations. Results
suggested that a lot of people feel the need for an online platform which enables
them to donate non-monetary resources possessed by them since they hesitate to
make monetary donations due to the in transparency of NGO’s money process.
Only 36.2% people responded that they would prefer going to an NGO voluntarily
for donation purposes. People’s responses also conveyed that they are willing to
donate in both the situations of disaster and the situation in which they receive an
online request from the NGO through this platform. Collectively, these outcomes
suggest that an online donation platform for non-monetary resources will turn out to
be in favor of NGOs and support their existence by reducing the donation related
complications.
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Enacting Segmentation Algorithms
for Classifying Fish Species

Madhulika Bhatia, Madhulika Pandey, Neeraj Kumar,
Madhurima Hooda and Akriti

Abstract The fundamental feature of Computer vision involves consolidating
image processing, pattern recognition and classification procedures. Extricating
data from a digital picture relies on upon first distinguishing essential objects or
dividing the picture into homogenous sectors or objects termed as segmentation and
afterward allotting out these sectors or objects to specific classes termed as clas-
sification procedure. The term homogeneous may allude to the shade of the region
or an object, however it additionally may utilize different characteristics, for
example, composition and shape. This study concentrates on implementing image
segmentation and classification on six different fish species using the watershed and
the nearest neighbor classifier (kNN) algorithm.

Keywords Image segmentation ⋅ Classification ⋅ Watershed algorithm ⋅
Nearest neighbor algorithm
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1 Introduction

Dividing an image into region of areas which are same or homogeneous can be
termed as image segmentation [1]. The process of segmentation is divided into
various categories on the basis of parameters like intensity of pixel, homogeneity,
discontinuity, clusters of data, topology etc. The meaning of Classification is to give
every segment in an image a certain class, and the classes are decided beforehand.
Segmentation and classification are inter-related in a way that a classifier implicitly
segments an image, and segmentation implies a classification [2]. In past many
algorithms related to segmentation of images have been proposed. There are three
classes in which techniques of segmentation can be classified (1) characteristic
feature threshold or clustering, (2) edge detection, and (3) region extraction [3].
This is generally used to locate objects and other significant information in digital
images. The whole image is segmented into different portions called segments as
result. Each and every pixel in an area matches with respect to certain characteristic
property or a property that has been computed earlier. Regions that are close to each
other are significantly different with respect to the same characteristics [4].

To implement image segmentation and classification, two basic techniques
namely nearest neighbor of pixel-based segmentation and watershed algorithm of
region-based segmentation were used. The pixel based segmentation aims at clas-
sifying the image mainly on the basis of the gray level of the image. Region based
segmentation starts with a seed pixel and then split the seed until the original image
is made of only homogeneous regions [5]. The approach used is to segment dataset
with the help of two algorithms and differentiate between the two segmented
images to state the comparison between two algorithms. Existing segmentation and
classification algorithm implemented using watershed and kNN algorithm. The
dataset is acquired from the internet from dani20294 at word press. The brief
description regarding the techniques used is been discussed below.

1.1 Nearest Neighbor Classifier

NN classifier algorithm is a lazy-learning image segmentation process. The most
common non-parametric methods rely on Nearest-Neighbor (NN) distance esti-
mation, referred to here as “NN-based classifiers”. “Nearest-Neighbor-Image”
classifier can classify an image by the class of its nearest that means the most
similar image in the database [6]. The output generated by the algorithm is basically
a class membership. The object gets assigned to the class that is most common to its
k neighbors and the object is classified by the majority votes of its neighbors [7].
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1.2 Watershed Algorithm

The word watershed is defined as a ridge that segregates regions drained by dif-
ferent river basins. On the basis of morphological concepts, points can be classified
into three categories [8]: (1) points falling into a regional minimum; (2) points
where if a drop of water is placed at the any location of those points it would
invariably fall to a single minimum; (3) points where water would equally fall to
more than one such minimum [9]. The algorithm imagines that a hole is punched in
each regional local minimum and the whole topography is submerged in water, the
water begins to fill all catchment basins and minimum of which are under the water
level. The pixel that is below the water level at a certain period of time is marked as
flooded [10]. Water level arises to a certain level where the two flooded regions
from separate catchment basins merge. When this happens algorithm builds a
1-pixel thick dam that segregates the two regions and the watershed line is repre-
sented by the dam. The flooding continues till the whole image gets segmented into
different catchment basins separated by watershed ridge lines [11].

2 Implementing Watershed Algorithm

For image segmentation [12, 13], firstly RGB image is been converted Gray image
and then morphological transformation is applied to it. After calculating B and W,
watershed algorithm is applied to it as shown in Fig. 1.

2.1 Load Image

The dataset has been acquired from internet [14]. The dataset is converted to grey
image using rgb2gray (RGB) and the grey image is considered as the topographical
surface.

Fig. 1 Watershed segmentation methodology
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2.2 Morphological Transformation

Tophat is a morphological transformation used for subtracting the background from
an image. Tophat is the elimination of the opened image from the original.

2.3 Adjustment

imadjust function maps the intensity values in grayscale image y to new values in z
such that 1% of data is saturated at low an high intensities of y [15].

2.4 Converting Image to Black and White

Using the “Otsu” segmentation method, a correct threshold level is selected where
the image gets converted into two modes. Then the image is converted to a black
and white image using im2bw (z, level) working on the z image with the threshold
specified by the graythresh (image) function. After getting the black and white
image, the image is complemented to get black images and a white background.
The black and white image is depicted in Fig. 2.

2.5 Calculating BW Distance

bwdist calculates the distance transform. The distance transform of an image is the
distance from every pixel to the nearest non-zero value pixel. Next infinity is
assigned to the values of A inside the O image. Modification of the image is done so
that the background pixels and the extended minima pixels are the only local
minima of the image. This allows the local minima to be inside the image and then
the water is filled and watershed is determined.

Fig. 2 Black and white
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2.6 Applying Watershed

The watershed transformation is the transformation that changes the image into
some other image in which the catchment basins tend to be the objects to be
identified [16]. In Fig. 3 we have made the fishes or the regions to be classified as
black and the background as white. Now label2rgb is used to convert the labels to
RGB according to the colour map specified which in this case is given as ‘hot’. This
allows the ridges to be filled with hot colours as shown in Fig. 4.

3 Implementing Nearest Neighbor Classifier

For nearest neighbour classifier technique, methodology is depicted in Fig. 5.

3.1 Load Image

The function imread is used to read the image and imshow will display the image.

Fig. 3 Compliment

Fig. 4 Applying watershed
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3.2 Initialize the Storage for Each Sample

The storage for each sample region is selected. We are trying to classify 6 objects in
the dataset hence, 6 sample regions have been initialised as goldfish, silverfish,
stingray, angel fish, yellow tang fish and sea grass. A variable “nC” is selected that
denotes the number of classes which will be 6 in this case. Next a matrix is
initialised for the sample regions having zero values. The 6 classes’ selection is
shown in Figs. 6, 7, 8, 9, 10 and 11.

3.3 Selecting Each Sample Region

Now, using the ‘roipoly(image)’ function in MATLAB sample regions for 6 classes
are selected. The 6 classes’ selection is shown in Figs. 6, 7, 8, 9, 10 and 11.

Fig. 5 Nearest neighbour classifier methodology

Fig. 6 Class selection one
(Gold Fish)

Fig. 7 Class selection two
(Silver Fish)
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Fig. 8 Class selection three
(Star Fish)

Fig. 9 Class selection four
(Yellow Tang Fish)

Fig. 10 Class selection five
(Angel Fish)

Fig. 11 Class selection six
(Sea grass)
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3.4 Converting rgb to l*a*b* Image

‘Lab’ image basically has a mix of one channel with no color (L), plus two channels
with a dual color combination that have no contrast. ‘Lab’ format gives two channel
values as a1 and b1 which helps in identifying labels for the new pixels we are
iterating through. Makecform is an inbuilt function in MATLAB which makes
transformation from the color names to color space coordinate system. We are
transforming the standard computer monitor RGB values to lab. Now we apply the
transformation using apply form function to the image y.

3.5 Calculation of Mean a* and b* Values

Now the mean values for a and b is calculated for each ROI area. First two variables
a1 and b1 is defined and then colour marker matrix is made to tell the values of
a1 and b1 rgb to l*a*b* image.

3.6 Performance Classification

The next step is performing the classification using the nearest neighbour classifier.
We now have the mean values of a1 and b1. For the classification of each pixel in
the new image Euclidean distance between the pixel and each colour marker is
calculated. The values a1 and b1 is changed to double to perform mathematical
calculations. Next we assign value and label (l) as minimum of the distance. Colour
labels are assigned from 0 to 5 as there are 6 classes. Then labels are assigned the
values of colour labels for each colour marker.

3.7 Clearing Value Distance

Now 6 different colours are declared. Then a matrix is made having the same size as
the input image. Labels are converted to double. Then iterating through pixels we
assign these pixels the colours according to the labels they have derived from the
minimum distance. After the loop ends the imshow command is used to display the
segmented image.
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4 Results and Discussions

4.1 Watershed Algorithm

We have found that the after applying watershed algorithm final image has black
outlines for the ridge lines as shown in Fig. 12. Fishes are getting segmented based
on the ridge lines. Watershed produces a complete division of the image in sepa-
rated regions even if the contrast is poor, thus avoiding the need for any kind of
contour joining.

4.2 Nearest Neighbor Classifier Algorithm

After segmentation, the yellow tang fish is shown using cyan colour, gold fish is
having red colour, silver fish has a green and blue distinction, the star fish is blue at
the bottom, angel fish is yellow and the seagrass is reddish blue in the segmented
image. Then a scatter plot is made using the scatter plot parameters according to the
pixels of the classes we chose as the objects to be separated as shown in Fig. 13.
Scatter plot for the KNN is shown in Fig. 14.

Fig. 12 Segmented image

Fig. 13 Segmented image
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5 Conclusion

The main purpose of this work is to implement segmentation process and to get
region of interest in an image which helps in notation of the object scene [17]. On
the basis of some characteristics fish species are segmented into the partitions set of
visually different and homogeneous regions and are further classified [18]. The
result includes a segmented image in which six species can be classified according
to the region where it is present in the image on the basis of pixel positioning and
the second image is the watershed segmented image in which the fishes are sepa-
rated from the background by black ridge lines. In region based segmentation, it
needs gradient information, so the noise in original image will lead to lots of fake
regional minimums, which ultimately will result in over-segmentation [9]. We can
conclude that since image segmentation deals with and gets affected by type of
image, color, texture and even level of noise, different techniques are specialized for
a particular application in order to achieve better performance results and this
identification and selection of an appropriate approach to a segmentation problem
can be a difficult task [1].
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Pattern Based Extraction of Times
from Natural Language Text

Vanitha Guda and Suresh Kumar Sanampudi

Abstract Nowadays data sources are producing huge amount of data everywhere
namely news data, wikis, web crawlers and many other databases, data needs to be
analyze and exploited to obtain the required information to build several knowledge
databases. In this context time is an essential component of information space and it
is a real phenomenon which makes a continuous change through which we live.
The information which is associated with time is termed as temporal information
and the process of identifying and retrieving times are called as temporal infor-
mation extraction (TIE). The temporal information extraction is useful in many
natural language processing (NLP) applications like information extraction for
generating better text summaries and temporal question answering (Q.A) systems
for time related searches, and information retrievals etc. Times are also useful to
order the events in the text, the ordering can be from the past through the present
into the future and this will helpful to measure the durations of an event occurrence
and find outs the relation between them. In this paper we present our work for
extraction of various forms of times from natural language by using pattern rules.
The results obtained from the experiments found to have better precision value
when compared with existing methods.
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1 Introduction

Web is the primary source for language processing applications like question
answering, information extraction, and document summarization etc. There is a
serious need to extract the temporal information from the given text, for example,
consider Q.A system of news domain, if we want to know who was the Prime
Minister (P.M) of India in the month of February 1991, system need to result the
document set that tell us about the P.M from 1990 to 1995. In this context a
temporally aware system will helps the Q.A system to infer about the P.M during
February 1991. Next to project the importance of temporal information in medical
domain, consider a patient’s record that the doctors maintains the information about
patient’s medical observations. The information delivered in the record need not be
in chronological order, extracting a temporal structure of the medical record will
help practitioner to understand the patient’s medical history easily. Extracting
temporal information will benefit to the other applications of NLP like legal
domain, and other times based searches. But most of the earlier research works on
temporal information processing was carried out on the data collected from the
news domain because of the availability of large corpora and presence of temporal
expressions.

The remaining part of the paper is organized as follows, Sect. 2 describes an
overview of existing works for temporal information extraction, Sect. 3 presents a
framework for times extraction and its components description, in Sect. 4 describes
an algorithm of pattern based rules for times extraction and lastly Sect. 5 explains
results and conclusion of the paper in Sect. 6.

2 Existing Works

The dynamic facts of the information are called as events [1] these events are all
kinds (Example, wedding, joined, natural, cultural, sports, political). Mostly events
occur within a timeline thus extracting the time related information is a challenging
task because time exist in many forms. Time expressions in natural language text
can be expressed as a point in time i.e., implicit or explicit form, duration or a
frequency. Temporal information extraction extracts the times which are connected
with events or depending on the document creation time (DCT). Most of the
existing works carried out in domain specific, initially temporal expressions are
treated as a type of named entities and their identification is also a part of the named
entity recognition task. But in recent works of TIE has been applied to various
domains like medical [2], legal [3] etc. The existing systems [4, 5] provides times as
outputs and the identifications of times as annotations for further interpretations.
Here in Table 1 we are presenting detailed study on existing methods for temporal
information.
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Table 1 Study on existing systems for times extraction

Name of the
system

Technique Description

Temporal algebra
systems [6]

Qualitative and quantitative
temporal models and temporal
logics

Only based on temporal logic, No
specification for the explicit time
interval

Time calculus [16] Encodes the natural language
based on the constraints, in this
derived temporal logic yields
under specification and
granularity information of times

Quantitative duration easily
captured. Basic vocabularies
required for the composition of
time expression are temporal
units and values

Time graphs [17] Recognizes the temporal
variables like points or interval,
and different classes of
constraints (temporal relations)
namely that are qualitative and
quantitative relations

The relative durations between
time intervals are represented in a
separate network. By using Time
graph relations between events
and times can be identified

Rule Based
methods or
knowledge driven
methods [18]

HeidelTime as a UIMA
component, SuTime as a
Temporal Tagger, TempEx first
temporal tagger with TIMEX2
tags.GUTimeperl temporal tagger

Knowledge is encoded in the
form of patterns that expresses
the rules to extract the times.
Information will be extracted
from corpora by using predefined
or discovered linguistic patterns

Statistical methods
[19]

Hidden Markov models
(HMM) for NER, and Temporal
tagging [20], conditional random
field (CRF) as a statistical model
for pattern recognition

These algorithms are modelled by
training samples, this can be
called as a class of supervised
learning algorithms

Feature
engineering [21]

(1) Maximum entropy models
based on the weights of the
features
(2) Based on the syntactic and
semantic features of the system
(3) SVM based models support
vector machines to find the
features

Essential component for all
classifiers in this feature
descriptors words recognition
with nominal values. It also
works based on word features
digit features domain features

Unified model Handles both qualitative and
quantitative temporal information
through PDNs

The problem is identifying the
consistency of PDN is NP-hard

Time ML [12] Temporal mark-up language is a
Representation or mark-up
language used to capture
temporal information. It consists
of a collection of tags inserted
into a text, intended to mark
explicit temporal relations among
events reported in the text

It’s only a mark-up language can
only represents the language
cannot performs reasoning of the
generated events with times
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Table 1 presents the overview of the existing systems, the columns in the table
are, first column is existing system names, second column describes the method
used in that corresponding systems and last column explains description about the
system. In above overview the first three systems are traditional approaches based
on Allen’s interval algebra [6] next three systems are machine learning algorithm
based [7], and the last two systems are annotations based systems.

3 Frame Work for Times Extraction

The Fig. 1 presents the proposed framework model for extraction of times from
natural language text and the major components are input source, Normalization,
and pattern based rules for identifying the times.

3.1 Components Description

(i) Input text: Natural language text, text document or pool of documents can
be the Input for the work and text is not in structured form.

(ii) Normalization: This component is the basic step in NLP, normalization
means text needs to undergo some pre-processing steps to prepare the text for
further processing. Normalization involves finding the Lexical, Morpho-
logical, Syntactic and Formatting features these are also called as tokeniza-
tion. The features are:

• Lexical: Forming of basic token means word itself removing all other
letters from the token (e.g., 5 for “5pm”) and also involves removal of
unwanted symbols, stop word elimination from text these to identify
proper token.

Times ….
12th April
22/04/2012
Friday 

Normalization
Times Extraction with Rules (algorithm)

Regular expressions for explicit and 
implicit time patterns 
Eg: Rule1: --- 

Pattern: ( /years?/ ), result: YEAR }  
(Years : ([1]+?[0 9]+)

Text or set of 
Documents

Events Extraction

Fig. 1 Proposed model for times extraction

54 V. Guda and S.K. Sanampudi



• Morphological: The Parts Of Speech (POS) tagging can be implemented
for identified token (e.g., noun with NN, adjective as JJ) by using Stan-
ford OpenNlpParser [8].

• Syntactic: Basic tag of token forms a syntactic chunk which the token
belongs to (e.g., I-IPP for inside proper pronoun, VBD- verb in ing form).

• Formatting features: These are some set of flag indications where text
needs to be formatted (Example, if the text all in is all Caps like “FRI” is
all Dots “F.C.I”, is all Digits like “2012” or initial Caps “March” or any
of all these combinations).

(iii) Events Extraction: Event extraction component extracts the events from the
text with the help of the tagged entities. Events are generally expressed by
means of verbs, nominalizations, adjectives, predicative clauses or preposi-
tional phrases. Event extraction explained in our previous work [9] identified
events can also be the input for times extraction component.

(iv) Times Extraction with Rules: This is the major component of our work for
the extraction of times. Here we have written pattern rules for times
extraction, before that identifying various types of time expression and
recognition of it is must. The temporal information refers to different types of
time expressions that can be a timestamp or duration. The following are the
types of time expression:

(a) Types of Time Expressions: Time expressions can be date, time,
duration or set frequency time, that are:

• Date Expressions: A date expression refers to a point in time of the
granularity day “e.g., April 22, 2013” or any other coarser granu-
larity, like month “e.g., April 2013” or year “2013”. Most of the date
expressions can be calendric dates (e.g., “January 4”) and other
verbal expressions which can be mapped to calendar dates (e.g., this
week, last month, next Friday, or this time etc.).

• Time Expression: Time expression can refer to a point in time and
time granularity smaller than day such as a part of a day (e.g., Friday
morning) or time of a day (e.g., “5:50pm”). In other words TIME is
used to represent specific time points within a day e.g., 4.05am or can
be relative time 20 min ago etc.

• Duration Expression: A duration expression provides information
about the length of an interval. The amount of intervening time
between the two end-points of a time interval. Examples for Duration
expressions like “last two months onwards”, “two hours”.
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• Set Frequency or Range Expression: A set expression refers to the
periodical aspect of an event, e.g., “every Friday, or thrice a day”.
Medical Documents like discharge summaries have various fre-
quency terms and most of them are represented by latin abbreviations
such as tid (thrice a day)”, \q4 h (every four hours)”.

• Implicit and Explicit Times: Most of the times classifications [10]
are described in the form of explicit and implicit form of represen-
tations in the above mentioned types of Date, Time expressions are
said to be explicit form and the duration like points, intervals are
called as implicit form representation.

Example 1: Dr. Rajendra Prasad (Born on 3rd December 1884) was
the first President of the Republic of India from 1952–1962. Prasad, from Bihar,
was the first President of independent India, and also he is the longest-serving
President for 12 years. Prasad was the only president to serve two terms in office.

In above Example 1, extraction of temporal information about when was Dr.
Rajendra Prasad born? And in which year he was president can be represented in
the following Table 2.

Time exist in text any of the above mentioned types, for the extraction it is
necessary to identify the type and its context. By using the above stated classifi-
cation of time expressions in our work our pattern based rules are formed to extract
the times from text explained in Sect. 4.

4 Pattern Based Rules for Times Extraction

Two popular methods [11] for times extraction are TIMEX3 Tag from TimeML
[12] and other is by using Java library SUTime [13]. The major limitation of
TimeML is purely annotation based only represents time expressions. SuTime is
another method, it extracts all types of time expressions which exist in text, but
specific time based holiday events (like Independence day, Mother’s day etc.,), and
durations are not recognized by Sutime. In our work we considered the limitations
of SuTime and TimeMl and extended our work. We implemented the work in two
ways one is by using SuTime and the other is without using SuTime that are:

Table 2 Times classification

Temporal expression Type Normalized

December 3, 1884 Explicit time and type as a DATE 1884-12-03
From 1952 to 1962 RANGE 1952/1962
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• Using SuTime: After the normalization task, in Rules component by using
SuTime we are extracting time in all formats and to overcome the limitation of
SuTime we are adding a specific holiday package to SuTime (explained sample
rules of holiday package in algorithm).

• Without using SuTime: For this task we have written complete pattern based
rules for recognition of all types of times including holidays package, the
algorithm stated below:

Pattern Based Extraction of Times from Natural Language Text 57



In the above algorithm token t maps to Te, Ti and Th maps the pattern rules and
returns the time expressions. Date, time, duration and specific holiday time
everything has to be written in the form of regular pattern of the defined categories.
In above note sample rules for explicit, implicit and holiday times and c is for
holiday specific times. In step 7 after c point sample holiday times are presented.
The normalized text token matches with the rules mentioned that will be added to
result set, otherwise it is not temporal event.
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5 Results

To obtain the results, the data set for our experiment was collected from Wikipedia
articles. We selected the three representative categories of articles Warfare [14], and
Celebrities [14], and news data [14]. Summing over all articles yields a total 2000
sentences. We randomly sampled 30 documents with 1200 sentences, within this
test set there are total 268 events identified by Evita [1, 15] and total times are 148
hand coded manually the extracted times with the methods presented in Table 3.

By using the above designations Precision, Recall and F-measure are calculated
these measures are the quality measures to find the relevance and accuracy of the
methods. In Table 4 total number of times present in the given input are 148,
second row consists of retrieved times after executing the methods, third row
consist of relevant items from the retrieved, and last three rows consists of accuracy
measures. The values are computed as follows:

A = Number of relevant records retrieved,
B = Number of relevant records not retrieved, and
C = Number of irrelevant records retrieved.
Precision = A/A + C � 100
Recall = A/A + B � 100

F−Measure = 2 *
Precision *Recall
Precision + Recall

Example 1: For Using Sutime Calculation: A = 63, B = 148 − 63 = 85 and
C = 100 − 63 = 37 substitute these values for Precision = 63/63 +
37 � 100 = 63%, Recall = 63/63 + 85 = 42.5%, similarly compute for the
remaining, calculated values represented in Table 4.

Table 4 Shows obtained results for the comparing the three method’s accuracies,
using SuTime with holiday package obtained better precision that is 94 and 85%
f-measure and our proposed algorithm for times is achieved equivalent f-measure
with SuTime with holiday package results. With the above comparisons the results
of our approach also obtained noticeable precision.

Table 3 Results obtained for the methods

Test
sources/articles

Number
of events

Times retrieved from the input data
Using
SUTIME

Using our pattern
rules algorithm

SUTIME + holiday
package of our algorithm

Warfare 102 28 30 32
Celebrities 78 15 39 32
News data 88 39 69 61
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6 Conclusion and Future Work

In this paper we presented an approach to extract the times from the text, observed
the results with the existing methods. Work explained in two methods for the
extraction of times With SuTime and without SuTime by adding our holiday
package. The proposed algorithm with SuTime library provides better precision
with low recall rate. Modelling of the times information, time related events
increasingly apparent in natural language applications such as temporal summa-
rization, time based QA systems related and to the legal domain also. Scalability is
the one major issue of our approach in future work will be focuses on scalability
and also by using this times extraction component as one sub module temporal
event information can be retrieved efficiently.
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Evaluating the Performance of Tree Based
Classifiers Using Zika Virus Dataset

J. Uma Mahesh, P. Srinivas Reddy, N. Sainath and G. Vijay Kumar

Abstract Data mining have been used in real time applications due to its artificial
intelligence nature. Data mining is highly used in medical domain as it helps in
making better predictions and supports in decision making. It also supports
physicians in developing better diagnostic treatments. We have used Data mining to
analyze Zika virus disease which leads to many deaths in South Africa and
America. Zika virus is very fatal and spreads due to virus transmitted primarily by
Aedes Mosquito. In this research work we have worked on tree based mining
algorithms and further improvement is done by using filters which removes noise
from the dataset. In this we worked on J48, decision tree, SVM and Random forest
algorithms and indicate Experimental results.

Keywords Data mining ⋅ Classification ⋅ Tree based classifier ⋅ WEKA ⋅
Zika virus dataset ⋅ Decision tree
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1 Introduction

Data mining is the process of getting interesting and relevant information from huge
data which is stored in repositories. Data mining process is used to discover,
examine and mine useful data using various algorithms [1].

In healthcare organizations, data mining is highly used so as to extract useful
information from patient’s raw data which helps in intelligent discussion making
and helps the physicians in diagnosis of disease [2, 3] likewise in this paper we
have depicted the spread of Zika virus and its symptoms for the disease, generated
few graphs for purpose of vizualisation and the statistics obtained serves the pur-
pose of obtaining knowledge from the processed data by applying the concepts of
Data mining.

Data mining can be consequently branching off into sub processes that consist of
selecting data preprocessing, transformation, data mining and finally interpreting
data. Data Mining is also known as Knowledge Discovery of Data (KDD) [4].

Steps involved in the Data mining process can be depicted by Fig. 1.
Steps followed in Data mining process:

Step 1 Data selection in this data which is required for our application domain is
selected. Relevant data is retrieved from data repositories. Medical data
can gathered from various health records of patients also it can be fre-
quently obtained from various health care centers [5].

Step 2 After selecting the data, Data preprocessing is done in which ambiguous
data is handled; data is converted into specific formats and deals with
missing values [6].

Step 3 Transformation of data in which unstructured data is handled and data is
converted into structured and in numeric form. And data is mined using
various functions and algorithms to extract hidden information.

Step 4 After mining results are evaluated, and visualized in form of graphs which
helps in making better interpretations [7] In health care, mining is all about
extracting and analyzing.

The patient’s conditions which helps in making assured predictions so as to raise
the accuracy of diagnosis [8].

Fig. 1 Data mining process
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In medical domain, classification technique is widely used. Classification gives
step by step guide to build a classifier model using on training data, and the model
is tested using the test data and helps in making predictions [9]. In this we compare
the classification of various tree based algorithms (SVM, Random forest and J48).

Classification is process examining the attributes of each instance and assigning
it to one of a predefined class label [10]. In this classification is done based on the
symptoms and other factors and predict either patient is died of Zika virus, it has
widely spread in areas around the rain forests of Central Africa. Zika virus has been
the leading cause of death in South European countries. In 2014, there was 90%
death rate due to this virus. There is great need of mining, as handling patients in
these situations is very difficult and to get efficient results mining is very helpful.
The virus transmits primarily through the Aedes mosquitoes infecting persons.

Vaccines for the cure of Zika virus are under progress but variety of blood,
immunological and therapies are given to infected person. Also supportive cares
with rehydration, symptomatic treatments are given [11, 12]. Data mining methods
applied to the datasets to find out relations and patterns that are useful in under-
standing the evolution of disease [13]. In this paper, we evaluated the performance
measures using tree based classification algorithms. The aim is to evaluate the
performance of various classifiers and improvement is made by using unsupervised
filters and further fusion of algorithm is done so as to make better prediction. In this
research work we worked on machine learning WEKA tool we generated the
decision tree (Fig. 2).

2 Related Works

Rahman and Hasan [2] classified Zika affected patients into various categories
according to their health conditions. And various decision tree models are devel-
oped and compared and predictions are made using the efficient decision tree

Fig. 2 Causes for Zika virus
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model. Robu and Hora [9] have analyzed medical data using various data mining
algorithms on 4 different datasets and improvements are made so as to make better
predictions.

Datasets include:

1. Spread of Zika virus across countries of North America.
2. Symptoms of Zika virus affected cases.

Amin et al. [1] have discussed data mining and analyzed the Zika affected
patients. In, this paper we have discussed and compared various data mining
algorithms and performances of these algorithms are evaluated. Solutions [4] used
various classification algorithms to predict Zika on basis of gene expression data.
And performance is evaluated when worked against 2 different Zika virus datasets.
Nookala et al. [8] worked on real datasets using various classification algorithms
and performance is evaluated on basis of various parameters like accuracy, preci-
sion and recall and various techniques in order to improve the results. Jarrett et al.
[3] presented decision support framework in health care domain. Meng and Yang
[14] has proposed hybrid algorithm in order to enhance the accuracy of classifiers
and worked on 10 real datasets. Mohamed et al. worked on various classification
algorithms and performance is evaluated. Farid et al. [13] has presented general data
mining framework.

3 Methodology

Step 1: Information Gathering (ZIKA Virus)

Zika virus disease (Zika) is a disease caused by Zika virus that is spread to people
primarily through the bite of an infected Aedes species mosquito. The most com-
mon symptoms of Zika are fever, rash, joint pain, and conjunctivitis (red eyes). The
illness is usually mild with symptoms lasting for several days to a week after being
bitten by an infected mosquito. People usually don’t get sick enough to go to the
hospital, and they very rarely die of Zika. For this reason, many people might not
realize they have been infected. Once a person has been infected, he or she is likely
to be protected from future infections. Zika virus was first discovered in 1947 and is
named after the Zika forest in Uganda. In 1952, the first human cases of Zika were
detected and since then, outbreaks of Zika have been reported in tropical Africa,
Southeast Asia, and the Pacific Islands. Zika outbreaks have probably occurred in
many locations. Before 2007, at least 14 cases of Zika had been documented,
although other cases were likely to have occurred and were not reported. Because
the symptoms of Zika are similar to those of many other diseases, many cases may
not have been recognized.

66 J. Uma Mahesh et al.



Symptoms:

Most people infected with Zika virus won’t even know they have the disease
because they won’t have symptoms. The most common symptoms of Zika are
fever, rash, joint pain, or conjunctivitis (red eyes). Other common symptoms
include muscle pain and headache. The incubation period (the time from exposure
to symptoms) for Zika virus disease is not known, but is likely to be a few days to a
week. Areas with active mosquito-borne transmission of Zika virus: Prior to 2015,
Zika virus outbreaks occurred in areas of Africa, Southeast Asia, and the Pacific
Islands.

In May 2015, the Pan American Health Organization (PAHO) issued an alert
regarding the first confirmed Zika virus infections in Brazil.

Currently, outbreaks are occurring in many countries. Zika virus will continue to
spread and it will be difficult to determine how and where the virus will spread over
time.

Step 2: Framing of Dataset (ZIKA Virus)

Symptoms and countries of spread of ZIKA virus are taken as attributes and data is
collected then designed data in excel sheet by retrieving as (.csv extension) pie
charts, box plots are designed (Fig. 3).

Fig. 3 Spread of “ZIKA” virus across countries of North USA
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The above dataset comprises of data regarding spread of zika virus across var-
ious countries of North America that happens by 2 modes, they are:

1. Locally transmitted cases
2. Travel associated cases

Step 3: Applying Algorithms on ZIKA Dataset

Various algorithms like Random forest is been applied on the Zika virus dataset
collected in this paper. The outcomes obtained are:

Generated Confusion matrix.

Time taken for generating the Random forest (Fig. 4).

To create confusion matrix following steps are followed:

#create ZIKA dataset obs = c sample c 0, 1ð Þ, 20, replace =TRUEð Þ, NAð Þ; obs = obs
order obsð Þ½ �pred = runif length obsð Þ, 0, 1ð Þ; pred = pred order predð Þ½ �
#calculate the confusion matrix
confusion.matrix(obs, pred, threshold = 0.5)

Fig. 4 Generated confusion matrix
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where the parameters are described as:
obs a vector of observed values which must be 0 for absences and 1 for

occurrences pred a vector of the same length as obs representing the predicted
values. Values must be between 0 and 1 pre presenting a likelihood.

Returns a confusion matrix (table) of class ‘confusion matrix’ representing
counts of true and false presences and absences (Fig. 5).

Fig. 5 Computing confusion matrix

Table 1 Events predicted
from dataset

Predicted Event No event

Event A B
No event C D
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Confusion matrix with a 2 × 2 table with notation (Table 1).
The formulas used to compute the confusion matrix are:

Sensitivity =A ̸ A+Cð ÞSpecificity =D ̸ B+Dð ÞPrevalence = A+Cð Þ ̸ A+B+C+Dð ÞPPV
= ðsensitivity * PrevalenceÞ ̸ sensitivity * Prevalenceð Þ+ 1− specificityð Þ * 1− Prevalenceð Þð Þð ÞNPV
= ðspecific ity * 1− Prevalenceð ÞÞ ̸ð 1− sensitivityð Þ * Prevalenceð Þ
+ ð specificityð Þ * ð1− PrevalenceÞÞÞ Detection Rate = A ̸ A+B+C+Dð Þ Detection Prevalence

= A+Bð Þ ̸ A+B+C+Dð Þ

Balanced Accuracy = (Sensitivity + Specificity)/2.
Step 4: Obtaining decision tree for ZIKA country travel associated cases basing

on frequency (Fig. 6).
Creating, Validating and Pruning Decision Tree in R To create a decision tree in

R, we need to make use of the functions rpart(), or tree(), party(), etc. rpart()
package is used to create the tree. It allows us to grow the whole tree using all the
attributes present in the data.

Fig. 6 Decision tree
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4 Conclusion

Data Mining is gaining its popularity in almost all applications of real world. One of
the data mining techniques i.e., classification is an interesting topic to the
researchers as it is accurately and efficiently classifies the data for knowledge
discovery. Decision trees are so popular because they produce human readable
classification rules and easy to interpret than other classification methods. Fre-
quently used decision tree classifiers are studied and the experiments are conducted
to find the best classifier for Zika Diagnosis. The experimental results show that
SVM is the best algorithm for classification of Zika virus dataset. It is also observed
that SVM performs well for classification on medical data sets of increased size.
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SaaS CloudQual: A Quality Model
for Evaluating Software as a Service
on the Cloud Computing Environment

Dhanamma Jagli, Seema Purohit and N. Subash Chandra

Abstract The cloud computing is a key computing approach adopted by many
organizations in order to share resources. It provides Everything As-A-Service
(XaaS). Software-As-A-Service is an important resource on the cloud computing
environment. Without installing any software locally, service user can use software
as a utility. And enjoy the benefits of SaaS model. Hence SaaS usage is increased
drastically, the demand for selecting quality is also increased. This paper presents a
novel quality model intended for evaluating software as a service (SaaS), depending
on the key features of Software as a service. Because SaaS key features are playing
critical role in the quality and differentiating from conventional software quality.

Keywords Cloud computing ⋅ Software-As-A-Service (SAAS) ⋅ Service
quality ⋅ Software quality

1 Introduction

The cloud computing as a sophistication in computing epitomizes vigorously
scalable and regularly virtualized resources, which are delivered as a service
through a web browser via Internet. In the cloud computing environment, every-
thing such as network, infrastructure, platform, software or application is available
as a service. The unique type of cloud service is Software-As-A-Service (SaaS).
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It stands commonly used service by many customers and service providers to
provide benefits to service their customers. In order to understand these benefits,
evaluating the quality of SaaS on cloud has become extremely essential due the
increased demand. This quality model further helps to manage quality at the top
level as per the evaluation results. Existing conventional quality models are not
competent enough for providing all Software service-specific features [1]. In this
paper, initially, the description of conventional quality model for software and
service is given separately. Further the paper describes about the proposed model
followed by results and discussion. Finally, it concludes with future scope.

2 Proposed Quality Model

In this paper an innovative quality model is suggested to assess quality of software
as a service on cloud, produced around quality attributes.

(a) Software Quality Model-ISO/IEC 9126 (25010): (PERFUM)

The ISO/IEC standard quality models are of two types: product quality model and
quality in use model. Based on the static and dynamic properties a product quality
model is further subdivided as internal product quality and external product quality
model. Quality in use model is a system model used to relate the usage of a product
to the context of the use. The ISO/IEC Standard quality model later modified as
25010 quality model to know software products quality. This model has identical
internal and external quality characteristics and sub characteristics. The variance is
in the quality measures. Quality in use has no sub characteristics [2]. According to
ISO/IEC 9126 standards, software quality can be assessed using six characteristics.
The software product quality model has six characteristics and 24 sub character-
istics. In this paper, proposed quality model evaluates software product, the metrics
or measures of the software product quality similar to ISO/IEC 9126 [3]. The
standard attributes have been shown in the Fig. 1.

Fig. 1 ISO/IEC9126 quality
model

74 D. Jagli et al.



Due to the gap between conventional and clouding computing paradigms, the
traditional quality models, based on ISO 9126 standards, are inadequate for
assessing quality of SaaS [1]. They do not support efficient and effective evaluation
of cloud computing explicit quality features. A quality model which can completely
evaluate the needs of SaaS on cloud yet to arise [1]. Hence, rigorous efforts are
being made at developing a quality model needed for measuring Software-As-
A-Service on the cloud computing environment.

(b) Service Quality Model: (RATER)

In 1988, Parasuraman and his team introduced a standard quality model for service
evaluation with five dimensions were used in order to evaluate the service quality
provided to any service users. That quality method is called as SERVEQUAL,
which has become a very popular model for service quality. “The service qualities
emphasized are reliable, assurance, responsiveness, empathy and tangible” [4] as
shown in the Fig. 2. Service user satisfaction is an increasing worry of any busi-
nesses all through the world [5]. In order to Evaluate SaaS quality, it also required
to evaluate service quality.

(c) Key Features of Software-As-A-Service(SaaS)

The quality of SaaS includes quality software product plus quality of service. The
key features of SaaS are critical and play an important role while describing quality
of software as a service [6]. Identified Seven key features of SaaS are identified as
shown in the Fig. 3.

• Multi-tenant: Multi-tenant means acceptable to the proposal which has prof-
itable clarifications to multiple end user. The Software as a service essentially
attains multi-tenancy. That is it has a capability to fulfil multiple end-users in
parallel built on a solitary application instance. The service users want same
functionality. Generally, multi-dimensional QoS parameters are response time,
throughput and availability [7].
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Fig. 2 Service quality model
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• Data Maintained by Service Provider: SaaS model of software arrangement
provides service suppliers authorization solicitations anywhere to service users
on demand. So that service suppliers will be additionally responsible for
installation and data management. Hence, maximum data of clients are stored in
the service provider’s data center and maintained by them.

• Scalability: It is a desirable feature of the cloud services. Scalability means
ability to handle increasing quantities of tasks or workloads. Service users can
not have the control over resources. Service suppliers are solely liable for
expanding services as per customer requests.

• Customizability: It is a capability used for services to be altered through service
users, so that service users can utilize services effectively.

• Availability: The service users are capable of using SaaS in the cloud computing
environment from a Web browser through the Internet. The customers are not
having proprietorship to use the SaaS. That means the software have to be
installed and run on the service supplier’s server. This feature is one of the most
critical in the SaaS usage.

• Reusability: This defines a capability of reuse of software essentials for building
various applications. The main principle of cloud computing is to use again and
again several kinds of services available on the internet. In cloud computing
reusability is an essential feature of SaaS.

• Pay-per-use: The expenses of Software-as-a-services are purely based on the
usage of service and are not related to purchase of ownership [1].

(d) SaaS Cloud Quality Model

Proposed quality model of SaaS is based on the two important aspects of SaaS:
software quality and service quality. SaaS quality model is also involved with the
key feature of SaaS. In this model all key features of SaaS are identified and are
mapped to software product quality model as well as service quality model. Further
some metrics to measure quality of SaaS are derived. The work flow of the model is
shown in the Fig. 4.

Fig. 3 Key features of SaaS
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3 Results and Discussion

(1) Mapping Software Quality Attributes

The proposed quality model is used to map the SaaS key features with standard
software product quality attributes as per ISO/IEC 9126. Mapping relationship
between the key features of Software-as-a-service plus quality attributes of ISO
9126 standard are shown in the Fig. 5. The goal of this mapping is to empower the
capacity of each key feature of SaaS and to have metric to measure its software
product quality. Similarly the key features of SaaS are mapped with each quality
attribute of software product quality model and derived related metrics as shown in
the Fig. 7. This enables to measure the quality of each attribute of SaaS with respect
to software.

Fig. 4 Proposed quality
model work flow
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Fig. 5 Mapping software quality attributes
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(2) Mapping Service Quality Attributes

The SERVQUAL is a widely accepted evaluation model of service quality which is
used as the basic framework [8] for service quality on the cloud computing envi-
ronment so that all key features of SaaS are mapped with service quality attributes
as shown in the Fig. 6.

(3) Derived Metrics

The goal of this mapping is to empower the capacity of each key feature of SaaS to
have a metric to measure its service quality. Similarly for all key features of SaaS
when mapped with each quality attribute of the service quality model and derived
related metrics gives a good measure of quality. This facilitates the best possible
way to measure the overall quality as well as quality of each attribute of SaaS with
respect its service. Many metrics are derived to measure software and service
quality of SaaS as shown in the Fig. 7.

• Maturity: Occurrence of failure of the software [9].
• Interoperability: Capability of software element towards interacting with further

components [10].
• Suitability: Correctness to arrangement of purposes of software [9].
• Accurateness: Rightness of the functions [9].
• Recoverability: Capacity towards to revert back unsuccessful system to com-

plete working system, including data plus network links [9].
• Understandability: Standardizes the effortlessness system functions can be

understood and communicates to human being perceptual model to use easily
[9].

• Changeability: Characterizes the amount of effort needed for code modification
[9].

• Install ability: Illustrates struggle necessary to install software [9].
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Assurance
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Fig. 6 Mapping service quality attributes
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4 Conclusion and Future Scope

The new proposed model has been introduced based on the key features of SaaS.
All identified key features have been mapped with standard quality attributes of
software product and service, as SaaS is the combination of both software products
as well as service. With the help of mapping quality metric had been derived to
evaluate a quality of SaaS. Further, it is also intended to implement automated tool
by using this model to evaluate SaaS quality.
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A Survey on Computation Offloading
Techniques in Mobile Cloud Computing
and Their Parametric Comparison

Sumandeep Kaur and Kamaljit Kaur

Abstract Mobile Cloud Computing (MCC) is a distributed computing model
which outspreads the idea of utility computing of the Cloud Computing to the
Smart Mobile Devices (SMDs). Outsourcing intensive applications of the SMDs to
the remote servers is the key idea of Mobile Cloud Computing. Many techniques
have been developed for offloading computation intensive application code on the
cloud servers for execution for saving scarce resources of the mobile devices such
as battery life, network bandwidth, device’s storage memory, processing unit’s
performance etc. This paper presents review on techniques for computational
offloading. Computation offloading is relocating some computation concentrated
part of an application code to a cloud server for execution to fulfil the source
requirements. A comparative study on the techniques for computational offloading
has been shown on the basis of parameters such as bandwidth, network latency,
cost, energy consumption, execution time etc.

Keywords Cloud computing ⋅ Mobile cloud computing ⋅ Computation
offloading ⋅ Application partitioning ⋅ Application deployment ⋅
Network-aware computation offloading

1 Introduction

Cloud Computing is a type of distributed model which offers access to the sharable
resources over the internet; that resides on the cloud, on request basis. Resources
like storage, computing, services etc. Mobile Cloud Computing is a distributed
computing model that enables Smart Mobile Devices (SMDs) to access the services

S. Kaur (✉) ⋅ K. Kaur
Department of Computer Engineering and Technology,
Guru Nanak Dev University, Amritsar, India
e-mail: suman.goraya22@gmail.com

K. Kaur
e-mail: kamaljit.aujla86@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
H.S. Saini et al. (eds.), Innovations in Computer Science and Engineering,
Lecture Notes in Networks and Systems 8, DOI 10.1007/978-981-10-3818-1_9

81



provided by the Cloud providers through cloud data centers. Mobile device uses
internet networks such as wireless, 3G etc. for connecting to the cloud server. The
applications like GPS, Image Processing, Speech recognition, Sensor Data Appli-
cations, Multimedia search, Natural Language Processing need high computing
power and large number of resources. In Computation offloading resource-intensive
and computation-intensive components of mobile applications are migrated to the
cloud servers for execution. Cloud servers are selected with sufficient amount of
resources available [1].

2 Literature Work

2.1 Offloading in Mobile Cloud Computing

Offloading in Mobile Cloud Computing is migrating computation to cloud servers
which are rich in resources. Offloading accesses servers for short duration through
network (wired or wireless). These servers use concept of Virtualization to provide
the offloading services. Enormous amount of research has been performed on
computation offloading in MCC and number of frameworks has been developed.
Kosta et al. [2] presented a framework for MCC named ThinkAir for dynamic
resource provisioning and parallel execution in the cloud for mobile application
code offloading. ThinkAir removes the input, output and environmental restrictions.
It supports scalability and parallelism. It provides method level offloading and
supports virtualization for performing parallel executions.

Folino and Pisani [3] presented a framework for offloading of mobile applica-
tions code using Genetic Programming (GP). Fitness function is used for evaluating
the user’s requirements, the network, the data and the application code. Magu-
rawalage et al. [4] presented a system design for computation offloading in mobile
cloud computing. They included a middle layer in the MCC architecture which is a
composition of cloudlets and it is termed as cloudlet layer. An algorithm has been
developed to decide whether to offload the computation to the cloudlet layer or to
the mobile clone taking into consideration the turnaround time.

Komnios et al. [5] proposed a framework named Cost-Effective Multi-Mode
Offloading (CEMMO) that improves the computation offloading in MCC with
multi-hop peer-assisted communication. CEMMO offloads the mobile traffic irre-
spective of its content. Mukherjee and Debashis De [6] presented an offloading
scheme for low power for femto-cloud mobile network that emphasis on the
decision making standards that is whether to offload the code to the cloud server or
to execute the code on the mobile device. Khan et al. [7] presented a context-aware
application model named as MobiByte. MobiByte uses multiple types of compu-
tation offloading techniques. This model improves performance of the applications
by improving the energy efficiency, execution time.
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Lack of compatibility of MCC frameworks with standard technologies & tech-
niques for dynamic performance estimation and relocation of program components
makes it harder to adopt MCC at large to overcome the limitations of mobile
devices. Most of the MCC frameworks rely on full cloning of the code. They also
focus on the less execution time. Figure 1 shows the parameters based comparison
of frameworks for computation offloading in MCC.

2.2 Application Partitioning

Computational offloading in Mobile Cloud Computing uses the application parti-
tioning to separate different operational logics of the application code which can be
executed independently in the distributed environment of cloud computing. Run-
time Profiling and Partitioning of application is one of the challenging aspects of
computational offloading in MCC which requires additional computing resources

Fig. 1 Comparison of frameworks for computation offloading in MCC
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utilization in SMDs. Lie Yang et al. [8] proposed a framework which partitions
application at runtime and executes them distributive on the cloud optimizing the
throughput. March et al. [9] had proposed a model named µCloud which partitions
applications as a graph of components deployed onto cloud servers and mobile
devices for execution. Liu et al. [10] have proposed a taxonomy and review on
Application Partitioning Algorithms (APAs) in Mobile Cloud Computing. Three
types of partitioning models have been used by the application partitioning appli-
cations; graph-based model, Linear Programming (LP) model, and hybrid approach
(combination of graph based and LP). Chun et al. [11] proposed an elastic
offloading framework named CloneCloud. It performs static and dynamic profiling
of the application code for the partitioning. AbdElminaam et al. [12] talk about
computation offloading in mobile cloud computing and propose a model which
carefully partitions the application code using an elastic partition algorithm and
offload it to the cloud clone for the execution. Figure 2 shows the parameters based
comparison for Application partitioning in MCC.

Fig. 2 Comparison of frameworks for application partitioning in MCC
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2.3 Application Deployment

In MCC, it is important to choose the VM machine for application deployment so
that the execution time and energy consumption is minimum and performance of
the mobile device remains high. Verbelen et al. [13] have designed graph-based
APAs that allocate software components to the machines in the cloud so that
bandwidth is minimized. They have discussed three heuristics: Multilevel graph
partitioning (MLKL), Simulated Annealing (SA), Hybrid (combination of MLKL
and SA). Drawback of these algorithms is that they do not focus on the execution
time and energy consumption. Shiraz et al. [14] proposed an Energy Efficient
Computational Offloading Framework (EECOF) in MCC. This framework stresses
on the overhead of relocation of components at runtime to lessen the energy con-
sumption. Results shows that energy consumption cost has been reduced 69% and
the size of the data transmission has been reduced by 84%. Lee et al. [15] talks
about energy conscious scheduling for distributed computing systems under dif-
ferent operating systems. List scheduling is an effective method to solve several
scheduling problems. Figure 3 shows the parameters based comparison of frame-
works for application deployment in MCC.

3 Conclusion and Future Work

The main issue in MCC is to decide what part of the application code to offload,
how to offload and where to offload. We surveyed the various application parti-
tioning techniques, application deployment techniques. Also a comparative table of

Fig. 3 Comparison of frameworks for application deployment in MCC
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these techniques shows the comparison between them on the basis of parameters
like execution time, bandwidth, energy consumption, network latency and cost.
Future work consists of developing frameworks for automatic partitioning and
profiling. To develop software deployment frameworks that automatically deploys
software components over distributed environment. Lightweight frameworks need
to be developed for reducing communication overheads during computation
offloading.

References

1. Fernando, N., Loke, S.W., Rahayu, W.: Mobile Computing: A survey. In: Future Generation
Computer Systems 29 (2013), doi:10.1016/j.future.2012.05.023, pp. 84–106. Elsevier (2013).

2. Kosta, S., Aucinas, A., hui, P., Mortier, R., Zhang, X.: ThinkAir: Dynamic resource allocation
and parallel execution in the cloud for mobile code offloading. In: IEEE INFOCOM, pp. 945–
953. IEEE (2012).

3. Folino, G., Pisani, F.S.: Automatic offloading of mobile applications into the cloud by means
of genetic programming. In: Applied Soft Computing 25 (2014), pp. 253–265. Elsevier
(2014).

4. Magurwalage, C.M.S., Yang, K., Hu L., Zhang J.: Energy-efficient and network-aware
offloading algorithm for mobile cloud computing. In: Journal of Computer Networks 74
(2014), Elsevier, pp. 22–33. Elsevier (2014).

5. Komnios, I., Tsapeli, F., Gorinsky, S.: Cost-Effective Multi-Mode Offloading with
peer-assisted communications. In: Ad Hoc Networks 25 (2015), doi:10.1016/j.adhoc.2014.
07.028, pp. 370–382. Elsevier (2015).

6. Mukherjee, A., De, D.: Low power offloading strategy for femto-cloud mobile network. In:
Engineering Science and Technology, an International Journal, doi:10.1016/j.jestch.2015.08.
001, pp. 1–11. Elsevier (2015).

7. Rehman Khan, A.R., Othman, M., Khan, A.N., Abid, S.A, Madani, S.A.: MobiByte: An
Application Development Model for Mobile Cloud Computing. In: J Grid Computing (2015)
13, pp. 605–628. Springer (2015).

8. Yang, L., Cao, J., Tang S., Li, T., Chan, A.T.S.: A Framework for Partitioning and Execution
of Data Stream Applications in Mobile Cloud Computing. In: IEEE Fifth International
Conference on Cloud Computing, pp. 794–802. IEEE (2012).

9. March, V., Gu, Y., Leonardi, E., Goh, G., Kirchberg, M., Lee, B.S: µCloud: Towards a New
Paradigm of Rich Mobile Applications. In: 8th Conference on Mobile Web Information
Systems (MobiWIS), pp. 618–624. ScienceDirect (2011).

10. Liu, J., Ahmed, E., Shiraz, M., Gani, A., Buyya, R., Qureshi, A.: Application partitioning
algorithm in mobile cloud computing: Taxonomy, review and future direction. In: Journal of
Network and Computer Applications 48 (2015), doi:10.1016/j.jnca.2014.09.009, pp. 99–117.
Elsevier (2015).

11. Chun, B.G., Ihm, S., Maniatis, P., Naik, M., Patti, A.: Clonecloud: elastic execution between
mobile device and cloud. In: 6th Conference on Computer Systems, EuroSys ‘11, pp. 301–
314. ACM (2011).

12. AbdElminaam, D.S., Kader, H.M.A., Hadhoud, M.M., El-Sayed, S.M.: Elastic Framework for
Augmenting the Performance of Mobile Applications using Cloud Computing. In:
Proceedings of IEEE, pp. 134–141. IEEE (2013).

13. Verbelen, T., Stevens, T., Turk, F.D., Dhoedt, B.: Graph partitioning algorithms for
optimizing software deployment in mobile cloud computing. In: Future Generation Computer
Systems 29 (2013), doi:10.1016/j.future.2012.07.003, pp. 451–459. Elsevier (2013).

86 S. Kaur and K. Kaur

http://dx.doi.org/10.1016/j.future.2012.05.023
http://dx.doi.org/10.1016/j.adhoc.2014.07.028
http://dx.doi.org/10.1016/j.adhoc.2014.07.028
http://dx.doi.org/10.1016/j.jestch.2015.08.001
http://dx.doi.org/10.1016/j.jestch.2015.08.001
http://dx.doi.org/10.1016/j.jnca.2014.09.009
http://dx.doi.org/10.1016/j.future.2012.07.003


14. Shiraz, M., Gani, A., Shamim, A., Khan, S., Ahmad, R.W.: Energy Efficient Computational
Offloading, Framework for Mobile Cloud Computing. In: J Grid Computing (2015) 13,
doi:10.1007/s10723-014-9323-6, pp. 1–18. Springer (2015).

15. Lee, Y., Zomaya, A.: Energy conscious scheduling for distributed computing systems under
different operating conditions. In: IEEE Transactions on Parallel and Distributed Systems, vol.
22, no. 8, pp. 1374–1381. IEEE (2011).

A Survey on Computation Offloading Techniques … 87

http://dx.doi.org/10.1007/s10723-014-9323-6


A Proposed Technique for Cloud
Computing Security

Kanika Garg and Jaiteg Singh

Abstract This paper proposes a security technique called Encrypted Data Flow
Mechanism (EDFM) based on the concept of Fog computing. EDFM primarily is
proposed to secure cloud data storage from unauthorized/illegal access. The EDFM
prototype was developed utilizing virtual machine(s), hosted hypervisor (VMware),
Zentyal server and PHP. This simulated environment depends on a Fog Data Center
called Broker, to hide actual cloud storage underneath it. To escalate cloud storage
security, the simulated cloud communication paradigms make use of encrypted
channels. This technique also tries to fool the intruder by providing fake document,
in case he fails to prove his authenticity or he tries to access some document to
which he is not entitled/permitted to access.

Keywords Blowfish ⋅ Encryption ⋅ Fog computing ⋅ Cloud computing

1 Introduction

Cloud Computing refers to both the applications delivered as services over the
Internet and the hardware and system software to run datacenters offering those
services. Cloud platforms offer a variety of web services to its users. Cloud storage
is suitable and accessible technology that gives access to our data anywhere on
multiple devices. But if cloud computing has some advantages than it has some
disadvantages too [1, 2]. As cloud is a composition of diversified domains like
networking, varying platforms, integrated applications and storage etc. hence there
is a high risk of events like information leakage, data theft and unauthorized access
[3]. In this paper an attempt has been made to fortify the security of cloud storage.
Most of the time data stored over a cloud based data center became vulnerable to
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attacks, when transmitted/communicated over a network. These attacks can be
classified based on domain of the attackers, or the techniques used in attacks. Thus,
one of the biggest disadvantages is lack of security. Thus there is a need to secure
data stored in cloud [4].

The successor of cloud computing is considered to be Fog Network. We assume
fog networks as local network where all needful and common data is stored in
servers of Fog network [5]. Fog services are able to increase the cloud’s experience
by placing the data close to the end user as per his requirements. Thus the data
transmission time is reduced and speed of the overall system is increased. Another
advantage of Fog network over cloud network is high level of secured data com-
munication [6]. In this research one of the techniques called EDFM is implemented
to secure cloud storage using the concept of fog computing.

Only end-to-end encryption can provide the security necessary to prevent any
kind of attack. The selected cryptographic algorithm should take less processing
time as it ensures speed [7]. In this research one of the symmetric key algorithms
called Blowfish algorithm is used as its speed is fast and it takes less time to encrypt
the data as compared to other symmetric key algorithms [8].

2 Implementation

The mechanism to implement manifold security for secure access to cloud data
center using Fog Computing is shown in Fig. 1 and the name given to it is
Encrypted Data Flow Mechanism (EDFM). So here is brief information about all
units shown in Fig. 1 to enhance security:

2.1 Proxy Server

Proxy server used in Fig. 1 act as an intermediate between the client and the Cloud
server to prevent from attacks and unexpected access to Cloud server. Proxy as per
its functionality can be categorized as forward proxy and reverse proxy. In our
EDFM mechanism, reverse proxy is used to secure cloud data.

2.2 Fog Server or Broker Server

The Broker Server(s) are intermediary independent unit(s) working between Proxy
server and the Cloud Server. Role of these Broker units is to authenticate the
identity of the client devices and the validity of requests. After authenticating the
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client device and request format, Broker will encrypt the request sent by the client
and forward it to cloud data center. The requests is in encrypted form, hence it will
be difficult for the attacker to decode those requests and to decode the identity of the
clients as well [6].

Fig. 1 Encrypted data flow mechanism (EDFM)
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2.3 Cloud Data Center

To avoid misuse of its resources Cloud will receive the requests in encrypted form.
The request received will be decrypted using private key of broker as cloud will be
having private keys of all the broker servers. Cloud server will verify the identity of
Broker server. If it founds that the request is being forwarded by the valid Broker
then only the request is processed.

2.4 Devices as Authenticated Clients

Client devices will be registered using the simple device authentication mechanism.
This mechanism can be developed to uniquely identify these devices. It can be any
network enabled device. These all devices are in fog network and are allocated a
uniquely identified client ID. Request received by server using these client IDs will
be processed. If request to the server comes from any other client without having
client ID or invalid client ID, then the request will be rejected by the server. Once a
client device is validated by the server only then it can avail the services of the
cloud server.

2.5 Users Authentication

To enhance overall security of this system, users will be authenticated using
username and password combination.

For doing server software implementation of this mechanism we have used PHP
as a core programming language having MySQL connectivity to store log of
requests. To display these request logs we have created user interface using HTML,
JavaScript and cascading style sheets (CSS). We have also built a Hybrid Mobile
Application called Cloud File Manager using ionic framework for clients.

Mechanism: Firstly, this mechanism ensures that users and client devices should
be registered with the system. We have developed Ionic Mobile Application hence
users can register using their Android mobile, iPhone or any other mobile platforms
supported by Ionic.

Internet connected devices in fog network are allocated a client ID, this way we
got registered client devices.

The client device will request the server using its client id.
Till now client devices have been registered, now we have to authenticate users

using our Mobile application called Cloud File Manager as shown in Fig. 2. Basic
functionalities that a user can do using this application are uploading files, down-
loading files and listing files. Clients will send requests to the proxy as shown in
Fig. 1 by considering it an actual server (cloud). Proxy will redirects requests to the
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fog data center. Proxy used in this research is Zentyal server. All internet connected
devices in Fog network are managed by Fog Data center also known as Broker
server as per its functionality. Broker server has all the information about client IDs
which it will use for device verification purpose. So broker will verify clients using
its client ID. Requests will be forwarded to the cloud server only if the client is
verified. For doing login, client will send request along with its client ID. The
request will go to proxy and proxy will further forward it to broker server. Now
broker will verify client’s ID and format of the request sent by client. After all
authentications, request will be sent to the cloud server. This mechanism is done as
follows:

Broker server will generate a public key by initializing its encryption algorithm
using its private key. This public key will be sent along with the encrypted request
to the cloud. The request history of broker server window is shown in Fig. 3. In this
Fig. 3, it is visible that the request forwarded to the cloud server is encrypted.

After receiving request from broker server, Cloud server will take out public key
of broker from request packet and will decrypt it. The request history of cloud
server window is shown in Fig. 4; it shows that requests received by the cloud
server are encrypted.

Fig. 2 Login screen of cloud
file manager

Fig. 3 Screenshot of request received and forwarded by broker server
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After decrypting the request packet cloud server will check source of request, by
verifying broker’s identity as cloud server has information about authentic brokers.
In request packet cloud will also get a public key which can be decrypted by same
private key from which it was generated. Once the cloud server will know the private
key from which decryption has done, a reply will be sent to the broker server after
encrypting it with the same private key. Response sent by the cloud server to the
broker server is also encrypted thus providing security to the data in transit.

The Fig. 5 shows the response sent by cloud server back to the client via broker
and proxy server.

Fig. 4 Screenshot of request received and decrypted by cloud server

Fig. 5 Screenshot of response sent back to client by cloud server
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Thus by this EDFM mechanism, secure communication is established between
client and the cloud server, making it difficult for the attacker to access the sensitive
data stored on cloud. Also, as shown in Fig. 1, Fog data center is relaying the data
to the client back (shown in red). This is the case when one user wants to access the
data of another user. Then if that user has access rights to access that data item, then
permission is granted to download or access that data item. But if the data item is
view only and still some other user tries to access or download it, then fake
document will be provided to that user.

3 Conclusion

In this research, a security mechanism is thus developed to secure the cloud data
center using the concept of Fog computing. All the devices in Fog network are
connected to secured data center called broker, from which reply is received/sent
from the cloud server in an encrypted way which is further forwarded to the client
device thereby increasing security.
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Optimizing Job Scheduling in Federated
Grid System

Akshima Aggarwal and Amit Chhabra

Abstract Parallel computing is a type of computation in which jobs are executed
by the parallel servers. Jobs are further distributed into number of tasks by checking
the availability of server. Federated Grid System is a system consists of number of
heterogenous clusters which are associated with number of servers. Comparison
with existing work on the basis of parameters such as makspan, flow time and
energy. The time taken by a single job to accomplish its task is flow time and the
time taken by all the jobs to accomplish its task is the makespan of that jobs. DVFS
levels are considered in a system to reduce the power consumption during the
execution of parallel jobs. In our proposed system we have used DVFS based
genetic algorithm so that the job acquired by parallel processors provide optimal
results.

Keywords Parallel computing ⋅ Makespan ⋅ Flow time ⋅ Federated grid
structure

1 Introduction

Parallel computing is operating on the principle that large problems can often be
divided into smaller ones, which are then solved at the same time. In this type of
computation many jobs are performed simultaneously on different servers. There
are several types of parallel computing: bit-level, instruction-level, data, and task
parallelism. To get high performance computation parallelism is utilized from many
years. In our proposed system by using parallel computing we can achieve optimal
result in short span of time. It is closely related to concurrent computing—they are
frequently used together, and often conflated, though the two are distinct: Paral-
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lelism without concurrency (such as bit-level parallelism), and concurrency without
parallelism (such as multitasking by time-sharing on a single-core CPU) is also
possible. A task is typically broken down in several, very similar subtasks that can
be processed independently and whose results are combined afterwards, upon
completion in parallel computing. The tasks in parallel computing can be classified
according to the level at which the hardware supports parallelism, with multi-core
and multi-processor computers having multiple processing elements within a single
machine, while clusters, MPPs, and grids use multiple computers to work on the
same task.

Parallel programming models [1] and tools are suitable for high-performance
computing. So we will use shared and distributed memory approaches, as well as
the current heterogeneous parallel programming model. The availability of
multi-core CPUs has given new impulse to the shared memory parallel program-
ming approach. In addition, the hybrid parallel programming is the current way of
harnessing the capabilities of computer clusters with multi-core nodes.

Parallel job scheduling [2] is to run the tasks on parallel basis on different
machines. For this purpose to share the resources of the parallel machine among a
number of competing jobs, provides the required level of service to each machine.

The federated grid system [3] follows a technique which attains the best possible
makespan. This strategy is based on anticipating the specifications of all resources
in a system and approaches towards non-coordinated workflow scheduling.

Performance of Federated Grid system [4] which saves time and utilizing
communication bandwidth to reduce the number of job migrations. It is a self
adjusting resource sharing policy which maintains the systems complete autonomy
and improves its resource performance.

Parallel Jobs [5] schedule the tasks according to the requirement. The online jobs
can be required by number of peoples to perform their tasks simultaneously. There
should be requirement of a machine or group of machines to perform those tasks
simultaneously, which give high performance to user. Federated Grid structure is a
collection of different servers to reach a common goal. It is distributed system that
involves a large number of files with non-interactive workloads. A cluster com-
puting in that grid computers have each node set to perform a different
task/application. Grid computers also tend to be more heterogeneous and geo-
graphically dispersed than cluster computers. For computationally intensive tasks,
clusters of computers have emerged as cost-effective parallel or distributed com-
puting systems. These clusters which are composed of high performance compu-
tational nodes linked together by low-latency/high-bandwidth interconnection
networks are utilized in federated grid. These clusters can be federated to yield
systems considered tightly-coupled. A genetic algorithm is the method using which
the jobs which are running on parallel computers can help in achieving optimal
results. A fitness function will be used to achieve those goals. Fitness function is
combination of make span and flow time. A genetic algorithm (GA) is method for
solving optimization problems based on a natural selection process that provides
better results.

98 A. Aggarwal and A. Chhabra



The basic concepts of Genetic Algorithms [6] is developed for finding the
minimum make span of the n number of jobs, m number of machine permutation
flow shop sequencing problem [7]. Genetic algorithm applied to scheduling in
multi-cluster environments to perform the jobs in short span of time. This algorithm
helps the clusters of federated grid structure to achieve optimal results [8]. This
paper provides an efficient and reliable evolutionary programming algorithm for
solving the optimal power flow (OPF) problem. The class of curves used to describe
generator performance does not limit the algorithm.

In it different phases of migration [9] are described and it relates energy cost with
power consumption. They observe that power consumption increase as there is
increment in utilized bandwidth and as increase in VM size the migration time will
also increase. It is critical for a power system to [10] estimate its operation state
based on meter measurements in the field and the configuration of power grid
networks.

In federated Data Grids, [11] individual institutions share their data sets within a
community to enable collaborative data analysis. Data access needs to be provided
in a scalable fashion since in most e-science communities; data sets do not only
grow exponentially but also experience an increasing popularity.

2 Proposed Work

In our proposed algorithm by using genetic algorithm the jobs will be allocated to
different clusters of Federated grid structure. This allocation of job is based on the
criteria of fitness function. The server which is free or have less load of work will
take that job and execute it. Firstly the job is distributed according to the availability
of clusters in federated grid structure. Each federated grid structure is group of
heterogenous clusters. These clusters perform set of similar tasks. Genetic algorithm
helps the jobs to choose the server which is free to serve him. By using the fitness
function the server will produce the optimal results.

The proposed system is divided into the parts. We first describe various job
allocation strategies within the proposed system. Second we will describe the
genetic algorithm used to select optimal result and finally we use result section to
describe the result produced through the proposed system.

In the job allocation strategy we will choose the jobs from different set of pools.
The pools like

J1 = J1, J2, J3 . . . Jnf g
J2 = J1, J3, J5 . . . Jnf g
⋮
Jn = J2, J4, J6 . . . Jnf g
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Now we will select the jobs from these pools randomly on the very first time
with the help of Genetic Algorithm. Now put that job to pool where selected jobs of
all the pools will be served for processing.

C= J1, J2, J3, J4 . . . Jnf g

By using genetic algorithm these jobs will be selected from the pool C and
allocated on the basis of load of server. The server with fewer loads will get that job
and perform it. The fitness function i.e. makespan, flow time are considered to get
optimal results.

Genetic Algorithm is building block used for a number of different application
areas. An example of this would be multidimensional optimization problems in
which the character string of the chromosome can be used to encode the values for
the different parameters being optimized. The genetic algorithm will be used in this
paper to select the optimal values out of legion of values. The genetic algorithm
continues until the desired goal is met or after the completion of number of itera-
tions. The pseudocode used in the proposed GA based Energy Efficient algorithm is
elaborated as follows.

Step 1: Create structure including Grid and Power
Step 2: Set the machines to operate at highest values of voltage and frequency
Step 3: Select the jobs and partition the jobs into tasks with predefined burst time
Step 4: Perform allocation

Case1: Intra-Grid

Eq. 1
Case2: Inter-Grid

Eq. 2
Step 5: where ac is constant having value 1. V and F are voltage and fre-
quency 
Step 6:

Eq. 3
Calculating Energy consumed by each job

Step 7: Defining Fitness Function
Eq. 4

Where α is constant having value 0.5
Step 8: Perform Selection through Random Sampling
Jobs= Random(Jobs)

Step 9: Apply crossover
Case 1 Uniform crossover
Case 2 Arithmetic crossover

Step 10: Perform mutation 
Case 1 Bit Inversion without power alteration
Case 2 Bit Inversion with power alteration
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The considered steps used to determine the optimal allocation policy in case of
federated grid. The steps considered in the pseudocode involve creating structure
for the system considering Grids including the varying levels of power
consumption.

The machine is set to operate at high values of DVFS level. When decided jobs
are allocated then analysis is made whether the task is allocated to intra-grid or
inter-grid. The execution time calculations have distinct formulas for the same. The
time consumption is calculated as

Intra-Grid Allocation

ExeT =BurstTime ̸Power of grid ð1Þ

Inter-Grid Allocation

ExeT =BurstTime ̸Power of Sl grid ð2Þ

The power consumption is calculated after the execution time is determined. The
formula used for this purpose is

Power= ac * v2 *F ð3Þ

The power consumption has to be minimized in the proposed technique. Once
calculated, further calculation about the energy consumption will be made. The
energy calculation will also involve energy of the idle machine. The formula to
accomplish this is given in terms of methodology as

Energy=Power * ∑ExeT + ∑ Idlet ð4Þ

The fitness function is then evaluated to determine the minimum possible cost
encounter. The fitness function is given as

Fitness= α *Makespan+ ð1− αÞ *Flowtime ð5Þ

The value of α is lies between 0 and 1. For our convenience α is taken to be 0.3.
The selection operation is performed to select the jobs randomly for first time
processing.

Jobs = Random(Jobs)
The mutation and crossover will be performed after the selection. Different

possible combination of mutation and crossover is possible. In our case we utilized

Uniform crossover
Arithmetic crossover

The mutation which is considered in distinct case is Bit inversion with and without
power alteration (Tables 1, 2 and Figs. 1, 2).
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Table 1 Chromosome structure for case 1

Grids Computation
power

Number of machines

1 2 5
2 3 5
3 4 5

Table 2 Chromosome structure for case 2

Grids Computation power Number
of machines

DVFS-level

1 2 5 4
2 3 5 4
3 4 5 4

Fig. 1 Results of energy consumption and makespan without DVFS capability

Fig. 2 Results of energy consumption and makespan with DVFS capability
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3 Results

Comparison takes place by taking same number of jobs and iterations, varying
DVFS levels through mutation. In the first case we have taken the values of Energy
Consumption and Makespan by taking high value of DVFS level. In the Second
case we have taken the values by varying the DVFS levels to attain optimal results
of Energy Consumption and Makespan.

4 Conclusion and Future Directions

In the proposed system we achieve optimal results of different jobs which are
performed by different servers in federated grid system. The fitness function of
genetic algorithm helps us to reach this goal. Comparison with the existing work on
the basis of Energy consumption and makespan, achieved to get optimal results for
Energy consumption but the makespan of the jobs get slightly increased due to the
time required in changing the DVFS values but due to introduction of DVFS level,
power consumption reduces and then energy consumption values reduces. As
according to the comparison from the existing work energy is reduced by 40%.
Communication time is not considered in this case. As we only consider the
optimality in our proposed system, in future we will also consider the distance of
jobs from current machine to server allocated.
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A SDE—The Future of Cloud

N. Leelavathy, D.S.M. Rishitha and M. Sushmitha

Abstract The probe of Internet has made the digital civilization possible, where
everything is interconnected and can be accessed from everywhere. However, the
complexity of traditional IP networks is high which makes its management difficult
in spite of their widespread acceptance. It is both difficult for network configuration
as per the present policies, and reconfiguring it whenever required for faults, load
and changes made dynamically. The present technology uses the data and control
planes together in routers. Software-Defined Environment (SDE) is an emerging
prototype that uses vertical integration, i.e., separating the network’s intelligence
from the physical devices like hardware switches or routers, endorsing logical
centralization of controlling the network. It introduces the ability to adapt, program
the network which can optimize the entire computing infrastructure namely,
compute—storage—network resources, so that it can adapt to the type of appli-
cation or protocol required. The separation of control and data planes in its
implementation of switching hardware, and the forwarding of traffic between dif-
ferent networks with different defined policies, is the key to the desired flexibility.
Hence, SDN makes it easier to create by simplifying the network control problem
into manageable pieces which is a present business demand with more agility and
flexibility through virtualization. Understanding SDN paradigms are the key for
enterprises trying to properly position cloud services. SDN is appropriately
accepted as more efficient “Cloud Networking,” i.e., the revolutionary growth in
network usage and its services support the cloud computing on a large scale. This
paper discusses various tasks and technology models of SDNs which are typically
needed for proper utilization of cloud services and appreciate its advantages.
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1 Introduction

In the present technology of computing, the products provided by vendors such as
DEC and IBM are completely integrated, with a trademarked hardware and oper-
ating system and/or with some application software. Hence, customers tend to be
locked by one vendor, use only those applications which are offered by that par-
ticular vendor. It makes migration from one vendor’s hardware platform to another
platform difficult, rather it may be impossible. It is very important to develop
applications that are compatible to run on different platforms. Moreover, the tra-
ditional network architectures cannot meet the demands of high volume and various
variety of traffics.

The idea behind the concept of SDN is to separate the switching function
between data plane and control plane on separate hardware devices as described in
Fig. 1. One device simply performs switching function and the other has “intelli-
gence” to provide best routes to destination keeping the QoS and QoE requirements
of dynamic environments.

OpenFlow or other open APIs are used in SDN to control the data in the
switches of the data plane. The routing decisions are taken at a logically placed

Fig. 1 Architecture of SDN
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centralized device called controller whereas the forwarding of packets is done by a
physical device called a switch or hub. Moreover, the controllers take the infor-
mation about dynamic demands and capacity variations obtained from the net-
working equipment through which the traffic is flowing. SDN applications are
nothing but simple software programs that uses an abstract view of the network for
making their decisions. The SDN controllers are designed as per the applications
that convey their network requirements.

The characteristics of Software-Defined Networking is as follows:

• SDN separates the data plane from its control plane. Then the data plane devices
become simple hardware devices that does packet-forwarding.

• The control plane is realized in a set of centralized controllers or a single
centralized controller. It has a centralized understanding of the networks under
its control.

• A portable software can be used in the controller that can run on readily
available product servers. It is also capable of programming the forwarding
devices, may be switches based on the overall view of the network.

• Open interfaces are defined between the controllers and the devices in the data
plane.

• The applications running on top of the SDN controllers can program the net-
work topology.

• The SDN controllers have an abstract view of network resources which are
presented to the required applications.

Hence, the benefits of SDN are that it is directly Programmable with centralized
management. It delivers agility and flexibility so that SDN enables organizations to
create new types of services, applications, and business models that can offer more
revenue streams from the network.

SDN with cloud would give better applications [1]. Cloud computing is to use
data centre software and servers in networks to dynamically allocate resources and
run applications for remote end users. Cloud computing is for infrastructure and
computing services that have traditionally been deployed on premise that are now
offered as a service on typically large scale shared infrastructure. Cloud is typically
divided into three categories—public, private, and hybrid. Cloud deployments have
higher flexibility and cost savings over traditional private data centres.

Virtualization is crucial for cloud computing. By allowing physical servers to
run one or more virtual machines on demand, cloud architectures offer rapid scaling
and efficient allocation of server resources dynamically. SDN aims to customize
this by making the underlying physical layer with a generic switch and all other
applications like firewalls, routing, load balancing, etc. be implemented in software
on top of these generic hardware.
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2 Models of SDN

Techniques used for computing has taken a significant revolution when compared
to the earlier decade. The virtualized cloud data centers are replacing the dedicated
static servers, which offers better flexibility with lower costs. The design of auto-
mated computing resources in cloud data centers are instantiated and work at a
faster rate may be, in a matter of minutes. Typically, the network management is
performed manually by a human often is much slower. The dynamic behavior of
network has wide impact, and its changes are complex to predict.

There are three models of SDN described below which explains the basic
mechanisms, benefits goals, and shortcomings of each.

2.1 The Network Virtualization Model

One of the simple models of SDN that the market considers is the network virtu-
alization model. Virtualization is nothing but an accurate and faithful reproduction
of the physical network that is fully isolated. It provides both location and physical
network state independence. Moreover, a virtualized network is one which can be
reconfigured by instantiating, operating and removing without physical asset
interaction by the network manager.

Virtualization is changing the rules of networking. The initial goals of the net-
work virtualization are to decouple the underlying hardware of local area network
(LAN). Network Virtualization solves a lot of the networking challenges, provision
of the network on-demand, without having to physically touch of the underlying
infrastructure. To achieve this, the network virtualization platforms starts a software
element—generally the hypervisor. Therefore, thousands of virtual networks can be
created in this way without affecting the network operations.

The greatest advantage of network virtualization is defeating vendor-locking and
supporting multi-tenant clouds without making any changes to the network itself.
And therefore, it becomes simpler to combine network provisioning with cloud
services.

The drawback is that the virtual networks appear as traffic to the network devices
above network layer. These devices can’t prioritize individual virtual networks
unless deep packet inspection is used to recognize the virtual network header. At
last, as the software is part of the cloud server stack it establishes the virtual
networks and these can only be linked with the virtual machines not the devices.

Mobility, Big data and the necessity for agility are the trends motivating the
business entrepreneurs to adopt virtualized, cloud-based IT infrastructures. Any-
time, anywhere access of services is placing implausible demands on the network.
To maintain good profits with high productivity in this competition, business need
efficient, cost-effective ways to deliver simple and easy accessible applications to
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users. Virtualization technologies along with cloud architectures is directly
addressing those requirements, making them significant to the modern data center.

2.2 The ‘Evolutionary’ Approach

Another model of SDN is the “Evolutionary” model. The goal of this model is to
design the software control plane of the network along with its operations using the
current networking technologies available. To obtain this, the networking users
have to support the specific standards like GRE, VXLAN, BGP and MPLS. With
the help of this standards the network is developed to maintain low traffic with good
quality of services. It gives opportunity to the vendors to merge their solutions into
a set of interfaces available through cloud.

Network devices utilize this SDN model, for making it fully integrated with
network operations. Traditional traffic engineering policies can be exerted, and the
virtual networks can hypothetically extend from server to client when the devices
can support the required standards.

Centralization in SDN means that the controller must fully control all network
devices within the strategy domain. The network devices must offer APIs may be
implemented through cloud, for the controller to develop the topology, and also
implement the monitoring and control of network resources across various multiple
devices.

Most of the SDN vendors are implementing all the network standards described
above. The major problem is that the evolutionary model when used may not fully
support the standards specified by other vendors. This model also requires inte-
gration among the management systems, cloud virtual networking, and sometimes
the human operator has to manage the task manually.

2.3 The OpenFlow Model

The final and most widely used model is the OpenFlow model which is most
popular and related to SDN. OpenFlow protocol is a standardized protocol for
interacting with the forwarding behavior of switches from multiple vendors. This
provides us a way to control the behavior of switches throughout our network
dynamically and programmatically. OpenFlow substitutes the conventional,
discovery-based forwarding table updations in switches and routers with programs
written in devices providing centrally controlled forwarding tables. The controller
takes complete control over the network the way it is segmented or virtualized, to
manage traffic efficiently. Any combination of switches and controllers that support
OpenFlow can be used in this model of SDN.

OpenFlow is implemented over TCP/IP model, which enables the use of any
network topology between the controller and the network device. It also provides
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the ability for the controller to send and as well as receive packets on each switch
port, this may be used to do topology discovery and emulate existing protocols. The
newer versions of this OpenFlow model may also include enhanced improvements
to meet the needs and demands that can truly satisfy the customer [2].

3 Future Scope of SDN

3.1 Fault Tolerance

In SDN, the controllers that are logically centralized manages the topological ser-
vices, inventory services, statistical services, host tracking services, etc. Regardless
of the use of logically centralized control concept, a single controller results in a
single point failure. This leads to fatal service disruptions only at that network. An
alternative solution for this is to model each controller as a replicated state machine
and instead consistently replicate the set of inputs to each controller. But this is only
solving a part of the problem and so we make sure that at the time of controller
failures, we have the state of the switch which is being consistent, also the inter-
actions between the switches and controllers is complex and hence the existing
systems do not use this and hence forth, we use “Ravana” a SDN controller plat-
form [3], that offers a fault free centralized controller in which we handle the entire
event processing life-cycle. Here the event processing on controllers and command
execution takes place as a transaction where in the total process is to be either
executed or left unprocessed. This leads to a one-time execution of the entire system
so that there are no repetition or execution of commands.

3.2 Congestion Control

TCP is designed to operate on a many to one communication pattern where data is
sent to receiver from multiple senders simultaneously. This many to one commu-
nication pattern appears in the case of data center networks which store the data at
multiple servers. With SDN the centralized control methods and global view of the
network can be handled in an effective way with this congestion control mecha-
nisms [4]. TCP enables the controller to select a long lived flow by adjusting the
TCP window size to reduce the sending rate of data packets which in turn reduces
the flow and hence forth preventing the data from being overlapped or mislead. In
this paper, the congestion control mechanisms is implemented with SDTCP and
Open TCP as a TCP adaptation framework in SDNs. The benefit of SDTCP is that
it can accurately decelerate the flow of packets to ensure the improvement in the
performance.
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Open TCP is presented as a system for dynamic adaptation of TCP based on
network and traffic conditions in Software defined networks. It mainly focuses on
the internal traffic in the SDN based datacentres. We use this technique to simplify
the adaptation process towards network and traffic conditions. Open TCP based on
link utilization leads up to 59% reduction in flow completion time. Congestion
control leads to zero packet loss and high performance.

3.3 Quality of Service (QoS)

In SDN, a logically centralized software program is used to control the behaviour of
entire network. This is done by decoupling the routing decision tier from the
forwarding layer [5].

The OpenFlow protocol is used for the communication between the control and
data plane. But the main problem in network is the lack of efficient management of
resources to provide good Quality of Service (QoS). This usually happens in a
network where there is a delay and packet loss. Hence to eradicate this we came up
with the solution called the ICP (Inter Linear Program) where the shortest path is
chosen. This decision taken also considers both network requirement and service
requirement in terms of packet loss and delay. Moreover, the QoS architecture gives
the possibility to map the optimal solution, we also use multiple path topology
composed of wired or wireless network.

4 Conclusions

Traditional networks are complex and tedious to manage due to vertically inte-
grated control and data planes. Also, networking devices are strictly tied to the
products and versions. Hence, came up the Software Defined Networks which can
solve long standing problems. The major aspects of SDN are dynamic pro-
grammability of forwarding devices which increases flexibility and decoupling of
data and control plane and viewing the network as a single logically centralized
network. Applications that run above the controller are easily deployed and
developed as compared to that of the traditional networks. SDN introduces a new
pace of innovation in the networking infrastructure [6].

We started with comparing the traditional networks with the upcoming paradigm
which has overcome the drawbacks of the age old networks. The paper also
includes the use of cloud with SDN which provides us with improvised results. This
paper provides an overview on SDN with cloud computing and network virtual-
ization for an absolute working of the SDN we have also discussed the facets: fault
tolerance, congestion control and quality of service (QoS). Finally, SDN has suc-
cessfully gave rise to the next generation networking and promoting advances in
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several areas such as evolution of scalability and performance of devices and
architectures, promotion of security and dependability, emerging topics that further
require research are realization of network as a service cloud computing paradigms.
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Cloud Security-Random Attribute Based
Encryption

V. Havisha, P.V. Padmavathi and S.V. Ramanamurthy

Abstract Cloud computing, to reduce the capital and operational costs, shares
computing resources rather than establishing local servers to handle applications.
But Cloud computing could not take off because of security issues. Major chal-
lenges in building a secure and trustworthy cloud system are: Outsourcing (don’t
know where your servers are, how many copies of your data are kept and who all
have access to your data physically and programmatically), Multi-tenancy (What
type of programs are running along with your program on the same virtual
machine), and massive shared physical and logical storage, computing power and
bandwidth over internet. The traditional security mechanisms like PKI, RSA, DES
etc. are not suitable for Cloud data as the keys can be deciphered (The minimum
key length has increased from 32 bits to 512 bits today). This paper proposes a
novel encryption technique where the key for each segment (row or tuple) of data is
changed to a part (attribute value) of the data itself. This mechanism makes sure that
no person can decrypt the data without having access to the Key Attribute Table,
which is stored on a local server or in a different cloud.
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1 Introduction

Cloud computing relies on sharing computing resources through internet. Cloud
Service Providers (CSPs) (e.g. Microsoft, Google, Amazon, etc.) have commer-
cialized cloud computing by leveraging virtualization technologies and self-service
capabilities for providing computing resources (CPU, Memory, Network band-
width, external storage) via the Internet. Virtual machines of several clients are
co-located on the same physical server, leading to specific security issues like, virus
threats, side channel attacks etc. CSPs must ensure that their customers’ applica-
tions and data are secure to retain their customer base and competitiveness.
Enterprises want to reduce their local infrastructure and go on to cloud, but are
afraid of the security of their applications and data [1].

2 Cloud Security

Security has become the most significant barrier of the development and wide-
spread use of cloud computing. The major tasks involved in Cloud Security are
(Fig. 1):

• Governance: The data security desecrations mostly initiate within the organi-
zation itself. An organization’s board is responsible (regulators, customers and
liable to shareholders) for the framework of standards, processes and activities
that together ensure the security of data in cloud. To maintain and execute the
Cloud governance framework, in-house procedures, access matrices, the secu-
rity mechanisms must be developed.

• Compliance: In order to protect the intellectual properties and corporate assets
of their own companies, most organizations have established security and
compliance policies and procedures, especially in the IT space. But in practice
these principles and procedures are not considered due to issues like: lack of
time, training and oversight. There should be a proper observation of these
procedures (vigilance cell) or a mechanism to report non-compliance.

• Data security: Associated with Cloud data services, there are numerous con-
cerns, traditional security concerns, e.g., network eavesdropping, data access

Fig. 1 Major tasks in cloud security
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controllability, denial of service attacks and illegal invasion, and specific cloud
computing concerns like side channel attacks, virtualization vulnerabilities, and
abuse of cloud services. Certain security requirements are to be met in a cloud
data service to avoid the concerns: Data Confidentiality, Data Integrity and Data
Access Controllability. Cloud Data centers can be checked by a third party and
certify to induce confidence in the cloud customers.

• Availability: For most of the organizations taking up cloud computing high
availability is the major task to be considered. The Cloud Service Providers
ensure almost 100% availability because this is one of crucial areas where
security of the cloud is judged. They back up the data in different datacenters
located in different continents to accomplish this.

• BC/DR planning: Business Continuity/Disaster Recovery planning is one of
the greater challenges in cloud security. Cloud Service Providers not only
backup the data in different data centers (across continents), but also can provide
the users with the necessary computing power and network (bandwidth) access
to that data. Business Continuity means giving continuous access to functional
applications, servers and data. DR planning in the cloud environments is
extremely cumbersome because there are many hardware failures than in tra-
ditional environments.

• Identity and Access management: IAM (Identity and Access Management) is
one of the methods used by cloud service providers for grant of access to data in
the cloud. The casual username/password mechanism may be too simple for
confidential data. Either OTP or Email confirmation have become the normal
method to grant approval at a transaction level. More complicated access
mechanisms are being used and are being provided as a service by third parties.

Main challenges for building a secure and trustworthy cloud system: (Fig. 2)

• Outsourcing—In outsourcing, one doesn’t know where your servers are, how
many copies of your data are kept and who all have access to your data
physically and programmatically. The loss of control is a greater concern of
security.

• Multi-tenancy—In multi-tenancy, one can know what type of programs are
running along with your program on the same virtual machine. Multiple cus-
tomers can share and utilize the same cloud platform. Multi-tenancy means
processes belonging to other users (competitive customers, hackers) run on the

Fig. 2 Major challenges in cloud
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same physical HW, in different virtualized environments controlled by hyper-
visor SW. As hypervisors are SW, they are vulnerable to leakages and virus
threats.

• Massive data and intense computation—Massive data storage and high per-
formance computing tasks are handled by cloud computing. Because of the high
computing power and/or high bandwidth overhead, traditional security mecha-
nisms may not be suitable to store massive data. For example, hashing tech-
niques are not suitable to verify the integrity of remote data. New strategies and
protocols are expected [2].

3 Security Techniques

We have about 34 security techniques among which identity based authentication,
RSA algorithms, TLS handshake, public key homomorphic, a novel cloud
dependability model, Attribute based encryption etc. are included.

• DES: DES (Data Encryption Standard) is the most widely used encryption
algorithm in the world. The input to DES is plaintext block of a given size
(64-bits) and the output is encrypted text block of the same size.

• RSA: RSA is an algorithm for public-key cryptography, involves two keys a
public key and a private key. The message encrypted one key is decrypted by
another key. Normally public key is used for encrypting and the private key is
used for decrypting. User data is protected and it includes encryption prior to
storage, making the transmission secure.

3.1 What Is Encryption?

To safeguard the data in cloud computing, strong encryption with key management
is used. Access to protected resources is empowered by key management while
resource protection is provided by encryption.

4 Attribute Based Encryption (ABE)

Attribute based encryption is more suitable for accessing cloud data. The main
objective is to offer security and access control. Flexibility, scalability and fine
grained access control are some of the aspects of this approach.
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Types of ABE
There are many types of ABE namely

1. Cipher text ABE
2. Key-policy ABE
3. ABE with non-monotonic access structures
4. Hierarchical ABE

4.1 Ciphertext Attribute Based Encryption

CP-ABE is the standard and customized model of ABE. The users are assigned with
an access tree structure over the data attributes. Threshold gates are the nodes of the
access tree where the leaf nodes are attributes. To replicate the access tree structure,
the user is defined with a secret key. Secret keys are associated with monotonic
access structures and set of attributes are assigned with cipher text (Fig. 3).

In CP-ABE, secret keys are generated which are accessible only to the autho-
rized users. Access tree structure is generated and if the secret key matches with the
access tree structure then it allows the customer to decrypt the data. Further, cipher
text is generated and if it satisfies the access tree structure it returns the message.

4.2 Key-Policy Attribute Based Encryption

One-to-many interactions can be possible through this type of encryption. The
sender identifies the Cipher-texts with a group of descriptive attributes. The attri-
bute authority which is well-believed gives the user’s private key. The schemes that
involves the decryption of the data depends on the type of the cipher text.
Well-formed group of companies with set of laws about who may read certain
documents use this ABE schemes. Protected forensic study and secure transmission
of data uses KP-ABE (Fig. 4).

In KP-ABE, to encrypt the data public key and the master key are used by the
message senders which are authorized. A secret key is returned which allows the
user to decrypt the data encrypted only if it matches with access tree structure. If the
user’s access structure is satisfied by the attribute set then the message is returned.

Fig. 3 Mechanism of
CP-ABE [3]
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4.3 ABE with Non-monotonic Access Structure

Monotonic access structures cannot be used for negative constraints in a key’s
access formula. In 2007, Ostrovsky proposed an attribute-based encryption with
non-monotonic access structure to solve this problem. In ABE with Non-Monotonic
access structure, it states the number of attributes the cipher text has. The user is
able to decrypt the encrypted message whenever a key R is generated if and only if
it satisfies the access structure ATS with the attributes of that cipher text. If the
access structure is satisfied the private key E is used to generate the actual message.

4.4 Hierarchical Attribute-Based Encryption

Wang et al. obtained this technique. There are few parameters involved in HABE
model. They are: the root master (RM), the domain master (DM), the users and the
attributes. The role of the root master is to tend to the third member or a group while
that of the domain master is to tend to a group or a multiple number of the users. To
create the keys, this scheme utilized the principle of the hierarchical creation of the
keys (Fig. 5).

In the HABE algorithm, the domain master is created directly using the system
parameters and their respective master keys. If the eligibility of the user to the
attribute is confirmed then the user attribute and the identity keys which are secure
are created for the user else “NULL” is generated. Cipher text is also generated. To
recover the plain text the parameters, the cipher text, the user attributes and the

Fig. 5 Mechanism of
H-ABE [4]

Fig. 4 Mechanism of
KP-ABE [3]
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identity keys which are secure on all attributes in the conjunctive clause are taken.
This may not be applicable in few scenarios.

5 Random Attribute Based Encryption

Apart from all the techniques of Attribute based Encryption, we put forth a novel
encryption technique in which data can be secure in a different way. In this tech-
nique, the data is stored in a public cloud and the attribute key table (AKT) is stored
in a private server or a different cloud. The attribute key table consists of record no,
(Rno) and a key (Key) value which is unique because it is one of the attribute values
of that row. The key changes for every record stored in the public cloud and the
plain data never travels on the net (Fig. 6).

The data is decrypted with the key. The data from the public cloud is in the form
of encrypted data and from the attribute key table the key is derived. The user can
decrypt the data only if these are available (i.e. Encrypted data and the key) with the
user. The key size is of 32 bits to 512 bits (due to large no. of combinations,
decryption of data is difficult).

6 Conclusion

It is well known that security is the key determinant for the success of cloud
technologies. In this paper we discussed some of the best security methods and
proposed a different methodology. The advantage of the proposed method is that
the key varies for every transmission over the network randomly and the plain text
never travels on the public network. We are still in the process of finalizing the
details of this method and we are very hopeful that this method will benefit the
cloud community.

Fig. 6 Mechanism of
R-ABE
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Cloud VM/Instance Monitor Phase-II
(CIM-PII) Subsystem of eCloudIDS

Madhan Kumar Srinivasan, P. Revathy and Keerthi Balasundaram

Abstract Today cloud computing has established itself as a paradigm in delivering
day-to-day on-demand solutions for most of the world’s IT corporates making it
undoubtedly the most cost efficient method to use, maintain, and upgrade. Apart
from the technical features, the corporate world is strongly driven by the striking
‘pay-as-you-go’ service model. Though the cloud has its advantages, organizations
are apprehensive in migrating to a public cloud owing to its severe security chal-
lenges. Considering the fact that in present business world, data being an important
enterprise asset, it needs to be protected with the highest priority. eCloudIDS, a
next-generation security framework designed with a hybrid innovative two-tier
expert engine is poised to be one of the most suitable security solution for cloud
computing environments. The aim of eCloudIDS is to secure the environment of
VMs on which the customers’ applications and data are deployed. One of the
subsystem of eCloudIDS is the ‘CIM—Cloud VM/Instance Monitor’ responsible
for monitoring the user events on the user specified VMs and instances. CIM is
accountable for observing all the events of both authorized and unauthorized users
(hackers) and advances them further for an instant capture of each and every
activity for the configured VMs. In its initial phase (CIM-PI), the design and
implementation of CIM was a successful prototypical experimentation that
achieved the monitoring functionality at cloud virtual machine on an open source
cloud computing software CloudStack enabled private test-bed. This work bolstered
by the research findings and progress made subsequent to CIM-PI, describes the
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phase-II design and implementation of eCloudIDS architecture’s ‘Cloud
VM/Instance Monitor (CIM-PII)’ with an enhanced monitoring and administration
capabilities at VM operating system level including support of heterogeneity in
logs.

Keywords Cloud security ⋅ eCloudIDS ⋅ iCloudIDM ⋅ CIM-PII ⋅
State-of-the-art cloud computing security taxonomies ⋅ Cloud security framework

1 Introduction

Cloud computing is definitely a win-win model for all the enterprises and its
stakeholders. But the numerous security concerns associated to it prevents the
enterprises from migrating to the cloud paradigm [1–3]. Thus understanding these
several security lacunas, and addressing all of them is the top most necessity
especially when accounting the user’s privacy and sensibility of the data positioned
in public (and hybrid) cloud environments.

eCloudIDS [2] is a next-generation generic cloud security framework designed
with a hybrid, innovative two-tier expert engines. eCloudIDS addresses the top 3
state-of-the-art cloud computing security taxonomies [1] namely logical storage
segregation and multi-tenancy security issues (taxonomy #1) [4–7], identity man-
agement issues (taxonomy #2) [8–10], and insider attacks (taxonomy #3) [11]. In
our previous effort, the architecture of eCloudIDS [2] along with the implementa-
tion of the uX-Engine [4], proposal and implementation of iCloudIDM’s layers I [9]
and II [10] subsystems were described. Further the experimentation continued with
[12], which was a prototypical implementation that achieved an appropriate result
on monitoring functionality at cloud virtual machine deployed in a private cloud
test-bed using CloudStack. The work here discovers furthermore with the design
and implementation of proposed eCloudIDS architecture’s monitoring subsystem
‘Cloud VM/Instance Monitor (CIM)’ Phase II by the research findings and progress
inherited from the earlier works. In general, CIM is responsible for observing the
events occurring on the user specified VMs or instances running on the infras-
tructure of eCloudIDS.

2 Related Work

It is ironical that though the existing CSP’s assure securing the privacy of data from
all aspects, clients are still ambivalent in trusting the CSP’s data security as CSP’s
are considered to be an outsider to their confidence circle [1, 2, 4]. CSP’s would not
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be adhering to provide the particulars of their executives who would be authorized
to the client’s data and may not disclose any process involved in watching their
access to this data. In [1, 4], it is conspicuous that “Malicious Insider” is one among
the top 3 threats in the cloud environment. The white paper by Juniper Networks in
[6] points that companies which migrated to public cloud suffer vast number of
breaches on the security front than they suffer with their outdated IT infrastructure.

In addition to the above, the data breach report by Verizon [13] highlights a 26%
surge in malicious insiders’ breaches amounting to a total of 48% of data breaches
by them. In the work [14], the authors have proposed an IDS model in which every
individual user is monitored by a mini instance of IDS. This model doesn’t focus on
protecting customer data which is very essential. In [15], the authors have proposed
a cloud security model that identifies, collects provenance data from the logs and
uses a rule based collection framework that allows for selective filtering of relevant
information from the logs. This model would face challenges in a cloud environ-
ment where there would be a requirement to consolidate logs from different
modules and hosts. CIM implementation will face this challenge in its implemen-
tation using intelligent logging and machine learning techniques.

In the work of [16], a framework named “Intrusion Detection System as a
Service (IDSaaS)” is introduced that allows users to defend their public cloud
instances. This implementation works with a single public cloud currently and this
framework should be generalized to work in a distributed environment and have
capability to work in diverse or even in heterogeneous clouds. In [17], authors
considered two methods, one that is performance approach where the system can
generalize to new types of vulnerability and help detect abuse of privileges attacks.
But it gives a high false alarm rate. The second method being the information
approach notices known trails left by attacks, have potential for low false alarm
rates. The CIM implementation focused on performance approach using the tech-
niques of AI. C. Mazzariello et al. [18] explored the advantages of distributed, and
centralized approaches to find and prevent the outbreaks originated by customers or
external nodes. Although it is a fast and cost effective solution, it can only detect
known attacks as only Snort is involved. From our work in [19, 20], we analysed
the supervised learning techniques in detail to apply to the eCloudIDS architecture.

In extension to the eCloudIDS proposal [2], the work [4] explores implemen-
tation of eCloudIDS architecture’s Tier-1 uX-Engine subsystem’s implementation.
In another work, the architectural implementation of iCloudIDM’s layers I [9] and
II [10] subsystems were explained. Further in [12], a prototype that achieved the
monitoring functionality at cloud virtual machine appropriate result on the
deployment of cloud in a private environment using CloudStack. This paper
describes the phase-II design and implementation of eCloudIDS architecture’s CIM
(CIM-PII) subsystem that intends to enhance the monitoring and management
capabilities of CIM by using enhanced algorithms on additional logs that are
heterogeneous in nature.
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3 Cloud VM/Instance Monitor (CIM) in eCloudIDS

Cloud VM/Instance Monitor (CIM) subsystem is accountable for monitoring the
events occurring in the user specified VMs/instances. Since it is important to decide
which one to log and not to, CIM is designed to monitor the VM in an uninterrupted
manner on the directories used by user’s applications, files, and even the tables in
the database as designed in C3 by the user. CIM monitors all the events of hackers,
unauthorized, and legit users and report it to H-log-H for instant capturing of each
and every action for the configured instances.

Based on the nature of the resources accessed in the virtual machines by any
user, the output of CIM might produce heterogeneous audit logs. A primitive
approach followed is to build a parser for every type of log subjected to study and
later structured into a single unified unit. This system tends to overcome traditional
IDS limitations by employing self-learning capabilities (machine learning tech-
niques) which will assist in tolerating small performance deviations. CIM scruti-
nizes the performance of virtual servers, applications running on them and even the
best resources they share. These auditing tools designed for each logs will amass a
huge amount data and discover patterns which may be difficult to identify
otherwise.

3.1 Cloud Instance Monitor—Phase I

The Phase-I implementation of CIM focused on a primary log called as auth.log file
that is omnipresent in any Linux based operating systems. CIM monitors auth.log
and extracts significant fields such as Timestamp, login user, login module, ruser,
rhost, USER, CMP, PWD, message from it. These fields have all the information
required to authenticate an authorized or an unauthorized access. CIM then parses it
to store into a separate log file named myauth.log which is advanced to the next
subsystem (H-Log-H) of eCloudIDS for further analysis. CIM-PI implementation
witnessed a proficient accomplishment in producing myauth.log file output as
targeted.

3.2 Cloud Instance Monitor—Phase II

The research findings subsequent to the Phase-I implementation of CIM proved to
be fruitful paving way for progressing in several aspects, out of which two of them
are mainly taken into account, explored, and implemented in Phase II of CIM. They
are:
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• To extract information subjecting two more logs significant to the intrusion in
VM.

• To prove the capability of CIM subsystem in handling heterogeneous logs.

4 Design and Implementation

The complete experimentation was on a private cloud infrastructure using
CloudStack 3.0.0 and Citrix XenServer 6.0 hypervisor. One of the Cloud VM was
booted with CentOS 6.0 32-bit. This will be henceforth mentioned as Instance-M in
this paper. This VM was deployed with an application, i.e. a prototype deployed
with MySQL database. CIM monitors the activities of a cloud VM through log files,
given the fact that each activity of a virtual machine gets recorded in its operating
system log files. It parses the log files to obtain the required fields separately and
stores those fields in separate log files. Parsing is done with the help of customized
algorithms designed for each log types.

Using the Zeitgeist service in Ubuntu OS, the log files were tracked down and
were logically deployed for the implementation. The following are the list of system
generated log files that were parsed for this investigation:

• Syslog—/var/log/syslog
• daemon.log—/var/log/daemon.log
• auth.log—/var/log/auth.log
• recently-used.xbel—/.local/share/recently-used.xbel

These parsed files are then sent to H-log-H and ALP subsystems, which manages
and maintains these files and generates single final structured output for uX-Engine
to process further. The log files specified in Table 1 with particular fields and
modules were subjected for experimentation.

The main reason for subjecting the above four logs specifically is that they were
heterogeneous nature both in semantics and in behaviour. These logs each provides
information from multifarious levels in an operating system where data tampering is
recorded such as actions at kernel, storage, access control and file levels. The syslog

Table 1 Logs, Modules and Fields in Ubuntu OS taken for eCloudIDS implementation

Logs Modules Fields

auth.log sudo, su, gdm-session-worker,
gnome-screensaver-dialog, polkitd

time, date, loginuser, module, ruser,
rhost, PWD, CMD, USER, message

daemon.log rtkit-daemon, avahi-daemon,
gdm-binary, NetworkManager, dhclient

Time, data, loginuser, module,
DHCPDISCOVER, message

sys.log rtkit-daemon, avahi-daemon,
gdm-binary, NetworkManager,
dhclient, kernel

Time, data, loginuser, module,
DHCPDISCOVER, message
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typically contains the logs of kernel level activities. Apart from kernel level
information, typically the syslog captures several other activities and the associated
information which are not recorded by the other logs. This results in accession of
numerous logs to monitor, some of which are extraneous to this experimentation.

The Daemon Log is generated by a program running in the background of the
operating system that ensures proper functioning of the OS. Using daemon log even
certain crucial information such as the file name, application name accessed and
analysed. The CIM was configured to monitor and capture the entries of USB
related activities. Similar to syslog, a dedicated daemon log parser was imple-
mented specifically to capture only the necessary fields from daemon.log.

The Xbel log file i.e. recently-used.xbel file is primarily a part of the
GTK + library. It can be inferred from the file name that the Xbel log records the
list of the most recently used files. The main rationale for including Xbel logs for
experimentation is to monitor the recent activities from heterogeneous applications.
It is to be noted that unlike the other logs, the recently-used.xbel is in an XML
format. This parsing is dealt by the H-log-H subsystem distinctly to translate it into
a processed format. In the recently-used.xbel file, the elements are added according
to creation date and not according to the modification date. Capturing the date
modified was essential for the experimentation and thus the CIM Phase II sub-
system was tweaked.

In the Ubuntu family, all authentication attempts are recorded in a discrete file
known as auth log. The ironical reason to study the auth log for this experiment is to
learn the user login patterns to understand the usage and control the user has over
the sudo command so as to ascertain the level of severity to the message while
subjecting to the experimentation of this system. Also to extract only the relevant
logs pertaining to user login authentications, a dedicated auth log parser was
implemented. Thus the four logs supervised for the CIM-PII covers the following
breadth:

• Kernel level activities
• Application daemons/USBs
• Recently used files
• Authentication attempts

Thus the audit logs outputted by the CIM module is heterogeneous irrespective
of its severity and authorization, and access by any user.

5 Results

This section analyses the result of the enhanced Phase II (CIM-PII) implementation
of Cloud VM/Instance Monitor subsystem of our eCloudIDS security framework.

Phase-I implementation of CIM i.e. CIM-PI [12] was expected to work with
minimum functionalities so as to prove its concept to be extended in future for
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better integration, and result. Extending this implementation is the CIM-PII where
the breadth of the experiment was expanded and three more logs of variant func-
tionalities were put into processing. The approach of heterogeneous log by CIM
monitoring module witnessed a proficient accomplishment as targeted. This output
is further capable as compared to CIM-PI of going as input to eCloudIDS frame-
work’s next subsystem namely H-log-H. The screenshots of the results obtained
from this implementation is shown in this section. Figure 1 shows the Instance-M
along with its experimental project complete package deployment using CloudS-
tack. Figure 2 shows the monitored logs recorded with respect to various user

Fig. 1 Experimental project deployment in Instance-M

Fig. 2 CIM-PI’s auth.log with recorded user activities on Instance-M configured with Ubuntu
10.04 32-bit LTS OS
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activities on Instance-M in a log file. Figure 3 shows the processed CIM-PI result
screen of the log file, which has the CIM-PII processed data with specific selected
fields from different log files. This log will act as an input to H-log-H subsystem of
eCloudIDS.

6 Conclusion and Future Directions

The architecture proposed with eCloudIDS aims to offer the maximum security
assurance for enterprises which weights their data security over everything else in
cloud computing environments (public and hybrid). This research work explores
the extended implementation or Phase-II internal design particulars and imple-
mentation of eCloudIDS security framework’s Cloud VM/Instance Monitor sub-
system (CIM-PII) with VM-level Operating System monitoring capabilities. While
this reveals different research concentrations in the cloud security arena, CIM-PII
also provides future ways on exploring extended heterogeneous monitoring capa-
bilities at cloud virtual machine level. In this paper, the CIM-PII implementation
achieves the monitoring functionality at cloud virtual machine appropriate result on
the private cloud test infrastructure set up using CloudStack. This result when
compared to CIM-PI provides more monitoring and management capabilities so as
to support heterogeneity logs as input to succeeding subsystem H-log-H in
eCloudIDS security framework. CIM-PII will enable eCloudIDS to further enhance
the performance of its core engines, i.e. uX-Engine and sX-Engine, to get overall
superior accuracy result.

Fig. 3 CIM-PI’s myauth.log output
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A Review on Big Data Mining in Cloud
Computing

Bhaludra R. Nadh Singh and B. Raja Srinivasa Reddy

Abstract Data mining has become indispensable in the wake of ever-growing data
in enterprises. The IT departments of organizations have their data mining services.
However, the size of data is increased exponentially in such a way that the existing
mining algorithms are inadequate to handle such data. The rationale behind this is
that the data has become big data with characteristics like volume, variety and
velocity. The big data needs to be handled in a distributed environment. Such
environment is provided by cloud computing with its rich pool of computing
resources. Therefore it is important to understand the dynamics of big data and
mining of big data. Aligning IT wings of organizations to handle big data and
perform mining on the big data is time consuming and needs investment. For this
reason, it is desirable to have a mining service in cloud that can cater to the needs of
organizations at an affordable price. This is actually a paradigm shift in thinking of
obtaining business intelligence required by organizations. Towards this end this
paper reviews literature and provides useful insights that can help in compre-
hending the present state-of-the-art on big data and possibility of mining service in
cloud computing.
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1 Introduction

Data plays significant role in the growth of any organization. When harnessed, data
provides valuable insights that help in making strategies for business growth.
Traditional approaches for analyzing data can be traced back to manual analysis and
computerized analysis through data mining. Data mining is the process of dis-
covering interesting facts from data sources. They are called trends or patterns.
These are the discovered facts there were not known earlier. Many data mining
algorithms came into existence to serve organizations in discovering actionable
knowledge. Nevertheless, the data is growing exponentially and it has got char-
acteristics like volume, velocity and variety. Such data is called big data. The
existing data mining algorithms cannot handle big data efficiently for many reasons.
First, the data is very huge and with different varieties. Second, the data mining
algorithms were developed for serial processing and they cannot support parallel
processing. Third, the existing algorithms are inadequate to perform their operations
on big data. For this reason it is desirable to have new data mining algorithms that
can work in distributed environment and cater to the big data processing required by
organizations.

1.1 Big Data

Big data refers to the data with huge amount of data (volume), with structured and
unstructured data (variety) and the data on transit (velocity). Enterprises in the real
world are producing huge amount of data and that data is growing exponentially
from time to time. Such data is called big data. Big data mining can provide
opportunities and security issues to enterprises. In fact big data processing can add
value to businesses when the data is mined and comprehensive intelligence is
extracted.

1.2 Volume

This is one of the features that indicates huge amount of data. It also reflects
exponential growth of data. Social networks and sensor networks are some of the
examples where huge amount of data is generated. Recently there is unprecedented
growth in the accumulation of data.
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1.3 Velocity

Velocity refers to the moving nature of data. Data is steamed or accumulated
constantly from different sources. For instance sense networks send data continu-
ously to base station. The speed with which data is flown reflects the term velocity.
Big data processing needs to deal with it.

1.4 Variety

This attribute refers to the fact that the big data has different varieties of data. As the
data is arrived at the destination from different sources, the data is naturally of
different kinds. The sources of data may be from news, emails, web logs, sensor
networks and social networks. Handling such data which is in the form of structure,
unstructured and semi-structured formats is very important requirement for pro-
cessing big data.

1.5 Variability

This indicates that the data that comes from different sources many not be com-
patible with each other. Due to certain events data flow might have sudden
increases that can have influence on the processing of big data.

1.6 Complexity

As data comes from different sources with different formats and the data is huge, it
is naturally complex in nature. Such data needs to be correlated and processed.

1.7 Value

The ultimate purpose of maintaining and processing big data is its value to an
enterprise. The value refers to the results of using business intelligence (BI) that
helps in organic or inorganic growth of an organization. BI can help enterprises to
make strategic decisions that lead to sustained growth in the competitive world.
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2 Big Data Classification

There are many classes of big data. Stated differently there are many terms asso-
ciated with big data. They are data processing, data staging, and data storing,
content format and data sources. Each category has different aspects again. The
classification of big data is visualized in Fig. 1.

The data sources available are IoT, transactions in different domains, social
networking, sending, remote sensing, and World Wide Web (WWW). The data
formats include structured, unstructured and semi-structured. The data stores are in
the form of key-value pairs, graph based data, column or document-oriented data.
The data staging is a process of normalization, data cleaning and data transfor-
mation. The data processing can be done using either real time process or batch
processing.

3 Need for Big Data Mining

When there is exponential growth of data there is possibility of having very useful
information hidden. Processing a portion of data may produce biased information
that cannot be used to take accurate decisions. Sometimes big data contains cross
organizational data. In other words, it is the data of a domain such as banking where
data comes from different banks. Thus it is useful to get hidden trends in the data of
the domain in order to have required business intelligence. Such BI can affect the
whole domain instead of one or two players in the domain. Big data mining refers
to considering the big data (whole data from different sources) for processing. Big

Fig. 1 Classification of big data [1]
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data mining can provide comprehensive business intelligence which lacks if a
portion of data is processed. As big data is different from traditional data with
characteristics aforementioned, there should be different environment to process it.
Processing voluminous data needs high processing power and a great deal of
resources. Therefore it is essential to have big data mining to obtain very useful BI.
Figure 2 shows why an organization should consider processing big data.

The blind men having limited view of sight on the data and made biased con-
clusions that are not accurate. This is clearly indicating the need for processing big
data for comprehensive business intelligence. Since big data can add value to big
business it is important to have such data mining strategy to make well informed
decisions [3].

4 Big Data Platforms

Big data is relatively new research area. However, there are handful of frameworks
or platforms that can be used to work with big data in different levels. The big data
platforms are presented in Fig. 3. The big data platforms can support both real time
processing and batch processing. They support parallel processing by leveraging
GPUs in the cloud computing environment.

Big data platforms are the frameworks that support activities involved in pro-
cessing big data. Right from storage to processing of big data there are many
frameworks available. Apache Hadoop is one of the well known platforms that can
provide built in infrastructure to store and process big data. In fact Hadoop is a
distributed programming framework that supports MapReduce programming
paradigm. MapReduce is the programming approach where Map and Reduce
phases are involved. It is the programming approach that can process huge amount

Fig. 2 Biased conclusions by processing portions of data [2]
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of data or big data. Hadoop supports a distributed file system known as Hadoop
Distributed File System (HDFS).

Dryad is another programming approach that exploits Dataflow Graph Pro-
cessing (DGP). Apache Mahout is the platform that supports many pre-defined
machine learning algorithms that can be used to process big data. It can be inte-
grated with businesses so as to obtain business intelligence. Jasptersoft BI Suite on
the other hand supports report generation automatically. Pentaho Business Ana-
lytics [1] is another tool for generating reports. Skytree server is the tool used to
perform data analytics for big data mining. Tableau is another platform that can be
used for processing big data. It supports three different tools like Server, Desktop
and Public. For processing big data Karmasphere can also be used. Talend Open
Studio is meant for providing graphical interface for big data processing.

For handling of streaming data S4 is the cloud platform specially designed. Real
time processing and obtaining business intelligence is possible with Splunk.
A messaging system is provided is known as Apache Kafka which achieves high
throughput besides supporting in-memory analytics. SAP Hana is the big data
platform that supports in-memory analytics though its scalable batch processing.
Dremel is from Google for analyzing nested data in interactive fashion. A tool
similar to Dremel from Apache is known as Apache Drill [1]. When big data is
outsourced it there is possibility of privacy issues as explored in [4, 5]. In order to
overcome these issues there is solution through l-diversity and k-anonymity in [6]
in order to protect data from being abused. These techniques can effectively prevent
identity disclosure attacks.

Fig. 3 Big data platforms [1]
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5 Distributed Programming Frameworks

Distributed programming frameworks are the frameworks that work in cloud
environment and they exploit parallel processing and data centres for efficient
processing of big data. They support MapReduce programming paradigm that can
help in processing large volumes of data. There are many distributed programming
frameworks like Hadoop, Haloop, Hive, Mahout, Hbase, Pig, Spart, Twister,
MAPR, Acro, Cassandra, and Chukwa [7]. In the same fashion, there are many
databases that of NoSQL kind for supporting big data processing. They are Sim-
pleDB, MangoDB, DynamoDB and so on [7]. DicCO [8] is the framework known
for its ability to have collaborative aggregation for big data mining. Phoenix is a
framework for distributed programming that can exploit the power of GPU [9].
Weka tool can also be integrated with MapReduce tool for processing big data.
Stream mining is also possible with distributed programming frameworks as
explored in [10].

5.1 Processing Big Data with Hadoop and Haloop

As explored in [11] Hadoop is MapReduce framework which is open source dis-
tributed programming framework. Haloop is a variant of Hadoop which extends the
capabilities of Hadoop. Both can provide scalable programming solutions per-
taining to big data. The Haloop architecture is shown in Fig. 4.

Haloop has many features such as loop aware scheduling of tasks, scheduling,
indexing and caching. The architecture has three layers such as file system layer,
framework layer and application layer. The file system layer has two kinds of file

Fig. 4 Overview of Haloop
Architecture [11]
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systems such as distributed and local file systems. The local file system shows the
content of local system while the distributed file system reflects the files in dis-
tributed environment. The components present in the framework layer are task
tracker, loop control and scheduler. The task scheduler schedules given jobs in loop
aware fashion. The loop control coordinates to keep track of the given jobs. The
caching and indexing are the features that can help to improve the speed of the
processing. The slave and master nodes are in application layer that are meant for
processing big data (Fig. 5).

The iterative processing in Haloop and MapReduce frameworks function dif-
ferently. The loop awareness is not supported in Hadoop while the Haloop has
support for it. Haloop also supports caching and page rank algorithms in order to
improve the processing and presentation of results.

5.2 Large Scale Data Processing with Sailfish

Another framework named Sailfish was explored in [12] which is based on the new
programming paradigm MapReduce. It has improved Map and Reduce parts of the
programming model. When compared with Hadoop it exhibits 20% performance
improvement. This is achieved through auto tuning feature.

As can be seen in Fig. 6, Sailfish has improved mechanisms for Map and
Reduce. They are made flexible to work with huge volumes of data. They exploit
the features such as auto-tuning for better processing. Its performance is evaluated
using benchmark datasets provided by Yahoo. The parallel features of the envi-
ronment are used by the framework with intermediate operations achieving high
performance in terms of reducing computational overhead.

As shown in Fig. 7, the data is executed in batches. The framework uses this
feature as and when required in order to reduce computational overhead. This is
achieved by using efficient intermediate processing. It makes use of I files in order
to support batch processing effectively.

Fig. 5 Comparison of iterative process in Hadoop and Haloop [11]
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6 Relationship Between Big Data, Map Reduce and Cloud

Since big data is very huge and cannot be handled in the local machines due to
limitations in the resources, cloud is the well known platform to handle such data.
Therefore there is relationship between big data and cloud as cloud only can pro-
vide required resources for processing big data. Cloud can provide distributed
programming frameworks, data centres and a pool of computing resources. The
distributed programming frameworks are typically used to process huge amount of
data. Especially they support MapReduce to handle huge amount of data. Virtu-
alization is technology that makes the cloud computing easier. In fact cloud is on
top of virtualization technology for scalable and available services. Big data utilizes
the services rendered by cloud for efficient storage. Cloud based applications can be
used to process big data [7]. The relationship between the MapReduce, cloud and
big data can be understood by looking at Fig. 8.

The MapReduce programming model works in tandem with HDFS for pro-
cessing big data which is stored in cloud. There are queuing engines like Mahout
and Hive for effective processing of big data. HDFS is used to store and retrieve
unstructured data. This is the file system that can cater to the file handling needs of

Fig. 6 Map and Reduce
tasks of Sailfish [12]
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Fig. 7 Batch processing process in Sailfish [12]

Fig. 8 Big data using cloud and MapReduce [7]
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the distributed environment [7]. There are many cloud computing services provided
by Google, Amazon, Microsoft and IBM. The frameworks like Elastic MapReduce,
Azure, Hadoop and BigQuery are used to process big data. There are some case
studies successfully exploited big data analytics. They include Alacer, Nokia,
redbus, Swiftkey, and 343 Industries.

7 Conclusion and Future Work

In this paper a review is made on big data, distributed programming frameworks
and MapReduce programming paradigm. This review provides basic level insights
into cloud computing, big data, and need for big data mining. Traditional pro-
gramming models cannot exploit GPUs available in pool of cloud resources.
MapReduce can do this by utilizing parallel power of GPU. There are many dis-
tributed programming frameworks such as Sailfish, Hadoop and Haloop that sup-
port MapReduce programming. There is relationship between cloud computing,
MapReduce programming paradigm and big data. As huge amount of data is
outsourced to cloud and processed by distributed programming frameworks, there is
natural relation between the cloud, MapReduce and big data. The review of
frameworks in this paper can provide useful information besides relating them with
programming model and cloud. In future we build a framework for providing a
special big data mining service over cloud.
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Implementation of Fuzzy Logic Scheduler
for WiMAX in Qualnet

Akashdeep

Abstract IEEE 802.16 standard has not specified any algorithm for implementa-
tion of schedulers which has led to number of developments in recent past. Soft
computing techniques like fuzzy logic based schedulers have also been proposed
however integration of these schedulers into existing simulators is still a competing
task. Although lot of help is available on web regarding integration of different
algorithms in simulators but implementation of soft computing based algorithms in
available simulators is still an open issue. This paper is an attempt to guide
researchers towards implementation of fuzzy logic based scheduler in Qualnet
simulator. Class diagram with sample code snippets are proposed to aid and guide
researchers. The paper also discusses implementation of various quality of service
mechanism for IEEE 802.16 networks.

Keywords IEEE 802.16 ⋅ Wimax ⋅ Growth of standard ⋅ Wimax forum

1 Introduction to WiMAX Scheduling

IEEE 802.16 is a series of Wireless Broadband standards written by Institute of
Electrical and Electronics Engineers (IEEE) [1]. Current IEEE 802.16 standard does
not specify any scheduler for WiMAX network and vendors are free to innovate
and research with algorithms of their choice in this field. Scheduling in WiMAX is
possible in both uplink and downlink directions. Scheduling decision in uplink are
difficult to make as BS may have only limited or outdated information about current
state of each uplink connection because of delay and likely collisions on the net-
work. There are many schedulers available for WiMAX but adaptive and adequate
schedulers are still in growing stage of development. Design of an adaptive
approach for solving scheduling problem in WiMAX can be implemented using
fuzzy uncertainty theories. Fuzzy logic based schedulers can be used to implement
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intelligent and adaptive algorithms. The readers may refer to studies of [2–4] for
number of fuzzy logic based schedulers. Although theory and algorithm for fuzzy
logic based method is widely available but implementation of any fuzzy scheduler
in any of the simulators is not presented. This paper elaborates on implementation
of dynamic scheduler for IEEE 802.16 networks that employs concepts of fuzzy
logic in Qualnet 5.02 simulator. Scheduler based on authors own study has been
taken as base for implementation.

2 Qualnet Simulator

To simulate IEEE 802.16 networks different options were available like ns-2
WiMAX patch from NIST [5], WiMAX module proposed by Freitag [6], CNG of
University of Pisa [7], ns-3 simulator [8], OPNET [9], Omnet++ [10], MATLAB
[11] but Qualnet [12], a simulator from Scalable Technologies provides easy GUI
interface and object oriented architecture of its source code files. Qualnet is a
proprietary simulator developed by Scalable Network Technologies, New York,
USA. It is shipped with under mentioned libraries

• Developer Library
• Multimedia and Enterprise Library
• Wireless Library
• Advance Wireless Library
• Cellular Library
• Satellite Library
• Sensor Network Library
• UMTS (Universal Mobile Telecommunication System) Library
• Urban Propagation Library

2.1 Advanced Library Structure

Apart from providing support for above mentioned libraries Qualnet is shipped with
Advanced Wireless Library that provides features for simulation of IEEE 802.16
WiMAX networks. The advanced wireless library for Qualnet 5.2 provides support
for implementing features of IEEE 802.16 network. Implementation is divided into
MAC and PHY layers. Advanced library ships in with some pre compiled header
files for easy implementation of IEEE 802.16 features. PHY and MAC are
implemented in header files phy_dot16.h and mac_dot16.h respectively. Imple-
mentation of MAC features and MAC sub layer features are further divided into
number of independent files for their smoother interoperation and independent
operations. Table 1 lists these files together with their purpose.
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3 Development of Fuzzy Logic Based Scheduler
in Qualnet

Support for IEEE 802.16 in Qualnet 5.2 has been provided in Advanced Wireless
Library but researchers need to have knowledge of wireless and developer library to
understand its basic working. In spite of having a customized structure, scheduling
library is not implemented as single API. Code for scheduling is scattered within
various libraries and being proprietary software very little help about implemented
classes is available on web. There is a dire need to narrow down this gap and this
section provides an overview for implementation of scheduler in Qualnet. Figure 1
shows class diagram of developed fuzzy based scheduler for IEEE 802.16 networks
together with some important variables or functions of other classes with which
developed system interacts. WFQ algorithm has been implemented in WfqSched-
uler class with FQScheduler class as its base which further inherits some properties
of Queue class. The FQScheduler class provides some common functionality to
other weight-based schedulers also, so only specifics of insert and retrieve member
functions (which are particular to WFQ) need to be implemented for our scheduler.

Implementation of common features for IEEE 802.16 standard has been pro-
vided in MacDot16 class. This class acts as base for MacDot16Bs and MacDot16Ss
classes which provides features for configuration of properties for base station and
subscriber stations. The structure MacDot16Qos provides implementation of

Table 1 Implemented files in Qualnet for IEEE 802.16 MAC

File(s) Features available

mac_dot16.h Main header file of implementation of IEEE 802.16 MAC. It includes
structures for mac header, declarations for various timing signals, TLV
values, generic parameters for ranging, request, intervals defined,
declarations for service types etc.

mac_dot16_bs.h Implementation of BS features of IEEE 802.16 MAC. Declarations of data
structures together with supported operations for IEEE 802.16 BS

mac_dot16_cs.h Implementation of convergence sub-layer feature for IEEE 802.16 MAC
mac_dot16_phy.h Implementation of IEEE 802.16 MAC-PHY specific part
mac_dot16_qos.h Implementation of IEEE 802.16 Quality of service implementation
mac_dot16_sch.h Implementation of IEEE 802.16 scheduling functions
mac_dot16_ss.h Implementation of features supported for IEEE 802.16 subscribers
mac_dot16_tc.h Implementation of dot16 traffic conditioning and policing by

remarking/dropping based bandwidth/delay policy
mac_dot16e.h Implementation of IEEE 802.16e MAC as an extension of IEEE

mac_dot16.h
mac_dot16_cs.h Implementation of convergence sub layer of IEEE 802.16 MAC
phy_dot16.h Implementation of IEEE 802.16 PHY features
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quality of service features for admitted applications. It also includes number of
implemented functions like addition of new service class, updating of QoS
parameters for various applications etc. The function MacDot16QoSAppAddService
(…) helps to add service corresponding to application being admitted. This function
is called from application.h header file of wireless developer library. A service flow
for application is created by calling function MacDot16QosAddServiceClass(…).
Implementation of service flows is core to process of scheduling and its facilities are
tailored in mac_dot16.h file(header file for MacDot16 class). A service flow pro-
vides unidirectional transport of packets either to uplink, transmitted by subscriber
station or to downlink i.e. transmitted by Base Station. It is characterized by a set of
parameters as service flow identifier (SFID), service class name (UGS, rtPS, ertPS,
nrtPS, or BE), and QoS parameters (such as maximum sustained traffic rate, min-
imum reserved rate and maximum latency). QoS parameters for any service flow
are implemented by structure MacDot16QoSParameter and representation of ser-
vice flow is provided using MacDot16ServiceFlow structure. Both are implemented
in MacDot16 class.

In order to code fuzzy logic principles in Qualnet suitable data structures to
represent input/output variables, membership functions and fuzzy rules has been
designed. Fuzzy logic scheduler has been implemented as an extension of WFQ

Fig. 1 Class diagram of fuzzy based scheduler
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scheduler in class named as Fuzzyscheduler. The Fuzzyscheduler needs to interact
with number of different entities and its interaction with these entities is shown. The
class has implemented extended features of WFQ algorithm together with other
fuzzy logic operations. There are three major transformations that are made to data
before it is converted to output in any fuzzy system: Fuzzification, rule evaluation
and defuzzification. These transformations have been implemented by designing
functions fuzzification(…), evaluate_rules(…) and defuzzification() respectively in
Fuzzyscheduler class. Function defuzzification()is defined that calculates this value
on the basis of strength of output rules. It makes further calls to Area_Trapezoid()
function to calculate area under individual membership functions using centroid
method. A function MacDot16SchUpdateWeight (…) has been defined in
Fuzzyscheduler class. This function calls fuzzy inference system to find out new
weight value based on input variables considered in this study at appropriate time
intervals. Latency and throughput requirements for flow can be calculated from
specific quality of service parameters of that flow. A function MacDot16B-
sLengthOfQueue(…) has been designed in mac_dot16_bs.h file for calculating
amount of traffic present in queues. The function evaluates amount of data in
queues of respective service classes of subscribers registered with base station by
making calls to function bytesInQueue(…) defined in if_scheduler.h file. The
function returns value of variable bytesUsed as sum of bytes stored in respective
queue.

MacDot16 class contains structure named MacDot16MacHeader to simulate
MAC header for IEEE 802.16 networks. This structure is used to implement various
types of MAC header to be used by IEEE 802.16 standard for various purposes.
Fields for this structure are defined as character (byte) types to prevent alignment of
windows platform and different fields for generic type. This structure is used to
build information about bandwidth request. Information from this structure is
extracted by different functions based on which further actions are implemented by
different entities of MAC layer. A number of macros are defined to gather infor-
mation from this header like MacDot16MacHeaderGetBR(header). It reads value
for byte2, byte3 and three bits for byte 1, typecasts it to unsigned value in order to
get information about bandwidth requirement. The first byte is used to find type of
header i.e. whether header is generic or bandwidth request. Information in this
header is utilized by scheduler to process bandwidth request at base station and by
subscribers to indicate to basestation about its bandwidth requirements. Processing
of bandwidth request at base station is done by function MacDot16BsHan-
dleBandwidthRequest(…) defined in MacDot16Bs class. This function uses macros
to extract details of bandwidth requiremets sent by subscribers and depending on
type of bandwidth requested, i.e. aggregate or incremental, it either adds it to
previous requirement made by that service flow or assigns it as new aggregate
requirement for that flow. Similar macros are used by SS to indicate about band-
width requirements.

Allocation of bandwidth is done by functions defined in file MacDot16Sch.
cpp. There is function named MacDot16ScheduleUlSubframe(…) that provides
logic for bandwidth allocation in IEEE 802.16 networks. Function calculates value
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of variable dataLen for different services based on maximum sustained rate for UGS
and ertPS classes. Function makes use of technique discussed in previous chapter to
make allocations to other classes. It then sets variable maxBwGranted to indicate
about amount of bandwidth allocated to service flow. Information about bandwidth
granted to different SS is conveyed by UL-MAP message which is a component of
DL-subframe. The downlink subframe is built by function MacDot16Sched-
uleDlSubframe(…). The function ScheduleDlSubframe calls data schedulers for
each scheduling service to check for any queues requiring service. The weight
calculated by function MacDot16SchUpdateWeight (…) are used by fuzzy sched-
uler to serve different queues based upon their new weights. This process is con-
tinued until all queues are served or scheduler runs outs of slots.

4 Conclusion

The paper has presented implementation of a fuzzy logic based scheduler for IEEE
802.16 WiMAX network in world class simulator Qualnet 5.2. The implementation
has been done by extending the existing structure of standard simulator. The
extended class diagram together with implemented functions has been discussed.
The paper also discusses technique to generate various applications and implement
various features for IEEE 802.16 WiMAX networks. The paper may be lifeline to
research scholars who are exploring the possibility to research and explore
scheduling issues in WiMAX networks.
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A Survey of Evolution of IEEE 802.16
Certification and Standardization

Akashdeep

Abstract IEEE 802.16 is better known with the name of WiMAX as a future
technology for communication networks. Most users are aware about technical
details of IEEE 802.16 networks but very little has been discussed about pro-
gression and evolution of certification and standardization process. This paper is a
novel attempt to trace this progression and will enlighten today’s audience about
process of WiMAX towards being one of popular technology. This paper is an
attempt to summarize various activities that took place at IEEE for standardization
and development of IEEE 802.16 as new standard. A comprehensive analysis of
various projects and their timeline development is elaborated that reveals impor-
tance and incorporation of new ideas into already existing standards. Role of
organizations like WiMAX forum is also elaborated.

Keywords WiMAX ⋅ Standard growth ⋅ WiMAX forum

1 Introduction to IEEE 802.16 and WiMAX

Wireless and mobile communications have changed communication systems over
past decades. IEEE 802.16 is an internationally accepted standard [1] to provide up
to 1 Gbit/s for fixed stations which is better than conventional cable modem and
DSL connections. WiMAX facilitates various service providers to come across
various challenges that they encounter due to growing customer demands since it
has capability to flawlessly interoperate across different network types. Majority of
articles and surveys being published on WIMAX [2–7] details only about technical
details of technology. The contribution of various reports in listing offerings of
various task groups is also limited. There have been some good books [8–11] listing
growth of standard but related details have still been missing and only a list of
various amendments is provided. One of study in this direction is available at [12]
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but there are few missing links. Authors in this study have tried to bring insight into
various entities and processes involved in the standardization process. Role of
WiMAX Forum organization in promoting, liaising with industry and certification
of various devices is also specified. Organization of paper is as follows: Complete
development process is portrayed in next section, role of WiMAX forum and use of
system and certificate profiles is elaborated in next section. Conclusions and
analysis are presented in the last section.

2 Advancements in IEEE 802.16 Standard

Many telecos initiated the idea to promote use of fixed broadband networks for
providing Internet connectivity to businesses and individuals. The outcome of these
findings led to formation of National Information Infrastructure and Local Multi-
point Distribution Service (LMDS) bands with ranges 5–6 and 30 GHz. A need was
felt by wireless community to standardize networks operating in such range that
eventually paved way for IEEE 802.16 standard. Origin of standard and its growth
is divided into four different stages covering entire life span of standard with
different amendments and revisions.

2.1 Stage 1: Origin of Standard and Initial Years
(1998–2003)

Project P802.16 was created by IEEE 802 Study Group established in 1998 to work
on development of Broadband Wireless Access (BWA) and approved specification
for interoperable LMDS in 1999. LMDS obtained consideration of investors as it
provided broadband internet with other entertainment services but it failed as there
was not any uniform standard for its access. Then IEEE 802.16 Working Group was
erected by disbandment of this Software group (SG) to manage a new project,
P802.16, on Broadband Wireless Access Standards. This project used a single
carrier for air interface in 10–66 GHz and therefore was named Wireless MAC SC
(single carrier). However it was renamed to P802.16.1 in 2000 so that consistency
in numbering can be maintained with concurrent project, P802.16.2, developed by
Task Group 2.

Project P802.16.3 which was targeted to develop sir interface standard for
2–11 GHz got approval in 2000 and TG3 was constituted for its development. The
project proposed three implementations for physical layer: Wireless MAN-SCa6
(Single Carrier), Wireless MAN-Orthogonal Frequency Division Multiplexing
(OFDM) and Wireless MAN-Orthogonal Frequency Division Multiple Access
(OFDMA). It was agreed to use a single MAC protocol running over different
physical layer options therefore all air interface projects were intended to be
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brought under one standard namely 802.16. A separate amendment was developed
for each additional air interface specification. Goals of P802.16b were integrated in
P802.16a and the former was withdrawn. Finally, IEEE Std 802.16-2001 was born
in 2001 and was published in April 2002.

The standard was amended with IEEE 802.16-2001c “detailed system profiles
for 10–66 GHz” and set of predefined parameters were included to provide inter-
operability support. It was the first amendment to IEEE 802.16-2001 which aimed
for wireless networks operating on licensed radio frequency bands. A second
amendment to current standard was made in form of IEEE Std 802.16a-2003.
Certain modifications to MAC were made and additional physical layer specifica-
tions for 2–11 GHz were included. This standard was not affected by rain attenu-
ation and operated in NLOS (Non-Line-of-Sight) environment which led to
reduction in installation of antennas. IEEE 802.16a supported mesh network modes
of operation that broadens basic 802.16 transmission range by passing single
communication from one transceiver for providing guaranteed QoS to support voice
and video messages.

2.2 Stage II: First Major Revisions to Standard (2003–2008)

In 2002, a new study group named as Mobile Wireless Metropolitan Area Network
Study Group was established to pertain to issues of mobility. Group has to draft
report on addition of mobility to existing standard considering scalability of users.
This was implemented as project P802.16e as it was being handled by Task
Group E. Project P802.16d was transformed into revision project to accommodate
all revisions and renamed to P802.16-REVd. It led to approval of IEEE Std
802.16-2004 and IEEE 802.16-2001 and its two amendments were made obsolete.
This standard offered OFDM (Orthogonal Frequency Division Multiplexing) with
256 carriers. It provides three different air-interfaces: (a) Wireless MAN-single
carrier modulation (b) Wireless MAN-OFDM modulation with 256-point FFT with
TDMA channel access (c) Wireless MAN-OFDMA with a 2048-point FFT. It
includes two-way authentication for security purposes and supports “multihop”
mesh networking to enable retransmission of packet from one node to another.
Both TDD and FDD transmission mechanisms were supported by this extension.

In 2004 a new study group named as Network Management Study Group was
created. This group was responsible for development of Management Information
Base both mobile and fixed services. It resulted in creation of two projects P802.16f
and P802.16g. The draft document proposed in P802.16f was approved as standard
IEEE Std 802.16f-2005 in September 2005. IEEE 802.16-2004 underwent its first
amendment that got published in December 2005. Progress made in project
P802.16e which was started in 2002 eventually led to a new standard IEEE Std
802.16e-2005 that was second amendment made to standard. IEEE 802.16-2005
(IEEE 802.16e) was published in February 2006 by IEEE with frequency band of
2–6 GHz for mobility. It is also known as Mobile WiMAX. This technology adds
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support for mobile subscriber stations. It would also support communication for
users moving at vehicular speeds because of its technological advances of high
speed signal handoffs. IEEE 802.16e has some clear advantages over 802.16-2004
as it provides support for multicast and broadcast service feature. It also supported
enhanced techniques of Multiple-Input Multiple-Output (MIMO) and Adaptive
Antenna System (AAS).

2.3 Stage III: Second Revision and New Amendments
(2008–2013)

As P802.16-2004/Cor2 was merged into P802.16Rev2, merging of draft for
P802.16Rev2 and P802.16i was also decided by IEEE working group in 2007. It led
to with drawl of project P802.16i in 2008. In Jan. 2008, an Adhoc group ‘16jm’ was
instated to study issues regarding repercussions of 802.16j and relay support. This
AdHocGroup contributed to TaskGroupm in 2008. IEEE later in 2009 approved new
revision of IEEE Std 802.16 known as IEEE Std 802.16-2009. IEEE Std 802.16-2004
was now ready to be replaced by new standard IEEE 802.16-2009. Support of single
carrier physical layer no longer interested vendors, eventually leading to removal of
Wireless MAN-SCa and inclusion of Wireless MAN-SC, Wireless MANOFDM and
Wireless MAN-OFDMA. IEEE Standard 802.16j-2009 was approved as standard for
draft developed by Relay Task Group and newly approved standard IEEE
8021.6-2009 got its first revision immediately on its inception.

To improve robustness and reliability Network Robustness and Reliability
(NRR) committee was approved in 2008 by 802.16 Working Group. The committee
proposed creation of IEEE 802.16 GRIDMAN Study Group on ‘Greater Reliability
in Disrupted Metropolitan Area Networks’ in 2009. The Study Group proposed an
amendment to IEEE 802.16 on Higher Reliability Networks, which was approved
in 2010 as project P802.16n. Work on license exempt TG was started in 2004 but
no progress was made in this project even after four years of its inception which is
the maximum life time period for any project assessment report. Two extensions
were already granted to it and it was facing closure. However this licence exempt
work group was able to develop project P802.16h and IEEE SASB approved it as
standard 802.16h-2010 in 2010. In order to investigate future network challenges
and possibilities, a new Project planning group was formed in November 2009.
This Project Planning AdHoc group began drafting a machine-to-machine (M2M)
Communications study report in 2010 and IEEE Project planning committee was
formed on the basis of this group. IEEE Project Planning Committee proposed an
amendment to existing IEEE Std 802.16 to enhance M2M communications.
IEEE-SASB accepted it is as project P802.16p. This amendment supports low
power operations, small burst transmissions and was built on features in project
P802.16m. Draft for project P802.16m by TG ‘m’ was completed as IEEE Std
802.16m-2011.
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2.4 Stage IV: Current Standard and Ongoing Projects

The growth of IEEE 802.16 standard and its various amendments are shown in
timeline diagram of Fig. 1. The figure shows development of various projects and
evolution of standard on year wise time scale. Currently as on today (7th May
2016) following standards are active.

Active Standards

• IEEE 802.16-2012: Revision of IEEE Std 802.16, including IEEE Std 802.16h,
IEEE Std 802.16j, and IEEE Std 802.16m

• IEEE Std 802.16p (First Amendment to IEEE Std 802.16-2012): Enhancements
to Support Machine-to-Machine Applications; 2012-10-08

• IEEE Std 802.16n (Second Amendment to IEEE Std 802.16-2012): Higher
Reliability Networks; 2013-03-06;

• IEEE Std 802.16q (Third Amendment to IEEE Std 802.16-2012): Multi-tier
Networks; 2015-02-16;

• IEEE 802.16.1-2012: Wireless MAN-Advanced Air Interface for Broadband
Wireless Access Systems, 2012-09-07

• IEEE Std 802.16.1b (First Amendment to IEEE Std 802.16.1-2012): Enhance-
ments to Support Machine-to-Machine Applications; 2012-10-10

• IEEE Std 802.16.1a (Second Amendment to IEEE Std 802.16.1-2012): Higher
Reliability Networks; 2013-06-25

• IEEE Std 802.16k-2007

Fig. 1 Timeline for development of standard IEEE 802.16
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3 WiMAX Forum

WiMAX forum is an organization with telecom operators and equipment manu-
facturers as its members looking after development of WiMAX and makes speci-
fications for design of equipments. It issues ‘WiMAX Forum certified’ labels to
products of equipment manufacturers developed in compliance with IEEE 802.16
standard. Technical Activities are organized with help of number of working groups
within WiMAX Forum [13], Table 1 and harmonized by Technical Steering
Committee.

3.1 Certification Process

WiMAX forum has established Test suites and testing laboratories to test vendor
equipment and issue WiMAX Forum Certified Label to equipments. There are three
WiMAX Forum Designated Certification Laboratories (WFDCL) [13] as compared
to six listed by [11]. A vendor submits equipment with a certification profile and
Protocol Implementation Conformance Statement (PICS) and a Protocol Imple-
mentation Extra Information for Testing (PIXIT). PICS is questionnaire defined by

Table 1 Working groups within WiMAX forum

Working group Major role

Service Provider Working
Group (SPWG)

Coordinate between ISP, WG and WiMAX Forum Board
recommendation, requirement for network, air interface
specifications

Aviation Working Group Use of WiMAX in Air and Aviation Applications
Technical Working Group
(TWG)

technical product specifications and certification test suites
development for air interface based on OFDMA PHY

Smart Energy Working
Group (SEWG)

– Promotion of WiMAX for smart energy applications like
mining

– Seek inputs from Oil, Gas and mining industry for
development of WiMAX

Network Working Group
(NWG)

– Create end-to-end networking and network interoperability
(NWIOT) specifications for all WiMAX systems

Global Roaming Working
Group (GRWG)

Assure availability of global roaming service for WiMAX
technology in a timely manner as demanded by the
marketplace

Regulatory Working Group
(RWG)

To Influence worldwide regulatory agencies to promote
WiMAX-friendly, globally harmonized spectrum allocations

Certification Working
Group (CWG)

Manage WiMAX Forum Certification Program through
selection and oversight of certification test labs
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WiMAX Forum and is to be filled by vendor while PIXIT provides information on
equipment configuration. Test suites and Certification Requirements Status List
(CRSL) relevant to submitted product are identified. MAC, PHY layer capabilities
are tested by RCT (Radio Conformance Testing), PCT (Protocol conformance
testing), MIOT (Mobile Interoperability Testing) while NCT, IIOT are used to
target upper layer capabilities with WiMAX Forum Network specification. Results
are reviewed by WiMAX Certification Body to acknowledge product certification.
It is also added to WiMAX Forum Certified Product Registry.

4 Conclusion

Study has presented an in depth coverage of evolution of projects, groups and
progress of standard. The innovations in standard led to shift of interest from 10–66
to 2–11 GHz spectrum in early years. Adaption and addition of new features like
mobility with multiple PHY layer technologies have been key elements in success
of standard. Growth of standard is presented in four different stages describing
additions and deletions made at appropriate time. Currently as of today, May 2016,
IEEE 802.16-2012 which is revision of IEEE 802.16, including 802.16h, 802.16j,
802.16m is applicable. Working of WiMAX Forum and various working groups
within it is also elaborated. The present paper is helpful to researchers and vendors
looking to participate in certification or standardization process.
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Mutual Trust Relationship Against Sybil
Attack in P2P E-commerce

D. Ganesh, M. Sunil Kumar and V.V. Rama Prasad

Abstract In recent years E-commerce has been developing rapidly. There are a
huge number of areas where E-commerce can be used. There are also some peer to
peer E-commerce applications that have been developed recently. These applica-
tions due to their openness, anonymity, decentralized nature, scalability is prone to
huge variety of attacks that include both active and passive attacks. These attacks
have been leading to the decrease of the reputation of the E-commerce organization
and may also lead to financial loss or loss of information. One such attack is Sybil
attack an active attack where a peer may try to forge its identity or obtain another
identity by false means. With those Identities a peer can listen to the transactions of
other peers and also he can manipulate the messages that are to be forwarded to the
other peers in the peer to peer network. In this paper, we propose a mutual trust
based network, thus diminishing the Sybil attacks.

Keywords Mutual trust relationship ⋅ Sybil attack ⋅ Peer to peer networks ⋅
E-commerce

1 Introduction

Peer to peer networks have wide range of applications. There can be communi-
cation systems, content rating systems, File sharing systems and also Ecommerce
websites. These systems are user friendly and user can be able to use those
applications easily. These peer to peer networks are popular for their openness,
anonymity, self-organization, decentralized nature [1], scalability and fault
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tolerance. Those activities will degrade the reputation of the system and also may
lead to the damage to the peers in the network. These malicious peers can degrade
the behaviour of the system. The cost of creating an identity in this type of systems
is easy and so, malicious peers may use this opportunity to launch a Sybil attack.
The number of identities that these attackers may create will depend on the com-
putation power [2] of the peer as well as its band width. Forged identities or the
identities obtained by a malicious peer are called Sybil peers. A Sybil identity [3]
can be an identity owned by a malicious user, or it can be a bribed or stolen identity
obtained through a Sybil attack. These identities can be used to obtain some kind of
profit in any form by damaging a certain honest user. These Sybil peers can attack
at both application level and overlay level. In this paper we propose a mutual trust
based system which uses the trust of peers to determine a peer’s trustworthiness.
This will allow the peers to exist in groups based on interest thus making the
neighbours more aquatinted to each other. This will reduce the Sybil attacks in the
system. Peers can identify each other based on the identifiers they obtained when
they initially come into contact. Those identifiers may be used to digitally sign the
transactions between those peers.

We further propose a centralized admission control as long as the peers have
been partially admitted in a group. Our approach is based on mutual trust between
the peers. This e-commerce system is based on interest among the peers. Peers are
able to monitor each other using the historical behaviour of a peer. We propose
mutual trust that can identify and eliminate Sybil peers. Sybil peers will have their
trust cancelled and will be eliminated from the network.

2 Models

2.1 Network Model

We consider network of peers which have open and anonymous characteristics.
Peers can take decisions on the trust to another peer [1] only if it is the member of
the group. A graph G is a tuple <V, E>, where V is the set of vertices and E is the
set of edges. V = {v1, v2, v3,….vx} are the peers in the network and E = {e1, e2, e3,
….ey} are the edges in the network. Only the neighbours of a peer can establish a
link among them. If there is a link from vi to vj, it means there is also a link from vj
to vi. If there is a link from vi to vj, then vi is called trust or and vj is called trustee.

Each peer maintains a set of identifiers to its neighbours which are unique for a
neighbour. Peers can broadcast any packets in the network and the neighbours help
it to spread those packets to all the peers in the network. Peers send messages to
each other if they know the identifiers of each other. Each edge in the network
represents a mutual trust in the network and will have a trust value t(vi, vj) asso-
ciated with it. Alternatively we can use the method in [2] where the adjacency is
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determined the value of aij that is if the value of aij is equal to 1 then they vi and vj
otherwise they are not adjacent.

2.2 Attack Model

In this paper, we focussed on the Sybil attack an active attack where an attacker will
possess multiple identities and uses those identities to mislead other honest peers in
the network. In this an attacker may obtain some personal information of the honest
peers or may gain some financial profit from the honest peers. In this paper we
focus on the peer to peer e-commerce. When a peer is compromised, all the
information will be extracted. In this approach we use mutual trust between the
interest peers to address these Sybil attacks. Mutual trust is scalable and efficient in
peer to peer e-commerce network (Fig. 1).

3 Preliminaries

For more details about the preliminaries, please refer to references.

4 Proposed Approach

In our approach there are two parts, one deal with the detection of Sybil attack and
the other deals with the spreading of the trust among the peers in the network. Our
algorithm will address the Sybil attack by using the mutual trust between the
interest peers in the network. Peers can trade with each other even if they are Sybil

Fig. 1 Detection of Sybil
attack
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or not. Peers will have identifiers that may uniquely identify a peer in the network.
Our algorithm can be used to test the suspected peer whether it is a Sybil or not.

4.1 Computation Model

In this approach establishing a link between two peers will depend on the trust of
the peers on the common neighbours of both peers. If trust of the two interested
peers on a common neighbour has a lot of difference then we can assume that the
peer can be a Sybil peer and so the link cannot be established between the peers
with the Sybil peer as an intermediate node. Thus the edges in the network are
keenly monitored and most of the edges that may result to Sybil attacks are not
allowed in the group (Fig. 2).

4.2 Dangers from the Compromised Peers

Sybil peers can compromise [4] the geographical routing in the group peer to peer
network. Compromised peers may collude and can make an honest peer to appear
as a Sybil peer by giving false recommendations or badmouth. Sybil peers may also
modify the data that it has to forward to other peers in the network and can mislead
the destination peer. Sybil attack peers can create more non-existing links in the
network [5] by creating more bogus identities in the system. Sybil peers can obtain
fair amount of private information of a honest peer by impersonating itself as some
other honest peer.

4.3 Cooperation Among Neighbour Peers

Some peers may be malicious and selfish which will damage the normal functioning
of the network. Peers must cooperate to communicate, discover, maintain the routes

Fig. 2 Mutual trust
computational model

162 D. Ganesh et al.



to other peers, and forward packets to their neighbours. In this cooperation some
peers may collude and do malicious transactions.

4.4 Mutual Trust Relationship

Our approach is two-fold: Initially each peer acts as an identifier source which will
help for the distribution of identifiers to the rest of the peers in the network and the
second phase in which neighbours cooperation is used to detect a peer to be a sybil
or not. Our method advocates peers can belong to many groups but has a base
group which is the first group it joined unless it has decided to change, which is out
of scope of our work. Mutual trust is derived from the similarity of the same set of
neighbours based on interest in a pair of peers, i.e., pi, and pj. We use the Jaccard
metric in which the similarity of peeri and peerj is defined as follows:

mutðpi, pjÞ= pi∩ pjj j
pi∪ pjj j ð1Þ

where pi ∪ pj
�� �� = 0. If mut(pi, pj) is not smaller than the similarity threshold S, then

the interests of peeri and peerj are similar. The similarity relationship is symmetric,
i.e., mut(pi, pj) = mut(pi, pj). If Nis the set of peer pi’s neighbours, and Nj is the set
of peer pj’s neighbours. Nij is the set of common neighbours of pi and pj assuming
that the feedback is given by the peers which trade with that peer, hence Nij =
pi ∩ pj, which are in the same or different groups [6] defined as Nij = pi ∪ pj. Sij is
the similarity between pis and pjs trust value, about the same set of neighbours. It
can be defined by the feedback of pis and pjs trust value about the same neighbours.
If L(i, j) represents pis local feedback about pj, this also shows pis behaviour in
different transactions. Considering the set of common neighbours of pi, and pj:
Nij = (H1, H2,…Hn). Assuming that L(i, j) represents pis feedback about pj, and the
pis report about pjs behaviour, which equates as the trust value, then: Qi = L(i, H1),
L(i, H2), …, L(i, Hn) is the pis trust vector about neighbours; Qj = L(j, H1), L(j,
H2), …, L(j, Hn) is pjs trust vector.

Suppose Mij is the similarity between pi and pj trust values, about the same set of
neighbours, and defined as the cosine angle between Qi and Qj, then Mij is cal-
culated as follows:

Mij =
∑x∈Nij

ðnLÞix × ðnLÞjxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑x∈Nij

ðnLÞ2ix ∑x∈Nij
ðnLÞ2jx

q ð2Þ

Mutual Trust Relationship Against Sybil Attack … 163



4.5 Detection of Sybil Attack Based on Mutual Trust
Relationship

Malicious peer will create more forged identities which do not physically exist in
the network, in order to mislead the honest peers. We assume there are three kinds
of peers in the system. They are Sybil peers, honest peers and malicious peers We
compare the physical neighbours of a peer based on the ip address and if those
identities have same set of neighbours then we determine those peers to be Sybil
peers and will be expelled from the group.

When Sybil attack happens, A1 and A2 will both send messages.

A1 A2

MP1

MA1
P2

=
MP1

MA2
P2

ð3Þ

MA1
P1

MA1
P3

=
MA2

P1

MA2
P3

ð4Þ

If Eqs. (3) and (4) are correct, Sybil attack must have happened, for the
exclusive geographical position with two Ids.

5 Trust Computation Among Neighbour Peers

Algorithm: Computation Cost

1. Input: Graph G = (V, E), vi, vj, and the Trust
2. value i, j, n, C(vi, vj)
3. Output: C(vi, vj)
4. For i ← 1 until n do C0

ii←1+ lðvi, vjÞ;
5. For 1≤ i, j≤ n and i≠ j do C0

ij←lðvi, vjÞ;
6. For k ← 1 until n do
7. For 1≤ i, j≤ n do
8. Ck

ii←Ck− 1
ii +Ck− 1

ik . Ck− 1
kk

� �*.Ck− 1
ki

9. For 1≤ i, j≤ n do cðvi, vjÞ←Cn
ii

10. end
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5.1 Eliminating Sybil Communities

In NP-complete problem we will find all subgraphs where as in neighbour similarity
trust we will find the groups. So that relationship between two peers by neighbour
similarity trust can be explained as NP-complete. This can be represented as
neighbour similarity of peer pi ∩ pj.

Sðpi, pjÞ=
− 1 + ve test

pi ∩ pjj j
min pij j, pjj jf g , − ve test

(
ð5Þ

where −1 represents that ∩ are distinct and ∩ represents the set of common
similarity peers |.| represents the size of a set or length.

5.2 Accepting Honest Peers

If the trust level decreases then other peers may loose confidence with the peer.
Peers must offer benefits before doing any transactions in order to prove themselves
as honest peers. If a random route visits the same peer more than once, the existing
edges will be correlated. This is a feature in P2P e-commerce [7].

6 Security and Performance Analysis

6.1 Security Analysis

Here we are going to construct the SybilTrust which is the neighbour similarity trust
by use of controller in the peers. The controller in the peers only admitted the
honest peers. This SybilTrust illustrate that controller checks whether the peers had
similarity or not. If peer doesn‟t have similarity it is said to be a Sybil attack peer.
One more method is using in the SybilTrust is pairing method. It improves the
authentication and trust worthiness of the system. So all neighbours are provided
with authentication with the help of secret key. We evaluate the performance of the
sybiltrust using two metrics namely Non-trustworthy rate and detection rate.
Detection rate is the proportion of detected Sybil peers to total sybil peer com-
munication cost.

We ran an experiment with 50 peers involving in 50 simulation runs resulting in
total of 2500 interactions. So In this p2p e commerce group has a total 50 different
categories of interest. The transaction between peers with similar interest can be
defined as successful or unsuccessful, expressed as positive or negative. Hence, the
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honest peers [18] are going to test more times, the chances that honest peers are
erroneously determined as Sybil increases and finding the Sybil peers are also
increased.

7 Conclusion

We presented Mutual trust relationship, a Sybiltrust which defence against Sybil
attack in p2p e-commerce. Our approach is based on mutual relationship among
peers in a group P2P e-commerce community by comparing all other approaches.
This approach exploits the relationship among peers and results authenticate sys-
tem. We also providing better defence mechanism. Mutual trust relationship helps
to find out the Sybil peers and isolate the Sybil peers in honest groups.
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Adaptive Block Based Steganographic
Model with Dynamic Block Estimation
with Fuzzy Rules

Mohanjeet Kaur and Mamta Juneja

Abstract Steganography is a technique, which can be used for the purpose of
hiding the data into similar form or other form of data to create the covert channel
among the internet or intranet links to protect it from the various kinds of mas-
querading or snooping attacks. In this paper, we have proposed the dynamic
fuzzifier for the robust image embedding. The dynamic fuzzifier module (DFM) is
responsible for the segmentation, selection and fuzzy weight calculation among the
input cover and secret image. The embedding algorithm has been designed with the
spatio-temporal ability to embed the secret data in the block edges of the cover
image, while utilizing the non-overlapping block-based division. The proposed
method is able to achieve better PSNR than the existing algorithm while embedding
the data into the cover image.

Keywords Dynamic fuzzy rule set determination (DFRSD) ⋅ Decision logic for
embedding decision (DLED) ⋅ Fuzzy weight calculation algorithm ⋅ PSNR ⋅
MSE ⋅ Embedding capacity

1 Introduction

Steganography is derived from two Greek words stegano and graphic which means
“covered writing”. It is a part of information security which is used to hide the data
or any object from the intruder [1, 2]. It is the technique to hide the data into another
data. It is the direct derivation of the watermarking methods used for the hiding the
information. It can be performed on the various forms of data like text, video, audio,
etc.
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In Fig. 1, cover image, secret image is embedded to generate the stego image
and which is transformed to the receiver by using medium and then message is
extracted from the stego image [2, 3].

2 Related Work

LSB based technique researched by Wang et al. [4], proposed an exhaustive search
for optimal LSB substitution scheme and Canny [5], proposed a technique to
substitute the same number of bits of each and every pixel of input host images for
hiding the secret text or message. Then to improve the PSNR and robustness of the
above method H.C. Wu et al. [6], proposed a method to use the combination of LSB
and PVD approaches of steganography but in this approach there was always a need
to send the Range width table at the receiver end for extraction of the original
image. It was more prone to stego attacks and more distortion occurs at the receiver
end during extraction.

To reduce the distortion at extraction phase for getting the original image
Cheng-Hsing Yang [7], proposed steganography technique based on the adaptive
LSB for the non-continuous areas of the image. PVD was used to define the
continuous and non-continuous area in the image but it does not provide resistance
to the attacks [7]. For providing more resistance towards the attacks Weiqi Luo
et al. [8], proposed a technique of edge adaptive image steganography based on
LSB matched revisited. This approach selects the embedding area, according to the
size of the message which was embedded into the cover image and by PVD in two
successive pixels in the original image.

Further to improve the robustness and imperceptibility, Santosh Arjun, N. and
Atul Negi [9], proposed a method called adaptive steganography which uses both
global feature (density, frequency, color and contrast) and local feature (pixel
values) for data hiding. It was less prone to stego attacks and achieved the high
embedding capacity but main disadvantage was that if order of the filter at the
sender and the receiver end was not same during extraction than message decoding
was not matched with the original image. Manglem Singh et al. [10], put forward a
technique for hiding the encrypted data in the features of the image rather than
embedding the secret data into the smooth area but the quality of the stego image
was very poor. Chen et al. [11], suggested a method of high payload steganography

Secret Image

Cover Image
stego image                

Message Embedding 
Phase

Extraction 
Phase

Fig. 1 Basic block diagram of steganographic system
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by using hybrid edge detection. In this method LSB substitution technique was
combined with canny edge detection and fuzzy logic edge detection but imple-
mented only at grey scale images.

Further to improve the PSNR and embedding capacity Hsien-Wen Tseng,
Hui-Shih Leng [12], put forward a method of embedding data in the edge
boundaries of the cover image using canny edge detection with their default
threshold parameter with high PSNR. It provides more data hiding capacity at the
boundaries of the image rather than embedding data at the smooth area of an image
with high PSNR. It used the stego image as the native image for the object seg-
mentation and feature extraction but provides low embedding capacity and used
only for horizontal edge detection pixel boundaries.

To improve Chen et al. [11] payload capacity and PSNR Anastasia Ioannidou et al.
[13], proposed a method based on high embedding capacity and hybrid edge detection
for image steganography and Hussain M. and Hussain [14] suggested a method to
improve the PSNR and embedding capacity using adaptive LSB technique for data
hiding and fusion of canny edge detection and advanced Hough transforms used for
edge pixel detection. Its embedding capacity was 60% for edge area and 50% for smooth
areas and utilized 12 bits of RGB color image for embedding.

Mamta Juneja and Parvinder S. Sandhu [15], image steganography was done
using high embedding capacity block based data hiding with minimum distortion
using hybrid edge detection. This method used canny and fuzzy block based
algorithm to embed the more covert data at the edge pixels rather than embedding at
smooth area of the image but implemented it only at grey scale images. Deepali
Singla and Mamta Juneja [16], in 2015 proposed a method for image steganography
for color image using hybrid edge detection. LSB substitution was done by using
1-4-8 LSB and AES encryption algorithm was used.

3 Proposed Method

We have proposed the dynamic fuzzifier for the robust image embedding. The
dynamic fuzzifier module (DFM) is responsible for the segmentation, selection and
fuzzy weight calculation among the input cover and secret image. The DFM
consists of primary two modules, where first deals with the segmentation of the
input images (cover and secret), and the other evaluates the compatibility of the two
segments for the data embedding. The embedding algorithm has been designed with
the spatio-temporal ability to embed the secret data in the block edges of the cover
image, while utilizing the non-overlapping block-based division (Fig. 2).
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3.1 Experimental Design

Dynamic fuzzy rule set determination is used for robust image embedding. The
dynamic Fuzzifier module used for segmentation of cover and secret image into
block and then selection of block of cover image for embedding it with secret image
block using the calculation of fuzzy weight. Decision of Fuzzy weight is for
embedding the block of cover image into secret image. The embedding algorithm
has been designed with the spatiotemporal ability to embed the secret data in the
block edges of the cover image, while utilizing the non-overlapping block-based
division. In this we used four algorithms for embedding the block of the cover
image with the secret image using the decision of fuzzy weight. It calculates the
fuzzy weights of the blocks of cover image and fuzzy weights of the secret image
then according to fuzzy weight embedding of cover and secret image done is:

Create DFM for cover image to convert it 
into 16 blocks using Algorithm 1

DFM for secret image to convert into 
blocks using Algorithm 2

Creation of Decision logic for embedding logic using algorithm 3

Final stego image and send at receiver end for extraction phase

Calculate fuzzy weights for both the cover and secret image using algorithm 4 

Embedding of secret data in the block edges of cover image using fuzzy weight

Calculate PSNR for each block and make itone stego image

Fig. 2 Approach used embedding at sender end
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Algorithm 1: Dynamic Fuzzy Rule Set Determination for Cover (DFRSD-Cover) 
1. Input cover image matrix (ICm) 
2. Calculate the image size in number of rows (Cr) and columns (Cc) 
3. Evaluate the number of rows and columns and return the estimated number of blocks

a. Return the horizontal dividend (CHd) and vertical dividend (CVd) 
b. Return the horizontal pad value (CHp) and vertical pad value (CVp) 

4. Apply the padding pattern over the input image matrix according to CHp and CVp

5. Initialize the 2-Level iteration counters
6. Initialize the rotation counter and Input the round key value
7. Calculate the vertical seed value 

a. vSeed=(diffV*(imx-1))+1
8. Calculate the vertical cap value 

a. value vCap=diffV*(imx)
9. Calcualte the horizontal seed value 

i. hSeed=(diffH*(imy-1))+1
10. Calculate the horizontal cap value

i. hCap=diffH*(imy) 
11. Segment the smaller chunk from the cover image according the the vSeed, vCap, hSeed 

and hCap
i. CoverChunk=ICm(vSeed:vCap,hSeed:hCap); 

Algorithm 2: Dynamic Fuzzy Rule Set Determination for Secret (DFRSD-Secret)   
1. Input secret image matrix (SCm ) 
2. Calculate the image size in number of rows (SCr) and columns (SCc ) 
3. Evaluate the number of rows and columns and return the estimated number of blocks

a. Return the horizontal dividend (SHd) and vertical dividend (SVd) 
b. Return the horizontal pad value (SHp) and vertical pad value (SVp ) 

4. Apply the padding pattern over the input image matrix according to SHp and SVp

5. Initialize the 2-Level iteration counters
6. Initialize the rotation counter and Input the round key value
7. Calculate the vertical seed value 

a. seeds=(diffV*(imx-1))+1
8. Calculate the vertical cap value

a. value vCap=diffV*(imx)
9. Calcualte the horizontal seed value 

i. hSeed=(diffH*(imy-1))+1
10. Calculate the horizontal cap value

i. hCap=diffH*(imy) 
11. Segment the smaller chunk from the secret image according the vSeed, vCap, hSeed and

hCap 
i. secretChunk= SCm(vSeed:vCap,hSeed:hCap,1); 
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Algorithm 3: Decision Logic for Embedding Decision (DLED)
1. thresh1=fuzzy_weight(secretChunk); 
2. thresh2=fuzzy_weight(coverChunk); 
3. if thresh1<thresh2

i. fw=thresh1/thresh2; 
ii. fw=fw*100; 

4. else
i. fw=thresh2/thresh1; 

ii. fw=fw*100; 
5. end
6. if fw>fuzzyThresh

i. Perform the embedding
7. Otherwise

i. Embedding not permitted
ii. Low Thresh Error. Fuzzy Logic Failed

Algorithm 4: Fuzzy Weight Calculation Algorithm
1. Input the image matrix
2. Obtain the horizontal features (Hf)
3. Obtain the vertical features (Vf)
4. Perform Feature Amalgamation (Cf)
5. Obtain the constant values
6. Predict the fuzzy weight (Fw)
7. Return the fuzzy weight (Fw)

4 Results Analysis

To evaluate the performance of the steganography using three parameter [17]:

1. Payload Capacity: It is defined as the maximum amount of data that is
embedded into the image.

2. Robustness: It is the message’s ability to persist even after performing the
operation like compression, rotation, cropping and filtering etc.

3. Imperceptibility: It is defined as the quality of the stego-image and which is
measured using PSNR and MSE.

Peak Signal to Noise Ratio: Quality of images define by using PSNR

PSNR=10 logðCmax2

MSE
Þ . . . ½14�
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Mean Square Error: This is represented by comparing error in data at received
end with sender data before and after processing (Table 1).

MSE =
1

MN
∑
M

x=1
∑
N

y=1
ðSxy −CxyÞ2 . . . ½14�

Fig. 3 PSNR values for Lena
image

Fig. 4 PSNR values for
Mandril image
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5 Conclusion

In this paper, proposed approach achieved the goal of implementation of
steganography based on dynamic fuzzy set (block based) for RGB images. In this
proposed technique it contains two modules, first to convert the cover image into 16
different blocks and then the other module used to calculate the compatibility for
embedding the one block of cover image to secret image block using the calculation
of fuzzy weight. Further the, embedding algorithm is used to embed the secret data
in the edges of block of cover image. It has achieved the target imperceptibility
which is calculated using PSNR for each block of cover image and then merges the
entire block after embedding it into secret image and creates the stego image. For
each block, maximum 47 dB and minimum 45 dB PSNR calculated after embed-
ding with secret data. The PSNR value of 47 dB has been recorded during the
embedding of hidden object.
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Secure Geographical Routing Using
an Efficient Location Verification
Technique

S.L. Aruna Rao and K.V.N. Sunitha

Abstract MANET is a dynamic network which is formed by autonomous system
of mobile nodes which are autonomous in nature and are connected through links
which are wireless and does not support a fixed infrastructure and hence are called
infrastructure less networks. Since MANET has a mobile topology and it purely
depends on intermediate nodes to relay messages, position of nodes keeps changing
from time to time. During data transmission several nodes enter and leave the
network. As a result, MANETs are vulnerable to several attacks in which the
attackers get access to the network through malicious nodes entering the network in
disguise of valid nodes. Hence, in MANETs it is necessary to verify the nodes
before using them to forward data packets/messages. In this paper we estimate the
position of the nodes before using them as forwarding nodes, and once it is verified
for authenticity we then use them for transmitting data packets hence ensuring
secure routing while transmission.

Keywords MANET ⋅ SGRPVT ⋅ SLVP ⋅ Performance metrics

1 Secure Geographical Routing in MANET

Geographic routing is considered as the method of finding the routes to gather the
location information about every node in order to take decisions related to traffic
forwarding. Location information obtained from the strength of the collected sig-
nals transmitted by the source, surrounding node, destination nodes and intercepted
by the GPS, location is updated by the satellite, instead of using infrastructure to
specify certain paths. In order to use position-based routing protocol, details related
to the location of every destination node, surrounding node should be present as the
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message is forwarded to surrounding node within transmission range that lies nearer
to the destination node.

1.1 Position Verification Technique for Secure
Geographical Routing in MANET

A position verification technique is used to authenticate the accuracy of the given
information related to the node position that is collected in the neighbor table and
avoid every possible erroneous information related to the node position that may
lead to incorrect forwarding decisions as a result of the malicious nodes. Hence the
major concern is precision of the selected nodes as proper neighbors or not, so as to
avoid the hackers from misleading the nodes into selecting the malicious non
neighbors as neighbors. Ensuring that the node considered as a neighbor is actually
a neighbor node is important in neighborhood discovery process and is called as
verification. Based on reliable and dependable nodes, the neighbor verification
techniques are performed, because these nodes are considered to be present for the
validation of the other nodes as required by the controlling mechanism [1, 2].

2 Literature Review

Hsu and Lei [3] have presented A Geographic Scheme with Location Update for Ad
Hoc Routing utilizing topology based routing and not on the basis of the flooding
mechanism. Defrawy and Tsudik [4] have presented an Anonymous
Location-Aided Routing in Suspicious MANETs. In this technique, Location
Announcement Message is broadcasted by every node which consists of fields like
location, time-stamp, temporary public key and a group signature. Lo et al. [5] have
presented a Geographical Forwarding Scheme for Vehicular Ad Hoc Networks with
Location Verification to find forwarding node so as to choose a proficient and
steady vehicle such that it can be used as a forwarding vehicle in the network.

3 Proposed Position Verification Technique for Secure
Geographical Routing

3.1 Overview

We propose a position verification technique in order to validate the claimed loca-
tions. Location of neighbour i.e. Target Node (TN) is computed based on distance
measurements in the presence of measurement errors using (2) from [6] by
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computing the distance between every pair of nodes which are communicating
among its neighbourhood in which MSE is used to evaluate and identify the location
of target node whether TN is a malicious or benign. After estimating the location,
process of location verification is started to verify the given location claim of target
node by enabling the Detecting Nodes that performs verification test from [7] using
the result (2) of computed distance. According to verification test target node is
regarded as either Verified if be a benign node or faulty if have an incorrect position
by Detecting Nodes otherwise the node deems as unverifiable and hence may not be
proven to be either genuine or erroneous due to inadequate information (Fig. 1).

3.2 Computation of Node Location

In this section, the location of the Target Node (TN) is estimated considering that
measurement errors can be present, for every pair of Detecting Nodes (DN) and
Target Nodes (Fig. 2).

Location of the Target Node (TN) is es-
timated using a Global Detecting Node 
(GDN)

The estimated location is verified using 
a Verifier Node

Detecting Node (DN) decides if the TN 
is valid or faulty or unverifiable

Location Estimation

Location Verification

Location Decision

Fig. 1 Block diagram

Fig. 2 a In an ideal situation. b With measurement errors. Dark circle indicates the nodes (D1,
D2, D3, T0). a is a situation which is ideal since propagation of signal circles cross at one point
representing a unique location. b is a situation which is practical and has errors in the signal
distances, hence the circles do not cross at one single point; in fact, they might not be able to cross
at any point. Hence this scenario represents a situation where we may not be able to obtain a
location with acceptable accuracy
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The location estimation process is described in Algorithm 1

Algorithm 1

1. D1 initially sends a request to T0 to remove error from the distsig0.

2. But since T0 is a malicious node, it would not remove the error.

3. disteucl1 between D1 and Dm is calculated. Dm can accurately localize D1 and T0,
hence disteucl1 ≈ distsig1 and disteucl0 ≈ distsig0.

4. distsig1 is measured.

5. errormeas1 is calculated based on disteucl1.

6. Dm is located at far away distance, D1 and T0 are situated close to each other.
Hence the error at D1 and T0 can be considered to be similar i.e.,
errormeas1 ≈ errormeas0.

7. Remove the errormeas1 from distsig0 (as errormeas1 ≈ errormeas0).

8. Therefore, after the error removal, distance is given by
disterror free = distsig0 − errormeas0 when calculated at the GDN and
disterror free = errormeas0 when calculated at the DN.

9. Location estimation of the node is given by

fi xeo, y
e
o

� �
= disterror free −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxeo − xiÞ2 + ðyeo − yiÞ2

q
.

3.3 Location Verification Mechanism

A unique mechanism for validation is used which allows source node in the net-
work to verify whether the position of best candidate node corresponds to the
position information stored at its neighbors table. In this validation mechanism,
source node is generally assigned as a verifier that initiates the validation mecha-
nism (Fig. 3).

The location verification process is described in Algorithm 2

Algorithm 2

1. S selects two candidates: target node T0 and another node B with maximum
score based on an algorithm in [7].

2. S sends PVR to T0 and B as shown in step 1.a and 2.a.
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3. After the reception of PVR request by S, the candidate T0 and B confirm each
other’s location which is provided by S across their own neighbor table as
specified in step 1.b and 2.b to check whether the position pointed by the
verifier S matches to the position information stored in their neighbor table.

4. After initial verification, candidate T0 and B send another PVR to each other
requesting for their location indicated in step 1.c and 2.c.

5. Upon receiving the request, T0 and B responds by generating a reply message
as mentioned in step 1.d and 2.d contains its latest GPS coordinates which is
provided to each other with its true positions.

6. T0, B sends its location information to S as shown in 1.e and 2.e.

7. Radio signals transmitted by satellite might be distorted at troposphere and the
ionosphere.

A set of desirable GPS location (x; y) is depicted as:

Sxa −BðT0xÞ
� �2 + ½Sya −BðT0yÞ�2 ≤Δa2

½Sxb − T0ðBxÞ�2 + ½Syb −T0ðByÞ�2 ≤Δa2

T0ðBÞ= ðmaxðPVRx
b, T

x
0bÞ, maxðPVRy

b,T
y
0bÞÞ

BðT0Þ= ðmaxðPVRx
a,B

x
aÞ, maxðPVRy

a,B
y
aÞÞ

8. S merges both results obtained during verification and finds out whether the
candidate node that has secured the highest score is at the correct position and
as well fits itself to be the next node to be forwarded.

Fig. 3 Location verification
mechanism
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9. For this, cosine similarity measure is used to detect the resemblance between
the position determined by verifier S and candidate node A and B. The
resemblance is defined as follows:

cosðθiniÞ− cosðθverÞ≤ β

where β is the resemblance coefficient of difference and closer to 0 means its
better. The initial cosine angle is defined as follows:

cosðθiniÞ= SST0
→

. SBT0

→

SST0
→

����

����j SBT0

→
j
=

Sxa − SxS
� �

. Bx
a − SxS

� �
+ Sya − SyS
� �

. By
a − SyS

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðSxa − SxsÞ2 + ðSya − SysÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðBx

a − SxsÞ2 + ðBy
a − SysÞ2

q

The cosine angle of the verify angle is defined as follows:

cos θverð Þ= SST0
→

. SBðT0Þ
→

SST0
→

����

����j SBðT0Þ
→

j
=

Sxa − SxS
� �

. PVRx
a − SxS

� �
+ Sya − SyS
� �

. PVRy
a − SyS

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðSxa − SxsÞ2 + ðSya − SysÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPVRx

a − SxsÞ2 + ðPVRy
a − SysÞ2

q

where cosðθiniÞ= SST0
→

. SBT0

→

SST0
→�� ��j SBT0

→
j
and cosðθverÞ= SST0

→
. SBðT0Þ

→

SST0
→�� ��j SBðT0Þ

→
j
are the mathematical

formula of cosine similarity measure.

SST0
→

is the vector from of S to ST0 . SBT0

→
is the vector from S to BT0 .

10. If the position is constant and has not differed much, then the candidate node
which has the highest score will be chosen as the next forwarding node.

11. Otherwise, the above procedure shall remove the candidate node. This is done
again until a proper next forwarder is picked.

By doing so, the proposed method is able to filter out the candidate nodes
containing outdated position information and guarantees that the selected next
forwarder has the capability to provide the most stable connection to maintain high
degree of associativity with the sender node.

4 Results Obtained During Simulation

4.1 Setup Details

Position Verification Technique for Secure Geographical Routing (SGRPVT) is
evaluated against Secure Location Verification Protocol (SLVP) [8] through
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Network Simulator-2. In an area of 1000 × 1000 m area random network is
deployed. The speed of mobile nodes is varied from 5, 10, 15, 20 and 25. The
distributed coordination function (DCF) acts as the MAC layer protocol for wireless
LANs. The simulated traffic is CBR with UDP source and sink.

Figures 4 and 5 represents delivery ratio, and overhead where we infer that
SGRPVT outperforms SLVP by 42% with respect to delivery ratio, and 45%
overhead.

5 Conclusion

The paper, describes how to develop a position verification technique, in order to
ensure that the selected position is accurate and reliable. In this work, initially a
location estimation algorithm is developed to compute the precise position of the
target node. The location is estimated with respect to the detecting node and with
the help of a global detecting node. Next the location of the node is verified using a
verifier node. For the verification purpose, we develop an algorithm in which the
verifier node checks the accurateness of the target node position with respect to
another candidate node with high reliability. According to verification test target
node is regarded as either Verified if it is proved to be a benign node or faulty if it
has an incorrect position otherwise the node is deemed as unverifiable and is not
proved to be genuine or erroneous node because of inadequate information.

Fig. 4 No of nodes versus
packets delivered

Fig. 5 Overhead versus no
of nodes
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Time-Efficient Discovery of Moving Object
Groups from Trajectory Data

Anand Nautiyal and Rajendra Prasad Lal

Abstract The advent of numerous mobile devices and location acquiring technolo-

gies like GPS give rise to a massive amount of spatio-temporal data. These devices

leave the traces of their positions in the form of a trajectory, which imparts valuable

information regarding an object’s mobility, as it moves with time. The identification

of object groups has copious applications in various domains, like transport sys-

tem, event prediction, scientific studies, etc. All the state-of-the-art algorithms for

discovering object groups use DBSCAN Lo et al. (Kdd 96:226–231, 1996) [1] for

clustering spatio-temporal data. However, the time cost for DBSCAN is O(n2) which

can be futile for streaming data. Our work lies in improving the time complexity of

the buddy-based traveling companion (a certain type of moving object group) dis-

covery algorithm Tang et al. (ICDE, 2012) [2], Tang et al. (ACM Transactions on

Intelligent Systems and Technology (TIST) 5(1):3, 2003) [3] by incorporating the

grid based clustering algorithm Gunawan (PhD thesis, Masters thesis, Technische

University Eindhoven, 2013) [4], which takes O(nlogn) time. We also establish a

novel concept of varying density with increasing snapshots.

Keywords DBSCAN ⋅ Clustering ⋅ Grid clustering ⋅ Trajectory ⋅ Buddy ⋅
Traveling companion

1 Introduction

GPS-equipped devices have proved to be a boon for the collecting and processing

of locations of various objects and using them for countless applications like traffic

analysis, social networking, event detection, anomaly detection, recommendation,

etc. Objects move and publish their geographical positions as trajectories, which
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depict the information about the spatial locations of moving objects. People move,

and with them, they carry devices to connect with the world. These devices emit

ginormous timestamped data as streams. There have been extensive applications

of finding object groups moving together, or traveling companions [2, 3]. The

cab routes can be studied for better taxi service and carpooling. Traffic analysis is

another significant domain which benefits from the discovery of companions moving

together.

The traveling companion problem deals with the discovery of object groups mov-

ing together. Clustering lies at the core of the traveling companion discovery. There

are distinct clustering algorithms for spatio-temporal data with varying definitions,

like Flock [5], Convoys [6] and Swarms [7] which can only work with static datasets.

However, with streaming data an overwhelming amount of data can be collected in a

few moments which can be quite difficult to handle. The traveling companion discov-

ery uses DBSCAN [1], which finds a density-connected arbitrary group of objects,

irrespective of their shapes. The DBSCAN has a high computational time of O(n2), a

bottleneck for real-time applications. In this work, a grid-based clustering algorithm

[4] is used having a time complexity of O(nlogn). It proves to be an efficient method

to cluster streaming data and discover traveling companions quickly. An example of

traveling companion is demonstrated by Fig. 1 [2, 3]. In this example, the Clustering

and Intersection Algorithm [2, 3] is used. The objects are clustered in a snapshot and

then intersected with the clusters of the subsequent snapshots. At the end of snapshot

s4, the objects o1, o2, o3 and o4 are found out as traveling companions.

In practice, objects can be dense, but it is not necessary for them to stay the same

during the entire duration of the companion discovery. In realistic environments, a

companion can become less dense with time. If there is a strict restriction on minPts
[4], many potential candidates will be pruned. Such candidates should be produced

as companions. To tackle this, we have used a range of minPts such that a compan-

ion can vary in density with time. Initially, the density is high but with subsequent

Fig. 1 Example of a

traveling companion
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snapshots it can fall within a specified range to be termed as a traveling companion

[2, 3]. The remainder of this paper is organised as: Sect. 2 presents related work,

Sect. 3 formally defines the problem, Sect. 4 explains the detailed grid-based com-

panion discovery approach, Sect. 5 displays the results of the experiments graphi-

cally and finally we conclude this study in Sect. 6.

2 Related Work

There have been many similar studies to cluster moving together object groups.

Some of them are flock [5], convoy [6], gathering [8], swarm [7], etc. Flock dis-

covers a group of objects which are together for ‘k’ consecutive timestamps inside a

disc of radius ‘r’. Convoy uses the density-connectedness [1] and has no restriction

on shape and size. Swarm relaxes the constraint of clustering objects in consecu-

tive timestamps. It can have non-consecutive timestamps. Gathering aims to find the

coming together of certain objects for a particular time period.

3 Problem Definition

A sequence of snapshots s1,… , sn represent the trajectory data stream. Each snap-

shot has the spatial information of its constituent objects in the form of their lat-

itudes and longitudes at a particular time. A snapshot can be represented as si =
(o1, x1,i, y1,i),… , (on, xn,i, yn,i), where xj,i, yj,i are the spatial coordinates of object oj
at snapshot si. As soon as a snapshot arrives, the objective is to find a traveling com-

panion.

Definition 1 (Traveling Companion) Let 𝛿s represents the size threshold and 𝛿t rep-

resents the duration threshold, an object set q is a traveling companion if:

(1) The constituents of q are density-connected [1] to each other for a period t where

t ≥ 𝛿t;

(2) size(q) ≥ 𝛿s.

4 Grid Based Companion Discovery

The Grid-based clustering is structured on several steps: Grid Construction, Buddy

Assignment, Finding Core points and Cluster Formation. A grid is a collection of

several rectangular boxes containing objects. A regular grid can have empty boxes,

as the objects can be dense at a point and sparse or non-existent at the others. This

leads to increase in unnecessary space. To overcome this, irregular grids come in
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Fig. 2 An irregular grid

handy. Each box of an irregular grid has a diagonal and width of Eps∕
√
2. On the

arrival of a data stream, the objects are sorted with respect to their x coordinates,

which forms a stripe of objects within Eps [4] of the first object. As and when a

stripe is formed, it is processed to form several rectangular boxes. Inside a stripe,

objects are sorted on the basis of y coordinates, and boxes are constructed similar to

a stripe. An irregular grid can be visualised as represented by Fig. 2.

A buddy [2, 3] is a smaller group of objects inside a cluster. These mini group do

not form a large cluster, but their information helps the intersection. A box within

the grid can contain several buddies. They can be accessed by a Buddy Index [2,

3] which is a triplet {BID,ObjSet,CanIDs}, where BID represents the buddy’s ID,

ObjSet comprises the objects of the buddy and CanIDs stores the IDs of candidates

containing the buddy. An example of buddy-based discovery is illustrated in Fig. 3

[2, 3] for 4 snapshots of 10 min each. In the figure, ri is a companion candidate, oi
is an object, bi is a buddy and si is a snapshot. The snapshot s1 has 4 buddies, b1 to

b4. In snapshot s3, buddy b3 becomes invalid, so it is removed from Buddy Index. At

the end of snapshot s4, the traveling companion r1 is found out containing buddies

b1 and b2.

The core points are the ones with at least minPts in their Eps−neighbourhood [4].

If a box has at least minPts in it, all of its points are marked as core points. This is

justified by the fact that the diagonal of a box is of the length Eps∕
√
2. And if the

number of points in a box is lesser than minPts, single points p and q are taken from

each of its neighbourhood boxes [4] respectively. If the Euclidean distance between

these points is at most Eps and the number of points in the neighbourhood is at least

minPts, we mark p as a core point.
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Fig. 3 Example of traveling companion

If the distance between two core points belonging to the neighbourhood boxes

is at most Eps, they belong to a single cluster. To carry out the cluster formation,

points are connected via edges of a graph. An edge is added between box b and its

neighbour b′, if dist(p ∈ b, q ∈ b′) ≤ Eps. If the number of points in the neighbour-

ing box b′ is greater than minPts, then all those points can be added to the cluster.

Algorithms 1 presents the grid-based clustering approach. The asymptotic time com-

plexity of Algorithm 1 is O(nlogn). The grid-based clustering, in sum, forms clusters

containing buddies. These clusters take part in the companion discovery framework

to produce the traveling companions. The clusters in a snapshot are intersected with

the clusters of the subsequent snapshot, and their intersection is called a companion

candidate [2, 3], i.e., a candidate with the potential of becoming a traveling compan-

ion. The Companion Discovery framework is given in Algorithm 2.

5 Experiments

The experiments are performed on the Microsoft T-drive Taxi [9] dataset for a differ-

ent number of objects. Trajectories were generated up to 5000 taxis. Three datasets
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Algorithm 1 Grid Based Clustering

Input: data stream S and Eps
Output: cluster set C
1: for all points p ∈ S do
2: construct strips and add to ST

3: for all strips st ∈ ST do
4: construct boxes and add to G

5: for all Box b ∈ G do
6: Assign buddies w.r.t Eps
7: Mark core points w.r.t Eps and minPts
8: Clustering step
9: for all unvisited Box b ∈ G do

10: pick a point p from a buddy bud ∈ b
11: if p is a core point then
12: for all unvisited Box b′ ∈ neighbour boxes of b do
13: pick a point q from a buddy bud′ ∈ b′
14: if q is a core point then
15: if dist(p, q) ≤ Eps and noOfPoints > minPts then
16: Add q to cluster c

17: Add c to C

Algorithm 2 Companion Discovery Using Grid-Based Approach

Input: size threshold 𝛿s, duration threshold 𝛿t, candidate set R, buddy index BI, data stream
S
Output: a set of qualified companions Q
1: for all snapshot s of data stream S do
2: initialize an arrayList of candidate set R’

3: Grid Based Clustering; //Algorithm 1

4: Buddy Index Update

5: for all candidate ri in R do
6: if size(ri < 𝛿s) then
7: break;

8: for all cluster cj in S do
9: r′i ← buddy-based intersection(ri, cj)

10: duration(r′i ) = duration(ri) + duration(s);

11: remove intersected objects and buddies from ri
12: if size(r′i ) ≥ 𝛿s then
13: add r′i to R’;

14: if duration(r′i ≥ 𝛿t) then
15: display r′i as a qualified companion q ∈ Q
16: for all cluster cj do
17: if cj is closed then
18: add cj to R’

19: R ← R′
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Fig. 4 Time comparison of

buddy and grid
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D1 (500 objects), D2 (1000 objects) and D3 (5000 objects) are used for performance

evaluation. The grid-based approach outperforms the buddy based companion dis-

covery and shows very promising results with an order of reduction in time. The

resulting times have been demonstrated in Fig. 4.

6 Conclusion

This paper incorporates the grid-based clustering approach with the buddy-based

companion discovery algorithm for finding traveling companions in streaming data.

The O(n2) time complexity of clustering step in the traveling companion discovery

is reduced to O(nlogn) by using the grid-based approach. The efficiency of the grid-

based approach is evident by the experimental results on different datasets of varying

size. This reduction in time is highly significant to meet the requirements of real life

applications.
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Impact on Wave Propagation
in Underground to Above Ground
Communication Through Soil for UWB
Buried Antenna at 3.5 GHz

Vandana Laxman Bade and Suvarna S. Chorage

Abstract A communication through soil using buried antenna is proposed.
A transmitting and receiving antenna is used for communication through soil and
measure the difference parameter of the ground surfaces such as depth of under-
ground buried antenna in soil, attenuation, propagation of EM wave signals, ground
conductivity. The research of WSN (wireless sensor network) UWB has enor-
mously developed for communication through soil using antenna. It was found that
the radiation of energy from aboveground to buried antenna that forms a spherical
wave and wave propagation due to spherical surface wave is faster in ground
surface than below the surface. This study include attenuation caused by different
soil properties which is the main challenge because of their power. This paper
studies that soil moisture, texture, depth, frequency impact on attenuation, wave
propagation, signal to noise ratio, conductivity during communication through soil
using buried antenna. This underground to above ground UWB communication is
design at 3.5 GHZ frequency using the simulation and measurement results with
short distance and low soil moisture.

Keywords Wireless sensor network ⋅ Ultra wide band ⋅ Electromagnetic

1 Introduction

UWB buried antenna enormously developed in variety of application. In this paper
transmitter to receiver communication through buried antenna through a soil that
impact on wave propagation and this impact is depend on soil parameter like soil
temperature, soil moisture, soil texture and that causes degraded the performance of
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wave propagation communication [1]. As the recently promising application of
WSN increasing rapidly in research area like monitoring capabilities in the field of
intelligent irrigation, sports field maintenance, border patrol, underground mines,
agriculture security, navigation security, infrastructure monitoring, intruding
detection and so on [1, 2] in this paper basically technology state that the com-
munication of transmitter to receiver UWB micros trip path buried antenna through
soil and parameter of soil like temperature, moisture, humidity and depth of soil
between Tx and Re antenna impact on the frequency and conductivity of wave
propagation [1]. In this paper there are three communications link which is depend
on the transmitter and receiver antenna location and these are following:

• Underground to aboveground communication, if the TX is buried and Rx
antenna is above the ground.

• Underground to underground communication link, if the both TX and Rx are
buried under the ground.

• Aboveground to underground communication link [1].

For Surface communication between two antennas, the parameter such as depth
of the buried antenna and channel attenuation affect on the wave propagation and
plays important role in channel path loss [3] recently the trueness of the agriculture,
WUSNs are visualized to be a dire factor in enhancing water use efficiency by
providing real time data information about soil properties [4] according to WUSN
topology sensor network in which higher attenuation due to soil, air and water
contain in it and permittivity of medium is change over time [4] UUB technology
covers the large bandwidth over 500 MHz because of this benefits UWB tech-
nology covers the three main application.

• Signal intelligence and detection.
• Modern UWB operating in a 3.1–10.6 GHz frequency band.
• Ground penetrating radars (GPR) [5].

In this world nears about every 22 min somewhere and somehow the other is
killed by landmines. A Steep amount of land goes to inactive due to a fear of
landmines. Well informed technology used to detect the landmines as metal
detector, nuclear magnetic resonance, electro optical sensors and thermal imaging.
for landmine detection GPRs is one of the vulnerable challenging application for
UWB radar technology [5]. In this paper the UWB micros trip patch antenna is
design and communication of transmitter and receiver through soil is proposed also
parameter of the buried antenna like depth of soil, channel attenuation between
antenna, wave propagation properties, return losses, ground conductivity are
measure [3]. The different transmission communication link through soil create
different path loss in different angle but in particular underground channel is a
particularly difficult environment or wireless communication due to greater path
loss in soil medium [2].
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2 Related Work

H. ZEMMOUR, ANTOINE DIET they studies the impact of the soil parameter on
UWB buried antenna and include the e effect of frequency, burial depth, soil
moisture and measure the parameter of UWB buried antenna using HFFS simu-
lation software [1]. They state that how the quality of wave propagation is affected
due to soil parameter and how the path loss increase with increasing depth of buried
antenna. This research studied that soil is dancer than air and becomes high com-
plex permittivity [1].

The recent research technologies is the accurate soil moisture reporting and
regulation for the farm under all climate condition and monitor the water and
mineral of soil [6] VINOD. P and HONG ZHOU experiments on magnetic
induction and electromagnetic wave communication for WUSN. In this paper
author study on monitoring, reporting and eventually regulating soil moisture
condition for a typical pecan farm. HU.XIAOYA, GAO CHAO studied that wave
propagation quality is depend on operating frequency as well as antenna gain also
depend on the inter node distance and burial depth of sensors [2].

Keser and Weiss [3] in this paper author simulate the antenna and its EM field
using FDTD technique and compare experimental path loss with obtained simu-
lation. The goal of this study was when ground conductivity increased then channel
attenuation increased and when ground conductivity was decreased then channel
attenuation was decreased.

Dong and Vuran [7]. This paper concludes that sandy soil is less capable of
holding water and this is primary factor of wave attenuation.

3 Proposed Wide Band Antenna Design

The design of proposed UWB buried micro strip patch antenna and geometry is
shown in g.2. When design of antenna essential parameter is consider i.e. resonant
frequency is selected for design is 3.5 GHz, dielectric constant of the substrate and
height of dielectric substrate (Figs. 1 and 2).

Fig. 1 The proposed UWB
buried antenna: a design with
its geometric parameters
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The different slots and parasitic elements are added to improve the performance
requirements. The proposed antenna is designed at operating frequency
3.2–3.7 GHz band for Wimax application and substrate Fr4 with low cost and
1.6 mm thickness is consider for design.

4 Design Methodology

The design of antenna is depend on calculation of the length, width and value of air
gap. The value of resonant frequency (FR) is 3.5 GHz and dielectric substrate (h) is
1.6 mm the following parameter is important for calculation like length and width
of UWB micro strip patch antenna is given below:

Step1: Calculation of Length of Patch (L)-The effective length due to fringing is
given as

For c = 3*10^11 mm/s, re = 3.99, fo = 3.5 GHz We get Le = 19.98 mm. Due
to fringing the dimension of the patch as increased by L on both the sides, given by

Leff =
c

2fo
ffiffiffiffiffiffiffiffi

εreff
p ð1Þ

ΔL=0.412h
εreff +0.3
� �

W
h +0.264

� �

εreff − 0.258
� �

W
h +0.8

� � ð2Þ

For W = 25.08 mm, h = 1.53 mm, re = 3.99. We get L = 0.70 mm Hence the
length the of the patch is: L = Le –2L = 26.78 mm.

Step2: Calculation of the width of Patch (W)
The width of the Microstrip patch antenna is given as For square patch we take

W = 1.5 L. Therefore W = 30.78 mm.

Fig. 2 The proposed UWB
buried antenna: b Patch
Antenna
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Step3: Calculation of Substrate dimension
For this design this substrate dimension would be Ls = L + 2 * 6 h = 40 mm,

Ws = W + 2 * 6 h = 46 mm.
Step4: Feed width
The first step is to compute the proper feed line width Wf to obtain a 50 ohm

line. This is calculated by following formula

Z =
377

ffiffiffiffi

εr
p W

t− 1.57

� � ð3Þ

where,
Z = Impedance = 50 ohm, r = dielectric constant = 4.4 (FR4), W = width of

patch, t = thickness of substrate = 1.6 mm. From this we got: Wf = 3 mm with
Z = 50 ohms.

Step5: Feed length
Lam = c0/f = 85 mm, Fl = lam/4*sqrt (4.4) = 11 mm, Fl = 11 mm.

5 Impact of Soil on Ultra Wide Antenna

In this section using simulation result we can study the impact of soil on UWB
buried antenna and different communication link ate presented. In the Fig. 3
transmitter antennas is buried with some height in soil and receiver antenna is keep
above the ground from transmitter antenna with some height burial depth is denoted
by hb and height of separation between these two antenna is ha.

The permittivity of soil is higher than air and wavelength of electromagnetic
wave is insufficient to propagate through it, if we take soil permittivity is 2.5 in
buried antenna case, soil sample is considered for five volumetric water content
values (VWC) (Fig. 4).

The Return loss (s11) is that amount of power is lost to the lode and does not
return as reflection return loss is similar to VSWR which indicates that how easily
matching between transmitter and antenna has taken place. Ideal value of return loss

Fig. 3 Communication
model
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is around -10 db which is VSWR corresponds to ideal value of VSWR i.e. 2. The
graph shows the SWR is measure of impedance matching of lode to the char
impedance of transmission line and VSWR is nothing bur the maximum to mini-
mum voltage along the transmission line. VSWR is calculated using level of
reflected and forward wave. Increasing VSWR indicates an increase in mismatch

Fig. 4 Return loss of proposed antenna

Fig. 5 VSWR
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between the antenna and the transmission line. Figure 5 shows that value of VSWR
is 1.23 with 520 MHz bandwidth.

Figure 6 shows that transmitter antenna is buried in underground and receiver
antenna is place above the ground and this setup measure the return loss due to high
permittivity of the soil. This TX and Rx are keeping far from some distance of each
other. Due to high permittivity of soil the return loss (s11) and insertion loss (s21)
changes when antenna is buried in soil. The soil moisture and depth of buried
antenna impact on wave propagation when buried depth of antenna is kept fixed at
some height (Fig. 7).

Fig. 6 Tx and Rx wideband proposed antenna

Fig. 7 S21 of wideband proposed antenna
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The result of proposed antenna shows that when we increase the distance of
buried antenna, attenuation is increase up to –28.38 db. The antenna plane pattern is
dividing into two plane as E-Plane and H- plane. E- Plane consist of radiated
electric field and H-plane consist of antennas radiated magnetic field potential and
these planes are always orthogonal to directivity, side lobe level and front to back
ratio. The gain of the simulated radiation pattern of micro strip patch buried antenna
has been observed with 1.8 db in omnidirectional pattern.

6 Comparison Table

The work started with basic rectangle antenna with resonant frequency 3.5 GHz
and bandwidth of 115 MHz. the same antenna was converted wide elliptical slot
and an elliptical parasitic element which resulted into higher shift in frequency of
operation at 3.58 GHz. This result shows an increase bandwidth of antenna. To
improve more bandwidth a small T-slot is added in ground plane introduced. As
seen from the Fig. 8, we got maximum bandwidth 520 MHz.

7 Experimental Set up and Result of System

The experiments were conducted in different links. The goal of these experiments is
to measure antenna reflection coefficient returns loss s11, scattering parameter s21.
In this measurement two port of network analyzer is connected to

Fig. 8 Comparison between above systems
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Fig. 9 An experimental result for the return loss (S11) in 3.5 GHz at 4 cm height between TX
and RX

Fig. 10 An experimental result for the return loss (s11) in 3.5 GHz at 8 cm height between TX
and RX
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Tx and Rx antenna respectively. The transmitter antenna is buried in different
material like soil, sand and urea etc. with some height from the receiver antenna and
measure the s11 and s21. The experiments test is taken in different height i.e. 4, 8,
12 cm on words with different frequency (Figs. 9 and 10).

This experiments measure the s11 and s21 between the buried antenna and result
is taken in above ground to under-ground and above the ground surface and all
results compare with the simulation results.

Table 1 Comparison table of experimental result

Sr.
no

Material (Used for
communication between TX
ANDrX)

Freq. in
(GHz) distance

Between UG to
AG in (cm)

S11
(dB)

S21
(dB)

1 Sand 3.4 4 –16.00 –15
Sand 3.5 8 –9.34 –19.8
Sand 3.6 12 –10.00 –12.68

2 Soil 3.4 4 –7.39 –24.26
Soil 3.5 8 –8.08 –26.51
Soil 3.6 12 –13.51 –29.2

3 Without material 3.4 4 –7.39 –26.01
Without material 3.5 8 –9.34 –29.41
Without material 3.6 12 –10.10 –34

Fig. 11 Experimental result of VSWR
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Transmitting antennas was buried in ground surface. The receiving antenna was
placed at 4 cm, 8 cm, and 12 cm respectively above the ground surface from the
transmitter buried antenna. The marrow of these experiments is that the path loss
increases with increases burial depth of antenna and increases with frequency.
Table 1. Shows that comparison between s11 and s21 in different frequency with
different height by taking various materials between transmitter and receiver UWB
micro strip patch buried antenna.

The VSWR is calculated using experimental result. This shows that as compare
to simulation result of VSWR, experimental results of VSWR is 1.19 is decreased
this indicates slightly decrease the mismatch between the antenna and the trans-
mission line as shown in Fig. 11.

8 Conclusion

In this paper the material like soil, sand, urea impact on return loss as well as
communication link between TX and Rx buried Antenna are analyzed for UWB
wireless underground sensor networks. It is observed that the bandwidth of patch
antenna is increased as compared to simple patch antenna. The simulation results
show that attenuation is increased in dry soil with increasing distance. The
experimental results conclude that the return loss increased with increasing the
depth of buried antenna and with increasing frequency. The simulation and
experimental results of UWB patch buried antenna gives better performance for
wireless Wimax 3.4–3.6 GHz band application.
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A Comprehensive Architecture
for Correlation Analysis
to Improve the Performance
of Security Operation Center

Dayanand Ambawade, Pravin Manohar Kedar and J.W. Bakal

Abstract With popularity of information system there is increased in various types
of threads. Security Operations Center (SOC) is a central unit that monitor and
control the organization traffic. The main function of the SOC is to provide an
effective event detection by collecting log files information from different network
devices (i.e. firewall, IDS, router etc.). The correlation analysis is known to be core
and central part of SOC in which it correlate the different security events from more
than one network security devices. In this paper, we propose a comprehensive
architecture for correlation analysis that minimize the processing time of log les and
gives effective way to implement mathematical model for correlation using a Venn
diagram approach.

Keywords SEC ⋅ SOC ⋅ Event correlation

1 Introduction

With increasing in Internet connectivity and popularity, there are increase in dif-
ferent malicious attacks of various types in very less time. Hence, to protect our
system from different kind of attacks we deployed various network security devices
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(such as IDS, firewall, router, reverse proxy server etc.). Each device having its own
limitations and due to communication gap between all these network devices, the
effectiveness of intrusion detection system degraded. Hence to overcome this
problem the concept called Security Operation Center comes into picture. SOC is
the centralized security infrastructure in which it collect log files and event infor-
mation from different security devices and generate a common alarm detection
system for some kind of malicious security event [1].

Correlation engine is the core part of the SOC in which is basically looking for
some kind of correlation between all these security devices, but logically every
device has its own log files and having its own rules for some kind of security attack
and it will generate the alarm or report according to that rule [2]. Hence each
network device will generate report and alarm for the same packet and it will
increase the total number of reports and alarms. This will result a degraded the
performance of overall correlation engine and SOC.

The paper begins with study of related work related to Security Operation Center
and current mathematical model for correlation analysis [3]. In this paper, we
proposed a comprehensive model for correlation analysis that collect log files,
normalize log files and then with the help of SEC, it gives input information to
implement Venn diagram approach of correlation analysis that will improve the
performance of the correlation engine by reducing processing time for log analysis.

This paper is organized as: The Sect. 2 introduces related work regarding SOC
and current mathematical approach. The Sect. 3 gives a detailed description about
our comprehensive architecture for event correlation. In Sect. 4 we explain an
experimental result that we got during implementation and, Finally we give con-
clusions and future scope in Sect. 5.

2 Related Work

2.1 Security Operation Center and Correlation

Pierre Jacobs et al. [4] propose a classification and rating scheme for SOC services,
evaluating both the capabilities and the maturity of the services offered. They used
Security Capability Assessment Model for SOC maturity and capability.

Afsaneh Madani et al. [5] explain a new comprehensive architecture for log
management has been suggested. Finding an effective log management functional
architecture for network events analysis is the main goal of this paper.

Deyang Zhang [1] analyzes the current algorithm of event correlation and pro-
poses a security events correlation method. This method unifies the security events
from different security equipment’s and sorts them firstly, then combines the
security events by the similarity.
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Qishi Wu et al. [6] explains the visualization techniques that use for monitoring
the situations using graphical representation of security events using Random
Matrix Theory. In future scope they said evaluate the proposed system using real
in-network and on-host sensor measurements in public network environments.

2.2 Correlation Using Venn Diagrams

Pravin kedar, D.D. Ambawade [3] proposed an mathematical model for correlation
analysis. The basic idea of this paper is to represent each and every network
security device with a Venn diagram as shown in Fig. 1. Venn Diagrams basically
used to express relationship between two or more sets. They can then identify
similarities and differences between this sets.

In general if there are N devices, there are N number of message and event
generation in above system. It will reduces the performance of the correlation
engine as there are more number of redundant messages for the same malicious
packet.

As shown in Fig. 2 there are only one message alert for the one malicious
packet. i.e. Common Alerts = ((Router Alert)\(Firewall Alert)\(IDS Alert)):

It will reduce the total number of redundant messages in the correlation engine.
By studying above literature review we can say that there is need to some

combine architecture which can work based on searching criteria not based on
number of lines in log data. Also accuracy of above describe system need to
evaluate.

Fig. 1 Representation of
security devices using Venn
diagrams
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3 Pseudo Code for Proposed System

Algorithm 1 Correlation of log files
1: procedure correlation(A) 
2: for Each Network device i in A do
3: Collect log  files
4: Normalize log  files
5: Correlate the input log fi les using SEC
6: Express result in Venn diagrams
7: Find the correlation using step 6
8: result
9: end for

10: Return result
11: end procedure

4 Proposed Hybrid SEC+Venn Diagram Approach
Overview

The proposed system is a combination of Simple Event Correlation (SEC) and
Mathematical modal which is used to enhance the performance of correlation
engine. As the effective system, there is requirement of accurate predictive results.

So instead of using any mining and filtering techniques, proposed system uses
Sec for log files correlation.

Fig. 2 Representing network
devices using Venn diagram
relationship
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SEC receives input events in terms of log data and by executing rules specified
in configuration files produces output events. As shown in Fig. 3, We collected log
les from IDS, Firewall and Router. After collection we did normalization of all this
log les as there is different log format for each network security devices. After the
normalization, we given that data as input to the SEC and finally based on output of
SEC we applied mathematical modal to identify the relationship between all this log
les. The result of SEC gives alert classes which will be given as input for mathe-
matical model.

5 Experimental Results

In this section, we are putting experimental result that we got while implementing
our mathematical model.

SEC i.e. simple event correlator is a powerful event correlation engine that
compare input files based on user defined end rules. SEC is a Perl script which reads
an input stream from a file or pipe and applies pattern matching operations to the
input looking for patterns specified by rules, found in configuration files.

Figure 5 is the main configuration rule file that contain rule for correlation,
matching criteria and calendar rule that is responsible for the correlation between
different input files. As seen in above conf file, we set Ip address 152.63.146.6 as
matching and correlation criteria. Now we are giving collected and normalized log
les input to above configuration rule. In our simulation we are giving Firewall and
Router log les as shown in Figs. 4 and 6.

Fig. 3 System architecture
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As shown in log files of Router and Firewall, The Ip address 152.63.146.6 is
initially found to doing some malicious scanning of network. Now we trying to find
above Ip address in another network device log file. Now our next step is to give
this log file to the configuration rule that we defined in Fig. 5. Logically it has to
give matching Ip address message as Ip address 152.63.146.6 is present in both the
log files (Fig. 6).

Fig. 4 Firewall log files

Fig. 5 Event matching rule file Venn.conf
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Figure 7 gives basic command to read the input and run configuration le. As
shown in Fig. 8, It giving output as “Malicious Activity Found in firewall log files”.

Like this we can give log files of network device as input and correlation can be
done by using Venn.conf rule of SEC. The number of input files depends on
number of network security device and each device represent one type of Venn.
Hence we can easily find correlation between all network devices and that will
reduce the number of malicious message and improve the accuracy of the corre-
lation system in the Security Operation Center.

Fig. 6 Router log files

Fig. 7 Command to run Venn.conf and read the input log files
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6 Performance Evaluation

In this section we explains performance parameters that obtain during above
implementation. Figure 9 gives basic commands for dumping SEC state
information.

By sending USR1 signal from command line to SEC engine, it records and
display the internal performance parameter that obtain during execution of user
defined rule. By default, SEC will dump this information to/tmp/sec.dump. We can
use the -dump = filename parameter to change the default setting. The content of
tmp/sec.dump is as shown in Fig. 10.

Using the scripts, and rules described in the simulation, several tests were per-
formed. The following table lists results for data directly copied into the SEC input
files.

As shown in Table 1, Run time, User time, and System time is mainly depends
on number of matching events and not depends on size of log files. Hence it will
improve the performance of event correlation as total time for log processing get
minimize. We can see from Fig. 11 that even though number of lines in log file
increased i.e. 802, we are getting less run time because correlation is based on
matching criteria and number of matches in series 3 input is less. Hence we are
getting less system and run time in this case.

Fig. 8 Output of event matching
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Also, By studding Figs. 5, 6 and 8 we can say that we are getting constant
number of messages irrespective of number of network security devices as shown in
Fig. 12. Security Alerts will remain constant in case of Venn diagram approach of

Fig. 10 Performance of SEC of Venn.conf rule and input file

Fig. 9 Basic commands and input to know state information
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Table 1 Comparative performance of SEC+Mathematical model w.r.t input lines and matching
events

No. of rules per
file

No. of input
lines

Run time
(Sec)

User time
(Sec)

Sys time
(Sec)

3 52 105 0.24 0.04
3 72 142 0.26 0.08
3 802 57 0.18 0.03

Fig. 11 Run-time comparison system

Fig. 12 Run-time comparison of two system
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correlation analysis. With Existing system sometimes we get more than one Alert
for the some ip address and number of system alerts may increase exponentially.

7 Conclusions

In this paper we proposed comprehensive system model for event handling and
correlation analysis to generate the malicious alert in case of the malicious packet.
Firstly, we studied impact of the size of log files on performance of the correlation
engine and security operation center. Then we studied a current mathematical
approach in correlation analysis. And then, we finally proposed new approach of
correlation using SEC+Venn diagrams approach. We tested our system by taking
real time log files from various security devices and then we generate the logical
relationship using all log files. This will result the reduction of number of alert
messages, reduction of processing time in case of big log files and helps reduce the
false Alarm generation. In future we are interested to use our system for imple-
menting real time security operation center.
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Systematic Approach to Intrusion
Evaluation Using the Rough Set Based
Classification

R. Ravinder Reddy, Y. Ramadevi and K.V.N. Sunitha

Abstract In the data driven world finding the appropriate user behavior is ambi-
tious. Intrusion detection system is used to do such task, in most of the cases it is
not accurate and time consuming process. In this approach, finding such behavior in
effectively and accurately the rough set based approach and attribute scaling are
used. Intrusion detection is the classification problem, it is used to differentiate
between the normal and anomaly behavior accurately. In the process of evaluation
all the attributes may not be involved in classification. Selecting the competent
attributes from the dataset rough set based feature selection technique is adopted.
The preferred attributes may not be scaled properly, scaling of the attributes
improves the detection performance. In this approach, rough set based feature
selection and attribute scaling are combined with classification to increasing the
capability of intrusion detection and decreases the detection time.

Keywords Classification ⋅ Rough set theory ⋅ Intrusion detection ⋅ Attribute
scaling

1 Introduction

The process of identifying the abnormal activity in the system is the main goal of
the intrusion detection system (IDS), in the early days of detection is done by
observing the log records of the system. Anderson has detected the first intrusion by
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auditing the log records [1]. This process of finding the intrusion is time consuming,
later denning [2] has proposed first IDS model based on the user profiles by
inspecting the audit data. Based on this approaches preparation of the model and
test for intrusion takes huge amounts of time. Rather intrusion detection should be
done in timely and accurately. In the late 90s data mining based approaches [3] has
increased the detection rate and decreases the detection time. Later on this approach
feature selection techniques [4] are adopted for dimensionality reduction. This
approach has reduces the detection time considerably without affecting the detec-
tion accuracy. Rough set theory based approaches are proved significant perfor-
mance gain by its feature selection techniques. In this work rough set based feature
selection is used to reduce the dimensionality of the dataset. The obtained dataset
contains the heterogeneous features, it severely affecting the accuracy of the model.
Proper scaling of the data will enhance the performance of the model.

2 Related Work

2.1 Intrusion Detection

IDS have become essential in the security framework so that intrusions may be
detected to prevent large scale damage before it is too late. Accelerated growth of
the network usage activities has increased the rate of network attacks. Advancement
in the network has increased the usage in all the aspects including financial
transactions, which impact the major parts of the critical information like, confi-
dentiality, integrity and availability (C I A triangle) [5]. Intrusion detection involves
supervision of computers or networks to prevent unauthorized access, activity, or
change of data. Based on the detection techniques, intrusions are classified into
misuse, anomaly and hybrid. Misuse detection looks for known signatures.
Anomaly-based network intrusion detection can detect the known as well as
unknown intrusion [6]. Hybrid techniques combine both misuse and anomaly for
evaluate the IDS effectively. Based on the detection source, it classified into Host
based IDS (HIDS) and Network based IDS (NIDS).

2.2 Rough Set Theory

Intrusion detection is a classification problem. In the process of classification, all the
features need not participate, and subsets of features (optimal) are used for evalu-
ation of intrusion detection. Feature selection is necessary for reducing the
dimensionality of the data [4]. The selection of features is a first step in the clas-
sification process for selecting the optimal features from the dataset. It requires a
better feature selection technique. Feature selection is an essential task for intrusion
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classification for timely detection of intrusion. In this work, reducing the feature
vector dimensionality rough set based technique is applied for intrusion detection is
presented.

Identifying the intruder behavior in the network as well as in the system is an
arduous and time-consuming mechanism. Feature selection is used to determine a
minimal feature subset from a problem domain. This must be done even while
retaining high accuracy in representing the original features [6]. Rough set approach
is mostly used for dimensionality reduction for removing the unnecessary features
[7]. Zhang et al. [8] explained the capability of Rough Set Theory (RST) in
determining the categories of attacks in IDS according to classification rules. Most
of existing IDS use all the data features for detecting intrusions. In the literature of
IDS very few researcher address the importance feature selection. The feature
subset obtained exercises influence on the accuracy of the intrusion detection.

2.3 Test Bed

In the initial stages of IDS growth, the standard datasets are not available [9].
The KDD initiate the process and designed the standard intrusion dataset. Ear-
lier TCPDUMP data has been used for evaluation of IDS. Before developing the
KDDCUP99 dataset, Network capture packets are used in the evaluation of NIDS.
System logs, command sequences and memory usage are used for HIDS. Evalua-
tion of IDS needs standard dataset. In this work, to conduct the experimentation for
Network-based IDS, the following standard benchmark datasets are used.

1. KDDCUP99
2. UNB ISCX
3. HTTP-CSIC

The KDDCUP99 [10] dataset is used in many of the intrusion applications it
shows. Later ISCX and CSIC dataset are introduced for enhancing the IDS per-
formance. ISCX dataset is prepared from the real time captured packets, the CSIC
dataset is prepared for the web traffic applications.

3 Methodology

Intrusion detection dataset contains the both numerical and categorical attributes.
The ranges of the attributes are affecting the classification performance in the
system. The main power of scaling is avoidance of attributes in greater numeric
ranges against those in smaller numeric ranges [11]. Another advantage is to
avoidance of numerical difficulties during calculations. Rough set theory is derived
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to reduce the number of features, quick reduct algorithm is used to obtain the
optimal number of features from the dataset.

Data scaling is applied for the obtained dataset for both the numerical and
categorical features for enhancing the detection rate of the system. The scaled
dataset is used to classify the intrusion model accurately. Process flow of the system
as shown in the Fig. 1.

Algorithm: Data scaling based IDS model
Input: Intrusion Dataset
Output: Intrusion accuracy
Begin:

1. Intrusion dataset has given to the model
2. Rough set theory is used for feature selection
3. Data scaling is applied to the dataset
4. Perform the data mining based classification
5. Result analysis

End

4 Result Analysis

As measuring the performance of the classifier accuracy is not sufficient. Need a
measure which represents the accuracy of the intrusion detection, to evaluate it
F-measure and G-mean are used. The F-measure gives the harmonic mean of
precision and recall, G-mean giving the geometric mean of normal and anomaly
accuracies.

F −measure =
2× precision × recall
precision + recall

Intrusion Dataset 

Rough set feature 
selection 

Data scaling 

Classification 

Fig. 1 Data flow in the
system
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G-mean concerns the two accuracies of both classes at the same time [12].
G-mean is the geometric mean of specificity and sensitivity. It is used when per-
formance of both classes is expected to be high simultaneously. It is a good indi-
cator on overall performance. It is very useful for the imbalanced datasets.

G−mean=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Sensitivity * Specificity
p

The experimentation is conducted for the three intrusion datasets by using the
data mining classification algorithm. The results shown in Table 1 are for the
original dataset.

The dataset is refined using the rough set based feature selection and data
scaling. The obtained results are shown in Table 2, the performance of the model
has increased.

Table 1 Intrusion analysis to the original dataset

Dataset Accuracy Precision Recall F-measure Kapaa G-mean

KDDCUP99 97.37 0.974 0.974 0.974 0.94 0.974
ISCX 99.56 1 0.996 0.998 0.561 0.997
HTTP-CSIC 96.52 0.966 0.965 0.965 0.929 0.965

Table 2 Intrusion analysis with scaling

Accuracy Precision Recall F-measure Kapaa G-mean

KDDCUP99 99.95 0.999 0.998 0.998 0.998 0.998
ISCX 100 1 1 1 1 1
HTTP-CSIC 99.98 0.999 0.998 0.998 0.998 0.998

Fig. 2 ROC curve for ISCX dataset
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The roc curve is plotted for ISCX dataset [13] has the maximum performance of
the classifier as shown in Fig. 2.

5 Conclusion

In evaluation of IDS both the empirical risks and structural risks are important
considerations. By adopting the rough set based feature selection reduction in
dimensionality of the dataset has been achieved. This decreases the empirical risk of
the model. Data scaling has improves the detection performance of the model.
Experiments were conducted for the intrusion datasets and achieved performance
gain.
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Host-Based Intrusion Detection System
Using File Signature Technique

G. Yedukondalu, J. Anand Chandulal and M. Srinivasa Rao

Abstract File signature technique enhances the efficiency of Intrusion Detection
System. File Signatures are generated using Hashing Method and Superimposed
Coding technique. In this paper, we focus on signature generation technique which
is used to find out the malicious users. DARPA data set is used to apply this
technique to find out the intruders through IDS. The Jaccard similarity measure is
used to find out the distance between two binary strings since all the sequence of
system calls in DARPA data set are converted into binary format. Clustering
technique is applied to increase the efficiency of the Host-Based Intrusion Detection
System.

Keywords File signatures ⋅ Intrusion detection ⋅ Hashing method ⋅ Super-
imposed coding technique ⋅ Similarity measure

1 Introduction

An Intrusion Detection System is a software application that continuously observes
a network or system for abnormal activity. Any abnormal event noticed by IDS that
can be reported immediately either to a system administrator or collected centrally
using a security information and event management system. The intrusion detection
system checks throughly the incoming and out going traffic of Host or a network.

G. Yedukondalu (✉)
Vignan Institute of Technology & Science, Vignan Hills, Deshmukhi, Hyderabad, India
e-mail: gyedukondalu@gmail.com

J. Anand Chandulal
K.L. University, Vijayawada, Andhara Pradesh, India
e-mail: dr.chandulal@yahoo.com

M. Srinivasa Rao
School of Information Technology, Jawaharlal Nehru Technological University Hyderabad,
Hyderabad, India
e-mail: srmeda@jntuh.ac.in

© Springer Nature Singapore Pte Ltd. 2017
H.S. Saini et al. (eds.), Innovations in Computer Science and Engineering,
Lecture Notes in Networks and Systems 8, DOI 10.1007/978-981-10-3818-1_25

225



Prior to the intrusion detection systems the firewalls were in use. They are partially
replaced with IDSs because of faults in their design. IDS protects perfectly the
computer network or a Host system from the malicious actions. There are numerous
IDS, varying from antivirus software to hierarchical systems that monitor the traffic
of an entire backbone network. In such networks, even if an intrusion is detected,
the system cannot be shut down to check it fully since it may be serving users who
are making deals or completing one transaction or the other [1]. The Intrusion
Detection Systems are classified as network intrusion detection systems and
host-based intrusion detection systems. It is also possible to categorize IDS by its
detection approach: the most well-known variants are signature-based detection and
anomaly-based detection. Section 2 gives a brief survey to understand different
approaches to IDS. Section 3 clustering and Sect. 4 presents the proposed system.
We conclude our work in Sect. 5 with experimental results.

Signature-Based Detection: The Signature-Based Intrusion Detection System
monitors the packets in the network and matches with pre-computed attack patterns
known as signatures. This approach is not efficient because any attacker comes with
changing his signature then the system could not understand its altered behaviour.

Anomaly-Based Detection: Anomaly-Based Detection monitors network traffic
and compare their state with the normal database defined by the systems admin-
istrator and look for intrusions.

Anomaly intrusion detection assumes that all intrusive activities are certainly
anomalous. The anomaly-based detection is depends on how we are defining the
networks behavior. The users of the network will be allowed into the server system
based on the rules defined in the servers database. The behavior patterns of the
incoming traffic is to be mapped with the database maintained in the server system
while evaluating for intrusions.

2 Related Work

Wenke Lee et al. proposed a scheme that describe a data mining framework for
adaptively building Intrusion Detection models. The main idea is to utilize audit
records to extract features that describe each network connection or host session
and apply data mining programs to learn rules that capture the behavior of abnormal
and normal activities. These rules can be used for misuse detection and anomaly
detection [2]. The rules dynamically generated or stored in information system are
IP addresses of the client systems of a network. Dr. Sanjay Rawat et al. [3] pro-
posed an approach for IDS that captures users behavior using “Singular Value
Decomposition Technique”. This technique can help for fast intrusion detection.
Dr. Sanjay Rawat et al. [4] proposed another approach for intrusion detection called
Binary Weighted Cosine (BWC) metric for anomaly-based intrusion detection that
rely on sequence of system calls. BWC technique enhances the capability of the
KNN algorithm appreciably. Dr. Sanjay Rawat et al. proposed a speedy Host-Based
Intrusion Detection scheme using rough set theory which helps to identify rules for
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intrusion detection. Identifying rules dynamically to evaluate the incoming user is
normal or adverse. Dr. Dash and Dr. G. Vijaya Kumari et al. proposed a framework
“Masquerade Detection Using IA Network” using a novel technique of episode
determination.

3 Clustering

Clustering is a concept that will be used to group similar objects together. Each
group contains similar objects called a cluster. The properties of each object in a
cluster is approximately similar. The features of objects of a cluster is dissimilar
with the objects other cluster. We use k-means algorithm to cluster the DARPA data
set. In a k-means algorithm, we can choose number of clusters that we are going
create. The DARPA data set is made into three clusters in our experiment.

Here, the clustering technique played a vital role in reducing time to search for
an intrusion. We calculated the centroid for each cluster. Now each cluster consists
of sequence of system calls. Each sequence represents a kind of action done by a
user on a host system. By using Jaccard similarity measure, the test sequence of
system call is searched in a particular cluster for pattern matching.

4 Proposed Scheme: Signature Generation and Intrusion
Detection

The Data Mining techniques are best suited for intrusion detection to trigger alarm
when any intrusion takes place in a host system. The proposed IDS can thought of
decision making using DARPA data set. Clustering and file signature techniques
are applied on DARPA to identify the anomalous actions. The proposed scheme is
shown in Fig. 1.

The DARPA Data set consists of test data, training data and attacks. This data set
used in the detection process of intruders. Broadly the DARPA data set consists of
test data of normal users, test data of anomalous users, training data of normal and
anomalous users. Each data set is clustered using k-means algorithm. For each
cluster the signature is calculated. Test data signature will be matched with sig-
natures of the shortest distance cluster. Remaining clusters will be omitted for
searching. Because of this approach the processing time will be effectively reduced.
So the efficiency of ID system will be increased. The signature of test data of
normal users will be compared with signatures of the training data of normal users.
That user will be allowed to access the Host system. Likewise if the match found in
the clusters of training data of anomalous users with the signature of test data of
anomalous user. Then the ID system will give anomalous user as outcome.
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4.1 File Signature

File signature method is an efficient technique for text retrieval. File signatures are
computed using Hashing and superimposed coding technique.

Hashing Algorithm:
Input: n size of signature, r number of bits set to 1, Word[] word whose sig-

nature is to be computed.
Output: s signature of Word[]. procedure Hash (n,r,word[]: in; s:out)

Step1: H(word) = 0; l = length of the word[]; p = nCr;
Step2: for i = I to l do
Step3: H(word) = H(word)*2 + ASCII(word[l]);
Step4: End do
Step5: s = H(word) mod p
Step6: End

The following example illustrates the above algorithm. Let us suppose that
n = 4 and r = 2. Then all the possible (4 C2) combinations for the word DATA
and it’s signatures are shown in Table 1.

The Hash value of word “DATA” is 1037 as per the above algorithm and the
signature of word DATA is 1037 mod 6. The resultant signature is integer 5 and its
corresponding binary value is the signature of the word DATA. So the signature of

Fig. 1 Framework for host-based anomaly detection
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the word “DATA” = 1100. DARPA data set consists of total 606 text documents.
Each document consists of sequence of system calls. Superimposed coding tech-
nique is used to compute the signature of the file. The computational steps involved
are shown below:

Input: Doc document consists of k words w1, w2 …, wk.
Output: S signature of the document.
Procedure superimposed-coding (.Doc : in; S : out}

1. for i = 1 to k do
2. si — Hash(n, r, wordi[]);
3. end do
4. S = sl V s2 V … V sk
5. End.

After file signature generation of DARPA data set over then it is divided into 3
groups using k-means algorithm. The distance between the test data sample to the
random sample of cluster is computed using Jaccard Distance. The test data sample
is matched with random samples from a particular cluster based on the distance.

Jaccard Similarity Measure:
The distance, dis between two binary strings are computed using Jaccard Sim-

ilarity measure using the below equation

dis=
a+ b

c+ a+ b+ d

where

c no. of variables that equal 1 s for both signature and test strings
a no. of variables that equal 1 s for signature and 0 s for test signature
b no. of variables 0 for train signature and 1 for test signature
d no. of variables that are equal 0 for both strings

For example:
Original String = 11010
Test String = 01110

Table 1 Different signatures
for the Word DATA

0 0011
1 0101
2 0110
3 1001
4 1010
5 1100
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Here

c = 2, a = 1, b = 1, d= 1

so, dis = 1+ 1 ̸ ð2+ 1+1+1Þ 2 ̸ 5= 0.4
The distance between above two strings is 0.4.

5 Experimental Results

DARPA dataset consists of total 606 text files. File Signatures are generated using
java. For example some of the file signatures generated using Hash function and
Superimposed Coding Technique is shown in below Table 2.

k-means algorithm applied on binary DARPA signatures dataset. The output
shown in the Fig. 2.

The distances are measured using Jaccard distance technique to find out the
distances between each cluster. Distance between test signature to corresponding
clusters are calculated are shown below. The test signature of the file is very near to
cluster 3 because its distance is short when compared with other clusters. So this
technique will eliminate the first two clusters, obviously we search in cluster 3 to
find out intruder. So the system is more efficient with respect to search time, the
experimental results was shown in Fig. 3.

Table 2 File name with its
file signature

The signature of file tr1-311.txt 1110011001010101
The signature of file tr10-320.txt 1111010111101110
The signature of file tr100-816.txt 0000101010001111
The signature of file tr101-818.txt 1110011000000101

Fig. 2 K means output
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The test signature is verified in cluster 3 for pattern matching. This is matched
with anomalous users database. So the test signal is an intruder which is shown in
the below Table 3.

6 Conclusion

In this paper, the file signature is computed. It is a feasible framework and tries to
explore a new approach to intrusion detection system. IDS data processing speed
will be high because of the suitable clustering technique.
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Intra and Inter Group Key Authentication
for Secure Group Communication
in MANET

G. Narayana, M. Akkalakshmi and A. Damodaram

Abstract Mobile Ad Hoc Network (MANET) is basically an infrastructure less
network consisting of numerous member nodes connected to each other wirelessly.
All the nodes in MANET work in cooperation with one another, by forwarding the
data to its neighbor node which is within its transmission range, and the neighbor
node, in turn forwards it, until the data reaches its respective destination. But, if
there exists any malicious node in the network, then the data being transmitted gets
damaged/compromised. This is possible since all nodes are linked wirelessly, which
makes it easy for the attackers/malicious nodes to infiltrate the network. So to
protect the network data, we propose a intra and inter group key authentication
technique for secure group communication. In this technique, the network is
divided into several groups. Each group has a intra group key to safeguard its
privacy. When two nodes belonging to different group want to communicate with
each other, then they generate a inter group key and then securely carry out
communication.

Keywords Secure group communication ⋅ Key authentication ⋅ Key encryption
key ⋅ Security
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1 Introduction

1.1 Mobile Ad Hoc Network (MANET)

The Mobile Ad Hoc Network (MANET) is made up of several nodes which are
highly mobile and connected wirelessly through multi hop routes. MANET is a
infrastructureless network and hence does not rely on centralized controlling points
such as base station, access point, etc. Since wireless applications are increasing as
in case of cable TV, video and audio conference, military communications, etc.
wherein the wireless multicast is performed, it is important to ensure the safety of
data being multicasted. The key management (KM) technique is employed to assure
that just the authenticated members of the network get access to the respective
authenticated group. Hence for secure multicast operations, it is necessary to
employ a dynamic KM technique. But, there are issues in developing a secure
MANET due to its salient features such as restricted battery life, conditioned
processing, limited resources, etc. [1]. Some of the unique features of MANET are:

1. MANET is a self sustaining network and hence is independent of centralized
controlling points. So most of the functionalities performed by the host, router,
etc. are carried out by every member of the network. Thus, allowing the nodes
which are not within each others communication range to communicate through
intermediate nodes.

2. MANET is a not a centralized network. It is a distributed network.
3. Network resources are limited. For instance, battery power, bandwidth, memory,

etc. [2].

1.2 Secure Group Communication in MANET

In MANET, group communication is an important function because of the coop-
erative performance of the member nodes in handling the network operations to
achieve the successful data transmission after overcoming the irregular network
behaviour in the absence of centralized network infrastructure. For instance, in
military operations, the users update the surrounding status to be alert and con-
scious of the overall conditions and to respond accordingly. In MANET, the nodes
are mostly dependent on the multicast for handling traffic conditions like route
discovery or neighbor discovery to develop multihop paths, to maintain time
synchronization, etc. This traffic needs to be delivered at the destination in a safe
process. Some of the target aspects to be attained by this network are:

1. Message Confidentiality: to avoid the attackers or malicious nodes from getting
access to data.

2. Message Integrity: to avoid destruction of the messages being transmitted.
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3. Source Authentication: to overcome intentional attacks which may resend data
or causing node impersonification [3]?

In MANET, safe group communication is attained by sharing a group key which
allows the valid members to perform data encrypt and decrypt operations. All the
group messages undergo encryption by the group key. In this way, all nodes in a
group assist one another without worrying about malicious node attacks. Designing
a group key agreement (GKA) protocol is an open issue since the origin of the
Diffie–Hellman (DH) protocol. Large research is performed in order to make the
DH key exchange process a general process, but not many research activities are
successful because of the inability to use in the MANET. This inability is due to the
fact that the researched and proposed techniques are not self sustaining and are also
controlled by a centralized point. Also, the proposed techniques give importance
only towards maintaining data security and not in preserving data [2].

2 Related Works

Xixiang Lv and Hui Li [2] have presented a Chinese Remainder Theorem-based
secure group communication scheme. This scheme is capable of offering confi-
dentiality and non-repudiating features. A shared encryption public key is generated
by the group members based on the public key of each member, and hence it will
also respond to various decryption needs. The confidentiality and non repudiation,
which is necessary to safegaurd the group communication is maintained by utilizing
the shared public key and the corresponding secret key. Mohamed Younis et al. [3]
have proposed a new Tiered Authentication scheme for Multicast traffic (TAM) for
large scale dense ad hoc networks. In TAM, the features of time asymmetry and
also the secret information asymmetry model are used together and clustering
technique is used to minimize the data overhead and also to assure scalability. The
one way hash function chain is used to validate source of the message in the
multicast traffic in a cluster. Message authentication codes (MAC) which are
developed on the basis of a specific key set are enclosed in the cross cluster
multicast traffic. To validate the source, every cluster utilizes a specific key subset
inorder to determine its defined combination of authenticated MAC in the message.

Zhiguo Wan et al. [4] have presented an unobservable secure routing protocol
referred as USOR inorder to provide absolute unlinkability and also content
unobservability for every packet category. USOR combines group signature as well
as the ID based encryption technique for determining paths and hence works
proficiently. Based on the analysis, it is observed that USOR safeguards confi-
dentiality of the user from attackers which can attack internally or externally.

Hua-Yi Lin and Tzu-Chiang Chiang [5] have presented a dynamic multicast
height balanced group key agreement (DMHBGKA) technique which permits a
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user belonging to a multicast group to generate a group key in an effective manner
and then safely deliver the traffic data from the transmitting node to the destination
user residing within a different group in MANET. The proposed protocol divides
the group members in the basis of location to form location based clusters. These
clusters minimize the communication expense and also the key management
expense that incurs during the entry and exit of the members into and out of the
network. This protocol offers proficient key reconstructions, safeguards data mul-
ticasting technique, makes the network dynamic and also minimizes the overhead
expenses related to security operations by employing the elliptic curve
Diffie-Hellman (ECDH) cryptography key management.

Weichao Wang and Yu Wang [6] has proposed a technique for the formation
and maintaining the multicast network. This technique allows robust change in the
network topology and also allows balanced distribution of the network information.
Communication within the group and also between different groups is facilitated in
a safe manner by employing the proposed key distribution and update technique.
The key shares are distributed using the adopted polynomials and then the LKH.
(Logical Key Hierarchy) technique is used to attain effective key refreshment.

3 Intra and Inter Group Key Authentication for Secure
Group Communication in MANET

3.1 Overview

In this paper, as an extension we propose an intra group and inter group authen-
tication for multicast traffic in MANET. For secure authentication, the messages
sent from group members to GM should be signed with a signature key. We assume
that a member holds long-term private and public keys certified by a trusted cer-
tificate authority (CA). Each node uses the digital signature algorithm (DSA) for
signing the messages [7]. Initially, the group members send a intra group key
request (INTRA_REQ) to GM signed with their own private key. Members can
obtain the key encryption key (KEK) securely from GM which signed by the GM
with its private key. The members after verifying the signature of the GM, obtains
their KEK, the process flow is as shown in Fig. 1.

During intra-group key management [8], the GM generates a polynomial and
broadcast to the members, from which the members can construct the intra-group
key. Lock-secret denotes a secret value of a member. It locks the group key so that
GM can securely transfer the polynomial to the members. Group members use their
unlock-secret to extract the ploynomial from GM’s broadcast message of a locked
group key [7]. Then the inter group key management is performed as described in
[8]. The multicast from the source will be done to all relevant GM and then a within
each of the target groups to forward the message to the receivers.
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3.2 Intra Group Key Management

Intra Group Key management is the key management technique employed within
the group. Each group consists of many members and one group manager [7]. The
group manager is responsible for issuing the key encryption key (KEK) and the
intra-group key. This process is illustrated in Algorithm 1.

Algorithm 1
Notations:

INTRA_REQ: intra key request message
Gx(i): private key of the group member
GM: Group Manager
K: random secret selected by GM

Group members request intra group key from GM  

GM broadcasts the locked secret key

Each member verifies the GM signature

Intra Key Management

GM broadcasts polynomial

Members retrieve Intra group key using polynomial

Member requests the other group member to 
generate inter group key

Inter Key Management

Requesting node broadcasts a polynomial

Members retrieve Inter group key using polynomial

Further communication is carried out securely

Fig. 1 Block diagram
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KEKi: Key Encryption Key of a Group member
i: integer number
Xi: locked encryption key
Gk mod p: GM signatured key
P: predefined large prime number
Gk: intra_group key
P: Polynomial
X: variable where the respective KEK has to be deployed
x(i): lock secret key
y(i): unlock secret key

Algorithm:

Step 1 Each member of the group sends an INTRA_REQ message after signing
it with its private key, Gx(i) to the GM.

Step 2 The GM selects a random secret, k and computes KEKi and signs it with
its private lock secret key and locks it.

Xið Þk = GxðiÞ
� �

k ð1Þ

Step 3 Then the locked KEKi is broadcased by the GM to its group members.
Step 4 On receiving the locked KEKi, each member verifies the GM signature

by unlocking it with its private unlock secret key.

KEKi = Xið Þk
� �

yðiÞ mod p= GxðiÞ.yðiÞ
� �

k mod p=Gk mod ð2Þ

Step 5 If the member determines the GM signature to be invalid then it ignores
the received broadcast message.

Step 6 If the GM signature is valid, then it accepts it.
Step 7 Once all the group members have the KEKi, the GM generates a poly-

nomial P using all KEKi.

P= x−KEK1ð Þ x−KEK2ð Þ . . . . . . x−KEKnð Þ+Gk ð3Þ

Step 8 The P is locked by the lock secret so that the GM can ensure the security
of P.

Step 9 The P is broadcasted by the GM to its members.
Step 10 On receiving the P, the members compute the intra group key by using

its own KEKi.

Intra group key= x−KEK1ð Þ x−KEK2ð Þ . . . . . . x−KEKnð Þ+Gk with x=KEKi

ð4Þ
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Intra group key = 0 + Gk

Intra group key = Gk

Step 11 The members use its unlock secret to extract the P received from GM.
In this way, the intra key is managed in the group by the group manager.

3.3 Inter Group Key Management [8]

In the inter group key management technique, the Pseudo Random Number Gen-
erator (PRNG) is used for key generation. In a network, there may exist several
group, which need to communicate with one another [8]. For secure communication
between the different group members, an inter group key is generated. This process
is described in Algorithm 2.

Algorithm 2
Notations:

Grpi: group in the network
N: total number of group in the network
Xrecepient_grp, i: polynomial sent to the recepient member from a member of

another group

Algorithm

Step 1 In a network there are n groups; Grp1, Grp2, …., Grpn.
Step 2 The member of a group which wants to communicate with a member of

another group, initially sends a INTER_REQ message with the id of the
specific recipient member.

Step 3 The message sent from other group is received by every member of the
recipient group.

Step 4 The intended member is able to decrypt the message using its secret lock
key.

Step 5 Then the requesting member sends a polynomial to the recepient group.
Step 6 Each recipient member tries to decrypt the received message using the

polynomial Xrecepient_grp,i. which is generated in a manner similar to
Eq. (3) in Algorithm 1 in Sect. 3.2.

Step 7 The polynomials are used to generate the inter group key as seen in
Eq. (4) in case of intra group key in Algorithm 1.

Step 8 Only the specified member node of the recipient group will be able
unlock the locked polynomial.

Thus, even the inter key management is performed in a similar procedure as
done for the intra key management to assure security in the network.
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4 Results and Discussion

4.1 Simulation Parameters

The proposed Intra and Inter Group Key Authentication for Secure Group Com-
munication (IIGKA) protocol is simulated in NS-2. Table 1 presents the simulation
settings and parameters.

4.2 Performance Metrics

The proposed IIGKA protocol is compared with the polynomial based key man-
agement (PKM) [8] protocol and the following performance metrics are evaluated.
Delay, packet delivery ratio, average residual energy, average packet drop and
control overhead.

4.3 Results and Analysis

A. Varying the Attackers

The number of attackers is varied as 2, 4, 6, 8 and 10 with pause time 5 s.
The end-to-end delay occurred for IIGKA and PKM protocols are shown in

Fig. 2. The figure shows that IIGKA has 12% lesser delay than PKM protocol,
when the attackers are increased.

The packet drop and packet delivery ratio of IIGKA and PKM protocols are
shown in Figs. 3 and 4, respectively. The figures show that the packet drop is 70%
less and the delivery ratio is 49% higher for IIGKA, when compared to PKM.

The residual energy of IIGKA and PKM protocols is shown in Fig. 5. The figure
shows that IIGKA has 4% higher residual energy than PKM protocol, when the

Table 1 Simulation
parameters

Number of nodes 50

Area size 1000 × 1000 m
MAC protocol IEEE 802.11
Simulation time 50 s
Traffic type Constant Bit Rate (CBR)
Number of attackers 2–10
Propagation model TwoRayGround
Antenna OmniAntenna
Initial energy 10.1 J
Transmission power 0.3 W
Receiving power 0.8 W
Pause time 5, 10, 15, 20 and 25 s
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attackers are increased. The control overhead occurred for IIGKA and PKM pro-
tocols is shown in Fig. 6. The figure shows that IIGKA has 62% lesser overhead
than PKM protocol, when the attackers are increased.

B. Based on Pause Time

The pause time of the mobile nodes is varied as 5, 10, 15, 20 and 25 s for 4
attackers.

The end-to-end delay occurred for IIGKA and PKM protocols when the pause
time is varied, are shown in Fig. 7. The figure shows that IIGKA has 3% lesser
delay than PKM protocol.
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The packet drop and packet delivery ratio of IIGKA and PKM protocols for
varying the pause time are shown in Figs. 8 and 9, respectively. The figures show
that the packet drop is 63% less and the delivery ratio is 52% higher for IIGKA,
when compared to PKM.

The residual energy of IIGKA and PKM protocols for varying the pause time,
are shown in Fig. 10. The figure shows that IIGKA has 4% higher residual energy
than PKM protocol. The control overhead occurred for IIGKA and PKM protocols
for varying the pause time are shown in Fig. 11. The figure shows that IIGKA has
52% lesser overhead than PKM protocol.
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5 Conclusion

An Intra and Inter Group Key Authentication protocol (IIGKA) for secure group
communication has been proposed in this paper. Each member of the group
requests its Group Manager for a intra group key. The group manager broadcasts a
locked key and then broadcasts a polynomial to enable the retrieval of locked key.
In the inter group key authentication, a member requests another member of another
group to aid in creating a inter group key. Then broadcasts the respective poly-
nomial to enable the intended recipient to retrieve the inter group key. Once, the key
is authenticated by the respective node, then the involved members can carry out
secure communication in MANET.
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Performance of Efficient Image
Transmission Using Zigbee/I2C/Beagle
Board Through FPGA

D. Bindu Tushara and P.A. Harsha Vardhini

Abstract Image processing plays a major role in the efficient transmission of
images. Representation of images mathematically and performing various opera-
tions in digital form makes the process more effective in today’s communication
systems. Performing this image processing and transfer through various wired and
wireless technologies is the major concern. This paper deals with comparison of
several such propagation modules for the transmission of images by performing
image processing like image compression using discrete wavelet transform, edge
detection and noise removal.

Keywords FPGA ⋅ I2C protocol ⋅ Beagle board ⋅ Image compression ⋅
ZIGBEE

1 Introduction

Images are the pictorial representation of information which also adds the advan-
tage of its efficient transmission. This efficiency in transmission is increased by
performing various image processing technologies and choosing the type of
transmission media for its propagation. There are several technologies available for
this propagation which includes both wired and wireless technologies. Availing of
these depend on the factors including distance between transmitter, receiver and
type, length of image to be transmitted. This paper mainly focuses on the three
transformation techniques to be performed on image for its efficient transmission.
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1.1 Image Compression

The process involves reduction of the pixel voltage values of an image resulting in
its compression. The size of the image is reduced, which results in reducing the
effect of redundancy and irrelevance of data in the image. This is done using
discrete wavelet transform (DWT) by taking row and column matrix. The rate of
compression depends on the size to which pixel voltage values are reduced. There
are two forms of compression—lossy and lossless compression. Reconstruction of
the original image is done without any loss of data in lossless compression whereas
recovery of original image with some loss is lossy compression.

1.2 Edge Detection

The edges of an image are determined using edge detection which reduces the effect
of noise in the image transmission. This is performed using kernel matrix masked
over the image pixel matrix considered. The values are rounded off to the threshold
value taken into consideration [1].

1.3 Noise Removal

There are several types of noise added to the image while its transmission. Due to
occurrence of such noise, originality of the image changes with respect to change in
the values of pixel intensity. The paper mainly focuses on the removal of one such
noise called ‘salt and pepper’. Using sliding window protocol, sliding of the win-
dow consisting of the image pixel values is performed and filtering operation is
done on it.

2 Transmission Modules

The transformation techniques performed on the image is done using programming
FPGA and transmitting the resultant image using various wired and wireless
technologies. This paper mainly focuses on the comparisons of such technologies in
the efficient transmission of image from transmitter to the receiver section.

2.1 Zigbee Module

Zigbee module is one of the wireless techniques which interface the transmitter and
receiver through FPGA. This module is used at the transmitter and receiver using
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the corresponding modules at both the ends. Wireless transmission is with respect
to the transmission done between the zigbee transmitter and receiver. This trans-
mission is shown in Fig. 1.

2.2 I2C Protocol

This protocol is a form of wired transmission between the transmitter and display
through FPGA using two control signals. SCL for applying of clock pulse at the
start and stop of transmission and actual data transmitted through SDA [2, 3]. These
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Table 1 Comparison

Parameter Zigbee I2C Beagle board

Complexity
with hardware

Less Same as that of zigbee Comparatively
less

Connectivity
with FPGA

RS-232 SDA, SCL I2C/data input,
output Port

Transmission
rate

Less More Higher

Speed of
transmission

Moderate Moderate Higher

Processor
involved

SRAM DS13707 OMAP3530

Interfacing
devices

Direct
connectivity
between FPGA
and zigbee

Microcontroller interface Direct
connectivity
through ports

Transmission
medium

Wireless Wired Wired

Transmitter
and receiver

Separate
transmitter and
receiver modules

No separate transmitter and receiver No separate
transmitter and
receiver

Supporting
FPGA module

Spartan 3E, EDK
kit with SRAM

Spartan 3E VIRTEX 5,
VIRTEX 6

Programming
language with
FPGA

VHDL/C VHDL/C Linux

Software
implementation

XPS XILINX XILINX

Transmission
mode

16 Direct
Sequence
Channels

Depends on the speed of the bus Full duplex
transmission

Data rate 250 kbps The data on the SDA line must be
stable during the HIGH period of the
clock

48 bps

Network
topology

Point to
point/multipoint

Master-slave Multiport
connectivity
with single
board

Range of
transmission

Up to 50 kms of
distance

6 meters or 20 feet distance Pixel Clock
Frequency is
25–65 MHz

Operating
voltage

3.3–3.6 V Input reference levels are set as 30
and 70% of VDD; VIL is 0.3VDD and
VIH is 0.7VDD

3.3 V

Feasibility Moderate Moderate Comparatively
more as it is
open source

248 D. Bindu Tushara and P.A. Harsha Vardhini



are controlled by a micro controller and bus interface along with FPGA. The
interface with I2C is shown in Fig. 2.

Fig. 4 Noise free output
image

Fig. 5 Receieved image with
edge detection
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2.3 Beagle Board

This board is categorized as one of the wired communication transmissions between
FPGA and display to transmit the image. The board serves the purpose of PC for
getting the input image, performing required transformation on it and displaying it
on the display screen [4]. This connectivity between the blocks is shown in Fig. 3.
The input message is read from the board and the algorithm for image transfor-
mation is performed on FPGA. The resultant image is then given to the display by
the board in the form of pixel transmission. The display can also be connected to
FPGA kit by using PC. The bidirectional flow between FPGA and beagle board
indicates the flow of pixel values of the original image and the transformed image
[5]. The image can be read from a predefined one in the beagle board or can be
taken from the camera connected to one of the ports of the beagle board.

3 Comparison Parameters

Comparison enhances the usage of available modules by increasing the efficiency of
transmission and also makes the users familiar with the respective working tech-
niques and parameters of the module. Proposed modules comparison [6] given in
Table 1.

Fig. 6 Output compressed image
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4 Results

The modified image is transferred using the modules and shown on the display.
Figure 4 shows the noise free image using noise removal algorithm. Figure 5 shows
received image with edges detected with edge detection algorithm.

Figure 6 shows the output image with compression rate of one fourth of the
original image.

5 Conclusion

By making such comparisons, best outcomes can be achieved with great speed and
ease. Beagle board is an open source system which makes it more feasible relative
to other modules. This board replaces all other external interfacing hardware
devices for its operation. More algorithms can be performed on this board to
enhance the techniques in field of image processing.
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Modified Probabilistic Packet Marking
Algorithm for IPv6 Traceback Using
Chinese Remainder Theorem

Y. Bhavani, V. Janaki and R. Sridevi

Abstract Denial of Service (DoS) attack is creating a major problem to the internet
security. Probabilistic Packet Marking (PPM) algorithm suggested a methodology
to overcome the DoS attacks. This methodology selects a packet based on proba-
bility to store a part of the IP address of the router in the attack path. The victim
combines the marked parts of the IP address, to form the IP address in the attack
path. These combinations also contain IP address of routers which are not part of
the attack path. They are therefore called false positives. To overcome this draw-
back we proposed Modified Probabilistic Packet Marking (MPPM) algorithm for
IPv6. The packets are now marked with the unique value and this unique value is
calculated using Chinese Remainder Theorem (CRT) for every IP address of the
router in the attack path. This technique requires less number of marked packets to
find the exact IP address, thus reducing the number of false positives. Though IPv6
header length is four times that of IPv4, we could successfully obtain the exact IP
address of all the routers in the attack path.

Keywords IP traceback ⋅ Modified probabilistic packet marking algorithm ⋅
Chinese remainder theorem ⋅ Ipv6
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1 Introduction

Denial of Service (DoS) attacks impact is usually on the legitimate users, and their
services are being denied. Generally attackers are identified by their IP addresses,
but the DoS attackers send their packets with spoofed IP addresses. To overcome
this problem, the DoS attacks can be detected by constructing the attack path and
finding the source router. IP Traceback method is one of the techniques to detect the
DoS attacks, and to construct the attack path from the receiver to the sender. Many
techniques have been proposed for IP Traceback in IPv4 [1–7] but at present IPv4 is
being replaced by IPv6.

Packet marking is the most popular IP Traceback method. In packet marking
procedure the routers mark the packets with their identity (IP address). At the
victim, after receiving these packets, using the marked information traces the attack
path from the victim to the source router.

Now a day’s, the number of internet users has increased for more than 3.17
billion people up to December 2015 from that of 18000 sources using Internet, as
per the statistics portal [8]. As the users increase, the required number of IP
addresses also grows simultaneously. Hence the other alternative is IPv6 which
must be used for all practical purposes.

Xuan-Hien Dang et al. [9] in their Probabilistic Packet Marking (PPM) method
for IPv6 used the Flow label field of IPv6 datagram header to store the marking
information needed to construct the attack path. The unavoidable disadvantage of
this technique is that it requires more number of packets to construct the attack path.

Yulong Wang et al. [10] and Chi Chen et al. [11], proposed a hybrid IP trace-
back method for IPv6 networks. They combined the packet marking and packet
logging techniques. The advantage is it records the path information both on the
router and in the packets. The implicit disadvantage of this method is found to be
storage overhead at the routers and collection of huge number of packets at the
victim.

Syed Obaid Amin et al. [12] proposed IP traceback method for IPv6 networks.
This method used the Hop by Hop extension header to store as a whole the marking
information (128 bits of IP address), which in general could be used to store
fragment information. Hence, this technique failed whenever the packet size
exceeded the Path Maximum Transmission Unit (PMTU).

Long Cheng et al. [13] proposed an opportunistic piggyback marking for IP
Traceback. This method assumed all the routers as traceback enabled routers and
marking information is passed to the destination through external-flows also which
reduced the delivery delay of messages to the victim. This method used the Flow
label field to store the marking information.

In MPPM algorithm for IPv4 [14] using CRT, a unique value corresponding to
the IP address is calculated and sent to the victim instead of the IP address itself.
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This technique reduced the number of combinations and hence false positives.
Ahmad Fadlallah [15] proposed a method to mark the far away routers from the
victim without the packets re-marked by the nearer routers. So less number of
marked packets are needed to construct the attack path.

In this paper, we have extended MPPM Traceback for IPv6 network. Our paper
is articulated as follows: Sect. 2 outlines IPv6 header encoding. In Sect. 3 we
describe the Modified Probabilistic Packet Marking algorithm for IPv6. Section 4
provides the results and Sect. 5 concludes the paper.

2 IPv6 Header Encoding

The main aim of the IP Traceback method is to find the source router of the attack
path. The routers in the attack path store their IP address identity in the IPv6 header
to find the source router. This section, explains the usage of Chinese Remainder
Theorem for encoding the IPv6 header.

Chinese Remainder Theorem (CRT) states that

X ≡ ai mod mi ð1Þ

where 1 ≤ i ≤ k has a unique solution modulo M. Let m1, m2, m3,…, mk be the
pair wise relatively prime numbers.

According to our proposed methodology each router in the attack path, calcu-
lates a unique X value for its IP address using CRT. There are six kinds of
extension headers in IPv6 [16] among which only Hop by Hop header can be used
to send the X values. This header is examined and processed by every router along
the packet path, but it creates fragmentation problem when the packet size exceeds
the Path Maximum Transmission Unit (PMTU) [12]. The fragmentation is per-
mitted only at the source of the path in the IPv6. The intermediate routers throw
away the packets which need to be fragmented before they arrive to the actual
victim. Xuan-Hien Dang et al. [9] avoided this problem using the Flow Label field
to mark the packets. Xuan-Hien Dang et al. [9] suggested that as the Flow Label
field of the IPv6 header is not used for other purposes, it could be used to send
marking information. In our proposed system, the X value is sent to the victim by
placing it in the Flow Label field of IPv6 header.

The IPv6 packet header format is shown in Fig. 1. In our proposed algorithm, we
used 20 bit Flow Label to store the identity of the router. The IPv6 IP address length
is 128 bits, and the corresponding X value so calculated is also 128 bits, this did not
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fit into the Flow Label of the IPv6. This draw back has inadvertently made us to
fragment the IP address and the corresponding X value into 16 equal parts each of 8
bits.

For example the IP address 2001:0470:1F00:0296:0209:0000:FE06:67B4 is
split by considering the two consecutive hexadecimal values as follows IP1 = 20,
IP2 = 01, IP3 = 04, IP4 = 70, IP5 = 1F, IP6 = 00, IP7 = 02, IP8 = 96, IP9 = 02,
IP10 = 09, IP11 = 00, IP12 = 00, IP13 = FE, IP14 = 06, IP15 = 67 and IP16 = B4.
If these IP address parts are directly sent to the victim as it is, it becomes difficult to
combine the IP address parts correctly. Thus it could result in IP addresses that are
not in the attack path (false positives). To overcome this, the above hexadecimal
parts are converted to decimal and corresponding X value is calculated. This X
value is fragmented and sent to the victim as an identity. The victim can combine
the X value fragments wholly, as the X value is unique for each IP address, thus
reducing the false positives. If the IP address is of the form 2001:db8:3c4d:1::1 then
in our proposed algorithm it is considered as 2001:0db8:3c4d:0001:0000:
0000:0000: 0001, for dividing it into 16 equal parts.

The X value for the IP address 2001:0470:1F00:0296:0209:0000:FE06:67B4 is
calculated by applying CRT Eq. (1). This X value is congruent modulo to IP1 to
IP16 as shown below.

X ≡ IPi mod mi. ð2Þ

where 1 ≤ i ≤ 16, and we assume m1 = 193, m2 = 197, m3 = 199, m4 = 211,
m5 = 217, m6 = 223, m7 = 227, m8 = 229, m9 = 233, m10 = 239, m11 = 241,
m12 = 247, m13 = 251, m14 = 253, m15 = 255, m16 = 256. All these are pair wise
relatively prime numbers.

So, the X value can be calculated as shown below

X ≡ ∑
16

i = 1
IPibi

� �
mod M ð3Þ

Version Traffic class Flow Label

Payload length Next header Hop limit

Source address

Destination address

Fig. 1 IPv6 header format
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where

M = ∏
16

k =1
mk ð3:1Þ

bi =Mi ×M − 1
i mod mi, hereMi =M ̸mi ð3:2Þ

The algorithm used to calculate X value at each router for its IP address is given
below:

X=0
/* M, Mi, Minvi (Mi

-1)are considered as BigInteger to store larger numbers. X data 
type is also considered BigInteger to store 128 bit unique X value */    
for( i=1 to 16 do)
{ M=M. multiply(mi)   //eqn 3.1
/* modInverse, mulitiply, divide add and mod are BigInteger functions to perform 
mathematical calculations */ 

Mi=M. divide(mi) 
Minvi= Mi .modInverse(mi) 
bi=Mi.multiply(Minvi)//above three steps solve eqn 3.2

X= X. add(bi . multiply(BigInteger.valueOf(IPi))}
X=X mod(M)   // eqn 3

The X value for the above given 16 IP address parts is 3801055134401
5449631255458692619104868 and its binary format is 111001001100010010
000110111110000111100011101000000100100110101101010111001010100000
0110100011010001011101001111001001100100. When the number of bits of X
value is not equally partitioned into 16 parts, we have to place zeros to the left of binary
format of X value so that it is partitioned into 16 parts. This X value is partitioned into
16 parts each consisting of 8 bits as X0 = 00011100, X1 = 10011000, X2 = 10010000,
X3 = 11011111, X4 = 00001111, X5 = 00011101, X6 = 00000010, X7 = 01001101, X8

= 01101010,X9 = 11100101,X10= 01000000,X11= 11101000,X12 = 11010001,X13

= 01110100, X14 = 11110010, X15 = 01100100. Each two consecutive parts are
concatenated into a fragment as X0X1, X1X2, X2X3, X3X4, X4X5, X5X6, X6X7, X7X8,,
X8X9, X9X10, X10X11, X11X12, X12X13, X13X14, X14X15, X15X0 and are sent through the
20 bit Flow Label. The consecutive parts are combined in order to reconstruct the
exact parts from X0 to X16 at the victim.

Each fragment is placed in the Flow Label from 0th to 16th bit and fragment
number from 17th to 20th bit to identify the fragment. The number of hops (dis-
tance d) from the victim to the source is stored in Hop limit field of IPv6 header
format.
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3 Modified Probabilistic Packet Marking (MPPM)
Algorithm Using CRT in IPv6

3.1 Marking Procedure

In this MPPM algorithm for IPv6, at each router the unique X value for its IP
address is calculated using CRT. This X value is divided into 16 parts. The marking
procedure for IPv6 is explained as follows. At each router we passed a threshold
probabilistic value (Pm). We also used a flag condition to avoid further marking of a
marked packet by subsequent routers [17]. When a packet arrives at the router, a
random number “rand” is generated, and it lies between 0 and 0.999. If rand is less
than the assumed marking probability (Pm) and flag value is equal to zero then the
fragment and the fragment number are stored in the Flow Label field. The maxi-
mum distance (2 × d) is stored in the Hop limit field of IPv6 header. The flag is set
to 1, indicating that it has been marked. When the subsequent router receives the
marked packet and tries to mark, it is not allowed to be marked as the flag value is 1
already. The algorithm is as given below.

Marking Procedure at router R         

Fragno  0 
For ( each packet pt received from router R ) 
{   Generate a random number r and between [0..1)

If(rand < Pm and flag=0) then
pt.Flow Label[17-20] fragno
pt.Hop limit 2 × d

 pt.Flow Label [1-16] X[fragno] + X[(fragno + 1 ) mod 16]
fragno  (fragno+1) mod 16
flag  1 

if(flag = 1)
pt.Hop limit = pt.Hop limit-1

} 

3.2 Reconstruction Procedure

In this method, the victim after receiving the marked packet extracts the necessary
information from IPv6 packet header to reconstruct the attack path. The fragment
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(1–16 bits) information from the Flow Label field, fragment number (17–20 bits) of
Flow Label field and the distance from the Hop limit field are extracted and placed
in a table called as ‘Resulttable’. As the routers probabilistically mark the packets,
at times we could have received same information from more than one packet, and
hence the duplicates have to be removed. The remaining rows were ordered
according to the fragment number and distance d, so that the successive fragments
could be compared. This comparison permitted us to combine the correct part of the
fragments in order to get the exact value of X. Let Sd denote the set of routers that
are d distance away from the victim. This Sd is initialized as an empty set.

Now, for all ordered combinations of fragments, the successive fragments are
compared to achieve the exact X value consequently the IP address of the router of
the attack path is found. The above procedure is now explained with the help of an
example. A fragment 0 which is a combination of X0X1 (a part of X value), is
compared with the fragment 1 which is a combination of X1X2 of the same X value,
at the same distance d. The least significant 8 bits (LS8 bits) of the fragment 0 i.e.,
X1 is compared with the most significant 8 bits (MS 8 bits) of fragment 1. If this
comparison is matched then we could get first 16 bits of X value i.e., X0X1. Sim-
ilarly X2 (LS 8 bits) of fragment 1 is compared with X2 (MS 8 bits) of the fragment
2. If this comparison was found to be true, then we concatenate X2 to X0X1 to get 24
bits of X value. Similar process is continued for all the remaining fragments to
achieve 128 bits of IPv6 address of a router altogether. Finally X0 (LS 8 bits) of
fragment 15 is compared with X0 (MS 8 bits) of fragment 0 to check whether the
right parts of X value are properly appended.

From the obtained X value we derived all the 16 parts of the IP address by
applying modular inverse as follows.

IPi ≡X mod mi

where 1 ≤ i ≤ 16 and to obtain the IP address, IP1 to IP16 are converted to
hexadecimal values and concatenated as follows IP1IP2: IP3IP4: IP5IP6: IP7IP8:
IP9IP10: IP11IP12: IP13IP14: IP15IP16.

Similar process was applied for all the fragments having different distances.
From these X values by applying modular inverse and converting to Hexadecimal
values we obtained the exact IP addresses in the attack path without any false
positives.

Reconstruction procedure at victim v
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Let Resulttable be a table of tuples containing fragno, fragment and distance
for each packet pt from attacker

Resulttable.Insert(pt.fragno,pt.fragment, pt.distance)
if pt.distance > maxd then

maxd := pt.distance
Remove duplicates from the Resulttable 
/* delete from Resulttable where ID not in (select min(ID) from Resulttable 
group by fragno, fragment, distance) */
Let Sd be empty for 0≤d≤maxd
for d:= 0 to maxd
/* Select pt.fragno, pt.fragment from Resulttable pt, Resulttable pt1 where 
pt.substr(0,7) = pt.substr(8,15) and pt.distance=d ordered by pt.fragno */
for all ordered combinations & successive fragments

if(pt.substring(8,15) = pt1.substring(0,7)
/* where pt and pt1 are two successive fragments */

if(pt.fragno = 0)
  Sd := pt.fragment

else
Sd := Concatenate(Sd , pt.substring(8,15))

for d=0 to maxd
firstpart := pt.substring(0,7);
lastpart := pt.substring(128,136);
if(firstpart = lastpart)

Xbin := Sd.substring(0, 128)
Convert Xbin from decimal to binary and store in X 

/* Find IN1 IN2 IN3 IN4…… IN16 using CRT */
IN1 := X mod 193
IN2 := X mod 197
IN3 := X mod 199
IN4 := X mod 211
IN5 := X mod 217
IN6 := X mod 223
IN7 := X mod 227
IN8 := X mod 229
IN9 := X mod 233
IN10 := X mod 239
IN11 := X mod 241
IN12 := X mod 247
IN13 := X mod 251
IN14 := X mod 253
IN15 := X mod 255
IN16 := X mod 256
Convert IN1 to IN16 to hexadecimal,store in IP1 to IP16
Combined IP address is: IP1IP2: IP3IP4: IP5IP6: IP7IP8: IP9IP10: IP11IP12:

IP13IP14: IP15IP16
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4 Results

We considered a linear network with three assumed IPv6 addresses R1, R2 and R3,
where R1 is 2001:0470:1F00:0296:0209:0000:FE06:B7B4, R2 as 2001: 0470:1F
00:0296:0432:FF26:F236:F236 and R3 as 2001:0470:1F00:0296:0432:F F26:FF36:
AB36. We implemented our proposed method as explained in Sect. 2 using Java
language and its networking features. At each router its IP address is divided into 16
parts and each part is converted into its corresponding binary value. Then we cal-
culated a unique X value by applying CRT on these 16 IP address parts as shown in
Sect. 2 (Eqs. 3.1 and 3.2).

The unique X values for the above IP addresses are shown in the Table 1.
For example let the X value corresponding to R1 be divided into 16 parts, as X0 =
00011100, X1 = 10011000, X2 = 10010000, X3 = 11011111, X4 = 00001111,
X5 = 00011101, X6 = 00000010, X7 = 01001101, X8 = 01101010, X9 = 11100101,
X10 = 01000000, X11 = 11101000, X12 = 11010001, X13 = 01110100, X14 =
11110010, X15 = 01100100. Then two successive parts are combined to form a
fragment, some sample fragments are fragment 0 (X0X1) is 0001110010011000,
fragment 1 (X1X2) is 1001100010010000, and so on to fragment 14 (X14X15) is
1111001001100100, fragment 15 (X15X0) is 0110010000011100. These fragments
are stored in the IPv6 header of a packet along with its fragment number (fragno) and
distance (d).

At the victim required marked packets information is extracted and the attack
path is reconstructed as explained in Sect. 3.

5 Conclusions

To overcome the DoS attacks one of the best methods was to reconstruct the attack
path and find the address of the source router. Accordingly, Savage et al. proposed
PPM [1] which finds the IP addresses (IPv4) of various routers of the attack path,

Table 1 The IP addresses and the corresponding X values

IP address X value (128 bits)

2001:0470:1F00:0296:
0209:0000:FE06:B7B4

00011100100110001001000011011111000011110001110
10000001001001101011010101110010101000000110100
01101000101110 1001111001001100100

2001:0470:1F00:0296:
0432:FF26:F236:F236

00011100011001011010001011111100010100001000001
10001001101001011001010100011010000000011111101
1000110110101011100010110000110110

2001:0470:1F00:0296:
0432:FF26:FF36:AB36

10010100011010001001111000000110001000011101100
11011000000101111101100101111001110011100100010
00 0001110000000011111110100110110

Modified Probabilistic Packet Marking Algorithm for IPv6 … 261



but unfortunately with a very large number of false positives during the construction
of the attack path.

This was now modified by us to MPPM which reduced drastically the number of
false positives with the application of CRT. Even though the length of IPv6 is four
times that of IPv4, we could successfully achieve the exact IP address of the router
in the attack path as follows.

1. Considering the CRT rule, in our proposed method, the selected pair wise
relatively prime numbers are 193, 197, 199, 211,…, 253, 255, 256 as listed in
the reconstruction procedure at victim v (Sect. 3.2).

2. The false positives occur only when the above listed relatively prime numbers
lies between that number to 255 at each and every specified positions of the IP
address. For example, even if false positive occurred it could occur when IP1
address part lies between 193 and 255. Similarly, IP2 lies between 197 and 255
and so on. This product term is very less when compared to 25616.

Hence this high success rate helps the victim to construct the attack path exactly.
The future scope of our idea can be extended to multiple attack paths environment.
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Taxonomy of Polymer Samples Using
Machine Learning Algorithms

Kothapalli Swathi, Sambu Ravali, Thadisetty Shravani Sagar
and Katta Sugamya

Abstract The rapid growth in technology has led to the decrease in manual work
and is creating most of the objects in various industries of machine-driven. One
such automation need is found in the chemical industry where machine driven
package needed for the classification of various kinds of plastics supported their
absorbance values. One of the efficient algorithms used for cataloguing is through
support a vector machine which provides a classification model that is trained and
tested. A solution to automate the sorting of various kinds of plastic by using the
Fisher iris data set (which is a result of Near Infrared Spectroscopy (NIRS)).
Plastics are everyday used non-biodegradable materials once not disposed properly
have adverse effects on the atmosphere. For recycling of plastics totally different
sorts of plastics (polymers) need to be known and separate. For economic reasons
plastics must known and sorted instantly. The Fisher Iris data set that can be
employed by us is a result of NIRS. The NIRS techniques have been used for the
instantaneous identification of plastics. Measurements made by NIRS are quite
accurate and fast. The necessary algorithm needed to process the NIRS data and to
obtain information on the polymer category is written on the general purpose,
high-level programming language Python as well as on MATLAB. In order to
extend the efficiency of this process we also implement KS algorithm.
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1 Introduction

Plastics are omnipresent and defile the atmosphere. Throwing away of plastics has
become a technological and social subject that has created and attracted a lot of
attention from researchers, business people, politicians, environmental activists and
the common people. One way to cut back the ecological pollution, due to plastic
waste encompassing disposable and durable, is to salvage them. That is, to recover
the used plastics from municipal or industrial wastes streams and convert them into
new useful objects. Salvaging of plastic-wastes is steady gaining importance as
result of the efforts on conservation of oil resources and the shortage of disposal
sites. Moreover, it is uneconomical and the working conditions don’t be solely
unpleasant however even dangerous to health. Considering the above difficulties, an
automatic plastic sorting approach, involving automatic identification of materials
followed by a mechanical sorting, appears as correlate alluring different to manual
sorting. NIR spectroscopy identifies individual plastic sorts and offers a capable
approach to waste sorting.

Present systems of sorting are done either fully manually or mistreatment spe-
cialised machinery that is very expensive. It also needs lots of human resource for
maintaining this method of sorting plastics. This manual process is not thus
effective or efficient. It is highly prone to error. The cross verification of this manual
process is once more extremely troublesome. So abundant of time is consumed in
during this entire process. Hence associate machine-driven package which might
kind the plastics supported the values obtained from NIRS is to be developed.

1.1 Objective

With this paper, we support in the development of a plastic sorting technology
using NIR (Near Infrared) Spectroscopy. Different sorts of plastics wiz, PPT, PVC
etc. show different behaviour once subjected to Near Infrared rays. This difference
in behaviour will be analysed to kind numerous kinds of plastics in pace and with
negligible error. The technology has high value in the plastic exploitation business
alongside several different similar industries. The main idea of this paper is to
develop and to understand however on sorting of varied plastic sorts and then
facilitate transfer this method for the exploitation of industry/business.

1.2 Problem Definition

The plastic waste typically includes six sorts of materials particularly, polyethylene
(PE), poly-ethylene teraphthalate (PET), poly-propylene (PP), poly-vinyl-chloride
(PVC), high density polyethylene (HDPE) and polystyrene (PS). The tentative lab
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model classifies them and kinds PET alone. Through the existing set-up, PET
materials can be typed close to 100% with up to 200 kg per hour outturn. The
highest outturn is proscribed by the speed of the spectrograph utilized in the system.
Higher throughputs up to 1 tonne/hr will be achieved by using high-speed spec-
trographs and quicker sorting routine.

The proposed methodology ought to be in a position to take the associates
analysis of NIRS graphs as input and will provide an output that classifies the
polymers supported their absorbance values and different characteristics [1].

2 Methodologies

The main plan of this paper was to develop a knowhow on sorting of various plastic
varieties then facilitate transfer this methodology for the employment of trade. So
the NIRS spectroscopy analysis is used to urge the dataset containing the polymer
samples. Before, we have a tendency to discuss the method of classification we tend
to would like to offer a speedy report on NIRS spectroscopic analysis.

Near-infrared spectroscopy (NIRS) might be a qualitative technique that uses the
near-infrared region of the spectrum (from regarding 800 to 2500 nm). Typical
applications embrace pharmaceutical, medical diagnostics (including blood glucose
and pulse oximetry), food and agrochemical quality control. Plastic resins live
composed of a spread of compound varieties. Similarities within the size and form
of the resins build them difficult to differentiate by sight alone. During this appli-
cation note, the utilization of NIR spectroscopy for representation of distinctive
coloured plastic resins (Fig. 1).

2.1 SVM

In machine learning, support vector machines (SVMs, also support vector net-
works) square measure supervised learning models with associated learning algo-
rithms that analyze information and acknowledge patterns, used for classification
and regression analysis.

2.2 Discriminant Analysis Techniques

There are two types of these techniques; one of these techniques is LDA [2, 3].
Linear discriminate analysis (LDA) could be a technique used in statistics, pattern
recognition and machine learning to seek out a linear combination of
features/options that characterizes or separates two or lot classes of objects or
events. Another technique under discriminant analysis is QDA. Quadratic
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discriminate analysis (QDA) is closely associated with linear discriminate analysis
(LDA), wherever it’s assumed that the measurements from every category square
measure commonly distributed.

EXAMPLE OF FISHER IRIS
The Iris flower data set or Fisher’s Iris data set is a variable data set introduced by
Sir Ronald Fisher (1936) as an example of discriminant analysis. It’s generally
known as Anderson’s Iris data set because Edgar Anderson collected the data to
quantify the morphologic variation of Iris flowers of three related species. Two of
the three species were collected within the Gaspé Peninsula “all from an equivalent
pasture, and picked on the equivalent day and measured at the equivalent time by
the equivalent person with the equivalent apparatus”. The data set consists of fifty
samples from each of three species of Iris (Iris setosa, Iris virginica and Iris ver-
sicolor). Four features were measured from every sample: the length and also the
width of the sepals and petals, in centimetres. Supported the mix of those four
features, Fisher developed a linear discriminant model to tell apart the species from
one another (Figs. 2, 3 and 4).

Fig. 1 NIRS Spectroscopy
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2.3 Types of Classifiers

Initially we implement the binary classifiers in python. The classifiers that we are
using to compare the efficiencies are Linear, Polynomial, RBF and Linear SVC.

2.3.1 Linear Classifier

In the field of machine learning, the goal of applied math classification is to use an
object’s characteristics to identify which class (or group) it belongs to a linear

Fig. 2 Fisher iris data set

Fig. 3 Linear discrimination
of fisher iris data set
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classifier achieves this by creating a classification call supported the worth of a
linear combination of the characteristics [4]. If the input feature vector to the
classifier is a real vector, then the output score is [5]

y= f w⃗.x ⃗ð Þ= f ð∑
j
wjxjÞ,

where could be a real vector of weights and f could be a function that converts the
dot product of the two vectors into the specified output.

2.3.2 Polynomial Classifier

A quadratic classifier is employed in machine learning and applied math classifi-
cation to separate measurements of two or more classes of objects or events by a
quadric surface [4]. Statistical classification considers a collection of vectors of
observations x of an object or event, every of that includes a familiar sort y. For a
quadratic classifier, the proper solution is assumed to be quadratic within the
measurements; therefore y set supported [6]

xTAx+ bTx+ c

2.3.3 RBF Classifier

In the field of mathematical modelling, a radial basis function network is an arti-
ficial neural network that uses radial basis functions as activation functions [4].

Fig. 4 Quadratic
discrimination of fisher iris
data set
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The output of the network is a linear combination of radial basis functions of the
inputs and neuron parameters [7]. Radial basis function networks have many uses,
including approximation, time, classification, and system control.

2.3.4 Kennard Stone Algorithm Significance

All the classifiers above defined are implemented in such a way that the training
data and test data is split randomly and there is no particular way of splitting data by
the user. So KS algorithm helps to split training and test data set separately by
ranking the samples. KS algorithm ranks the data samples on the basis of their
affinity to the support vectors and hence comes up with the best possible training set
for the algorithm [8].

3 Results

3.1 Linear Classifier

The Fig. 5 shows that Linear classifier classifies Training data with an accuracy of
97% and testing data with an accuracy of 88.8% giving one sample to be wrongly
classified as type 4 when it is type 3 and also wrongly classifying another sample as
type 3 when it is type 4 which is represented by confusion matrix [9].

Fig. 5 Efficiency with linear
classifier
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3.2 Polynomial Classifier

The Fig. 6 shows that Polynomial classifier classifies Training data with an accu-
racy of 26.4% by wrongly classifying all samples to be type 1 and testing data with
an accuracy of 11.1% by wrongly classifying all samples to be type 1 which is
represented by confusion matrix.

3.3 RBF Classifier

The Fig. 7 shows that Polynomial classifier classifies Training data with an accu-
racy of 95.5% by wrongly classifying one sample to be type 5 when it is type 4 and
testing data with an accuracy of 77.7% by wrongly classifying three samples which
is represented by confusion matrix.

3.4 Results for Implementation in MATLAB

3.4.1 Cross Validation

The Fig. 8 shows generation of testing data (66) and training data (20) using k-fold
technique.

Fig. 6 Efficiency with
polynomial classifier
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3.4.2 Multi Class Classification

The Fig. 9 shows that Multiclass classifier classifies Training data with an accuracy
of 79.49% by wrongly classifying 4 samples to be type 2 when it is type 3 and
testing data with an accuracy of 75.0% by wrongly classifying two samples.

The Fig. 10 show ranking the samples in order to generate efficient set of
training and testing data.

Fig. 8 Cross validation with
K-fold technique

Fig. 7 Efficiency with RBF
classifier
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4 Conclusion and Future Scope

In this paper, we implemented Support Vector Machine algorithm for separation of
different classes of polymers [10]. The absorbance values of these polymers under
NIR spectroscopy were collected to train and test the classifier in the algorithm.

Fig. 10 Minimum number of training samples for which accuracy is 100%

Fig. 9 Efficiency with multiclass classify
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First binary classification was applied; the data was then cross validated as well
subjected to Kennard Stone algorithm. The accuracy achieved was 100% without
cross validation and varied between 70 and 80% with cross validation and after the
application of KS algorithm.

A multiclass classifying algorithm was found fairly efficient when implemented
in MATLAB as well as Python. In MATLAB, the accuracy showed varied results
from 75 to 90%. Whereas in Python, accuracy achieved with cross validation and
with linear classifier was close to 95%. There is scope for further improvements
such as implementation of KS algorithm to the Python code as well as application
of various pre-processing routines to cancel out noise from the data.
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A Comprehensive Analysis of Moving
Object Detection Approaches in Moving
Camera

Neeraj and Akashdeep

Abstract To detect moving objects is a difficult task for various image processing
and computer vision applications viz., motion segmentation, object classification
and identification, behavior understanding, event detection, object tracking and
object locating. The process becomes even more difficult with moving camera as
compared to static camera as both camera and object motions are combined in the
detection process. Moreover, almost all real time video sequences incorporate
pan/tilt/zoom camera which makes it essential to detect objects in moving cameras.
This paper presents a survey of various moving object detection techniques in
moving cameras and gives insight picture of the methods like background sub-
traction, optical flow, feature based object detection and blob analysis. It also
mentions pros and cons of every technique used so far individually. The use of
these approaches and progress made over years has been tracked and elaborated.

Keywords Object detection ⋅ Moving camera ⋅ Feature classification

1 Introduction

Object detection is defined as the process of detecting a change in the position of
the object relative to its surroundings or a change in surroundings relative to the
object. Areas that are highly explored in case of object detection incorporate face
recognition and pedestrian detection. Object detection has applications in numerous
territories of Computer vision, including image retrieval and video surveillance.
Some of the applications of moving object detection can be listed as follows:

• Detection of pedestrians by moving vehicle having pan/tilt camera;
• Detection of obstacles in case of camera mounted on a moving robot;
• Detection of moving/flying objects in case camera is mounted on a drone;

Neeraj (✉) ⋅ Akashdeep
CSE Department, UIET, Panjab University, Chandigarh, India
e-mail: neer2890@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
H.S. Saini et al. (eds.), Innovations in Computer Science and Engineering,
Lecture Notes in Networks and Systems 8, DOI 10.1007/978-981-10-3818-1_30

277



• Detection of kids, people and toys in case of hand-held camera;
• Automated vehicle parking systems;
• Detection of objects in 360° videos;
• Detection of moving objects in satellite/space station videos.

Object detection in moving camera is intricate as contrasted to static camera in
the sense that both foreground (the moving articles) and the background (rest part
other than the items) stay in movement. Camera movement can likewise be char-
acterized in two ways i.e., constrained (where way of moving camera is settled i.e.,
pan/tilt/zoom) and unconstrained (where the movement of camera is obscure). This
study presents a summarization of recent approaches in the field of object detection
in moving cameras.

There can be numerous methods available that can be applied to do so viz., BS
(Background subtraction), optical flow, blob analysis etc. Traditionally, we use
object detection in static cameras where background of the video is fixed and only
the moving parts are random. So, it is easy to detect the objects in that case because
the movement is only restricted to the objects. There may be some critical situations
like illumination changes, blowing winds, and bad weather conditions in which
some of the methods of static cameras lack behind. Tackling those conditions in
static camera is a different issue but here, in case of moving camera, background
and foreground, both move with respect to time and the problem of detection of
moving objects become more complex.

2 Moving Object Detection Techniques

2.1 Background Subtraction

The goal is to leave only the foreground objects of interest by subtracting the
background pixels in the scene. This technique can be generally categorized into
two types i.e., background construction based background segmentation, in which
video objects are detected using BS on the basis of construction of background
information and foreground extraction based background segmentation, in which
spatial, temporal or spatio-temporal information is used to obtain moving object and
then motion change information detects it in successive frames.

Dongxiang Zhou et al. [1] proposed a technique for distinguishing moving
objects from a moving camera taking into account SIFT features [2] (The Scale
Invariant Feature Transform). At first, feature points are separated by SIFT calcu-
lation to process the relative change parameters of camera movement, guided by
RANSAC [3]. The robustness of SIFT Features matching and selecting anomalies
by a RANSAC calculation make the parameters of relative transform model to be
figured precisely. Authors claimed that by using BS approach with dynamically-
updated background model, foreground objects can be identified flawlessly.
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However, as mentioned in Table 1, processing of the whole image takes longer time
and it can be reduced by minimizing the search area to meet the requirements.

Zou, Xiaochun et al. [4] proposed a method of moving object segmentation in a
complex moving camera motion. Some features are extracted using Harris corner
detector algorithm [5], camera motion is estimated and panoramic image of the
background is obtained. Finally, BS is used to segment the moving object regions.
They used a self-made dataset to verify their results and claimed that their method
works well in moving object segmentation but it the proposed method cannot
adaptively update the background model used in the method.

Zamalieva, Daniya et al. [6] proposed a new method for exploiting temporal
geometry for moving camera background subtraction. KLT feature tracker [7] is
used to track the trajectories of a set of sparse feature points. As the trajectories are
also sparse, the optical flow vectors of all the pixels are used to generate a set of
trajectories. Epipolar geometry is then used to test whether a particular trajectory
belongs to foreground/background. Authors claimed that the method can success-
fully detect the moving objects despite of appearance changes but they assumed the
motion of camera is smooth in consecutive frames.

Wu-Chih Hu et al. [8] in their method extract feature points using Harris corner
detector [5] followed by optical flow to get the motion vectors of moving pixels.
Epipolar geometry is used to classify foreground/ background pixel. BS finds the
motion regions of foreground. They used a self-made and public dataset to verify
their results as shown in Table 1, claiming that their method outperforms the
state-of-art methods but the method lacks in detecting the moving objects in case of
heavy crowd of moving objects. Tables 1, 2, 3 and 4 provides the year wise
specifications having contribution of the studies and their limitations with results
that can be used as future works to every researcher.

2.2 Optical Flow

Optical flow is utilized for investigating the obvious movement of articles, surfaces
and edges in a visual scene caused by the motion of observer, especially camera and
the scene.

Guofeng Zhang et al. [9] used a method which emphasizes between two stages,
i.e., the dense estimation and foreground labeling for a stable bi-layer division.
They used structure from motion (SFM) method [10] to track feature points and
picks the superior key frames. Output of SFM contains camera parameter set, and a
sparse point set that map to the feature points in the video frames. Displacement
vectors are used to compute the motion of every pixel in concurrent frames. Every
pixel is then linked forward and backwards to the simultaneous frames based upon
the pixel displacement forming motion tracks. If the root mean square error for a
pixel is large then it belongs to the foreground and so on. They claimed that their
method achieves a high quality foreground extraction without initially knowing the
object motions. Whereas optical flow computation and motion parameters will
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contain large errors if the background scene doesn’t contain enough information
and most of the regions are texture-less. Incorrect bi-layer separation may results
when foreground object contains very thin boundaries.

Cheng-Ming Huang et al. [11] used KLT [7] feature tracker to track all important
features (the corners or noisy texture) that can be reliably tracked from frame to
frame. It specifies a patch around each feature point and searches for image patch in
the neighboring region of every reference point to match. Two images having
feature in the previous image were taken and we find the displacement of the feature
point with its neighboring patch. Feature points having similar optical flows are
grouped by which a window of objects is generated which is then compared with
the color histogram of target predefined earlier. If they aren’t similar then contour
matching is performed to verify the target’s outliers. Authors claimed that the
method works well for the pan/tilt camera on a spherical camera platform

Table 1 Background Subtraction based studies

Reference Specification Contribution of study Limitations Evaluation

[1] Background
Subtraction +
SIFT + RANSAC

Separated feature
points through SIFT
transform followed by
RANSAC to identify
foreground objects
precisely

Image processing
takes longer time

Precise and reliable
objects

[4] Background
Subtraction +
Harris corner
detection

Camera motion is
estimated based on
robust features
detected by Harris
corner detector. Based
on that panoramic
image of the
background is formed

The proposed method
cannot adaptively
update the
background model

–

[6] KLT feature
tracker + feature
point tracking +
Epipolar geometry
+ Background
subtraction

Optical flow is used to
generate the set of
trajectories using all
pixels. The large
subset belongs to
background. Epipolar
geometry between
consecutive frames is
used to test whether
the trajectory belongs
to foreground/
background

The camera motion is
assumed to be smooth
in consecutive frames.
HOPKINS dataset
was used to verify the
results

Average execution
time is 48.2 s. Persons
and cars can be
detected with average
scores as Precision:
83.4, 81.8
Recall: 74.7, 88.2
F-measure: 74.3, 87.6

[8] Harris coner
detector + pixel
classification +
background
subtraction

Feature points are
obtained using Harris
corner detector
followed by optical
flow to get the motion
vectors of moving
pixels. Epipolar
geometry is used to
classify foreground/
background pixel

Overlapping objects
are overlooked.
A self-made and a
public dataset are
used

Average overall
Precision, recall and
F-measures of the
proposed method are
Precision: 74.2%
Recall: 73.6%
F-measure: 73.4%
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Table 2 Optical flow based studies

Reference Specification Contribution of
study

Limitations Evaluation

[9] structure from motion
(SFM) method +
optical flow + feature
point tracking +
displacement vectors

Superior key
frames are chosen
using SFM
method to track
feature points in
image.
Displacement
vectors are used to
compute motion
of every pixel in
the concurrent
frame and linked
forward and
backward in order
to find foreground
and background
pixels

When most of the
regions are
texture-less, then
optical flow
produces large
errors. Also, when
foreground
objects contain
thin boundaries,
incorrect bi-layer
separation may
result

Reliable
results.
Average
computation
time is 6 min
per video

[11] Kanade-Lucas-Tomsi
(KLT) feature tracker
+ optical flow +
neighboring patch +
color histogram +
contour matching

Classification of
feature points
according to
similar optical
flow vectors is
used to compare
with predefined
target. Feature
points with no
class have to go
through contour
matching

Camera motion is
bounded to
pan/tilt

Reliable results

[12] VSLAM + optical
flow + dense feature
tracks + graph based
clustering + motion
segmentation

VSLAM is used
to find the location
of moving camera
and some
perceived
landmarks.
Motion
segmentation is
done by using
graph based
clustering
computed from
optical flow based
motion potentials

Average
execution time is
7 min per frame

Average
execution time
is 7 min per
video sequence
producing
efficient results

A Comprehensive Analysis of Moving Object Detection … 281



coordinate. A two level architecture i.e., top level for tracking the output of bottom
level and estimates the target’s position and bottom level for tracking the feature
points, is used to improve the robustness of tracking.

Rahul Kumar Namdev et al. [12] proposed an incremental motion segmentation
system to segment multiple moving objects and tracking environment by using
visual Simultaneous Localization and Mapping (VSLAM). VSLAM is helpful in
finding the location of moving camera while incrementally constructing a guide of
an unknown environment and evaluating the locations of recently perceived land-
marks. They computed optical flow and dense feature tracks from an image
sequence while at the same time running a VLSAM framework in the background.
VSLAM gives camera sense of self moving parameters which are utilized to
compute multi-view geometric requirements which are then used to compute
motion potentials. These alongside the optical flow based motion potentials are

Table 3 Feature based object detection studies

Reference Specification Contribution of
study

Limitations Evaluation

[13] Ego-motion
+ feature
point
detection

Measured
ego-motion from
feature points
present in various
numbers of regions
except those in
which moving
objects exists and
from that, a 3D
structure of the
scene is created to
detect moving
objects

The accuracy of
region detection is
not good enough
and fails in detecting
stationary objects

Although reliable
results are obtained
but some false
detections may
result

[14] Multi-view
geometric
constraints
+ feature
point
extraction

Structure
consistency
constraint is used to
detect the objects
moving in the
direction of camera
movement

Automatic
estimation of
parameters such as
temporal window
size, intensity
difference threshold
etc., cannot be done

Average precision
and recall values for
experiments in two
video sequences are
given below:
Precision: 37.7, 53.5
Recall: 86.7, 46.3

[15] KLT feature
tracker +
RANSAC +
background
subtraction

A combination of
feature points and
homography is used
to estimate
background motion.
RANSAC is applied
for outlier
detections. BS is
applied finally to get
foreground pixels

Only homography is
not enough for
moving object
detection. An
effective
background
modeling is
required. Hopkins
155 dataset is used
for evaluation

Evaluation is done
based on precision,
recall and
f-measures.
Computation time is
also taken as a
metric to evaluate
performance
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given to a graph based clustering to accomplish motion segmentation. Authors
claimed that it’s first such method to demonstrate dense motion segmentation with a
solitary moving camera with multiple moving items. There are no restrictions on the
movement to be affirmed either by the camera or the objects.

2.3 Feature Based Object Detection

In feature-based object detection, standardization of image features and alignment
of reference points are of great significance. The images then are transformed into
another space for handling changes in illumination, size and orientation. One or
more features are extracted and on the basis of those features, objects of interest are
modeled.

Koichiro Yamaguchi et al. [13] presented a method for finding the ego-motion of
vehicles and for the detection of moving objects on roads by using a monocular
camera mounted on a vehicle. The problems associated with ego-motion may vary
in two categories i.e., when other vehicles are also present in the sight of camera
and the roads, as fewer feature points are displayed by roads as compared to other
backgrounds. They estimated ego-motion from the feature points associated with
various numbers of regions other than those in which moving objects are there.
After ego-motion estimation, they construct a 3-D structure of the scene and the

Table 4 Blob anaysis studies

Reference Specification Contribution of
study

Limitations/dataset Evaluation

[16] Person
tracking +
3-D depth
estimation +
camera
calibration

Tracks persons by
making use of
distance to a target
appearing in the
images. It also uses
pixel displacements
and derivative of
distance information
to effectively
segment color blobs

Cannot track blob
efficiently in
illumination
changes and when
the person being
followed suddenly
moves fast

Evaluation is done
based on mean and
standard deviations
and the experimental
measures states that
the results are quiet
effective

[17] KLT feature
tracker +
Harris corner
detector +
blob
detection

Feature points are
obtained using
Harris corner
detector and tracked
using KLT feature
tracker. For moving
object segmentation,
authors used blobs
and connected
component labeling

VIVID dataset and
two self made
videos are used for
evaluation

Average precision,
recall and
f-measures values in
self-made and Vivid
dataset are:
Precision: 83.4, 89.7
Recall: 87.6, 92.3
F-measure: 85.1,
89.8
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moving objects are detected. Authors claimed that their method accurately estimates
the ego-motion of vehicles in severe situations in which camera moves nearly
parallel to its optical axis. But their method fails at detecting the stationary objects
and also, the accuracy of region detection of objects can be improved.

Chang Yuan et al. [14] presented a novel method which sequentially applies 2D
planar homographies on each image pixel and classifies them into parallax, planar
background or motion regions. Authors used structure consistency constraint and
called it as a main contribution of their paper which is determined by the relative
camera poses between 3 consecutive frames. Structure consistency constraint is
important because it can also detect moving objects moving in the same direction in
which camera is moving where Epipolar constraint fails to detect them. Authors
claimed that the method robustly and effectively works when the scene contains
enough texture areas for the extraction of feature points, when there is no parallax
i.e., a planar scene or strong parallax i.e., large amount of parallax is needed to
define reliable geometric constraints and when there exists a scene in which camera/
objects cannot move abruptly. One thing that needs to be noticed is that the
assumptions made by the authors are same as those made in previous approaches of
motion and object detection. So, the method lacks in automatic estimation of some
parameters such as intensity difference threshold and temporal window size etc.

Tsubasa Minematsu et al. [15] extracted feature points and tracked them by
using KLT feature tracker [7]. A combination of feature points and homography is
used to estimate the background motion. RANSAC is applied for outlier detections.
Finally, BS is applied to get foreground pixels. The main limitation of the proposed
method is that homography is not enough for moving object detection. An effective
background modeling is required.

2.4 Blob Analysis

Blob detection routines are used to detect portions of image that contrast in
properties, for example, brightness, shading or color, contrasted with surrounding
areas. A blob is an area of a picture in which a few properties are consistent or
nearly constant. Every point within a blob can be considered in some sense to be
similar with one another.

Hyukseong Kwon et al. [16] proposed an efficient person tracking algorithm
whose main goal is to find the distance to a target visible in the pictures taken by the
moving cameras. So, the approach includes building one to one correspondence
between the pixel displacement without using any intrinsic parameters and the
control inputs to the pan/tilt units. Another goal of their method is to find the
derivation of distance information by using the correspondence between the centers
of masses of colored blobs segmented from both the camera images. Authors
claimed that their method effectively tracks persons in a mobile robot environment
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having two independently moving cameras. Their approach does not need any prior
knowledge of the cameras like the size of CCD chips or the focal length of cameras.
Their method is quiet accurate for real-time person following in indoor environ-
ments. But changes in illumination can cause shifts in the centre of mass of blobs
producing negative results in the method. Also, if the person being followed sud-
denly decides to move faster, then the effects become particularly pronounced.

Teutsch, Michael et al. [17] used blob detection method in evaluation of object
segmentation to improve moving vehicle detection in Aerial Videos. They extracted
feature points using Harris corner detector [5] and tracked them using KLT feature
tracker [7]. For moving object segmentation, authors used blob detection. Objects
are detected by connected component labeling. VIVID dataset [18] and two self
made videos are used for evaluation of the results.

3 Conclusion

For analyzing digital images and segmenting relevant information from them,
various researches on image enhancement, event and motion detection etc., have
been studied. The techniques studied in the paper are used in almost every moving
object detection algorithms. We had analyzed and concluded the limitations of
every technique listed in Tables 1, 2, 3 and 4. And also, concluded that which
conditions are suitable to apply a particular technique. As per the evaluations,
videos with high resolution take longer processing time than lower resolution
videos (ignoring the total lines of code). BS can be applied on videos that doesn’t
contain much occlusion, particularly when objects aren’t overlapping and when
camera is moving smoothly. It fails to detect objects in case of fog and illumination
changes, casted shadows, very high lightening changes and when object moves
slowly. Optical flow is prone to errors when camera rotates very fast or object
moves fast, when object regions are texture-less and when object contains thin
boundaries. Whereas feature based object detection gives best results in PTZ
cameras and fails in detecting stationary objects and crowded regions. Also, it’s a
non-trivial task to locate required features accurately and reliably. Blob analysis can
be useful to detect objects when object blobs are independently moving with one
another and if overlapping of objects is clearly visible. It lacks in detecting objects
in illumination changes. Blobs are sensitive to noise and tracking of blobs may fail
while object being tracked moves suddenly. Heavy crowded areas make it difficult
to detect objects using blobs. From above, it can be seen that every technique has
some issues and some good characteristics. In particular, we cannot say which
technique is best for moving object detection in moving camera. So, a combination
of above techniques with some other algorithms can be applied on videos to detect
objects effectively.
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Innovative Approach for Handling
Blackouts in the Transmission Grid
Through Utilization of ICT Technology

Gresha S. Bhatia and J.W. Bakal

Abstract The focus of development of the system is an attempt to make the
transmission sector of the power grid smart in terms of utilizing modern information
technologies to deliver power efficiently under varying conditions that may occur
anywhere in the power grid. Power grids form the lifeline of modern society. Over
the past few decades, it has been observed that there have been negligible inno-
vations in the transmission grid operations. This has resulted in a number of
blackouts and outages leading to multitude of system wide failures. Further, issues
with respect to environment and stochastically aligned nature of the power grid,
makes it difficult to automatically identify, diagnose and restore the system to
normalcy, thereby making it a challenging task. This leads toward incorporating
ICT technologies into the Energy Management System of the power grid. As the
transmission grid forms a sub domain of the power grid that lies between the
generation and distribution domains, managing this grid becomes crucial. There-
fore, focussing on the transmission grid and considering the occurrence of black-
outs and outages, this paper specifies the operations of the grid especially in the
transmission sector. This is then followed by the issues faced and the role of ICT
technologies in the transmission domain of the grid. The paper further elaborates
the mechanisms to determine the failure and blackout situation, provide better
decision making through the application of Information and Communication
Technologies (ICT). This is then followed by the various ICT analysis performed
based on the proposed mechanism.

Keywords Information and communication technologies (ICT) ⋅ Blackouts ⋅
Power failures ⋅ Transmission sector
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1 Introduction

Information and communication technologies (ICT) form the key components of
economic growth. The effectiveness and growth of the ICT is determined by the
ability of the component parts to talk to each other—to interoperate. Thus, ICT
(Information and Communications Technology) is defined as a term that incorpo-
rates information that is captured, processed, stored, displayed or communicated
through any of the electronic gadgets, communication device or application. These
gadgets may include radio, television, cellular phones, computer and its associated
networks along with the various application services that they provide such as
communication etc. ICT is specifically defined in the domain in which they are
applied. For example, if the context where in ICT is incorporated includes manu-
facturing, it is specified as ICT as applied in manufacturing. Similarly, when
applied to education and healthcare, ICT is specified accordingly [1]. This paper
elaborates on the mechanism to incorporate ICT into transmission domain of the
power grid. The major focus is to enable the protection systems to reduce the
amount of time delay of communication between the control center authorities of
the grid and the utility companies. This in turn would save power thefts and prevent
the losses incurred due to power failures and blackout conditions. Thus, the focus of
this paper is to create awareness of the situation around through communicating the
information across various sectors of the grid [2].

2 Operations in Power Grid

The control center within the transmission sector of the grid receives the subset of
the power grid data obtained from the remote terminal unit (RTU) over commu-
nication channels. The major amount of data collected includes:

(1) The switching information
This indicates the changes that occur in the circuit due to the opening and
closing of the switches connected through the circuit breakers to the respective
nodes.

(2) Operating parameters
Analog variables comprising of the voltage, current and frequency components
are considered as input over a time period, providing around 100 samples in
one second. These samples are further synchronized and termed as synchro-
nized phasor measurement.
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3 Issues Faced by the Existing Systems

The systems operating at the transmission sector currently are facing a number of
issues that include:

(1) Huge amount of data is collected at the substations. However, the rate at which
the information is collected and transmitted is different. Their
failure/misbehavior puts additional burden on the working components causing
them to misbehave that lead to a cascade of failures or large blackouts.

(2) Based on the guidelines that are prepared off-line, the system operators, in case
of an outage or a blackout condition perform the operations manually. These
off-line guidelines, however, may not be accurate. This would further result in
inappropriate actions towards handling a blackout scenario This leads to the
entire operation being time—consuming and stressful for the system operators.

(3) The vulnerability of the transmission sector of the power grid to information
failures exposes the limitations of the insufficient operations of these systems
that affect the operator’s situation awareness. This inefficiency leads to inap-
propriate communication of the critical information in an effective and timely
manner. This further adds to the operators’ response to the failure.

Thus, innovative decision-support tools are required to increase and restore
normalcy onto the network [3]. Therefore, the control center operators need an
optimal and efficient way to broadcast the power flows to a number of consumers
[2, 4, 5].

This paper thus focuses on utilizing ICT technology to modernize the trans-
mission grid through the development of software. This simulated software will
process the continuous streaming data, monitor the operations of the grid under
varying conditions and further develop quicker response to prevent failure situa-
tions. This would in turn help systems for taking better and improved decisions.

4 Role of ICT in the Transmission Grid

Information and Communications Technology, known as ICT, comprises of inte-
gration of information processing, computing and communication technologies.
Integrating this, especially, into the transmission grid aids in better management of
resources [5].

Thus, for the systems to perform in an optimized manner, modern transmission
grids need to be based on efficient design incorporating operation of ICT systems
during normal as well as abnormal conditions. The application of the ICT tech-
nologies leads to

(1) Significant improvements in the transmission grid operations, contributing to
the smooth and effective communication of the situation at hand.
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(2) System operators cope more effectively as the real-time decision-making is
supported by advanced monitoring and visualization mechanisms.

(3) Moreover, these advanced automatic schemes contribute towards the preven-
tion or mitigation of the impact of large power grid blackouts [6, 7].

5 Information Chain

The objective of the ICT infrastructure is to keep the operators constantly informed
about the current operating state of the grid. Thus, the information flow throughout
the transmission grid includes: [4, 8].

(a) Capturing of the data:
Voltage and current are a continuous set of data that is transferred from the
generation unit, passing through various devices and reaching the control center
through the Phasor Measurement Units (PMUs). These devices allow the power
to be synchronized on a global basis using satellite technology and measure the
line power flows, bus voltage and line current magnitudes which produce
real-time data in the analog or digital form across the electrical network. This
information is presented in an IEEE 1344 format and transmitted to a remote
site over any available communication link [7–10].

(b) Wide area measurement system (WAMS)
The infrastructure incorporated into the grid comprises of utilizing the synchro
phasor technology and high speed wideband communication. This infrastruc-
ture further monitors the phase angles of each phase, frequency, rate of change
of frequency and angular separation at an interval of every few millisecond.
Lack of computing power, coordinating and synchronizing the grid data makes
the situational awareness a difficult task. [11]. To add to this further, though the
basic configurations have remained unchanged over few decades, the signals
used for monitoring and control have become digital, utilizing a standard
communication protocol 61850 standard [12, 13].

6 Proposed Mechanism

The major concentration focused on in this paper is firstly on converting the
real-time data into useful information. The phases involved in this include:

(i) Measurement of information
The data is collected through data concentrator at an appropriate site is further
utilized for developing control schemes that help in power grid monitoring.
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(ii) Data concentration and conversion
There is a need to convert the real-time data into useful information. This thus
comprises of two sub-modules:

(a) An module that receive the signals from sensors and power equipment
(b) Processing/conversion module that process the signals digitally [14].

The primary data received and processed include processing towards limit
value monitoring, alarm processing functions. These functions on the set
of data received thereby relieve the operators from routine work and
provide an actual value of the system state [15–17].

(iii) Communication system
The processed data is then transferred to the central monitoring unit through
utilization of the ICT technologies.

(iv) Graphical user interface (GUI)
The GUI provides the state information on the operator’s console. This
information would further help the operator to decide upon the most appro-
priate actions to implement, prioritize and present the data in a way that
enables efficient monitoring and control of the system [18, 19].

7 Algorithm Incorporated

In order to apply the ICT technologies across the transmission sector of the grid, the
algorithm is initiated through monitoring the current status of the grid. This grid
monitoring is performed through the steps mentioned in the proposed mechanism as
follows:

(a) Input to the system

(1) The dependency graph of the network indicates the parent—child rela-
tionship between the various nodes of the network.
Let, Number of nodes = 4 (N1, N2,…N4), Number of edges = 3 (E1…
E3)

(2) Determine the operating parameters of the system.
Let Voltage parameter = VA, VB, VC, Current parameter = IA, IB, IC
Frequency parameter = F

(3) The area and region of operation of the control center
Let Region = R1, Area = A1…A4.

(4) The operating state of the system. The states are represented as the Normal
state, alert state and failure state. The operating states are determined based
on the parameters mentioned in Table 1 below [20, 21].
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(b) Processing within the system

(1) Measurement of information
Information of the various parameters namely 3 phase voltages, 3 phase
Current and the frequency components at respective nodes are measured
from the live system on a continuous basis.

(2) Based on the input parameters provided at the nodes, the processing
module identifies the type of the fault and the location of the failure, when
monitored for 50 ms with a step size of 20.

(c) Expected output form the system
Table 2 below indicates the type of failure that is measured based on the
thresholds as indicated in Table 1.

Once the failure has been detected, it needs to be communicated quickly to the
utility companies for quicker restoration [22, 23].

ICT is incorporated through the application of information technology through
sending e-mails, SMS and Push notifications to the authorities.

8 Results and Evaluation

Communication to the utility authorities as well as the field engineers through
utilization of the ICT mechanisms provides the application of information tech-
nology in the transmission sector domain of the power grid.

Use of ICT for communicating the message to the respective authorities com-
prises of sending the appropriate message through emails, SMS messages and Push
messages respectively.

Table 1 Operating parameters

Value Voltage (V) Current (I) Frequency (F)

Low (L) 178 4.5 49.7
Threshold low (TL) 198 5 49.5
Threshold high (TH) 245 16 50.2
High (H) 270 17.6 50.7

Table 2 Processing of the
operating parameters

Date: 18th June 2015 At time—20:00:01.730

Node Phase State
1 1 ALV
1 3 FHV
2 1 FLV
2 3 AHV
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As observed from the Fig. 1, e-mail takes approximate average of 260 s to
communicate the information of power failure to the authorities. This is followed by
the Push notifications that communicate the same information in around 30 s while
the SMS service requires much lesser time i.e. around 20 s to send the information.

Therefore, it can be said that sending the information through SMS, followed by
Push which is followed by the email to be sent should be the mode of ICT
implementation for quicker communication and response.

It is further observed that the failure situation can lead to a blackout condition
quickly as compared to the alert situation.

9 Conclusion

Transmission domain resides between the generation and distribution end of the
power grid. However, technology application in this domain of the power grid is
still at its nascent level. Therefore to provide for a better and faster mode of
communication within the energy management sub system of the grid employment
of WAMS and ICT technology forms a critical component. This paper thus focuses
on the role played by ICT in the transmission domain followed by the proposed
mechanism for handling failures and blackout scenario—identification, localization
and restoration through quicker mode of ICT communication between the control
center and the authorities. It is further observed that the amount of time taken by the
ICT implementation through the e-mail facility is much more compared to the other
ICT mechanism of PUSH notifications followed by the SMS service.
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10 Future Scope

The future work for the implementation of ICT in the transmission domain com-
prises of employing the communication technologies for Outage management
systems and increases situation awareness. Further, the impact of the unavailability
of each ICT function or component varies depending on its criticality, purpose and
time of occurrence. Therefore, there is a need to develop methods for evaluating
and quantifying the amount of miscommunication caused by different failures or
limitations under different system conditions. Therefore, development of compre-
hensive reliability databases, which can then be used to increase the accuracy of the
reliability evaluation results and providing useful feedback to the authorities.
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A Comparative Analysis of Iris and Palm
Print Based Unimodal and Multimodal
Biometric Systems

Yakshita Jain and Mamta Juneja

Abstract Biometric systems are pattern recognition systems that are used to
identify the authentic person based on his physical or behavioral characteristics.
Due to some limitations faced by unimodal biometric systems, we use multimodal
biometric systems. Outcomes of previous researches revealed these systems to be
more reliable, dependable and secure. Iris and palm print are considered as powerful
and unique biometrics, and if combined together, more accurate results can be
obtained. This paper aims to review various feature extraction methods which has
been applied on iris, palm print and combination of both. It also presents different
fusion levels, such as feature extraction level, decision level etc. which has been
used by numerous researchers to improve the precision of the system.

Keywords Multimodal ⋅ Biometrics ⋅ Review ⋅ Security ⋅ Iris and palm
print

1 Introduction

Security has become a major concern everywhere these days. Many traditional
methods of security like passwords, user identities, ID cards, badges and so on seem
not to be sufficient for security as these all traditional methods can easily be forged.
Passwords, if disclosed (knowingly or unknowingly) to some unauthenticated
person, can create serious problems. Even the person can sometimes forget his/her
password or user identity also. Security can be easily breached if the person’s ID
card or badge gets stolen. Compromise with the security of the system due to failure
of such applications can lead to a big loss sometimes. In today’s world, security is
must for access to buildings, ATMs, laptops, mobile phones, online shopping
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accounts, computer systems, offices etc. This problem leads to the increase in
popularity of biometric systems.

1.1 Biometric System: Definition

Biometrics is the scientific study of determining a person’s identity or authenticate a
person utilizing his/her physical or behavioral characteristics. Biometric security
systems are based on what we are, not just what we have (ID cards, access cards
etc.) or what we know (passwords, user ids etc.). Biometric systems fall under the
category of pattern recognition systems. In these systems, basically some features
are extracted from the provided biometric and those features are stored as template
in a database which is known as an enrollment phase of biometric system [1]. Next
during identification phase, biometrics of the person are again captured and then
extracted features are matched with the stored template.

1.2 Biometric Classification

Biometrics can be stratified into two broad categories named as physical and
behavioral biometrics. Physical biometrics, which use some physical trait of a
person to identify him like iris, figure print, hand geometry, height, face, retina etc.
Behavioral biometrics, which uses behavioral traits of a person like handwriting,
signature, voice, walk, hand or leg movement etc. Each trait has its own advantages
and disadvantages over others. Suitable trait is chosen depending on the type of
application, its environment and various factors like uniqueness, universality,
performance, acceptability etc.

Biometric systems work in two modes [2, 3] namely verification mode and
identification mode. Verification mode is when a person’s claimed identity is ver-
ified by the system using some comparison techniques. The information captured in
identification phase is compared against his/her own biometric data for this purpose.
This is also called one to one comparing. Identification mode is when the captured
biometric data are compared against all the templates already saved in the system to
perceive the actual identity of the person.

1.3 Biometric System: Architecture

There are basically four components of any biometric system [1] i.e. (i) sensor/input
module, (ii) feature/information extraction module, (iii) template matching module,
(iv) decision making module as shown in Fig. 1:
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The sensor/input module is used to obtain the biometrics of the person. These are
electronic devices like scanners, retina scanners, finger print sensor etc. which scans
the biometric trait and produces an image of it for further use. This module depends
completely on what type of biometric the system is using. It may be some simple
camera or some very complex machine. The feature extraction module is the one
where required features will be extracted from the acquired biometric. Required
features/information are extracted and saved in the system’s database in the form of
feature vectors.

The matching module is the one where classification is done. Here the acquired
feature vector is compared against the feature vector already saved in the system
and accordingly, matching score values are generated. These matching score values
further help in taking the decision. The decision making module is the final step in
the system. Here final decision is taken based on the score values generated.
Depending on that, the claimed identity will either be accepted or rejected (in
verification mode) or the person is identified.

Biometric systems are further classified on the basis of a number of modalities
used i.e. unimodal and multimodal systems. Unimodal biometric systems are the
systems that use a single biometric trait for identifying or verifying the person. But
these systems have various limitations like noisy or incorrect sensor data, dearth of
individuality, high error rates, non-universality, spoofing attacks, lack of invariant
representation etc. [4, 5] Multimodal systems are the systems which uses two or
more modalities to identify or verify a person. These systems overcome most of
these limitations, most importantly spoofing.

1.4 Fusion Levels

Multimodal systems utilize two or more biometric traits for the identification
purpose. These modalities can be fused at different levels of the biometric system.
Following are the three different levels where fusion is possible in multimodal
systems [1, 5]:

Fusion at feature extraction level: At this level, captured data or the features
extracted from them are fused together to get the results. Fusion at this level gives
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Database 

Decision 

module 

Fig. 1 Showing various modules of a biometric system
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the best results as direct image or its feature vector is richest in information. But this
is the most difficult one to apply as feature vectors from various biometrics may not
be compatible with each other.

Fusion at matching score level: Here score results of various matching classifiers
are fused to generate the final result. This method of fusion is most widely used
because of ease of access and better results.

Fusion at decision making level: Different results of acceptance/rejection are
produced corresponding to each trait using feature vectors and classifiers and then
finally, those decisions are combined through a voting scheme to take the final
decision.

This paper reviews various feature extraction techniques applied for multimodal
biometric systems. Also, different fusion levels and their corresponding methods are
also discussed. For this review, two biometric traits are chosen, i.e. Iris and Palm
print. Iris was chosen because of its uniqueness property for every individual [3, 6].
Even a person’s left and right iris have different patterns. Also iris is easy to capture
as compared to traits like retina. Similarly, palm print also has its uniqueness
feature. Also, it supplies a larger area for feature/information extraction than other
biometrics such as finger print etc. It also provides stability as only a few changes
occur in features like principle lines, delta points, in longer duration of time.

2 Literature Review

2.1 Review of Iris

Iris gained its popularity as an effective biometric trait during the last decade. Iris
has proven to be a most unique trait for identification as probability of two irises to
be same is 1/1051 according to Tiwari, Upasana et al. [7]. It was first used for
personal identification in 1987 by Leonard Flom and AranSafir [8]. After that, many
methods were formulated to extract iris from the whole image like circular Hough
transform used by Ma, Li et al. [9]. They used exclusive OR technique for template
matching. John Daugman [10] developed very successful algorithms for person’s
identification based on iris. But the major problem that arose was this algorithm got
commercial and hence costly, moreover, it was very time consuming and complex
algorithm. Then some other algorithms were also developed as an alternative to
this, among which RED (Ridge energy detection) algorithm [11, 12] gained much
popularity. This algorithm used local statistics (kurtosis) of the iris for segmentation
and stored extracted features into horizontal and vertical polar coordinates, then
used hamming distance for matching. This method is fast and gives good results
even in the presence of illumination as it makes use of direction only. Meanwhile,
many other methods were also developed like active contour method for iris
localization by J. Daugman [13]. A major issue regarding iris recognition tech-
niques stated above and many more that were proposed during that period of time,
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was full cooperation from the user’s side. Images taken in an unconstrained envi-
ronment could create problems in recognition. Tan, Tieniu, et al. [14] proposed an
algorithm to solve this problem in 2009. They used clustering based coarse iris
localization and integrodifferential constellation was developed for pupil extraction.
This technique was very much different from previous ones as they used clustering
methods instead of filtering method. Santos et al. [15] proposed algorithm based on
1-D and 2-D wavelets for unconstrained environment. New algorithm using K-
mean clustering, circular Hough transform for localization and canny edge detector
was developed in 2013 [16]. N. Kaur and M. Juneja [17] developed an algorithm
using Fuzzy c-mean clustering, circular Hough transform along with canny edge
detection method for unconstrained environment. Amrata et al. [3] proposed
method using Circular Hough transform, DCT (Discrete cosine transform) for
extracting features and feed forward neural networks as a classifier. From these,
FCM performed better than other methods. Some of the algorithms and their per-
formance measures such as accuracy, FAR (false acceptance rate), ERR (equal error
rate), FRR (false rejection rate) are depicted in Table 1. Information in the table
indicates that J. Daugman’s technique yields the best results till now.

2.2 Review on Palm Print

Palm print emerged as an effective modality for biometrics in the past decade
because it can give wide room for feature selection and extraction as compared to
traits like a fingerprint, it is quite invariant with time as compared to traits like face,
image capturing in this case is easier and cheaper [18, 19]. There are five classes in
which palm features can be classified i.e. geometric, line, point, texture and sta-
tistical. Major work on this biometric started in 2001 by A. Jain et al. [20], they
worked on prominent principle lines and feature points of palm image. Palm print

Table 1 Comparison between various algorithms for iris recognition

Author Evaluation parameter Value

Leonard Flom and AranSafir [8] Accuracy
ERR

98.00%
4.73

Ma, Li, et al. [9] Accuracy
FAR/FRR

99.9%
0.01/0.09

Navjot and Juneja [17] Accuracy 98.80%
Tisse et al. [33] Accuracy

FAR/FRR
96.61%
1.84/8.79

de Martin-Roche et al. [34] Accuracy
ERR

97.89%
3.38

Kaushik Roy et al. [35] Accuracy
FAR/FRR

99.5%
0.03/0.02
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has also been successfully used in online systems for identification of persons using
2D Gabor filters for feature extraction [21].

Many other algorithms were developed using Sobel operator, HMM (hidden
markov model) classifiers for identification giving up to 98% (approx.) identifica-
tion rate [22–24]. Techniques stated above are line or point feature based methods,
these methods provide a very high accuracy rate, but they require very high reso-
lution images to work on. Techniques like PCA (principal component analysis) and
ICA (independent component analysis) were also used for extracting statistical
features of palm print [25]. The major problem with statistical feature based
techniques is they cannot detect sensor noise. Similarly, many other algorithms
were proposed based on methods like DCT [26], Contourlet transform [27], Fourier
transform [28], Scale invariant feature transform for contactless images [29].
Among all these, DCT gives more accuracy for extraction of features like principle
lines [19] and centric point of palm using Euclidian distance. S Chakraborty et al.
used palm print for authentication using its texture features by 1D DTCWT (dual
tree complex wavelet transform) and BPNN (back-propagation neural network)
binary classifiers for matching purpose [18], this algorithm gave 98.35% of accu-
racy. Texture features based techniques like stated above, perform very well even in
low resolution images and provide a high accuracy level, so they are considered to
be better than others. Some of the major work done on this modality is shown in
Table 2 along with comparisons made on the basis of the type of features extracted
from palm, type of classifier used and various evaluation parameters like accuracy,
FAR, FRR, GAR (genuine acceptance rate) etc.

Table 2 Comparison of some work done on palm print

Year Feature
extracted

Population size
(persons)

Classifier used Evaluation
parameter

Values

2004 [23] Line 320 HMM Accuracy 97.80%

2008 [24] Line 100 Hamming distance Accuracy 94.84%

2003 [25] Statistical 100 Euclidean distance, Cosine
measure, PNN

Verification
rate (TSR)

99%

2002 [28] Texture 500 Identification
rate

95.48%

2008 [27] Texture 386 NED GAR
Decidability
index
EER

88.91%
2.7748
0.233%

2013 [18] Texture 50 BPNN-GDX Accuracy 98.35%

2015 [36] Geometric 50 (JUET)
240 (IITD)

EER 0.31
0.52

2015 [37] Geometric 168 SVM FAR
FRR

33.3%
73.3%
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2.3 Review on Iris and Palm Print (Fusion)

As it has already been proven many times that multimodal systems give better
results than unimodal systems. So the fusion of iris and palm print produces better
identification results, then iris and palm print individually.

Both of these traits are quite complex to work upon, so less work has been done.
But now this combination is gaining popularity due to its better performance
results. The accuracy rates of these systems depend on multiple factors like type of
fusion used, the technique of fusion used, types of features selected for extraction,
types of images used as input, compatibility of the feature vectors of various
modalities used etc. In 2012 R. Gayathri et al. used texture feature extraction to
develop an algorithm for wavelet based feature level fusion with an accuracy of
99.2% and FAR of 1.6% [30]. Kihal et al. similarly worked on three different
databases in their experiment, which proved that the superiority of the input
image/data effects the precision rates [31]. They also performed all three types of
fusions in their experiment to compare the results and worked on texture features of
iris and palm print. Among all experiments they performed, best results were 100%
GAR in decision fusion with a very small FAR. In 2015, SD Thepade et al.
developed algorithm for the same trait in transform domain instead of spatial
domain [32], they also worked on texture features, but used score level fusion and
features were extracted using Haar, Walsh and Kekre transform. According to their
results, Kekre performed better in all three with a GAR of 51.80 (approx.). Another
algorithm developed was [6] based on techniques like RED algorithm, Harris

Table 3 Comparison between algorithms used

Year Population
size
(persons)

Fusion level Fusion method Evaluation
parameters

Values

2012 [30] 125 Feature level fusion Wavelet based
technique

Accuracy
FRR

99.2%
1.6%

2014 [31] 200 Feature fusion,
Score fusion,
Decision fusion

Concatenation, Sum
rule method, Error
fusion

GAR
FARa

FARb

100%
2.10−3%

4.10−4%

2015 [32] 10 Score level fusion Mean square error
method

GAR 50.20
(Walsh)
51.80
(Kekre)
50.20
(Haar)

2015 [6] 7 Decision level
fusion

RR 100%
(iris)
100%
(palm
print)

aFAR value for fusion of iris and CASIA palm print database [31]
bFAR value for fusion of iris and PolyU palm print database [31]

A Comparative Analysis of Iris and Palm Print … 303



feature extraction algorithm. They worked on geometric features of palm and
choose decision level fusion for final results. Some of the work done on these two
modalities is shown in Table 3 along with their fusion levels and respective
methods used and different evaluation parameters.

3 Conclusion

This paper provides a comparative analysis of some of the work done on iris, palm
print and their fusion. It can be easily seen that multimodal systems provide better
identification results as compared to unimodal systems. Also, there are lots more
options to work upon, to get better performance of the system like different types of
features to be extracted, different fusion level methods etc. Iris and palm print both
being difficult to get forged and complex for feature extraction, has come out as a
very successful combination for multimodal biometric systems. Further work can
be done on extracting the hand image from any kind of background using single
algorithm. More features of palm print like geometrical, statistical can be used to
check whether any improvement can be done with accuracy rate. Some other
feature extracting techniques can be tried to make the authentication system faster.
Different feature level, score level, decision level fusion methods can also be
applied to test any improvement in performance.
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Fairness Analysis of Fuzzy Adaptive
Scheduling Architecture

Akashdeep

Abstract Fairness is key component for any scheduling algorithm. It is more
crucial in IEEE 802.16 system where mix of real and non real time applications run
concurrently. The study first proposes a three variable fuzzy based scheduling
architecture for IEEE 802.16 networks. The proposed architecture solves uplink
scheduling problem for IEEE 802.16 adaptively. The proposed system consists of
three input and single output variable and makes allocations to real and non real
time classes. The paper also lists results of experiment conducted to test fairness of
proposed system. Fairness has been measured using Jain’s Fairness index and
comparisons have been done against contemporary techniques.

Keywords IEEE 802.16 ⋅ WiMAX ⋅ Fairness ⋅ Scheduler performance

1 WiMAX Scheduling

WiMAX stands for Worldwide Inter operability for Microwave Access which is a
broadband wireless metropolitan area networks [1] and commercially popularized
by WiMAX Forum [2]. No standard algorithm has been specified by standard for
implementation of schedulers and this problem has been left as an open issue.
Uplink and downlink scheduling is possible in WiMAX but uplink decision are
difficult to implement as most recent information about queuing states of sub-
scribers is not available. Many solutions have been proposed and few have been
discussed in this section.

A number of queuing theories had been implemented for resource allocation in
WiMAX like DRR by Shreedhar and Varghese [3], WRR, Opportunistic DRR by
Rath et al. [4]. There have been few studies based on fuzzy logic in recent past. Few
of these are listed in this section. Chen et al. [5] were the first to propose an effective
fairness and quality of service guaranteed scheduling solution based on fuzzy logic
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for all service classes in WiMAX networks. The authors in [6] aimed to provide
desired qos levels using neuro-fuzzy approach. Fuzzy logic based study was also
proposed by Hedayati, Masoumzadeh, & Khorsandi using delay and channel
conditions as inputs to fuzzy inference mechanism [7]. Use of fuzzy logic for
implementing inter-class scheduler for 802.16 networks had been done by Sadri and
Khanmohammadi [8]. Alsahag et al. [9] implemented a dynamic version of DRR
algorithm using fuzzy logic concepts. The proposed work extracts recent infor-
mation about queuing states of subscribers and utilizes that information to guide
scheduling decisions. Parameters like latency and throughput are traced out from
service flow specification together with amount of traffic in various queues of
subscribers. These parameters are fed to fuzzy inference system which outputs a
weight value employed as weight for real time classes.

2 A Fuzzy Logic Based Architecture

WFQ is one of the common algorithm used by vendors to configure their devices.
The problem with WFQ is the static nature of weights which do not change
according to requirements. The proposed architecture implements an adaptive
weighted fair queuing algorithm implemented with help of fuzzy logic principles
serving both real and non real time traffic classes. Real time classes consist of traffic
from UGS, ertPS and rtPS having latency requirements while BE and nrtPS con-
stitutes non-real time class. Scheduling framework for WiMAX with proposed
fuzzy system is presented in Fig. 1. The framework aims to impart fairness to all
traffic classes and avoid starving of main aim of proposed system is to offer fairness
to all type of traffic and avoid starvation of non-real type traffic class. Traffic
generated from variety of applications is classified into five different service classes
and stored in respective queues by WiMAX classifier. A scheduler available at SS
studies QoS requirements for these classes; predicts amount of bandwidth required
for various service classes and communicates it to base station. Scheduler at BS
performs two functions, first is to transmit data packets to destined SS and secondly
to make bandwidth allocations to different SS as per their incoming requests.
Separate queues are maintained for both these purposes. Base station calls fuzzy
inference system for every bandwidth request received. Fuzzy system located at
scheduler on BS is composed of three major steps: fuzzification, reasoning and
de-fuzzification. Fuzzification is process of reading input variables into its linguistic
form, normalizing them and fuzzifying their physical values. It comprises a process
of transforming crisp values into grades of membership for linguistic terms of fuzzy
sets. Various membership functions are used to associate a grade to each linguistic
term. The next step of reasoning is used to derive inferences to manipulate values of
input variables. This step uses stored rules in rule-base to draw inferences. The last
step in fuzzy control system is de-fuzzification which is process of producing a
quantifiable result in fuzzy logic given its fuzzy sets and membership degrees.

308 Akashdeep



It helps to calculate crisp numerical output weight value in our fuzzy control system
to police bandwidth allocation of outgoing traffic.

3 Fairness Analysis of Proposed System

This experiment studies effects on fairness being offered to different applications by
using variable combination or ratios of SSs. This experiment measures fairness for
proposed method and draws comparison with WFQ, WRR and EDF algorithms.
Fairness metric for three traffic classes namely rtPS, nrtPS and BE have been
considered and Figs. 2 to 5 describe values observed for fairness by proposed and
other algorithms. Fairness is measured using Jain’s fairness index. Figure 2 plots
values of fairness obtained for proposed system as compared against various
methods in different scenarios. It can be observed from the figure that performance
of EDF is better for best effort class but there is decrease in performance levels with

Fig. 1 WiMAX scheduling framework with fuzzy based inference
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increase in quantity of traffic from real time classes. This is because of the fact that
these latency driven classes consume significant amount of bandwidth while nrtPS
and BE compete for resources among themselves. This variable difference gets
substantial and therefore leads to variability in observed fairness values. Values
observed for both weighted algorithms sounded same as minimum reserved
throughput was used for calculations. Both WRR and WFQ make use of minimum
reserved throughput for weight assignment to different subscribers. Relatively
stable values are observed by proposed method independent of increase or decrease
in number of real or non-real time applications. It is a proof of the fact that proposed
method is more fair as compared to other methods.

Experiments were also conducted to test fairness of different service classes for
our proposed method and compared with WRR, WFQ and EDF algorithm. Fig-
ures 3, 4, 5 portraits fairness observed by rtPS, nrtPS and BE classes respectively.
Fairness for only these classes has been observed as any scheduler never makes
fixed allocations to these classes as is the case with UGS, ertPS where scheduler can
make allocations to these classes.
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Figure 3 shows that EDF provides more fairness to rtPS when number of con-
nections are limited but it decreases as more UGS and ertPS connections are added
which shows that EDF is more inclined towards higher priority classes. WRR and
WFQ are fairer but shows decline in fairness at relatively larger number of real time
connections. Proposed method is more fair to non real time traffic classes nrtPS and
BE as is evident in Figs. 4 and 5. This is because proposed method keeps track of
relative increase in traffic of these classes and takes appropriate care by providing
them suitable allocation opportunities. Increase in traffic of real time traffic eats up
bandwidth allocation opportunities in other algorithms and tries to starve them but
fuzzy system intelligently updates weight of its queues in order to prevent less
priority classes from starving. EDF is least fair out of all algorithms as it gives more
priority to UGS, ertPS and rtPS classes and therefore nrtPS and BE classes compete
for slots with each other.

Fairness for BE traffic can be explained as follows, all algorithms are fair to BE
class as number of connections are limited and resources are in abundance. Fairness
for EDF and our proposed method decreases as UGS and ertPS traffic increases
because both these algorithms consider latency requirements of real time traffic
while making bandwidth allocations. WRR and WFQ are relatively fairer to BE
even when numbers of real time connections are more this is because of imple-
mented utility parameter used to measure fairness which considers fairness pro-
portional to minimum reserved rate.

4 Conclusion

The paper has presented fuzzy based resource allocation mechanism for IEEE
802.16 networks. The proposed system makes the scheduler adaptive and helps to
make allocations according to current traffic conditions. The study tests the per-
formance of proposed method on account of fairness. Fairness has been tested by
performing four different experiments and different ratio of traffic classes has been
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taken. The results of the proposed system are promising as scheduler was able to
offer enough fair number of allocations to even low prior non real time classes.
Even in case of high ratio of real time classes considerable values for Jain’s Fairness
index were observed.
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A Novel Approach for Emergency Backup
Authentication Using Fourth Factor

K. Sharmila, V. Janaki and A. Nagaraju

Abstract In today’s era of improved technology, ease of availability of Internet
made every user to access the data at finger tips. Every day transactions are also
accomplished online as it is very easy and take less time. Authentication and
confidentiality plays a vital role in transmitting the data through the medium of
Internet. Authentication is usually implemented through any or all of the authen-
tication factors such as username, password, smart cards, biometrics etc. If the user
is unable to provide any of the authentication factors to the system at that instance
of time, the user becomes unauthenticated and cannot make any transaction even
though, a legitimate user. In this paper we are proposing a new factor for
authentication called the fourth factor. This is based on social relations where the
legitimate but unauthenticated user can take the help of any trusted third party like a
friend, spouse, blood relation who will support in the authentication process in case
of failure of credentials. The user can be authenticated with the trusted party and can
make a single emergency transaction.

Keywords Vouching ⋅ Trusted platform ⋅ Social authentication ⋅ Fourth
factor
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1 Introduction

Authentication is considered as the key to security. Authentication in the field of
information security is the process by which a system can confirm whether a given
person or system is who they claim to be [1, 2]. Electronic authentication is a
challenge for both the system and the user. If authentication is compromised, then
the rest of the security measures are likely to be compromised as well. So we have
to ensure that authentication process is implemented securely.

Authentication is a process in which the credentials provided by the users are to
be compared to those that are stored in the database. If the credentials match, the
process is completed and the user is granted access to the system. As many
transactions are made online, the scope for vulnerabilities is also high [3]. Using
one’s credentials, any unauthenticated user becomes authenticated if the authenti-
cation system fails. In order to avoid impersonations during access control, the
authentication techniques are made stronger. There are many authentication tech-
niques available which are used individually as a single factor or with a combi-
nation of more than one authentication factors to exclusively identify a user [4].

The authentication factors are categorized as follows [1, 2].

1. Something you know. Ex: a secret password.
2. Something you have. Ex: a secure device with a secret key.
3. Something you are. Ex: a biometric.

In the next section, we will discuss in detail about the above authentication
techniques.

2 Literature Survey

In the earlier days, authentication was done using only one factor called passwords.
A password is a secret string that is used for authentication. It is termed as
“Something the user knows” [1]. These are the most commonly used authentication
factors in computer systems, because of their low cost and ease of use. But it is a
challenge to the user’s memory. As the technology is increasing day by day,
security tokens such as one time passwords have come into existence. One time
passwords are generated to increase the security and avoid risk on user’s memory
[2, 5]. Passwords are vulnerable to guessing attacks. So the user has to change the
password frequently [6]. To overcome the flaws in one factor authentication, two
factor authentication has come into usage [7]. In this, a combination of two factors
is to be used in authenticating a user using smart card and PIN number. The
methodology involved in manufacturing the smart cards should be tamper resistant
and every user has to remember the PIN [8]. The difficulty in this type of
authentication is that if any one of the factor fails, he cannot make a successful
transaction [9].
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Another advancement is the three factor authentication where Biometric
authentication systems identify a user based on unique physical characteristics or
attributes of a person to authenticate the person’s identity [10]. It is a method of
identifying an individual based on physical and/or behavioural characteristics [11].
Physical attributes in biometric authentication systems include fingerprint, Iris and
voice patterns. They play a vital role as strong authentication factors. Behavioural
attributes includes gestures and expressions, which is now limited to theoretical
assumptions only and is under research [8].

The biometric authentication system extracts features from the users through a
biometric sensor machine and stores it in the database which is used for future
verification and authentication [11, 7, 8]. Biometric machinery implementation is
cost effective and sometimes, the chance of rejecting an authenticated user is more
as the characteristics of the user may not be identified by the machine, if there is
even a minute change in the feature [12].

If the user fails to prove his identity with any of the three authentication factors, he
would be unable to make any transaction and is treated as an inaccessible user. In such
a situation, the user has to contact the Bank personally and get back his credentials
which is time consuming. In this scenario, we are proposing a fourth factor, “someone
you know” to prove the user’s identity. The user is treated as a legitimate user and is
permitted to do an emergency transaction [1, 2]. This is termed as Vouching [1].

2.1 Voucher System Properties

Vouching

The main objective of vouching is to provide emergency user authentication. The
user can make at least one emergency transaction in case of any disaster or in case
where he cannot authenticate himself [1]. Whenever the authorized user is unable to
do a transaction due to mismatch of password or loss of debit/credit card or failure
of biometrics, he has to make use of this Vouching.

Key Distribution

When we consider symmetric key cryptography, the sender and the receiver should
own a secret key which can be exchanged before using any encryption techniques
[11, 4]. Distribution of secret keys is complex since it involves either face-to-face
meeting or usage of a trusted courier service. It may even include transmitting the
key through an existing encryption channel [13].

In public key cryptography, the distribution of public keys is done through
public key servers. When a user creates a public-private key-pair, he retains one key
privately with him and the public-key is sent to the server where it is made public
and can be used by anyone to send an encrypted message.

The main problem of authentication comes into existence while distributing a
key. In the network security architecture, users are named by descriptive names and
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not keys [14]. So, when we identify the name of a user, we should also find a
method in securely finding the key that goes along with the named user.

When two parties A and B meet, A can give B a cryptographic key. This key is
received without loss of integrity, since B knows that he has received it from A.
A can also use a mutually trusted courier or a trusted third party to deliver a key to
B in a secret and authenticated mode [15]. Shared-secret keys need to be distributed
through a secure medium of transportation that is both confidential and authenti-
cated [13]. Public keys do not need to be kept secret, but need to be distributed in an
authenticated manner [6].

Cryptographic keys can also be delivered over a network. However, an active
hacker might add, delete, or modify messages on the network. A good crypto
system is needed to be ensured that the network communication is authenticated
and confidential [11]. In the earlier days of cryptography, keys were never trans-
mitted over the network since a compromised key may cause more damage than
one compromised message [11, 16]. But, nowadays cryptographic systems are
developed and implemented strongly so as to overcome that risk. Furthermore, with
key-distribution protocol, it is possible to generate new keys periodically [8].

In the later section, we will discuss about social authentication which acts as
fourth factor for authentication.

2.2 Social Authentication

In this section, we review on social authentication mechanisms. Social authenti-
cation is based on the principle that the user can identify a friend or a relative based
on the attributes [1, 2]. But using this concept of identification and authentication is
a big challenge in information transmission [11]. Social authentication is divided
into two categories:

1. Trustee-based social authentication
2. Knowledge-based social authentication

Trustee Based Social Authentication System

Authentication is mainly based on three factors. “Something you know” like a
password, “Something you have” like a RSA Secure Id, smart card [17], and
“Something you are” like a fingerprint or an Iris. Brainerd et al. [1] have proposed
the use of fourth factor, “Somebody you know”, a trust worthy person to authen-
ticate the users. We call this fourth factor as trustee-based social authentication.
Initially, Brainard et al. combined trustee-based social authentication with other
authentication factor as a two-factor authentication mechanism. It was later adapted
to be a backup authenticator. Schechter et al. have proposed a form of trustee-based
social authentication system which was incorporated into Microsoft Windows
Live ID system [2].
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Knowledge Based Social Authentication System

Yardi et al. proposed a knowledge-based authentication system based on photos of
the users. If a user belongs to the same group or not is tested as in the social
networking sites. Facebook, in recent times has launched a similar photo-based
social authentication system [18]. This system relies on the knowledge that the user
identifies the person, who is shown in the photographs. However, recent work done
by theoretical modelling and empirical evaluations has shown that, these pho-
tograph based social authentications are not resilient to various attacks.

3 Problem Statement

In this paper, we worked on the fourth factor authentication, which uses the concept
of Vouching [1]. It can also be termed as emergency authentication. The main idea
of our proposal is that if the user is unable to provide either his PIN number, smart
card or bio-metrics [7], the inaccessible user should be able to authenticate himself
for one transaction. Through this fourth factor, the identity of the user is proved,
thus making the inaccessible user an authorized and authenticated user. The helper
vouches his identity and grants him a temporary password to make one successful
transaction.

To ensure the integrity and safety of the system, it is important to identify a
person with whom the user is dealing is trustworthy. Authentication helps to
establish trust between parties involved in transactions. It involves social rela-
tionships where a user trusts the other user when he cannot gain access to the
system even though he is an authenticated user [1].

3.1 Prerequisites of Secure Fourth Factor Authentication

1. It is mandatory for every customer to submit the following details while reg-
istering himself at the organization like bank for opting Fourth Factor
Authentication like

a. A mobile number preferably a 10 digit number.
b. A valid e-mail id.
c. A trust worthy person, preferably his/her Spouse, blood relation or a friend

who is also a registered account holder of the same bank.

2. Every user is given a unique id as an account number and a secret key by the
bank which is shared between the user and the bank.

3. Every user has to submit a secret question along with the answer which could be
used by the bank as part of validation.
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When a user provides all the three factors of authentication, his PIN, Card
Number, Biometrics then the transaction is completed successfully. If he fails to
provide any of the three factors, he cannot continue his transaction. In this case,
even though he is an authorized user, he is unable to make his transactions and he
has to identify himself to the bank [10]. At this juncture, the user opts for Secure
Fourth Factor Authentication which we also term it as Emergency Authentication.
In the rest of the paper, inaccessible user is called as Asker and the trustworthy
person is termed as Helper.

Figure 1 shows the flow of transaction. There are three entities, the Asker,
Helper and the Trusted Platform or the server.
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Fig. 1 Flow of transaction in secure fourth factor authentication
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3.2 Algorithm

1. The first step the user has to perform, is to login to the respective bank web
page.

2. If he tries to make any transaction, a message is displayed stating that “Your
Card is blocked”.

3. An option is given to the user/Asker (As) whether he wants to make use of
Emergency Authentication.

4. If he chooses “No”, then a message “Visit your Bank Personally” will be
displayed.

5. If he chooses “YES”, then the pre-decided Helper’s (Hp) names are displayed
on the screen.

6. After selecting the Helper (Hp), a secret question (Pre-registered with the bank)
is sent to both Asker (As) and Helper (Hp).

7. If the answers to the above corresponding questions are correct, then the bank
trusts both Asker and Helper as authorized and the bank accepts the request sent
by the Helper.

8. The Asker sends his request in the form of an encrypted message to the helper.
The request includes his Account number, security question and time stamp
encrypted with the pre-defined secret key KAsB. As_req: EKSA{ANA, SQA,
TSSYS}

9. After receiving the above information, the helper (Hp) once again assures the
Asker (As) through his own method of communication (personally, phone
contact or any other possible means of communication.

10. The helper (Hp) has to login into the corresponding bank web page using his
valid credentials.Hp_resp: {IDHp}

11. The helper then forwards the request received from the Asker, along with his
own credentials (his Account Number/user id and password) to the bank. Here,
the entire information is encrypted with pre-defined secret key KHB(shared
between Helper and Banker).Hp_reqB: {As_req, KHpB}

12. The above information is validated by the server and if found correct, it sends
an Emergency Password to the helper which is encrypted with the secret key
KAsB(Shared between Asker and Banker), to prevent any further modifications
by the helper.

13. The Helper (Hp) forwards this information to the Asker (As).
14. The Asker (As) has to once again log on to the webpage using his existing

credentials like login id or account number, whichever is available along with
the received message in the provided text area.

15. The same pre-defined secret key is submitted by the Asker. As this is a valid
message sent by the banker, OTP is generated.

16. The bank validates the Asker and then permits him to make his transaction
using his same card number and this newly generated OTP. This facility is
available to the users only once within 24 h.
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4 Practical Implementation

We have implemented the Secure Fourth Factor Authentication protocol using Java,
Tomcat server and MySQL Database. We have used AES Symmetric-key algorithm
[19] that uses the identical cryptographic keys for both encryption of plaintext and
decryption of cipher text. AES operates on a 4 × 4 column-major order matrix of
bytes, called as the state. Most of the AES calculations are done in a special finite
field. AES implements 10 cycles of repetition for 128-bit keys.

Each cycle/round consists of several processing steps. Each step contains four
similar stages but different in execution, together with one that depends on the
encryption key itself. A set of reverse rounds is applied in the algorithm to trans-
form the cipher text back into the original plaintext using the same encryption key
[19].

The Asker selects the Emergency Authentication Option in the Trusted Platform
[3]. It displays the corresponding helpers list associated with the Asker. The Asker
selects one helper from the list and a secret question is sent both to the Asker and
the Helper. If both of them enter the correct answer, then the server treats both the
users as legitimate users and grants permission to continue the transaction. The
asker then sends his request to the helper. This request message is encrypted and
sent to the helper. The helper receives the request from the Asker, logs into the
trusted platform, proves his identity first and then forwards the request sent by the
Asker to the Server [2, 3, 4]. The server validates the identity of both the users and
forwards a onetime vouch code to the Helper [1]. The Helper then forwards the
same to the Asker who enters this onetime vouch code at the server side [7]. If the
entered vouch code is matched, then the server grants permission to the Asker to
make one emergency transaction valid only for 24 h [6].

5 Experiments and Results

We have conducted experiments and our input is a combination of three parameters.
They are account number of the Asker, secret answer of the Asker and the time
stamp at which the request was generated. This input is converted into a fixed block
size of 128 bits, as we have used AES algorithm. The input given to the algorithm
is Account number + Secret key + Time stamp as shown in Fig. 2.

For example:
Account number of the Asker is 1057862349, Secret key is 1454661094765 and

Time stamp is 102538.

The output for the corresponding input is as follows
Encryption key: 9d0811bad3e1cc77
Asker’s OTP: 20646181
Helper’s OTP: 66714972 (Figs. 3, 4 and 5)
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Fig. 2 Scenario where the
authenticated user fails to
provide his credentials

Fig. 3 Asker selecting his
helper from the list of
available helpers

Fig. 4 User enters OTP
generated by the server
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6 Conclusion

In the traditional method of creating an account in any financial organization, an
introducer is mandatory. A similar kind of concept has been introduced for our
secure fourth factor authentication protocol. Our Proposal enables an inaccessible
user to authenticate himself in emergency, where he cannot prove his identity due to
the failure of any of his authentication factors. In our protocol, we have taken all the
necessary steps to overcome the problem of misfeasors. Any trustworthy person
cannot play the role of an Asker and he alone cannot make an emergency trans-
action without the secret key of the Asker. If a trust worthy person deceives the
user, then our protocol may not reach the expectations. So selecting a trust worthy
or a faithful person is more important in Secure Fourth Factor Authentication.
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Automated Cooling/Heating Mechanism
for Garments

Akash Iyengar, Dhruv Marwha and Sumit Singh

Abstract We present here an automated Temperature controlled clothing system.
The innovative design uses conducting coils, which make use of the Peltier effect
for controlling the comfortable temperature of clothing. It uses the micro-controller
(Arduino) for sensing the temperature (Array of Sensors). Based on the temperature
changes, the heating and cooling system can be activated or de- activated as
required. The design facilitates a differential temperature control system for dif-
ferent parts of the body to maximize the comfort. The system can find numerous
applications on real life.

Keywords Automated heating and cooling ⋅ Body temperature ⋅ Peltier
effect ⋅ Heat transfer ⋅ Micro controller

1 Introduction

In today’s fast paced and globally connected World, people’s basic needs are very
demanding and this is driving technology to create automated solutions for our
daily problems. People in this decade have traveled to places where weather con-
ditions contrast with where they live in. For Example: A person whose lived in
India since his childhood now finds himself as a student in Wisconsin where he has
to deal with extreme weather conditions (subzero temperatures and/or blistering hot
weather in some parts of the world). In this case, technology can help a person to
adapt and be comfortable. An automated temperature sensing process can be
deployed to measure current body temperature with a variety of sensors to control it
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according to the external temperature. Also, studies have shown that the very young
and the very old people are very susceptible to cold which makes them susceptible
to hypothermia and hyperthermia [1]. The graph shows the various temperature
changes with respect to various conditions as shown in Fig. 1 [2].

2 Existing System

There are 2 different models which are in existence- Manual temperature control NASA
Spacesuit technology and space blanket. In manual control, the temperature can be
controlled with the help of a knob/dial which will regulate the power going to the coils
and control the temperature. In NASA space-blanket technology, researchers have
deposited vaporized aluminum onto plastic. The result was a very thin but durable sheet
of material that is very good in reflecting the infrared waves that created heat. The
material could either reflect and preserve body heat or ward off the intense radiation of
the sun [3] the same material can also be used in sleeping bags which can reflect 90%
of body heat. While in the spacesuit technology, it is layer of clothing which has a
provision for rubber pipes through which liquid water is circulated which keeps the suit
cool and helps the astronaut to maintain his/her body temperature.

3 Disadvantages of Existing System

• With regards to the spacesuit tech, it’s not very practical for daily use.
• It is very expensive.
• The space blanket can only conserve heat. It cannot produce external heat based

on the user’s preference.
• A blanket can’t we worn everywhere any time of the day. Its use is limited.

Fig. 1 Temperature for
various body conditions like
hypothermia, hyperthermia
and fever
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4 Proposed System

In our proposed system the system is split into three distinct components namely:

• Temperature Sensing Module
• Temperature Control Module
• Control Unit.

4.1 Temperature Sensing Module

Temperature is basically degree or intensity of heat present in a substance or object,
especially as expressed according to a comparative scale and shown by a ther-
mometer or perceived by touch [4]. In this model, an array of temperature sensors
measures the temperature by sensing some changes in the physical characteristics.
This is usually done with the help of temperature s which can be interfaced with a
micro-controller. We will be using TSYS01 sensors for sensing the body temper-
ature. This sensor measures the body temperature by measuring thermal radiation
emitted from the body. It can measure temperature ranging from −40 to 125 °C at
an accuracy of ±0.1 °C. It provides a 24 bit temperature reading which indicate the
actual body temperature [5]. The TSYS01 Sensor can be interfaced with any micro-
controller by an I2C interface or an SPI Interface. Figure 2 describes the TSYS01
Architecture in detail [6].

4.2 Temperature Control Module

Now that we have proposed the temperature sensing module, the next step is to
control the temperature of the cloth based on the input given by the temperature
sensor. The heating and cooling is achieved with the help of “Peltier Effect”.

Fig. 2 TSYS01 architecture diagram
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The Peltier effect is a temperature difference created by applying a voltage between
two electrodes connected to a sample of semiconductor material [7]. This phe-
nomenon can be useful when it is necessary to transfer heat from one medium to
another on a small scale. This can be accomplished with the help of “TEC-12706”
Semiconductor Thermoelectric Peltier Cooler/Heater Module. The module basically
consists of electrodes that are typically made of metals with excellent conductivity.
The semiconductor material between the electrodes creates junctions which in turn
creates a pair of thermocouples. When voltage is supplied across these electrodes,
thermal energy flows in the direction of charge carriers. When the flow of charge
carriers is reversed, alternative heating and cooling can be achieved. For forward
current flow, heating can be activated and for reverse current flow, cooling can be
achieved [8]. Figure 3 describes the “TEC-12706”.

4.3 Control Unit

The controlling unit of the system is a micro-controller (Arduino UNO). It consists
of pins (Analog/Digital) which can be used to attach various peripherals [9]. Here
we are using the digital pin of the Arduino to connect the temperature sensor. The
Arduino is programmed along with preset values for triggering the temperature
controlling module of the system. The Arduino board also receives input in the
form of temperature which can be used as a trigger mechanism (Fig. 4).

5 Working Principle

The module consists of the temperature sensor which records the body temperature.
The temperature sensor basically is placed in contact with the skin and it constantly
gets the body temperature as the input. This input is given to the micro controller

Fig. 3 TEC12706
semiconductor thermoelectric
peltier cooler/heater module
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(Arduino) which primarily controls the temperature of the clothing. The micro
controller basically consists of a program which compares the pre-defined tem-
perature with the dynamic input of the sensor. If the temperature is below the pre-
defined value, the heating system gets activated and when the temperature is above
the pre-defined value, the cooling system gets activated. The temperature sensor
and the micro controller together acts as a monitor for the body temperature.

Pseudo Code for Temperature Control

While (System is ON)

Gather temperature from various temperature sensors

Take an average of that value as the temperature using which the heating/cooling
system will work.

If (body temperature < temperature)

Send +5v (HIGH) supply to the “TEC-12706” via micro controller for Heating

Else if (body temperature > temperature)

Send +5V (HIGH) to the “TEC-12706” via micro controller for cooling

Else

Send 0V (LOW) to the “TEC-12706” (No Change)

Fig. 4 Block diagram of the
control unit

Automated Cooling/Heating Mechanism for Garments 329



6 Placement of Heating/Cooling Modules

The TEC 12706 module(s) should be placed in the areas where the body heat is
released the most and these are the places where the heating and cooling will be
most effective. Some research needs to be done in this area so as to identify the best
places for placement of the module(s) which can be done with the use of thermal
imaging. Reference [10], which is illustrated with the help of Fig. 5.

7 Safety

Since the clothing contains electronics which if not handled properly might give a
shock to the user. To ensure that this does not happen, we can use a dual layer
system wherein the electronics of the entire system is encased within a separate
layer of material so as to create insulation around the electronic components so as to
ensure that an accidental shock does not take place.

8 Heat Sink

For the efficient operation of the entire system, heat sinks need to be installed on top
of the Peltier effect module so that the system works properly. For this, some
Research needs to be done for designing a heat sink which will have the same

Fig. 5 Thermal Scan of an
average human for heat/cold
zones
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dimensions as the module and differential cooling can also be uses meaning for
different areas, different sized Peltier effect modules can be used with the corre-
sponding heat sinks to provide the cooling and heating as required.

9 Battery Pack

An average module requires close to 24 V of power supply so based on the target
application, the power requirements need to be altered. Also while implementing
differential cooling, the wattage of the module needs to be taken care of and
appropriate calculations needs to be done to choose the correct one for the chosen
system. Ideally, the battery pack could be made as a portable box type format which
could be clipped to the hip to ensure portability and the casing needs to be made of
a high heat dissipating material which would help the battery to perform at its best.

10 Hardware Implementation

The system uses the following components:

• Micro controller (Arduino UNO).
• Temperature Sensor (TSYS01).
• Peltier Semiconductor Heating/Cooling module (TEC-12706).
• Resistors.
• Breadboard.
• Wires or Conducting threads.
• Clothing on which system is to be made.
• Power Source (Battery).
• Software for programming the micro-controller (Arduino IDE).

11 Advantages of Proposed System

• The system is automated and it minimizes human effort.
• It can be used in varying climatic conditions.
• It is much more accurate as the input is received with the help of multiple

temperature sensors.
• Plus it is suitable for daily use and it’s practical in nature.
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12 Disadvantages of Proposed System

• Initial R&D is expensive (Mapping of heat zones of the body, battery and heat
sinks).

• The Heating/Cooling mechanism takes time to produce the required
heating/cooling effect. (Not instantaneous in nature).

13 Conclusion

We conclude that the system is beneficial in both medical field as well as for daily
use. The system can be improved and made more specific based on its use. It can be
also implemented on any type of garment based on its size and some modifications
may need to be made. Based on the same concept, further applications include:

(1) Automatic Milk heating bottles for small kids
(2) Specialized garments for small kids (2–3 yrs).
(3) Automatic Temperature Management for Aquariums.

The possibility for the said topic as mentioned in the paper is endless.
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Anatomization of Software Quality
Factors: Measures and Metrics

Aditi Kumar, Madhulika Bhatia, Anchal Garg and Madhurima

Abstract “If you cannot measure it, you cannot manage it”, this quote by Lord
Kelvin is very much applicable to the world of Software Quality as well. Quality of
software can be described as the extent to which it performs the task that the user
has specified. It can be expressed in terms of multiple factors like reliability,
readability, supportability et al. It can be best described as the amalgamation of
these multiple factors. Not only the identification of factors but also of the metrics
and measures were done by studying and analyzing various research papers and
keeping them as the primary foundation. This paper focus on investigating the
measures that is already available to determine the different quality factors. The
results obtained are advantageous for software developers, researchers and aca-
demicians to recognize and distinguish the cadent used to dimension the different
quality characteristics of the software. Moreover, the work focuses at giving some
suggestions, using the potential deficiencies detected as a foundation.

Keywords Software measures ⋅ Analytics ⋅ Quality factors

1 Introduction

Quality is one of the primary issues on which most of the researchers work while
developing a software. While selecting the software product the user ratify the
software product’s quality, in terms of various quality factors. Software Quality
Assessment should be in accordance with the Software Engineering process being
used, and be relevant and applicable at the operation level. [1], therefore, it is not
advised to upgrade the quality after the software is completed as it increases the cost
remarkably and it makes the product defected. Hence to vanquish this problem the
evaluation of software product quality is suggested at developer’s end during
the formulation of software product [2]. The measurement of quality is mostly
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conveyed in respect of metrics. Measurement of one or more quality criteria is done
by software metric [3]. Many past studies have kept their focus on various factors
and related sub factors that influence the software quality and some of the former
studies talk about the measurements and metrics used to measure the level of
specific quality factor. The key purpose of this paper is to give a general overview
of the software metrics and all the measures and also to guide other readers and
researchers to follow which metrics can be used to measure the different factors of
quality.

2 Methodology

In this paper, methodical approach for reviewing the literature on the analysis of the
measures and metrics of quality factors follow the same approach which were
identified by Kitchenham and Charters [4].

2.1 Research Questions

The objective of this paper is to analyze certain measures and metrics for certain
quality factors. The foundation of this analysis are the research questions (RQ) as
described in Table 1.

3 Background and Related Work

Quality in use metrics identifies and recognizes the metrics used to measure the
outcomes and the combined quality characteristics effects for the users. In more
specific terms, these metrics care about the quality in customer’s satisfaction. The
metrics for performance, effectiveness, productivity and safety in real environment
fall in this particular category [5]. At the end, external factors matter the most, but
these external factors can be achieved only through the internal ones. In other
words, if the implementers and designers want their users to enjoy the visible level
of qualities, they must have applied some internal techniques that will ensure those
hidden qualities [6].

Table 1 Research questions Research questions

RQ1 Which quality factor can be easily approached for
measuring?

RQ2 Which measure is advised for usage of certain metric
to determine different quality factors?
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3.1 Object—Oriented Design Metrics and Measures

As specified by Srinivasan et al. [7] the underlying are the supreme measures to
examine quality Object—Oriented design’s quality in the design phase. There are many
design metrics based on object like coupling, cohesion, Inheritance, abstraction and
encapsulation and package cohesion. There are many quality factors and measures for
each like Understandability, effectiveness, extendibility and reusability.

3.2 Dynamic Metrics and Measures

Dynamic metrics helps in computing and measuring specific runtime attributes of
components, programs, systems and subsystems. According to Tahir et al. [8],
Sandhu et al. [9] and Choi et al. [10], underlying are some of the metric type which
predict the qualities related to dynamic systems using the measures given in
Table 3. A tool has been developed and deployed using the aspect—oriented
programming (Aspectj) to perform dynamic analysis of applications written in java
for collecting the data generated at the run time needed for the dynamic coupling
tracer and dynamic cohesion metrics application has been developed in Aspectj for
measuring the coupling [11] (Table 2).

Table 2 Dynamic metric and quality factors coverage

Metrics Quality factors Associated measures

Cohesion Reusability Calculate each instance of variable by the number of
time it is being attained
Message passing load (MPL)

Coupling Understandability MPL
Reliability Charts of real-time object oriented modeling (ROOM)
To predict faults Crosscutting degree of an aspect and base-aspect

coupling
Complexity Understandability Decision points in the code
Polymorphism Reusability The polymorphic behavior index is P/Total dispatches

Where,
Total dispatches = (NP + P)
P = Unique polymorphic dispatches executed
NP = Unique and non-polymorphic dispatches
executed

Efficiency Average changing rate of virtual methods (ACRV)

Table 3 Technical documentation quality metrics and quality factors coverage

Metrics Quality factors Tool used to calculate metrics

Clone detection Maintainability VizzAnalyzer

Test success and coverage Usability
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3.3 Technical Documentation Quality Metrics

In Wingkvist et al. [12] it has been seen, that analogizing the text on XML
structures and paragraph level, Clone detection computes the similarity between
documents and size of two documents that are distinctive which are the indications
of one of the quality of maintainability.

Test coverage measurement analyzes statically the complete structure of any
technical documentation, dynamically logs those documents and the hyperlinks
followed during testing, and then correlates the dynamic and static information
[12], which indicates one of the quality of usability in technical documentation.
DocFactory is one of the producers of technical documentation and VizzAnalyzer is
a tool that assesses the document’s technical quality which supports metrics, such
as, coverage analysis and clone detection. To conceptualize the metrics results,
tools such as the yEd graph viewer and Microsoft Excel, can be used.

4 Results of the Study

A. Answering Research Questions

RQ1: Which quality factor can be easily approached for measuring?
After analyzing measures and metrics for different quality factors across the 20 studies
in detail, it is found that understandability could be easily approached for measuring.
Figure 1 shows the availability of many measures to estimate different quality factors.
Results gives some evidence to suggest that many metrics and measures are there
which can be used to determine the quality for Object-oriented systems.

RQ2: Which measure is advised for usage for certain metric to determine
different quality factors
Many varied metrics and measures have been used in and finally included 20
studies. These mainly fall into source code metrics, dynamic metrics and metrics
relating to documentation. Moreover, dynamic metrics across the 12 studies that

Reusability 

Understandability 

Usability 

Effectiveness 

Reliability 

Modifiability 

Functionality 

Extendibility 

Availability of metrics 

Fig. 1 Indicative levels of availability of measures to evaluate quality factors
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were analyzed in detail puts forward measures relatively well. However after having
a look at the findings from the individual studies, many authors report that quality is
not only determined by process metrics but also in the form of product and also
even by documentation metrics.

5 Conclusion

Metrics is a vital topic in the area of software engineering. Metrics can improve the
quality of systems significantly. Therefore many measurement and metrics studies
in the area of software engineering have been published. In this paper analysis and
review of 30 studies shows that large number of metrics were used but it is
extremely difficult for the researchers to discern and analyze the metrics and
measures of quality factors for similar software systems. The set of metrics gives
the vital measures to determine the software quality. It can be used and analyzed by
future quality prediction researchers, software engineers and by journals and con-
ference reviewers. Of the 30 studies that were viewed, only 20 satisfied the criteria
and helped in determining what impacts on quality factors. The results advocate that
many measures and metrics are available to discern the understandability of the
system. It has been also found that many measures and metrics are available for
object- oriented Systems. From this study, it has been also gain the knowledge that
there is interdependence. between quality factors as measuring metrics computes
more than one quality factors. There are many good measures are already available
to determine quality in software systems that have been reported in software
engineering.

Note: Authors are in process of developing a Mobile Application which cal-
culate the software metrics for the programme or software and it will be a great help
for project managers and software developers.
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Dynamic Scheduling of Elevators
with Reduced Waiting Time of Passengers
in Elevator Group Control System: Fuzzy
System Approach

Malan D. Sale and V. Chandra Prakash

Abstract From the commercial point of view, in tall buildings with multiple lifts
or elevators, owners face problems like waste of space, more managing time and
money. People travelling by lifts face problem of high waiting time. Elevator Group
Control System (EGCS) manages several elevators in tall buildings for efficient
carrying of passengers. Waiting time of people and car are major factors affecting
the performance of EGCS. EGCS organizes elevators to reduce the performance
evaluation measures. But, it is hard to achieve all measures. Hence, here we deal
with the improvement of performance by reducing waiting time of the passengers.
The proposed system introduces dynamic scheduling algorithm to schedule ele-
vators dynamically. The proposed system uses fuzzy logic to schedule and dispatch
the elevators. The main motive of the research work is to diminish the passenger’s
waiting time and car allocation time.

Keywords Elevator group control system EGCS ⋅ Fuzzy controller ⋅ Up-peak
traffic ⋅ Down-peak traffic

1 Introduction

In tall commercial buildings with one lift passengers face many problems. Nor-
mally, during the peak periods in the morning and evening, people wait for lift; as
everyone is in hurry and would like to reach home in time. During morning period
people make up-landing calls but the lift waiting time is high as everyone want to
reach office. There are more up-landing calls in the morning as compared to
down-landing calls. This type of situation is called up-peak traffic. We may observe
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opposite scenario in the evening. All people would like to reach home early, and
hence they make down-landing calls; but they need to wait for lift. This type of
traffic is called down-peak traffic. We may see the same scenario during lunch time
when people go out for the lunch and come back after lunch. People waste their
time in waiting for the lifts, resulting in frustration. The solution to this problem is
to use EGCS to control the multiple lifts [1].

The proposed system is useful in all buildings where vertical transportation is
provided with multiple elevators. Even or odd floor elevators can provide better per-
formance with the dynamic allocation of a car. Nowadays when we use lift to go up
and if any car call is made during the up-landing call then the car stops at the calling
floor, if it is in between the calling floor and the destination floor. If a down landing call
is made while the up call is in execution, the request will not be satisfied although it is a
shortest distance call. In tall buildings with even and odd floor lifts, the even floor lift
takes only the even floor calls and the odd floor lift takes only the odd floor calls.

Suppose some people want to reach their office located at even floor and return
in the evening after office then they need to wait for an even lift, even though the
odd lift is available. They waste time in waiting for lift. In addition, there is more
power consumption by lifts. If the lifts are used dynamically in the peak traffic time
to transport passengers from the ground/source floor to the destination floor, then
people save their time. In the morning and evening time, passengers can use both
even and odd lifts to go at an even/odd floor. In the remaining time lift works as
either even or odd lift. To provide solution to this problem, EGCS can be used.
An EGCS has four components viz. hall call buttons, car call buttons, elevators and
a group controller to control all elevators in a group.

Proposed system uses fuzzy algorithm for implementation of EGCS. Fuzzy system is
a rule based problem solving control system. The system has four main blocks: Fuzzifier
to accept input values, fuzzy rules to apply on data, Inference engine to perform
operation and DeFuzzifier to generate output. Figure 1 shows the Fuzzy System.

Fuzzy linguistic variables are the input and output variables with non-numerical
values. Let traffic flow T is Fuzzy linguistic variable. Then, the values used to

Fig. 1 A Fuzzy based system
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describe this variable are either less or high or very less or very high. Traffic may be
less traffic, more traffic, very high traffic or very less traffic. Fuzzy system uses
membership functions in the Fuzzyfication and DeFuzzyfication steps to map the
input values to the fuzzy linguistic variable or vice versa.

2 Literature Survey

Researchers have used different algorithms to schedule elevators. The algorithms
are categorized as Fuzzy algorithm, Zoning based system, Artificial Intelligence,
algorithms based on Neural Networks, and Genetic algorithms. The research of
Jinsun, Qian-chuanzhao, and Peter B Luh uses the global process of optimization.
A genetic algorithm is used by researchers for better solution [2]. Zoning based
approach is referred in some studies but the approach failed to achieve dynamic
based solution [3]. Neural network technique is used by Jianzhe Tai and Cheng
shao, Suying yan. The system needs employee training to work efficiently. Due to
lack of proper training, the system may fail to give expected output [4]. The study
of M.M. Rashid focuses on floor information using fuzzy algorithms [5]. Electronic
Microchips and DSP boards are used in various research works. Using microchip is
cost effective and so not efficient to use. The time taken to respond a call is more
due to the processing capabilities of electronic microchips.

The fuzzy approach used in existing system, does not allow dynamic dispatching of
lifts. First solution for dynamic allocation of lifts is given by Cortes and Fernandez
which concentrates on use of fuzzy based algorithm by assuming only one call button is
available on each floor [6]. The analysis and simulation done in MATLAB using
Monte-Carlo sampling helps in new research studies [1]. The study of Peter B. Luh,
Bo xiong, and Shi-chungchang focuses on prediction of future traffic information and
the destination entry method. Dynamic Programming is used as dispatching method in
EGCS. The system works for normal operation but for heavy traffic the system needs
more CPU time. Further improvement is required to improve CPU time [7]. Daniel
nikovski and Matthew brand introduced a method to calculate elevators exact waiting
time and to minimize the expected waiting time of passengers [3].

3 Proposed System

Figure 2 shows modular view of the system. The proposed system consists of two
modules. First is Hall call module which passes calling floor Id to controller. Then
controller passes control to the selected elevator. Second is Car call module which
gives destination floor Id to controller and elevator moves to destination.

The Fuzzy controller applies fuzzy logic and selects elevator to serve the request.
Control transfers to group of elevators, and then selected elevator goes to calling
floor. Proposed Algorithm for dispatching of Elevators in EGCS works as
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follows-First, get the system’s operational specifications, inputs and outputs. In
Fuzzyfication phase: Convert input data to fuzzy set and then form inference rules
with IF-THEN conditions. In DeFuzzyfication phase: Reconvert the fuzzy vari-
ables. Now choose the elevator on the basis of inference rules, pass the signal to
selected elevator. Selected elevator moves towards the calling floor. Passenger
enters in and presses car call button i.e. destination floor number. Send the signal to
controller and finally the elevator moves towards destination floor.

Detailed Algorithm works in the following manner.

1. Let ‘S’ be the content of Elevator group control system as a final set.

S = I, O, P, F′
� � ð1Þ

2. Identify the inputs as H and C.

S= fH= H1, H2, H3 . . . . . .Hn j ′H′gives hall call signal.
� � ð2Þ

C= C1, C2, C3 . . . . . . .Cn j ′C′ gives car call signal.
� � ð3Þ

3. Identify the output as O.S = {O = {E, D}

E= E1, E2, E3 . . . . . . ..En j ′E′ gives elevator ID.
� � ð4Þ

D= D1, D2, D3 . . . . . . .Dn j ′D′ gives destination floor ID.
� � ð5Þ

Fig. 2 Proposed system architecture
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4. Identify the processes as P.

S= fP= P1, P2, P3f g ð6Þ

P1= Hi, Ci jHi H, Ci Cwhere C&H is not emptyf g ð7Þ

where Hi is Hall Call, Ci is Car Call,
Success: if both calls found Failure: if either of the call not found

P2= Hi jHi HwhereH is not emptyf g ð8Þ

where Hi is Hall Call
Success: returns elevator ID number Failure: does not return elevator ID number

P3= Ci jCi Cwhere C is not emptyf g ð9Þ

where Ci is Car Call
Success: set destination floor ID Failure: does not set destination floor ID

5. Identify failure cases as F’

S= fFailure occurs whenO= fΦg
I = p j ′p′ is probability of power supply failure� � ð10Þ

4 Results

The simulation environment consists of four parts: elevator group controller, central
processing unit emulator which is used for convenience of programming and
debugging, car emulator to generate hall calls and car calls and front-end of system.
Eight floors and four elevators are considered in the simulation to find results. All
floors are considered as a destination floor and ground floor is considered as a
source floor and accordingly results are noted.

Table 1 shows the results generated by proposed system and basic EGCS for
average arrival of passengers in every 5 min. Table 1 shows the Average waiting
time of passengers and Average time of elevator to arrive at hall call, in seconds.
Survey is conducted to identify the arrival of passengers in every 5 min and results
are calculated.

From the results it has been observed that the proposed system gives optimal
solution when compared with the basic system with respect to minimizing the
average waiting time of passengers and elevator response time. Figure 3 gives
comparison of proposed system and existing system.
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5 Conclusion

In the simulation environment, the algorithm is applied to simulate elevator group
control system operation. The control strategy generation and hall call assignment
part are the most important parts of the EGCS simulated by using Visual studio.
Fuzzy algorithm achieves desired optimal solution for dynamic hall call assign-
ment. Simulation results show that under the same simulation conditions, proposed
control algorithm can achieve better control of the elevator group control opti-
mization by reducing waiting time of passengers.
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Level Skip VLSI Architecture
for 2D-Discrete Wavelet Transform

G. Kiran Maye and T. Srinivasulu

Abstract A low power and efficient 2-D Discrete Wavelet Transform architecture
is proposed. Previous DWT architectures utilized flipping structures or modified
lifting based schemes. In this over-lapped strip based scanning is utilized to reduce
the number of clock cycles for reading the input pixels. In addition that, second
level prediction and updating equations are derived directly. It is observed that the
number of adders and multipliers are reduced. The hardware utilization and power
consumption is decreased in order to improve the performance of the discrete
wavelet transform. The execution results expose that the suggested architecture is
enhanced in area competence of 1% slices, 1% of DSP 48 s, multipliers and adders
are also decreased.

Keywords Discrete wavelet transform ⋅ Word length ⋅ Xilinx ⋅ FPGA ⋅
Area ⋅ Power consumption

1 Introduction

The DWT is a very computation-intensive process; the study of its hardware
execution has gained much significance. For lossy and lossless compression cor-
respondingly [1] the (9/7) and (5/3) wavelet filters are placed as the default filters.
DWT is executed by employing convolution method which is based on filter bank
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structures; however it needs large number of arithmetic computations and large
storage area. The executions of one dimensional discrete wavelet transform (1-D
DWT) by filter banks have been offered in [2–4]. The other method called lifting
scheme that was brought in by Win Swelden in 1995 [5] to eradicate the need
concerning to multiple addition along with multiplication processes that will be
required with regard to convolving any filter with the image and as well it decreases
the hardware difficulty. The discrete wavelet transform has turned out to be one of
the most employed techniques for image coding and image compression algorithm
[1, 5–9] such as the JPEG2000 standard [10, 11]. A high-level compilation tool is
suggested in a new recent work [12], which produces VLSI architectures at the
register transfer level [13].

The block diagram of 2-D DWT is displayed in Fig. 1. By employing one
dimensional DWT on the rows and columns of the input image a 2D Discrete
Wavelet Transform can be obtained. The input image is decomposed horizontally
on the initial level of computation, by applying one-dimensional (DWT) with each
row of getting two coefficients (L and H); consequently this is decomposed verti-
cally by employing one-dimensional (DWT) with each column for obtaining four
wavelet coefficients (LL, LH, HL and HH). For multi-level decomposition it exe-
cutes the similar operation on the (LL) subband as the input.

In Fig. 2, the block diagram of lifting scheme is displayed. Lifting scheme has
three steps they are split, predict and update. In split step the input is divided into
odd and even samples. In predict step it calculates the high pass filter coefficient and
in update step it calculates the low pass filter coefficient.
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Fig. 1 Block diagram of 2-D DWT
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2 Proposed Method

In our proposed method for image compression a multilevel two dimensional
discrete wavelet transform (2-D DWT) based on lifting scheme is designed for an
area and memory efficient. The lifting scheme approach using the 9/7 wavelet filters
reduce the hardware complexity and size of the on chip memory needed for
implementation. It provides faster, easier, less demanding and more effective FPGA
solutions.

The block diagram of the Level Skip 2D-DWT lifting based wavelet is specified
in Fig. 3.

The architecture of the coherent 2D-DWT consists of two blocks namely pre-
diction block and updating block. The input pixels are first fed to the prediction
block to compute the high coefficients. The output from the prediction block is next
fed to the updation block, and at the same time input pixel is also fed to the update
block to calculate the lower coefficients.

The predict block needs five input pixels, namely P1, P2, P3, P4 and P5 which is
scanned through a overlapped-stripe based scanning method. While the update
block needs three input pixels, namely q1, q2 and q3 which is scanned through a
stripe based scanning method [6]. The higher order coefficient and lower order
coefficient is represented by Xi and Yi respectively. The strip based scanning is
utilized to read the three input pixel at each clock cycle and the last pixel is
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Fig. 2 Block diagram of lifting scheme for 1D-DWT
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overlapped for next clock cycle. The final second level prediction and updating
equations are given as follows

X = A (P1 + P3) + BP2 + CP4 + DP5

Y = αP1 +βP2 +γP3 + dXi2

The above algorithm is implemented in verilog using the following values of
derived constants for a 32 bit data.

A = 9’b101111110, B = 9’b001111110,
C = 9’b101111110, D = 9’b001111011;

Alpha = 14’b0011111101101, Beta = 14’b0011111010010,
gamma = 14’b1011111101010, del = 14’b0011111010101;

and the scaling factors
S_1 = 14’b0011111101110, S_2 = 9’b0011111110110;

3 Results and Discussions

The simulation and synthesis results for the implementation of 32-bit data are
shown in Figs. 4 and 5.

The above algorithm is applied to an image, where with the help of single level
lifting scheme a 2D-DWT is implemented which reduces the utilization of adders,

Fig. 4 Simulation results for 32-bit
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multipliers and memory. The algorithm is implemented using XILINX VIRTEX 4
FPGA and targeted on an image and the result is shown in MATLAB using the
following code and the result is shown in Fig. 6 (Fig. 7).

Fig. 5 Synthesis report for 32-bit

Fig. 6 2D-DWT applied to
an image
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The dynamic power consumption of the implemented architecture is calculated
using a Xilinx Xpower analyser. Xpower analyzer report is shown in Figs. 8 and 9
for 256 × 256 image. 0.006 W is the consumed dynamic power and the quiescent
power is 0.840 W. Hence, the total power consumed in coherent DWT image
fusion method is 0.847 W at 100 MHz frequency.

4 Conclusion

The Level skip lifting based 9/7 wavelet is proposed, the contribution of the method
is the two level of 2D-DWT operation is made in a single level by simplification at
each level. This reduced the area and power consumed to a large extent when

Device Utilization Summary (estimated values)

Logic Utilization                                   Availed       Available            Utilization%  

Number of Slices 2043 42176 4% 

Number of 4 input LUTs 4080 84352 4%

Number of bonded IOBs 19 576 3%

Number of GCLKs 1 32 3%

Number of DSP48s 3 160 1%

Fig. 7 Device utilization results

Fig. 8 Xpower analyzer
report For 32 × 32

Fig. 9 Xpower analyzer
report For 32 × 32
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compared to other 2D-DWT architectures. By the use of overlapped strip based
scanning for the predict and update blocks the temporary memory requirement is
also reduced considerably. 0.006 W is the consumed dynamic power and the
quiescent power is 0.840 W. Hence, the total power consumed in coherent DWT
image fusion method is 0.847 W at 100 MHz frequency.
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On the Construction and Performance
of LDPC Codes

B.N. Sindhu Tejaswini, Rajendra Prasad Lal and V. Ch. Venkaiah

Abstract Low-Density-Parity-Check (LDPC) codes are excellent error correcting
codes performing very close to the Shannon’s limit, enabling efficient and reliable
communication. Ever since their importance was known, a lot of research has gone
into the construction/designing of efficient LDPC codes. Many different construc-
tion methods have been proposed so far. This paper explores some of these con-
struction methods and includes their performance results on the Additive White
Gaussian Noise (AWGN) channel. In particular, LDPC code construction using
cage graphs and permutation matrices are investigated. Irregular LDPC codes have
been constructed from regular LDPC codes using an expansion method, followed
by their code rate comparison.

Keywords Channel coding ⋅ LDPC code ⋅ Parity-check matrix ⋅ Cage
graph ⋅ Quasi-cyclic LDPC ⋅ Gray code ⋅ Code rate ⋅ SNR-BER plots

1 Introduction

Channel Coding, also called Error-Control Coding (ECC), is a mechanism of
controlling errors in data transmission over unreliable communication channels [1].
The main aim of ECC is to help the receiver detect and correct errors introduced
due to noise. The central idea here is that the message to be communicated is first
‘encoded’ by the sender, i.e. ‘redundancy’ is added to it to make it a codeword. This
codeword is then sent through the channel and the received message is ‘decoded’
by the receiver into a message that resembles the original one. ECC has many
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applications in many real-world communication systems such as in storage devices,
bar codes, satellite communication, mobile networks etc. This paper is about a class
of error correcting codes called LDPC codes, which are one of the best
error-correcting codes today. They have gained huge importance for their practical
advantages over other codes.

This paper is organised as follows. In Sect. 2, a brief explanation of LDPC codes
is given. Section 3 describes the construction of LDPC codes using cubic cages,
and Sect. 4 describes a method to construct regular quasi-cyclic (QC) LDPC codes.
In Sect. 5, we explain the Gray code method of constructing regular LDPC codes
and give a comparison of the above three methods. Section 6 has experimental
results and finally, we conclude the paper in Sect. 7.

2 LDPC Codes—A Brief Overview

LDPC codes were first introduced by Gallager in 1962 [2]. They are a class of linear
block codes which are defined by a sparse parity-check matrix, H. They are highly
efficient and can provide performance very close to the channel capacity. They also
have linear time encoding/decoding algorithms in terms of code length.

Tanner Graph. It is a graphical representation of the parity-check matrix [3].
The Tanner graph has two sets of nodes—check nodes and variable nodes, which
represent the rows and columns of H respectively. See Fig. 1 as example.

The LDPC decoding algorithm is an iterative message-passing algorithm which
is described on the Tanner graph. Performance of this algorithm is affected by the
presence of cycles, especially short cycles, in the graph. Short cycles leave a bad
effect on the decoder, as they affect the independence of the information exchanged
in the decoding process, and prevent the decoder from converging to the optimum
result. Hence, short cycles have to be avoided. The length of the shortest cycle in a
graph is called girth. If the girth is large enough, then the decoder can run a good
number of iterations and decode correctly before it is affected by the cycle. This is
why high-girth codes should be constructed.

Fig. 1 LDPC code matrix
and its tanner graph
(Source [4])
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Construction. Construction of a code is the definition of the pattern of con-
nections among the rows and columns of the H matrix [5]. The main objectives of
code construction are good decoding and easier hardware implementation [5].

Performance Evaluation. In order to evaluate the reliability of a digital chan-
nel, a plot showing Signal-to-Noise-Ratio (SNR) versus Bit Error Rate (BER) val-
ues is used. The SNR-BER plot gives the BER values of the channel at different
SNR values. A lower BER value indicates fewer errors and thereby, a better error
correction mechanism.

We now discuss some approaches of LDPC code construction in the next few
sections, which were implemented and analyzed by us.

3 Construction of Column-Weight Two Codes Based
on Cubic Cages

This method [6, 7] produces regular column-weight two LDPC codes. A regular
code has a fixed row-weight and a fixed column-weight. A (k, g) cage graph is a k-
regular graph of girth g having the least possible number of vertices. A cage graph
of degree 3 is called a cubic cage. Cage graphs can also be used to represent the
parity-check matrix of an LDPC code. A procedure to construct cubic cages is as
follows [7].

1. Take a cubic tree T (tree in which each node has a degree of 1 or 3) with
t vertices in it. It has r end or leaf vertices, where r = t/2 + 1.

2. Make n copies of that tree T1, T2, T3…, Tn. The values t and n should be chosen
carefully based on our girth requirement. Now label the vertices of the trees as 1,
2,…, t such that the first r labelling correspond to the r end vertices in each tree.
Labelling should be different for odd-indexed and even-indexed trees.

3. Next, choose r random positive integers h1, h2,…, hr where hi < n/2 for
1 ≤ i ≤ r. Each h-value corresponds to one end vertex of the trees i.e., h1
corresponds to the vertices numbered as 1, h2 corresponds to those numbered as
2 and so on.

4. Map/connect the end vertices of these n trees based to the following rule.

• If the value of any h is x, then its corresponding vertex in the first tree is
connected to that in the tree that is after x − 1 trees from it. Similarly, its
vertex in the second tree is connected to that in the tree that is after x − 1
trees from it and so on.

• Connection should be done in a cyclic manner, wherein vertices of the last
trees are connected to those in the first trees based on the above same rule.
The graph obtained after this procedure is the final (3, g) cage graph.
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As an example, see Fig. 2, wherein t = 6, n = 4, and the vertices are labelled as
shown. This figure illustrates how connections are made, wherein the vertices
corresponding to two h-values, h1 and h2, are connected. Here, h1 = 1 and h2 = 3.
Note that this figure is only for illustration purposes, and we do not claim that the
graph shown in it is a cage graph. Also, the edges here are shown directed only for
illustration.

Observation and Analysis. This method has been implemented by us and three
cubic cages having girths 14, 15 and 16 respectively were constructed. To check for
the possibility of obtaining higher girth cages, we tried out an experiment in which
girth was calculated for all possible h-value sets. This however, did not give any
higher girth. Other experiments can be carried out varying different parameters like
—number of vertices in the cubic tree T (t), number of copies of the tree (n) etc.,
which may perhaps yield higher girth cages.

4 Quasi-cyclic LDPC Codes Using Quadratic
Congruences

This method [8] constructs a (j, k) regular QC-LDPC code, where j is the
column-weight and k is the row-weight of the code. A quasi-cyclic code with index
s is a code in which the circular shift of any codeword by s positions gives another
codeword. One procedure to construct QC-LDPC is as follows.

1. Select a prime p > 2. Choose the desired j and k values. Now construct two
sequences {a0, a1,…, aj−1} and {b0, b1,…, bk−1} whose elements are randomly
selected from GF(p). Note that every element in a sequence should be unique.
Then form a preliminary j × k matrix Y as follows [8].

Fig. 2 Connection of trees based on two h-values (h1 = 1, h2 = 3)
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Y=

y0, 0 y0, 1 . . . y0, k− 1

y1, 0 y1, 1 . . . y1, k− 1

⋮
yj− 1, 0 yj− 1, 1 . . . yj− 1, k− 1

2
664

3
775

where the (u, v) element of Y (0 ≤ u ≤ j − 1 and 0 ≤ v ≤ k − 1) is
calculated using the below equation for a fixed parameter d, d ϵ {1, 2,…,
p − 1}.

yu, v = d au + bvð Þ2 + eu + ev
h i

mod pð Þ

and eu, ev ϵ {0, 1,…, p − 1}.
2. Now, the parity-check matrix H can be written as [8]

H=

Iðy0, 0Þ Iðy0, 1Þ . . . Iðy0, k− 1Þ
Iðy0, 0Þ Iðy1, 1Þ . . . Iðy1, k− 1Þ

⋮
Iðyj− 1, 0Þ Iðyj− 1, 1Þ . . . Iðyj− 1, k− 1Þ

2
664

3
775

where I(x) is a p × p identity matrix whose rows are cyclically shifted to the
right by x positions. The final obtained H matrix will be a jp × kp matrix.
Girths of the codes constructed from this method vary depending on the choice
of p, j, k, d, eu and ev values.

Observation and Analysis. This method has been implemented by us and
regular QC-LDPC codes of various sizes were constructed. Their BER simulations
were run on AWGN channel with BPSK modulation, and were compared to those
of the same-sized random codes. In all cases, QC-LDPC codes had lower error rates
than the random ones. See Sect. 6.1 for results.

5 Gray Code Construction of LDPC Codes

It is a simple method [9] to construct regular column-weight two LDPC codes.

1. Let H be the parity-check matrix of the code, and ρ be the required row-weight.
Now let X be the decimal point set of H (a set consisting of decimal numbers,
whose elements form the parity-check matrix H), having ρ + 1 elements in it
(X = {X0, X1,…, Xρ}), which satisfy one of the equations [9]

Xi+ 1 = 2Xi +1 or
Xi+ 1 = 2i +Xi for i = 0, 1, 2, . . . , ρ

The first element is X0 = 0 in both the cases.
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2. H can now be constructed from X as follows. The elements of X form the first
row of H. The subsequent rows are obtained by circularly shifting the previous
row by one, until the first row repeats.

3. However, only codes with column-weight one are produced using this method.
To obtain higher-weight codes, H is divided into sub-matrices as shown below.
The number of sub-matrices is equal to the desired column-weight of the code.

H=

H1

H2

⋮
HΥ

2
664

3
775

H1, H2,…, Hϒ are sub-matrices and ϒ is the desired column-weight.

4. Construction of H1 is same as the construction of H as described above. For
constructing H2, we fill the first row of H1 in reverse order to form the first row of
H2. The subsequent rows are formed by cyclically shifting the previous row by
one, either to the left or right, until the first row repeats. The same construction
method is used for all other sub-matrices, in which the first row of H2 is taken in
reverse order to form the first row of H3 and so on. These sub-matrices are then
appended together to form the final H (as shown above) [9].

5. Elements of H are now represented in their Gray code form to obtain the final
binary H matrix of order m × n. The number of bits to be used for Gray code
representation is up to the designer, but must be sufficient enough to represent the
largest element of H. This way, there is flexibility offered in terms of code length.

The Table 1 gives a quick comparison of the above three methods of
construction.

Table 1 Comparison of LDPC construction methods discussed

Parameter Cage graph LDPC QC-LDPC Gray code LDPC

Input Cubic tree T, h-values Prime p, required wc and
wr, a and b sequences, eu,
ev, d

Required wc and
wr, and no. of bits
for gray code
representation

Output Column-weight two
LDPC code

Regular QC-LDPC code Regular LDPC
code

Suitability For constructing
high-girth codes, and also
in cases where the channel
is highly error-prone

When the encoding
complexity has to be less.
Also in long distance
communications like NEC,
and in high data rate
applications

Generally suitable
for simpler
applications

360 B.N. Sindhu Tejaswini et al.



6 Experimental Results

6.1 QC-LDPC Versus Randomly Constructed LDPC

SNR-BER simulations of two QC and random LDPC codes for 25 decoder itera-
tions over AWGN channel are given below (Fig. 3). QC-LDPC outperformed
random LDPC for all code lengths tested.

6.2 Comparing Code Rate with and Without Expansion

In many cases, irregular codes give better BER results than regular ones. But the
construction of irregular codes is more complex. Instead, in order to construct an
irregular code, we first construct a regular code and expand it to make it irregular. The
expansion method for this is given in [10]. Here in our experiment, constructed regular
codeswere expanded by two levels tomake them irregular. The results given in Table 2
show that expansion decreases the code rate. Lesser code rate indicates lesser message
bits and higher parity bits in the codeword. This implies better protection. Hence, codes
having lesser rates have better error correction ability. However, very low rate codes
offer less channel throughput and are not desirable.

Fig. 3 237 × 474 QC versus random LDPC, and 597 × 995 QC versus random LDPC

Table 2 Comparison of code rates with and without expansion (Gray code construction method)

Row
weight

Column
weight

Code length
(before)

Code length
(after)

Code rate
(before)

Code rate
(after)

3 2 36 612 0.77 0.52
3 2 44 732 0.81 0.54
3 2 20 372 0.60 0.48
3 2 80 1272 0.90 0.56
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7 Conclusion

This paper focused on some of the construction methods of LDPC codes and
included their BER results. Comparison and suitability of these methods was briefly
discussed. Any of these methods can be used to produce both regular and irregular
codes (after expansion). It maybe possible to obtain more efficient and higher girth
codes with any of these methods on further experimentation.
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Performance Evaluation of Hysteresis Fed
Sliding Mode Control of PMBLDC Motor

M. Senthil Raja and B. Geethalakshmi

Abstract This paper presents a transient and steady state performance of
PMBLDC motor fed from current controlled voltage source inverter fed syn-
chronous motor drive. The control algorithm is based on the estimation of firing
angle from the measured currents and rotor position using Sliding mode control
based Hysteresis method. Being a variable speed drive has been widely used in
industries since it possess simple and better behaviour.. Thee BLDC motor control
method containing sensors is considered. The system is simulated using
MATLAB/simulink and behaviour of PMBLDC motor is studied using Sliding
mode control fed Hysteresis.

Keywords Brushless DC motor ⋅ Voltage source inverter ⋅ Hysteresis ⋅
Sliding mode control ⋅ Speed ⋅ Torque

1 Introduction

(BLDC) motors are synchronous motors in which magnetic field of stator and rotor
rotate at same frequency without slip. It possess single, two and three phase. Hall
effect sensors are used for finding the position of the rotor. Rotor pole of Hall effect
sensor possess either North or South pole. The commutation sequence can be
positive, negative or without both of them. Since the motor is without brushes, less
maintenance is an advantage. Flat makes the speed and torque control better in
BLDC and it also makes BLDC to operate at all speeds. Power is high due to
reduced noise and thermal properties. Since the windings on the stator are con-
nected to the case, it makes heat winding wastage better. Inertia is very less since
the rotor possess permanent magnets and low noise. Speed and cost building are
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generally high. The control is presently little bit complicated. It is used for variable
speed control. There is no slip between stator and rotor frequencies (Fig. 1).

2 Sliding Mode Control Based Hysteresis

The performance of sliding mode-Hysteresis control has been evaluated. PI con-
troller controls speed error and then it was tested for load torque disturbance of 10–
75% load conditions. The results prove load torque increasing with steady state
error and speed increase with settling time. The load torque gets decreased then the
system is unstable. It is concluded that performance of the SMC based is much
better (Fig. 2).

3 Simulation

See Figs. 3 and 4.

Fig. 1 BLDC motor
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Fig. 2 Hysteresis control
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Fig. 3 Change in load
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4 Conclusion

In this paper the behaviour of 3 phase PMBLDC current controlled VSC is studied
using Hysteresis fed sliding mode control under different load condition. The
system is simulated in Matlab/Simulink. The results are evaluated under load
change and speed reversal condition thereby predicting the behaviour of PMBLDC.

Fig. 4 During speed reversal
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A Selective Data on Performance Feature
with Selective Algorithms

M. Bharat, Konda Raveendra, Y. Ravi Kumar and K. Santhi Sree

Abstract Now a days, there is rapid development is Computer Science and
Engineering Technology as well as data has been increasing wildly and it is a major
problem for users to quickly find the most relevant (or useful) information or data
from large amount of data being stored in databases. To solve this problem so many
researchers are found that the feature selection algorithms (or methods) are best
methods to identify to useful data (or information) from large amount of data
present in databases. Feature Selection algorithm is useful in identifying (or
selecting) most useful information from the entire large original set of features to
improve accuracy. Feature Selection specifies a task that selects a subset of features
and those are useful to solve domain problems. There are several important algo-
rithms (or methods) are available for selecting the relevant features from large set of
features to improve accuracy of the results. This paper explains performance of
various feature selection algorithms to find most relevant features from the entire set
of features.

Keywords Feature selection ⋅ Performance of feature selection ⋅ Data min-
ing ⋅ Relief
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1 Introduction

The rapid development of Computer Science and Engineering Technology, the
e-data (or information) is increasing rapidly. It is a major problem that, how quickly
we can select most useful information (or data) from very large amount of data in
databases. To solve this problem we used the technologies like data mining and
information retrieval systems.

Feature Selection is the process of finding most useful information (or data or
features) from the large amount of data that is stored in databases. The main goal of the
feature selection is to improve the accuracy of the classification. The feature selection
algorithms (or methods) become more popular in applications like datasets with
thousands of features (or variables) are available. The datasets are includes text, bio
microarray and image data. For high dimensional data feature selection algorithm
improves both accuracy and classification of the very large data like thousands of
features that consist of large number of irrelevant features and redundant features.

The main objective of feature selection algorithms is involves identifying and
removing the most irrelevant features and redundant features. Because, irrelevant
features do not contribute to the accuracy of the classification and redundant fea-
tures, most of the information contains one feature which is already available in
other features.

The feature selection algorithm is broadly categorized into four groups. They are
filter, wrapper, embedded and hybrid methods. The first approach (or method) is
filter method and it uses statistical properties of the features to filter the irrelevant
features and the redundant features. This method is independent of learning
methods (or algorithms) and computational complexity is very low and the accu-
racy of learning the algorithms is not guaranteed. The second method is wrapper
methods, it provides the accuracy of learning methods (or algorithms) is high but
computational complexity is very large. The third method is embedded methods;
the examples of this method are artificial neural networks and decision tree. The
fourth and final method is hybrid method it is a combination of both filter and
wrapper methods. It achieves best performance with learning algorithms (or
methods) as well as time complexity is very low.

The paper as mentioned, in Sect. 2 we briefly discussed about various feature
subset selection algorithms, in Sect. 3 we compare and analyze of feature selection
algorithms and in Sect. 4 conclusion has concluded as followed by references.

2 Feature Selection Algorithms

2.1 Fast Clustering Based Feature Subset

Selection Algorithm (FAST): The fast clustering is based on feature subset
selection algorithm (FAST) is involves to identifying and removing the irrelevant
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features and the redundant features from high dimensional data. The fast clustering
based feature subset selection algorithm (FAST) works in two steps: (i) in first step,
the features are divided into clusters by using prims algorithms (that is graph-based
clustering methods) and (ii) in second step, the most selective and representative
features are selected from each clusters to form the most useful subset to improve
the accuracy of classification. The fast clustering feature subset selection algorithm
(FAST) performs very well on text, micro array and image data.

2.2 Relief Algorithm

Relief is proposed by Kenji Kira and Larry A. Rendell in 1992 [1]. Relief is a
feature selection algorithm which finding (or selecting) relevant feature using a
statistical method and it is not depending on the heuristic method. Relief algorithms
also used in binary classification that is (classification by decomposition into a
number of binary problems). The advantages of Relief algorithms are that it
requires only linear time in training instances and the number of given features,
Relief algorithm is noise-tolerant and robust to feature interactions.

2.3 Correlation Based Feature Selection

Algorithm (CFS): Correlation Based Feature Selection Algorithms (CFS) is finding
features according to the degree of redundancy among the entire set of features. The
Correlation Based Feature Selection Algorithms (CFS) aims to find the most useful
subsets of features that are individually highly correlated with the target class but have
low inter-correlation. Correlation Based Feature Selection Algorithms (CFS) calcu-
lates the measure feature-class and feature-feature correlations using symmetrical
uncertainty and then finding most useful subset of features by using best first search.
The advantages of Correlation Based Feature Selection Algorithms (CFS) are it not
required to reserve any part of the training data (or features) for classification purpose
and it works well on smaller datasets also. Correlation Based Feature Selection
Algorithms (CFS) selects maximum most relevant features and removes redundant
features. But the drawback of Correlation Based Feature Selection Algorithms
(CFS) is it cannot handle datasets where the target class is numeric.

2.4 Fast Correlation Based Feature

Selection Algorithm (FCBF): The Fast Correlation Based Feature Selection
(FCBF) algorithm consists of two steps: (i) in first step is a relevance analysis, the
aim of this step is ordering the input variables (or features) depending on a
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relevance value which is computed based on the symmetric uncertainty with respect
to the target class. This step is also called removal of irrelevant features (or vari-
ables), which are those whose relevance value (or relevance score) is below a
predefined threshold and (ii) in the second step is a redundancy analysis, the aim of
this step is removing of redundancy features. The Fast Correlation Based Feature
Selection (FCBF) algorithm uses also the symmetrical uncertainty measure, but the
search algorithm (of features) is very different.

2.5 Reinforcement Learning Algorithm

The reinforcement learning algorithm used to identifying and selecting most useful
relevant features related target class (or related problem) in reinforcement learning
environment only. It is very difficult to using data mining techniques in rein-
forcement learning environments is due to the lack of datasets in a database. Feature
and action selection is very important for reinforcement learning algorithms. The
feature (or action) selection was not capable of improving the performance of the
algorithm but it reduces the memory consumption.

2.6 The Stream Relief Algorithm

The Stream Relief Algorithm very useful in situations like where we need to
distinguish stream sources by looking at the feature (or data). The Stream Relief
Algorithm generates a training datasets at each time and it also apples feature
mapping functions on streams for each time. The Stream Relief Algorithm takes the
weight of each feature at each time and it also calculates the cost associated with
each feature and it returns the ordered list of features. The Stream Relief Algorithm
orders all the features with score that classification relevance and combines both
cost estimation. The features having higher weights (or score) are more effective in
classification. The Stream Relief Algorithm minimization the cost associated with
classification and but it cannot give the accuracy of the classification within a time.

2.7 The Information Gain and Genetic

Algorithm: The Information Gain and Genetic Algorithm finding the features by
using the idea of computation of evolutionary. The Information Gain and Genetic
Algorithm use information gain based on the frequency of item to selecting the
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most optimal (or most useful) features subset. The Information Gain and Genetic
Algorithm improve the characteristics of weight vector and text similarity dimen-
sions based on fitness of the function.

2.8 Las Vegas Filter Algorithm (LVF)

The Las Vegas Filter Algorithm (LVF) is used for feature selection. It considers the
datasets with n features and repeatedly generates feature subsets randomly and
computes evolution measure of random generates features. The Las Vegas Filter
Algorithm (LVF) is implementation is very simple and getting the results is very
fast. The drawback of The Las Vegas Filter Algorithm (LVF) is it is applicable only
discrete features.

2.9 Hybrid Feature Selection Algorithm (HFS)

Hybrid Feature Selection Algorithm (HFS) uses both filter and wrapper methods for
feature subset selection. Hybrid Feature Selection Algorithm (HFS) focuses on
selecting most useful sub-feature set in which the selected features relevant in order
to get good classification performance.

2.10 Sequential Floating Forward Search

Algorithm (SFFS): Sequential Floating Forward Search (SFFS) is a floating point
(an exponential) cost algorithm that performs in a sequential manner. In each
selection step the Sequential Floating Forward Search (SFFS) perform a forward
step followed by backward step (a variable number (possibly null)). If a feature is
added unconditionally then that features are removed as long as the generated
subsets.

2.11 Threshold Based Feature Selection

Algorithm (TBFS): Threshold Based Feature Selection Algorithm (TBFS) working
based on the Threshold formula with combination of other methods. Threshold
Based Feature Selection Algorithm (TBFS) is very suitable for Gene micro array
analysis. Threshold Based Feature Selection Algorithm (TBFS) have better per-
formance for smaller subset of features (or attributes).
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3 Analysis

Algorithm Advantages Limitations

FAST (Fast
Clustering Based
Feature Subset
Selection)

• Uses symmetric uncertainty
measure

For Image data its does not
perform to CFS

• It Performs well on high
dimensional dataset

CFS (Correlation
Based Feature
Selection)

• It works well on datasets with
small size

• It avoids the redundancy feature
re-introduction

• It cannot handle the
datasets with target class is
numeric

FCBF (Fast
correlation Based
Feature Selection)

• Uncertainty to measure the
relevance between the
feature-class and feature-feature

Feature is very different

Relief • Noise tolerant and robust to
feature interactions

• Is accurate even feature is interact

Non optimal feature set size

Reinforcement
Learning

• It reduces the consumption of
memory. (i.e., Memory
Consumption0

It is not improving
performance of selection
algorithm

The Stream Relief • The computation cost is very low
compare to other algorithms

It cannot give the accuracy
and the classification with in
time

The Information
Gain and Genetic
Algorithm

• Improves the characteristics of
weight vector and text similarity
dimensions based on fitness of the
function

Improves the accuracy of
classification only when the
system has large extent

Las Vegas Filter Implementation is very simple and
very fast to find the results

It is applicable only for
discrete datasets

Hybrid Feature
Selection

It gets the better classification
results

The computation cost is very
high for high dimensional
datasets

Sequential Floating
Forward Search

It performs both forward and
backward steps

It gives results for specified
size only

Threshold Based
Feature Selection

It is suitable for gene micro array
analysis

It gives better performance
with small size of datasets
only

As per the analysis of various feature selection algorithms, The FAST algorithm
performs very well on high dimensional datasets and accuracy is also very high
with in less time.
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4 Conclusion

In this paper, we briefly explained and analyzed various feature subset selection
algorithms and explained the advantages and limitations of each and every
algorithm.
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