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Preface

The Fifth International Conference on Innovations in Electronics and
Communication Engineering (ICIECE 2016) by Department of Electronics and
Communication Engineering, Guru Nanak Institutions Technical Campus, was
conducted in association with Defense Research and Development Organization
and Department of Science Technology on July 8 and 9, 2016. The conference has
grown exponentially over the years and has become a platform for scientists,
researchers, academicians, and students to present their ideas and share their
cutting-edge research in various fields of electronics and communication engi-
neering. The focus for this year conference was “Smart Cities” and we had dis-
tinguished speakers from India and abroad who shared innovative solutions and
technologies.

Over 290 papers were received of which 100 papers have been selected for
Springer Conference Proceedings publication. The papers selected were presented
by the authors during the conference. Parallel sessions were conducted to accom-
modate all the authors and to give them ample time to discuss their ideas. We were
happy to note that all the authors were happy with the arrangements and encouraged
us to conduct such conferences in the future as well.

We would like to thank all the participants, speakers, session chairs, committee
members, reviewers, international and national board members, Guru Nanak
Institutions Management, and all the people who have directly or indirectly con-
tributed to the success of this conference. The editors would also like to thank
Springer Editorial Team for their support and for publishing the papers in “Lecture
Notes in Networks and Systems” series.

Ibrahimpatnam, India H.S. Saini
R.K. Singh

K. Satish Reddy
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Redesigned and Reinforced Low-Power
Data Encryption Standard Using Hash
Codes for High-Speed and High-Secure
Applications

Thrived Dharbhashayanam, K. Manjunatha Chari
and Pramod Dharbhashayanam

Abstract Data Encryption Standard was the first block cipher which was widely
used for 25 years. In this paper, we propose to build a new and strong 128-bit block
cipher based on DES which can be safely used wherever DES was used without
compromising security. Reinforcing of DES weak areas such as key generation and
Static S-boxes and also redesigning with the help of hash codes are proposed to
make DES-128 strong enough to competitors. Detailed cryptanalysis is also pro-
vided on the new cipher along with other results. Xilinx XC3S500 device of
Spartan family is used for hardware.

Keywords DES � AES � Hash � SHA � Encryption � Robust
Key generation � S-box 128 bit

1 Introduction

In the overwhelming technological world, sending raw data is always a high threat
as the Internet usage explosively expanded. Sending your data in disguised format
is much needed, and cryptography deals with this area.

Encryption standards are there from ages in one or other forms. DES [1] was
much popular and widely employed all over the world. Though there were several
theoretical explanations which showcased DES weakness, it was succesfully
brute-forced with costliest equipment in 22 h and 15 min. This kind of breaking is
not always possible with the cost and time in consideration in real time. DES can
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still be used safely for moderate secure application. But to reuse this algorithm in all
applications, we need to make it to strong, secure and speed [2, 3].

DES can still be an attractive solution for power-efficient designs such as smart
cards [4], RFIDs as the Industry-Standard algorithm AES is still trying to get
low-power-efficient model.

This paper is an attempt towards making the current DES strong, secure and high
speed using hash codes. Though there are several attempts [5–7], unfortunately
none addressed the core issues of the DES algorithm.

When we scanned the DES algorithm at microscopic level [1], observed the
various cryptanalysis [8] done on DES and also studied various theoretical attacks,
we concluded to state the defective areas of DES algorithm are as below:

1. 64 (56 effectively)-bit key length;
2. Key generation;
3. Static S-boxes.

We propose mechanisms to answer these three issues by redesigning and rein-
forcing the DES algorithm such that the improved DES can be used elsewhere
without any hesitation like AES.

The remaining structure of the paper goes like this. In Sect. 2, we dig out DES
algorithm and identify and illustrate the weak areas. In Sect. 3, we discuss various
redesign and reinforce mechanisms to resolve these three issues and to propose
DES in new avatar. In Sect. 4, we detail the cryptanalysis done on the new real
improved DES when compared to DES and show that how robust it is along with
other results. Later, we conclude in Sect. 5.

2 DES and Its Weak Areas

2.1 Overview of DES

DES is designed in such a way that it should not be broken easily and also should
sustain for longer time by withstanding all new techniques to break it. It success-
fully survived through the tremendously speeding span of era and stood as
monopoly in encryption standards for more than 2 decades.

DES was designed to resist against all attacks by then except brute-force attack
as the exhaustive search was though near to impossible with 256 combinations at
that time. DES was the first block cipher which powerfully implemented confusion
and diffusion principle of cryptography.

At the time of DES designing differential attacks are well-known [9] and hence
designed the 16 rounds iterative algorithm such that it’s robust against Differential
attacks. According to experiments conducted till now, 247 chosen plaintexts needed
to break DES in differential cryptanalysis way which is a strong performance to say.
We will discuss this in detail in Sect. 4. DES takes 64-bit plaintext and 64-bit key to
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give 64-bit cipher text. Hence, its block size is 64. And the algorithm is briefed as
below as in [1] (Fig. 1).

The 64-bit plaintext will be given to IP box which shuffles the data and then
halved to two parts. We always perform much complex operations on right half and
later swap such that alternatively data are encrypted in full fashion. Before the
rounds start, a non-dependent key generation algorithm will run to produce 16 keys
one for each round from the parent key which is supplied. This key and right half of
the round input will be given to Fiestel box or F-box which carries crux of
encryption. In this box, 32-bit message will be expanded and will be mixed with
key, and later in a nonlinear approach, we deduce 32 bits from the 48 bits (through
substitution box or S-box) which will be sent as left part of next round. This
operation called as round logic will be performed for 16 times, and at the last round,
we do one more swap and one more permutation which is actually inverse of initial
permutation, and the final clubbed 64-bit output is given out as ciphertext. The
same process will be performed with just reverse of keys for decryption process.

The same block does both encryption and decryption with only difference of
keys order. It is an excellent mechanism with which we provide efficiency and
extreme security in one shot unlike Public-Key ciphers. Various shuffling structures

Fig. 1 DES algorithm
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available in algorithm are confusion mechanisms which are linear structures, and
the S-box is implementation of diffusion which is nonlinear structure.

2.2 DES Weak Areas

On careful study of the algorithm and various attacks happened, we would like to
steer the weak area discussion in sync with attacks.

The major reason DES was doomed and lost its standard position is due to its
small key size. 64-bit key at first will be stripped out to 56; hence, effective key size
is 56 bits, and hence, we just need to have 256 keys to do exhaust search known as
brute-force attack. In 1999 and later in 2006 (cost-effective search $10,000 set-up),
it was brute-forced with known plaintext and ciphertext combination to identify the
hidden key. So the key size is main culprit of DES fall, and we state this as the first
weak area of DES. When you consider the key generation algorithm depicted as
below, if you are able to find out any round key, you can easily traverse back and
find the original key as the key generation algorithm has no complex mechanism
other than permutations and shifting which are very easy to reverse (Fig. 2).

Fig. 2 Existing key
generation
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Through side-channel attacks or known plaintext and ciphertext pair attack, if we
able to get one round key then traversing back is much easier to find the key. In
block ciphers that too private key ciphers, the key is top secret, and if we get to
know the key, we lost confidentiality. So we would like to state that key generation
area is second weak area.

With a large set of known plaintext and ciphertext combinations, a different
analysis is carried known as differential attack, where the amount in difference of
plaintext and amount in difference of ciphertext will be compared to find the key.
DES has shown strong resistance towards differential cryptanalysis where you
would like to need minimum of 247 pairs of known plaintext and ciphertexts.

Later, the same experiment carried to identify the linear approximation for the
data change in single round (known as linear cryptanalysis) is performed. The key
identified with 243 sets of known plaintext and ciphertexts which was tremendous
improvement over differential cryptanalysis. Though this seems to be speedier than
brute-force attack, the known plaintext and ciphertext data collection required
minimum of 10 days and 2 days to break using linear cryptanalysis.

Though this seems to be tough to break, the acceptable point is that DES has
open weakness towards linear cryptanalysis which can be further improved to
reduce the time to break. So the culprit is S-box but not the design of entire S-box.
The nonlinear transformation of 6 bits into 4 bits is an awesome idea. We would
like to retain it. The only issue is static and non-random S-tables which led to prove
as root cause for linear cryptanalysis.

So the Static S-tables would be third weak area of DES.

3 Reinforcing and Redesigning DES

3.1 Redesign

We loved many parts of DES algorithm such as S-box 64-bit mappings, mixing of
keys and repeated confusion and diffusion-based rounds. So we are not going to
bring radical changes in DES and change its face entirely. We would like to discuss
weak areas 1 and 2 in this section and 3rd weak area in subsequent section.

As we discussed in previous section, key generation algorithm is pretty simple
and allows us to trace back and forth if we got a clue. This is not with the case of the
other algorithms as they prevent this strongly. To reinforce this section of algo-
rithm, we propose to introduce hash function in the key scheduling algorithm of
DES. This is for the first time using the hash codes in the core algorithm of an
encryption standard.

Instead of just shifting and shuffling which provides a door for hackers, we are
proposing all new key generation algorithm based on SHA family [10]. We first
discuss a brief detail about SHA-2 [11] and then our new key generation algorithm.

Redesigned and Reinforced Low-Power Data Encryption Standard … 7



SHA-2 is extended and enforced hash code standard approved by NIST which
replaced SHA-1. Though SHA-1 does not have any practical weakness, some
theoretical analysis [12] is published, and henceforth, SHA-2 came into picture and
replaced SHA-1. We too taking SHA-2 (SHA-224 and SHA-256 in specific).

We have done various experiments and concluded with the structure given in
Fig. 3 for key generation which is efficient. The proposed key generation algorithm
depicted in Fig. 3 is shown.

• We need 16 keys for each round and hence running hash for each round will
impact critical path;

• Hence, we utilized SHA2 concept of producing 224 hash out of 256 (i.e.
SHA-224) from the initial key;

• Each SHA-2 hash code will produce 224-bit output, i.e. four 56-bit keys
(4 � 56 = 224) from one 56-bit input key;

• By passing these 4 keys through PC2, we will get 4 round keys;
• By repeating this procedure for just four times followed shifting, we will get 16

48-bit keys needed for encryption/decryption;
• This way the key generation algorithm completely replaced with SHA-based

structure without disturbing the original DES algorithm;
• As we are repeating SHA only for four times, we are not adding much delay to

critical path;
• By employing SHA-224 instead of just shifting, we provide strong random

nature and nearly impossible hacking of round key from master key or vice
versa.

The next change as part of redesign is extendibility of block size. As shown in
Sect. 2, key length or block size was main reason for DES fall. Hence, increasing
the key size to 128 bits is mandatory. But at the time of invention, DES 56 bits
thought as safe but proven wrong 22 years later. Same thing may happen to
enhanced DES as well if we just increase the key size to 128.

Instead, we propose new extendible 64X block size structure where X is of range
1–24. For example, if X is 2, then the block size is 128 bits (which is standard now)
and our enhanced DES will become cipher of 128 bits with 128-bit keys. The
structure would be like below (Fig. 4).

The above structure can easily extended to larger block size up to 1024 bits. As
we are using SHA-224 which can take input size max of 1024 bits, we can safely
use this structure up to 1024-bit key size. Also, all cryptanalysis [13, 14] proved
that number of rounds needed are greater than 4, and hence, to provide more speed
and counterbalance the inclusions of hash codes into critical path, we reduced the
number of rounds from 16 to 8. The improved DES in the figure is the combination
of redesign and reinforcement (discussed in next section) efforts. With this
redesigning of current DES, we added strong non-traceable key generation and
configurable and extendable structure as well to DES such that it can easily
upgraded in future as per requirements then.
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Fig. 3 Proposed key
generation
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3.2 Reinforcement

The only section unanswered is Static S-tables. The current DES algorithm utilizes
8 standard, fixed S-tables as part of substitution. 48-bit data will be made 8 parts of
6 bits, and each part will be supplied to 8 tables to get 4-bit output from each and
hence 32 bit output. This 64-bit substitution algorithm is great but deriving the 4-bit
value from a static table is problematic area. Many efforts proven succesful in
finding collisions in static S-tables.

These S-tables designed to stand strong against differential attacks, the same
tables exposed DES weakness against linear and collision attacks. As these are only
part of non-random or fixed data in the complete F box operation other than tables,
we thought of reinforcing this structure by adding more random nature to it.

In a nutshell, we are not changing or redesigning the S-box algorithm, instead
reinforcing it by adding dynamic tables in place of static and fixed tables.

How to design dynamic tables? The only inputs we have are key and message.
We cannot rely on message as the input for encryption and decryption is different
and the keys must be same (but in reverse order) for encryption and decryption. So
the common input for both encryption and decryption is master key or original key.
This time we proposed to take SHA-256 algorithm to generate dynamic tables as
below.

As shown in Fig. 5, we give initial 64-bit key to SHA-256 which produces 8
S-tables as below.

• Each S-box takes 6-bit output and produces 4-bit output.
• Each S-box will have 64 numbers (value ranging from 0 to 15) in 4 rows and 16

columns, i.e. we need 64 nibbles for a table.
• So to replace fixed tables, we need 8 sets of 64 nibbles (i.e. 64 * 4 = 256 bits)

which are ranging from 0 to 15.
• In other words, 8 sets of 64 nibbles. It means 8 sets of 256 bits.

Fig. 4 Proposed top module
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• We gave 64-bit key to SHA-256 which produces 256-bit message digest which
will be employed as one S-box as shown in Fig. 5.

• By shifting this 256-bit S-box and XORing with previous 256 bit as shown in
Fig. 6. We will get next S-box

Like this, we will get 8 completely dynamic key-dependent S-boxes which are
random in nature. There are no more fixed tables, and if you have suspicion that key
is known, then change the key all the tables will be changed.

With this redesign and reinforcements, we have added complete dynamic
character to the algorithm to make it strong and robust against all kinds of attacks.

Fig. 5 Dynamic S-box
generation algorithm

Fig. 6 Sx box generation
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4 Cryptanalysis on Improved DES

4.1 Differential Cryptanalysis

Differential cryptanalysis is the cryptanalytic attempt of identifying the key with the
known plaintexts with small difference. In this scheme, the role of key will be
removed, and hence, with known plaintexts or their difference, one can try to
identify the key.

The process for DES is explained as below as per [13].
(Legend: He ! Cryptanalyst)

• In differential cryptanalysis and as shown in [14], he starts with two messages,
m and m′, differing by a known difference delta-m.

• So the effect of key in the rounds of encryption is eliminated, and hence, the
crux of cracking the key lies in the algorithm randomness in each round.

• DES randomness core is its S-box.
• So this differential cryptanalysis aims at how the S-box takes 48-bit input and

how it produces 32-bit output using two known plaintexts as the values in
S-boxes are constants.

• The fixed values of S-boxes helped to device the methodology of differential
cryptanalysis for DES.

• As per [15], the differential cryptanalysis is effective if DES has 1–4 rounds
only. As DES has 16 rounds in encryption/decryption process, the known dif-
ference of plaintext did not yield much results due to randomness built up with
the help of 16 rounds.

12 T. Dharbhashayanam et al.



• Still, differential cryptanalysis attack against DES requires enormous amounts of
chosen plaintext. Biham and Shamir [15] estimate the amount of plaintext
necessary for their attack as 247.2 = 1.6 � 1014 chosen plaintext messages (of
64 bits each).

Though DES is strongly resistant against differential cryptanalysis, we observed
the zero effect of key in the process of attack on original DES and made below
improvements.

• Block size is 128 bits, i.e. two cores of DES.
• S-boxes are now completely dynamic and random in nature as they are

dependent on key. So key role is reintroduced into the analysis.

Below are the observations that can be deduced from above two improvements.

• Instead of one core, now two cores of DES, i.e. we doubled the complexity and
time taken for differential cryptanalysis when compared to DES.

• As the S-boxes are dynamic and based on key, the existing differential crypt-
analysis method on DES will not work on improved DES as the values of
S-boxes are unknown in contrast to known S-box values in DES.

• The removed key role is reintroduced into the analysis to make the computation
much complex and time tedious.

4.2 Linear Cryptanalysis

Linear cryptanalysis [16] is invented to reduce the complexity in differential
cryptanalysis and provide practicality. Linear cryptanalysis is known plaintext–
ciphertext pair-based method, and it aims at identifying the key by forming a linear
approximating equation in transforming the plaintext to ciphertext.

It is proven that [7] 243 known plaintext–ciphertext pairs are enough to crack
DES using linear cryptanalysis which is lesser than differential cryptanalysis (247)
and brute-force attack (256). Hence, it can be stated as fastest key yielding attack
amongst available attacks.

The linear cryptanalysis method is trying to linearize the S-box tables by which
we can break the tough nut in forming the linear approximation equation to break
the key.

The principal part of linear cryptanalysis is study of S-boxes and their fixed
values in DES and forming the linear approximate equation like one below.

Pi1 � Pi2 � � � � � Cj1 � Cj2 � � � � ¼ Kk1 � Kk2 � � � �

As new improved S-boxes are completely based on key and each table is
dynamically derived the existing approximation strategies will not hold. Moreover,
the approximation process will be more tough as we need to include S-box
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generation module as well in the equation which has irreversible hash functions,
and hence, the equation never holds good.

In a nutshell, we are making all existing linear cryptanalysis methods irrelevant
on new improved S-box as the source of attack is the static tables and we replaced
them with key-driven tables. So the existing attacks of keyless strategy fail on new
improved DES as the key is essential factor in the S-box tables.

5 Other Results

To increase the speed and reduce the space/power, we have reused SHA-224/256
single block. Moreover, we get 256 hash of initial key in key generation only, and
instead of regenerating hash in S-box table’s generation, we pass this hash to S-box
generation process such that one round of hash preparing is saved and eliminated
from critical path. Further, we reduced the number of rounds to 8 from 16 to add
more speed to the algorithm.

We have increased the block size to 128 bits, i.e. double the time taking for
encryption/decryption or double memory footprint/power consumption expected.
Moreover, we have added SHA-224 and SHA-256 into critical path which further
produces delay. So when we compare the speed, memory footprint and power
consumption of improved 128-bit DES against 64-bit DES, we need to compare
after doubling the original DES figures. So we are taking DES-64 as reference to
ease out the comparison.

We have simulated and synthesized original DES-64 and our improved DES-128
using Xilinx ISE and XST and implemented Spartan-500E (XC3S500) develop-
ment board (Table 1).

So from above results, we have provided 80% speed when compared to 128-bit
original speed, 60% memory space and 80% power consumption along with secure
structure against all current attacks.

On the same hardware, we have simulated and synthesized AES for 128-bit
encryption and compared our model, and results are given below (Table 2).

Table 1 Result comparison Algorithm Speed Memory space Power

DES-64 1 1 1

DES-128 2 2 2

Improved DES-128 1.2 1.4 1.2

Table 2 Comparison with
AES

Algorithm Speed (in ns) Footprint (in LUTs)

Pipelined AES 15.09 15,086

Our algorithm 11.21 12,228

14 T. Dharbhashayanam et al.



6 Conclusion

In this paper, we first identified the weak areas using literature available and then
proposed all new improved version of DES which is novel in its design where hash
codes are used in its core to resolve existing weakness. The improvements not only
answer the weaknesses but also make the existing attacks on DES obsolete. We
have shown the attacks will not hold strong against new improved DES-128, and
moreover, this can be extended up to 1024-bit block size and 1024-bit key size in
future. The extendibility is very easy to configure as just new cores need to be
added based on block size. Along with cryptanalysis and extendibility, we also
made it speedier, less space taking and power efficient when compared to original
DES-128. We hope our effort in making DES stronger and recapturing its wide-
spread usage will eventually become true.
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A Review of Low-Power VLSI Technology
Developments

Nakka Ravi Kumar

Abstract Ever since the invention of integrated circuits, there has been a contin-
uous demand for high-performance, low-power, and low-area/low-cost diversified
applications from a variety of consumers. This demand has been pushing the
fabrication process beyond ultra-deep, sub-micron technologies such as, 32, 22,
14 nm, and so on. In this chapter, various technological aspects for low-power
applications are reviewed in detail, along with the evolution of new technology,
bearing in mind the PPA (power, performance, and area). Some basic reviews of
components of power consumption in CMOS are also given.

Keywords Low-power VLSI � VLSI technology
CMOS power consumption � Bulk CMOS � SOI � FINFET

1 Introduction

Electronic devices and systems have entered into almost every corner of human life.
Most of these devices, at present, are portable and battery operated. The evolution
of the computer moved from requiring a huge powerhouse to run one device, to a
small handheld battery operated device like a palm-top. All these portable elec-
tronic devices need ICs to operate under low-power consumption. Along with the
lower power consumption demand, there is a demand for high performance. In
addition, all these low-power and high-performance devices are demanded at low
cost. The aforementioned demands have pushed the fabrication process from a
micrometer level to a nanometer level. Scaling down vertical and lateral dimensions
and the voltages of the MOS transistors will increase the performance of the circuit
in terms of speed, decrease the overall power dissipation of the chip, and reduce the
area of the chip, thereby the cost per transistor.
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There are various scaling methods adopted for CMOS: constant field scaling or
full scaling, constant voltage scaling, and generalized scaling [1–3].

Due to the restrictions of some material properties, such as the energy band gap,
built in voltage, etc., the voltages could not be scaled down as rapidly as dimen-
sions. Because of this, current densities and power densities will increase. An
increase in power density increases heat. After a certain limit, managing heat
becomes more expensive, if the power density is not addressed properly, than the
actual chip fabrication cost.

In addition to this, the need of portable battery operated devices along with their
reliability issues, thermal dissipation, and scalability, have demanded for low
supply voltages.

CMOS is the best choice for low-power applications. The power consumption of
CMOS can further be reduced to a great extent by carefully studying the parameters
influencing the power consumption and then by designing the CMOS technology
for power efficiency. In the text below (Sect. 2) we deal with various components of
CMOS power consumption and the parameters influencing each of them.

The drive for lowering power dissipation is emphasized in Sect. 3.
Technological approaches to lowering the power consumption are described in

Sect. 4. The need for low power along with high speed for certain applications has
led to new technological inventions. These demands and inventions are described in
Sect. 5. Section 6 concludes the chapter.

2 Components of CMOS Power Consumption

The total power consumption in a CMOS circuit consists of three components,
namely, dynamic power (PD), static power/leakage power (Pleak), and short circuit
power (PSC).

2.1 Dynamic (Active) Power Consumption (PD)

This component of power consumption is due to switching activity of logic gates in
a CMOS circuit. The gates will be continuously charging and discharging their load
capacitances according to the logic-switching activity. This power consumption
depends on power supply voltage (VDD), switching frequency (fs), and switching
node capacitance (Cl). Dynamic power occurs when the device is ‘ON’.

If the total number of gates in a chip are ‘n’ and the average switching frequency
and the average switching node (load) capacitances are ‘fs’ and ‘Cl’, respectively,
then the total dynamic power consumption of the chip is given by:
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PD ¼ n � fs � 1=2 � Cl � V2
DD ð1Þ

2.2 Static DC Power/Leakage Power Consumption (Pleak)

Static power occurs when the device is ‘OFF’. The MOS transistors act as switches
for digital applications. An ideal switch is expected to have infinite input impedance
and infinite ‘OFF’ state resistance.

Infinite input impedance means the gate should be perfectly isolated from the
substrate. However, in practical terms when the gate oxide thickness is scaled
down, there will be some leakage of current from the gate (Igate) to drain due to
tunneling and hot carrier injection (Fig. 1).

Infinite ‘OFF’ state resistance means there should not be any drain to source
current when the gate voltage is below its threshold. However, there will be some
diffusion current when the gate voltage is below VT. This current is called
sub-threshold leakage current (Isub). There is another leakage current from drain to
substrate, which is called junction leakage current (Ij). One more source of leakage
current is gate induced drain leakage (GIDL; IGIDL) (Fig. 1).

The total leakage current (Ileak) is given by:

Ileak ¼ Igate þ Isub þ Ij þ IGIDL ð2Þ

Leakage power (Pleak) is given by: Pleak ¼ Ileak � VDD. Though leakage power is
negligible compared to active power, for a long channel behavior device, it
becomes comparable for devices with short channel effects. Short channel effects
are the result of generalized scaling, where voltages are not scaled down as rapidly
as dimensions are. As shown in Fig. 2, the power consumption due to leakage
current becomes a significant factor for the total power consumption.

        Gate 

N+ N+
D Source Drain

G

S Substrate ( P –type) 

Fig. 1 Sources of leakage
currents in an NMOS
transistor
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2.3 Short Circuit Power Consumption (PSC)

This component of power consumption comes about due to the momentary ‘ON’
state of both NMOS and PMOS of a CMOS gate during transitions. Due to a finite
rise time and fall time of the input waveform of a gate, both NMOS and PMOS
transistors are ‘ON’ for short periods of time. As shown in Fig. 3, this results in
spikes of short circuit currents during transitions.

The short circuit power (PSC) is given by: PSC ¼ Imean � VDD. This short circuit
current can be totally eliminated by making VDD\ Vtp

�
�

�
�þVtn.

Fig. 2 Trend of dynamic and
leakage power against device
dimensions

Fig. 3 a Input waveform; b Short circuit current spikes
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3 Drive to Lower Power Dissipation

Even if one can afford to pay for the power, one cannot get along with it because, as
the chip size shrinks, the power dissipation per unit area increases. This will
increase the temperature of the chip. The increased temperature will deteriorate the
carrier mobility and VT. Therefore, the performance of the chip will be greatly
deteriorated. Moreover, as the temperature rises, the minority carrier concentration
also rises. This leads to increased leakage current. As we have seen in the previous
section, increased leakage current leads to increased static power dissipation. This
will further increase the chip temperature and eventually lead to chip breakdown.

Though scaling of CMOS technologies reduces the overall power dissipation of
a chip, the power density increases (Fig. 4) for conventional CMOS processes. The
power density increases with decreasing minimum feature size of CMOS tech-
nology for generalized scaling.

The projection of power density is not far from that exhibited on a nuclear
reactor surface. This has driven the requirement to invent new technologies and
design methodologies for low-power dissipation density.

In addition to these thermal limitations, there is a constant demand for
low-power consumption from battery operated portable devices. Low-power dis-
sipation ensures long battery life.

Fig. 4 Power density against feature size of CMOS technology (Courtesy of Fred Pollack, Intel
CoolChips tutorial Micro-32)

A Review of Low-Power VLSI Technology Developments 21



4 Approaches for Lowering Power Consumption

Power consumption has to be addressed both at technological level as well as at
circuit design level. For ultra-low-power applications, optimization and adoption of
innovative circuit design techniques at all levels of abstraction, along with inno-
vations in new technologies, have become mandatory.

As we have seen in Sect. 2, the overall power consumption consists of three
components, from which short circuit power consumption can be eliminated.

We shall now identify methods of reducing dynamic power and leakage power.

4.1 Ways to Reduce Dynamic Power (PD)

The dynamic power in CMOS, given by (1), depends on switching frequency (fs),
load capacitance (CL), and power supply voltage (VDD). The dynamic power can be
reduced by reducing any, some or all of these parameters.

Dynamic power has a quadratic dependence on VDD. Therefore, reducing VDD

reduces PD drastically. However, VDD cannot be reduced arbitrarily, because, it has
to be compatible with the system in which the chip is assembled. However, the
power supply voltage of CMOS technologies has been scaled down (as shown in
Table 1) after a global agreement among major VLSI industries.

Some circuit design techniques adopt a multiple power supply. They generate a
low supply voltage internally for power sensitive blocks and retain a high VDD for
critical path circuits [4].

Switching frequency can be reduced by using encoding and decoding
techniques.

The load capacitance, CL, constitutes gate oxide capacitance, Cox, interconnect
capacitance, CI, and junction capacitance, CJ. By optimizing the gate areas and
interconnect areas, load capacitance can be reduced. At the technological level, the
interconnect capacitance can be reduced by low ‘k’ (low dielectric constant)
dielectric layers underneath the metal layers. The junction capacitance can be
reduced greatly in SOI and FINFET technologies.

Table 1 Typical scaling scenario of VDD

Year of introduction Technology node Power supply (VDD)

1974 5 µm 10 V

1984 1 µm 5 V

1994 0.35 µm 3.5 V

2004 90 nm 1 V
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4.2 Ways to Reduce Static Power

As discussed in Sect. 2.2, as the technology shrinks, static power consumption
becomes comparable to dynamic power consumption.

The static power in CMOS, given by (3), depends on Ileak and VDD. Reducing VDD

reduces static power. Ileak should also be reduced for ultra-low-power applications.
Dealing with these four components of leakage current, as given in (2), is

becoming more and more of a prime concern as technology shrinks.

Sub-threshold Leakage Current (Isub)
Low VDD requires a low threshold voltage. Leakage current increases as the
threshold voltage decreases. For a particular target threshold voltage, the
sub-threshold leakage current can be minimized by making the sub-threshold slope
close to its minimum value. The sub-threshold slope is given by:

S ¼ ln 10ð Þ � kT=qð Þ � Cox þCd þCitð Þ=Coxð Þ ð3Þ

where Cox is the gate oxide capacitance; Cit is the interface trap capacitance; and Cd

is the depletion capacitance. The minimum value of the sub-threshold slope is
ln 10ð Þ � ðkT=qÞ, which is approximately 60 mv/decade. The sub-threshold slope
can be made close to its minimum value by making Cox � (Cd + Cit).

Now, Cd can be reduced by making the substrate doping very low. However,
making substrate doping low causes ‘punch through’. To avoid this, new tech-
nologies, like SOI and FINFET, have been invented.

The interface trap capacitance, Cit, can be reduced with a good insulator–sub-
strate interface.

Junction Leakage Current (Ij)
The substrate current generated by impact ionization at the drain substrate junction
triggers a parasitic bipolar action in the MOSFET. This onset of bipolar action
further increases the leakage current. So, preventing this bipolar action is essential.

Gate Leakage Current (Igate)
Gate leakage current consists of band-to-band tunneling current, hot carrier injec-
tion current, and gate induced drain leakage current.

As the gate dielectric thickness is reduced, gate leakage current becomes a
serious problem. One possible solution is to choose high dielectric constant
materials instead of silicon dioxide (SiO2). For the same capacitance, the insulator
thickness can be increased for high k dielectrics compared to SiO2. Therefore, the
electric fields are reduced and hence the leakage currents are too. Some choices of
high-k dielectrics are: Al2O3, HfO2, ZrO2, Y2O3, etc. [1].

Gate Induced Drain Leakage Current (IGIDL)
This phenomenonoccurs due to an accumulation of themajority carriers in the substrate
under the gate near the drain. In the case of NMOS, the accumulated holes under the
gate, near the drain/substrate junction, causes pre-matured impact ionization. This
leakage is called IGIDL [5], which can be reduced by using high-k gate dielectrics.
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5 New Technologies for Ultra Low Power
and High Performance

As discussed in the previous section, lowering VDD reduces power consumption and
also suppresses reliability problems. In conventional CMOS technology, where
POCL3 degenerately doped N+ poly silicon is used as a gate material for both
NMOS and PMOS transistors, the threshold voltage adjustment requires a separate
boron implantation. In this technology, a PMOS transistor turns out to be a buried
channel device, which is also known as a compensated MOSFET. Reducing the
threshold voltage of these compensated MOSFETs is difficult. Therefore, to achieve
low VT for both NMOS and PMOS, dual-poly gate technology is adopted. Here,
N+ poly is used for NMOS and P+ poly is used for PMOS. The poly doping is
undertaken along with a self-aligned source/drain implant [6]. However, these
conventional bulk CMOS technologies are not free from sub-threshold leakage,
parasitic bipolar current, punch through, DIBL, high junction capacitances, and
other short channel effects. There is one further problem with this technology—the
poly depletion effect [7], which becomes more prominent as the gate oxide thins.

The performance and power goals for certain applications in the advanced nodes
of 40, 32 nm, etc., could not be achieved with conventional bulk CMOS processes.
This has led to alternative technologies.

These new technologies are SOI and FINFET. In both of these technologies the
body is made very thin so that the gate has maximum control over the channel. The
threshold voltage is adjusted using mid-gap materials for gate electrodes. These
technologies postpone the short channel effects to future generations. These tech-
nologies ensure not only a reduced Ioff, due to the decreased leakage currents, but
also provide increased ION, due to an increase in carrier mobility owing to very
lightly doped or undoped bodies.

5.1 SOI Technology

Silicon-on-insulator (SOI) technology was invented to reduce a device’s leakage
current, increase its ‘ON’ current, and reduce its capacitance [8–10].

In SOI fabrication technology, transistors are built on a silicon layer resting on
an insulating layer of SiO2 (as shown in Fig. 5). The insulating layer sits on top of
the silicon substrate.

There are different ways of manufacturing SOI wafers: SOS
(silicon-on-sapphire), SIMOX (Separation by IMplanted OXygen), BESOI (bond
and etch-back SOI), Smart Cut, and ELTRAN (Epitaxial Layer TRANsfer). The
description of all these processes is beyond the scope of this chapter.

If the body is not very thin, it will be partially depleted. The device is then called
partially depleted SOI or PDSOI. These devices suffer history effect and kinks in
output characteristics due to parasitic bipolar action. These problems are avoided by
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making the body and base oxide (BOX) thicknesses very thin. The body of these
devices is fully depleted, and the technology is thus called fully depleted SOI or
FDSOI [11]. If the body thickness is ultra-thin, the technology is called ultra-thin
body SOI or UTBSOI.

The advantages of SOI over Bulk CMOS are: higher performance due to reduced
capacitances and increased ION; latch-up elimination due to vertical and lateral
isolation of the transistors; reduced temperature sensitivity; a removal of the need
for body or well taps; reduced antenna effects; small transistor sizes saving areal
extent; low-power consumption due to ultra-low-leakage currents; and reduced
parasitic capacitances.

The disadvantages are: high wafer costs and self-heating.
Heating may not be a problem in ultra-low-power devices. We consider SOI

technology is the best choice for RF applications.

5.2 FINFET Technology

As mentioned in the previous section, the solution to leakage problems is to make
the body ultra-thin in order to have better gate control. In SOI technologies, the
body is thin and planar. However, the body can also be made thin and vertical,
where the gate will be on both sides, or on all sides (as shown in Fig. 6). This
technology is called FINFET technology [12, 13].

The thin silicon fin can be made on a bulk silicon substrate or on a SOI substrate.
As shown in Table 2, both these technologies have their own advantages and
disadvantages.

INTEL uses FinFET technology down to 10-nm nodes.

No leakage

Leakage path

Fig. 5 A bulk NMOS transistor versus SOI NMOS
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6 Conclusion

Demand for high performance and low-power consumption has led CMOS scaling
from micrometer ranges to nanometer ranges. These demands could not be met with
conventional CMOS technologies and thus led to the invention of new technolo-
gies. Various components of power consumption in CMOS are discussed in detail
in this chapter. The drive for low-power consumption and the methodologies
adopted to reduce power consumption in CMOS are also discussed in detail.
Finally, the technologies developed to achieve these goals have been reviewed.
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Architectures of Charge Pump
for Digital Phase Locked Loops

D.S. Rajeshwari and P.V. Rao

Abstract Varieties of charge pump architectures are discussed and simulated with
constant loop parameters. DC mismatch is significantly compared for single-ended
and fully differential charge pumps. The charge pumps are designed with foun-
dry tsmc, 90 nm and 1.8 V CMOS technology. The improved versions of
single-ended and differential charge pumps are explicating providing high perfor-
mance. The current mismatch is achieved less than 0.01–0.2% for different
architectures.

Keywords DPLL � Charge pump � Single-ended � Fully differential
Switch errors � Current mismatch

1 Introduction

Phase difference of the reference frequency and the feedback frequency implies
digital signals to charge pump (CP). These signals act as functionality to charge
pump as charging, discharging, and no change at the output voltage. The block
diagram of CP is shown in Fig. 1. The output control voltage is processed through
voltage-controlled oscillator generating the frequency signal. Digital phase locked
loop (DPLL) locks when output frequency or feedback frequency signal is equal to
reference frequency. Ripple on output control voltage propagates in the DPLL
loop to increase the jitter [1]. While charging and discharging to phase frequency
detector (PFD) output digital signals, charge pump has its errors. They are charge
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sharing, clock feed-through, charge injection, and current mismatch. Current mis-
match results are due to static and dynamic mismatches. These mismatches also
correspond to leakage current. In every period, comparison of the phase error
results variation in the width of UP and DOWN signals. IUP and IDN CP currents
have to be same to obtain the same amount of charging and discharging for finite
width of UP and DOWN pulses. Dynamic mismatch results when there is a dif-
ference in switching time of UP and DOWN. In the locked condition DPLL has
small static phase error which leads to jitter [2]. Non-idealities of single-ended
charge pump are shown in Fig. 2a and those of differential charge pump are shown
in Fig. 2b. Differential nature will also have static and dynamic mismatches [3, 4].
As shown in Fig. 2b, the effect of non-idealities will be avoided. Ripple of dif-
ferential CP is far less than single-ended CP. Differential CP has more power
consumption and it is a complex circuit.

Many single-ended CPs and differential CPs are discussed in the literature [2–
12]. The literature [4] exploits improved version of CP with switch-at-source and
the same architecture is executed in differential CP. The literature [6] exploits
significance of charge pump in DPLL loop dynamics and also about charge sharing,
charge injection, and clock feed-through. In the literature [2] the different types of
CP, proposed CP are discussed. Here CP is based on transmission gate and oper-
ational amplifier structure to achieve current mismatch. The literature [8] describes
differential-in single-ended output and switch-at-drain and exploits comparison of
CP structures. The literature [9] exploits current-steering concept for CP which is a
better method to avoid non-idealities associated with PFD/CP.

In this paper, comparative study of all types of charge pump for DPLL appli-
cations is presented. Analysis, design, and simulation of these charge pump results
are briefed. The simulation is performed using tsmc foundry, 90 nm technology,
and 1.8 V power supply. Section 2 explains the configurations of CP, Sect. 3 deals
with different types of CP, Sect. 4 provides simulations results, and Sect. 5 con-
cludes the whole work.

Fig. 1 Block Diagram of a
charge pump PLL
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2 Charge Pump Configurations

Basically, the charge pump comprises switches and current sources. To generate
two current sources of the same value, it is advisable to use a single constant current
using current mirrors. This type of current mirror topology can be done in
three different ways, with them differing only by the position of the switches
[5, 12]. Switch-at-drain, switch-at-gate, and switch-at-source are three different
configurations.

As shown in Fig. 3a switch is placed at drain of current mirrors MOS M2 and
M1 and is placed near to load capacitance. Charge sharing phenomenon occurs
when switch turns ON to OFF. Switch UP is initially turned ON and Vout is
charged. Thus, switch UP holds channel charge [8]. As soon switch UP is turned
OFF, part of stored charge in channel is shared with load capacitance and node on
the other end of switch. This traditional switch-at-drain suffers seriously from
charge sharing. Another phenomenon is sequentially turning ON to OFF, thereby
creating high peak current. Along with charge pump UP and DN current, these high
peak currents are needed to be matched. If voltage at the drain of switch could hold
the same voltage level when switch is turned OFF, switch-at-drain would be a
efficient architecture for high-speed DPLL performance [2].

Another type of CP configurations is switch-at-gate, as shown in Fig. 3b. Switch
is placed away from the load capacitance; thus greatly charge sharing is minimized.
As current mirrors M1–M4 are always in saturation region, generating high peak
current is possibly avoided. These types of CP have high power consumption. Gate
of current mirrors is connected by two more transistors which are switch and
another branch of current mirror. This increases capacitance at the gate and con-
sequently reduces the switching speed.

Switch is placed at source of currents IUP and IDN as shown in Fig. 3c. Here,
IUP and IDN are derived from common current reference ICH. This configuration

Fig. 2 Waveforms of non-idealities a single-ended charge pump and b differential charge pump
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takes away the drawbacks of above types [9]. Comparing to Fig. 3a and b, both the
way switch is away from the load capacitance and does not loading more capaci-
tance at gate, thus charge sharing maximally avoided and will not affect the
switching speed too.

3 Architecture of CMOS Charge Pump

Charge pump configurations are varied to improve the performance of DPLL.
Extended types of charge pump are single-ended CP, differential-in single-ended-
out CP, and differential-in differential-out CP.

Fig. 3 Charge pump configurations a switch-at-drain, b switch-at-gate, and c switch-at-source

32 D.S. Rajeshwari and P.V. Rao



3.1 Single-Ended CP/Differential-In-Single-Ended-Out CP

Charge pump that is shown in Fig. 4 is also single-ended charge pumps. These
charge pumps are very popular for their low power consumption, and they do not
demand for additional loop filters. One of the improved version of Fig. 3c is shown
in Fig. 4a. It is implemented with pull-up transistors M9 and M10. These transistors
are added to reduce the charge coupling to the gate and help in enhancing the
switching speed.

The dependence of charge injection upon the input level makes it necessary to
seek methods of canceling the effect of charge injection [5]. One of the techniques
is that suppressing the charge injection by using dummy switch. Figure 4b have

Fig. 4 Single-ended CP a with pull-up transistor and b with dummy switches, c differential-in
single-ended output current-steering CP
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dummy switch, is placed near to switch and the output load capacitor and it reduces
drawback of charge sharing in contrast to Fig. 3a. Single-ended charge pumps finds
application in digital clock generators.

Current-steering CP is a differential-in single-ended output and is shown in
Fig. 4c. Here, when M3 is ON, M4 is OFF and vice versa. Current steering works
on dividing the current and no node floating [10]. The current-steering concept
allows improving the switching speed and clock skew and minimizing leakage
current. Some variations are applied to Fig. 3a for improving the performance.
Figure 5a shows the CP with an active amplifier. Whenever switch is placed at
drain, the architecture significantly suffers from charge sharing as switch turns ON
to OFF. Thus, voltage at the drain of switch can be maintained to the output node
using an active amplifier [11]. When the switch is OFF, unity gain voltage followers
uphold the output node. This architecture can be employed when parasitic capac-
itance around switches is as good as charge pump output capacitor. Even though
current steering and active amplifier efficiently avoid the switch errors, the causes
due to natural difference between NMOS and PMOS cannot be avoided. As
solution charge pump using only NMOS switches with same functionality can be
implemented [5, 7]. Charge pump with NMOS switches having symmetric load is
shown in Fig. 5c.

3.2 Differential-In Differential-Out CP

Compared to single-ended charge pump, the fully differential charge pump has a
number of advantages. The DPLL performance is insignificantly affected by the
NMOS and PMOS transistor switches mismatch. Because of differential nature
mismatch between NMOS transistors and between PMOS transistors is compara-
tively better than that between NMOS and PMOS transistors [2, 12]. The
differential-in and differential-out charge pumps are fully symmetric operation. The
ideal fully differential CP is shown in Fig. 6a. Thus, delay-compensated inverters
will not generate offset. Output range limits the tuning range of VCO. Output range
is doubled with differential CP. The two differential outputs are less sensitive to
leakage current. They appear as common-mode offset.
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Differential charge pump has four switches acting on complementary UP and
DN digital signal from PFD. Table 1 explains the working principle of differential
CP. The same is implemented in fully differential current-steering method as shown
in Fig. 6b.

Fig. 5 Differential-in single-ended output CP a with active amplifier and b using only NMOS
switches, and c complete schematic of the offset-canceled charge pump with symmetric loads
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4 Simulation Results

Reference frequency (REF_CLK) and feedback frequency (FB_CLK) are applied to
DPLL that finds UP and DN signals outputs of PFD and same input to the charge
pump. FB_CLK is obtained as output of divider through VCO. The waveform
shown in Fig. 7 explains the output of PFD and charge pump combination. The DC
mismatch and output voltage range for different CP architectures simulated using
the loop parameters are shown in Table 2. The CP results are shown in Table 3.
Switch-at-source-based architecture avoids switch errors. Clock feed-through is
signal-dependent; thus it can’t be completely avoided.

Fig. 6 a Ideal differential charge pump b Fully differential charge pump

Table 1 Functionality of differential CP

UP DN S1, S4 S2, S3 CP− CP+

Low High OFF ON Decrease Increase

High Low ON OFF Increase Decrease
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Fig. 7 Step response of PFD/CP/LF a REF_CLK lags FB__CLK, b REF_CLK lags FB_CLK

Table 2 Parameters of the VCO

Parameter Values

Tuning range 50–100 MHz

Gain 220–300 MHz/V

Peak jitter 100–200 ps at 250 MHz

Table 3 Results of charge pumps

Charge pumps Current
mismatch (%)

Charge pump output
voltage (V)

Charge pump with pull-up transistor Fig. 4a <0.2 0.3–1.4

Charge pump with dummy switches Fig. 4b <0.14 0.65–1.3

Differential-in single-ended output
current-steering CP Fig. 4c

<0.17 0.4–1.4

Charge pump with active amplifier Fig. 5a <0.19 0.5–1.4

CP using only NMOS switches Fig. 5c <0.1 0.3–1.4

Fully differential charge pump Fig. 7 <0.11 0.01–1.76
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5 Conclusions

Numerous architectures of single-ended and fully differential charge pumps are
investigated. The non-idealities of charge pumps increase jitter in the loop. Pros and
cons of CP configurations are discussed. Improved versions of these basic charge
pumps are able to achieve high speed and reduced current mismatch.
Differential CP has wide output range which helps in tuning VCO. Differential
nature of CPs allows better immunity to both power variation and other
common-mode disturbances, such as leakage current.
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Performance Evaluation of 14-nm
FinFET-Based Ring Counter Using
BSIM-CMG Model

Bhavesh Soni, Gaurav Aryan, Ronit Solanky, Adit Patel
and Rajesh Thakker

Abstract Digital circuits are the heart of any modern microprocessor or micro-
controller. Because of the vast advantages over analog integrated circuits, digital
circuits are superior in terms of speed, performance and power consumption.
Nowadays, digital designs are made up using semiconductor elements like
MOSFET. This provides high-speed performance. Since the last 40 years, inte-
grated circuits have been improving as per the Moore’s law. Reduction in size of
transistors introduces several problems such as SCE and DIBL. One of the possible
solution is FinFET which can mitigate the problems. Using FinFET and its different
topologies, positive edge-triggered D flip-flop-based ring counter is examined at
14 nm technology. Simulation is done using HSPICE and BSIM-CMG FinFET
model. By changing gate geometry and substrate, results are carried out. From the
results, we can conclude that quadruple gate is better option in terms of delay,
average power and current compare to tri-gate and double gate FinFET.

Keywords MOSFET (metal oxide semiconductor field effect transistor)
FinFET � SCE (short-channel effect) � BSIM-CMG (Berkeley short-channel IGFET
model-common multigate)
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1 Introduction

As the number of transistors per chip is increasing at an exponential rate, in early
1960s, Gorden Moore gave a prediction on the growth rate of chip complexity. This
prediction is called as the Moore’s law which states that “the number of transistors
per chip would quadruple every 3 years [1]”. The semiconductor firms have been
following this prediction for the last 40 years. It is not every time possible to follow
the prediction as limitations and many other problems that will not allow to follow.
This law gave birth to the International Technology Roadmap for Semiconductors
(ITRS) organization. Every year, ITRS publishes a report for semiconductor
companies and this serves as the benchmark for them. Moore’s law can be seen
graphically in Fig. 1.

MOSFET is one of the most important semiconductor device having three ter-
minals which are source, gate and drain. The basic principle of MOSFET is that by
using the gate voltage, we can control the current between source and drain. The
basic structure of MOSFET is shown in Fig. 2. To fulfill the Moore’s law, it is
required to scale down the MOSFET to integrate more number of transistors on a
single chip. It is found that after certain µm and nm scaling range MOSFET
performance is degraded. The problems encountered are termed as short-channel
effects (SCE). There are many problems associated with SCE.

A MOSFET is called a short-channel device if the channel length (Leff) is
approximately equal to the depletion region thickness (xd) of the drain and source [4].
Since, drain and source are doped with n-type and substrate is of p-type, depletion
region does exist. So when the channel length between drain and source Leff � xd,
device is called short-channel device.

Fig. 1 Transistor number per
chip over time [2]
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To counter the problems with MOSFETs, FinFET is the possible solution.
FinFET structure is shown in Fig. 3. It contains vertical fin, which acts as a channel.
This vertical fin allows more area of channel to be covered by the gate. Hence,
control over the channel is more in the case of FinFET which offers less SCE.

So, as stated earlier that MOSFET is not a good choice at lower technologies
(*<25–30 nm), we can replace it with FinFET. Since many digital circuits are
based on the CMOS technology, we can use FinFET to make an inverter.

Based upon the coverage area of gate over the channel, there are different
FinFETs are available. Figure 3 shows tri-gate FinFET in which gate is covering
three sides of channel (fin). Accordingly, there are three gates, namely back gate,
front gate and top gate. Other combinations are also possible such as double gate
(DG) FinFET, X-shaped FinFET and cylindrical gate FinFET. Figure 4 shows
certain combinations. Different configurations give different advantages.

Fig. 2 MOSFET structure
[3]

Fig. 3 Tri-gate FinFET [5]
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In this paper, Positive edge-triggered D flip-flop-based ring counter is simulated.
One of the most basic elements in digital circuits, it is important to make them work
as efficiently as possible in lower technologies.

2 Methodology

Synopsis HSPICE is taken as a simulation tool, whereas BSIM-CMG model is
taken for the MOSFET model. HSPICE K-2015.06-SP1 and BSIM-CMG 110.0.0
versions are used for HSPICE and MOSFET model, respectively. BSIM-CMG
contains different model’s parameters. Some of them are shown in Table 1. By
changing these parameters accordingly, we can improve the performance.

For the D flip-flop-based ring counter, gate length is kept at 14 nm. The effective
channel width is the function of number of fins (NFIN), thickness of fin (TFIN) and
height of the fin (HFIN). The relation can be given as [6, 7]:

Weff ¼ NFIN � ðTFINþ 2HFINÞ ð1Þ

Fig. 4 Different gate
structures [1]

Table 1 Parameters list Parameters Value

Gate length, Lg 14 nm

Thickness of Fin, TFIN 15 nm

Height of Fin, HFIN 30 nm

Substrate selector, BULKMOD 0 or 1

Structure selector, GEOMOD 0–2

Number of Fins, NFIN Variable

Supply voltage, VDD 0.7 V
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TFIN and HFIN are kept at 12 and 26 nm, respectively, for both nmos and
pmos. By changing the NFIN, we can change the Weff. It is important as we need to
keep (W/L)p � 2.5(W/L)n [4].

By selecting proper Weff of nmos and pmos, we can improve the delay of the
circuit. Using logical effort, we can properly size the nmos and pmos. In this paper,
by selecting the proper NFIN for pmos and nmos, BULKMOD and GEOMOD are
changed. BULKMOD = 0 for multigate on SOI substrate and BULKMOD = 1 for
multigate on bulk substrate. GEOMOD = 0 for double gate, 1 for triple gate and 2
for quadruple gate. For all these conditions, average power, average current, rise
and fall time of output and delay are measured for NAND gate and for D flip-flop
(Fig. 5).

3 Simulation Results

Transient analysis is done for 4-bit ring counter. The transient time of 1 p to 10 ns is
applied.

We can use D flip-flop for the design of the 4-bit ring counter. Total of 104
transistors are needed to implement 4-bit ring counter. It is shown in Fig. 6.
HSPICE allows us to use NAND gate and D flip-flop as a subcircuit. Ring counter
is made using subcircuit concept in HSPICE (Fig. 7).

The waveforms can be shown using Custom Waveview. The results of positive
edge Triggered D flip-flop are shown in Fig. 8.

The truth table of the D Flip-flop can be verified from the waveform. One can
verify the same graph. The simulated results are shown in Table 2.

Fig. 5 Positive edge
triggered D flip-flop [8]
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Fig. 6 4-Bit ring counter
schematic using D flip-flop

Fig. 7 State diagram and
truth-table of ring counter

Fig. 8 Positive edge-triggered D flip-flop waveforms [9]
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As we can see from the graph that at the positive edge of clock, Q changes its
state according to input D. Otherwise, it retains the input D. Q is the inverted output
(Fig. 9).

From the figure, we can see the output wave form of the 4-bit ring counter,
initially we have present the Q3 to logic 1 and all other bits are set to logic 0. For
every positive edge, clock of the 1 bit is shifted right according to state diagram as
shown in figure. So you can verify output waveform from its state diagram.

From the Table 2, we can see that there is no more difference in results for
different values of BULKMOD i.e. for SOI or Bulk substrate, there are no much
differences. The delay is approximately equal for both BULKMOD value. We can

Table 2 Simulated results
for 4-bit ring counter

BSIM-CMG parameters Ring counter

GEOMOD BULKMOD Avg.
power
(µW)

Avg.
current
(µA)

Delay
(ns)

0 0 4.5218 6.4597 1.9902

1 1.9642 2.8060 1.99

2 1.7717 2.5310 1.9897

0 1 4.5178 6.4540 1.9902

1 1.9919 1.99 2.8456

2 1.7883 2.5548 1.9896

Fig. 9 Waveform for the 4-bit ring counter
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see that GEOMOD has major impact over the circuit in terms of average power and
current. For (GEOMOD = 2), we are getting the best results. Gate all around covers
all sides of fin and hence provides better control over the channel. So power
dissipation is less because of less leakage current. Similarly, Triple-gate FinFET is
better choice over the double gate FinFET.

D flip-flop is used as a subcircuit of 4-bit ring counter, and the number of
transistors is more compare to D flip-flop which leads to more current and more
power dissipation. We can see from the Table 2 that for quadruple gate on bulk
subtract has the least delay, power and average current. From the results we can see
that, as the GEOMOD value increases, gate control increases and we get improved
results of average power dissipation and average current d. So the gate all around is
the best structure in the terms of power, delay and current.

4 Conclusion

Positive edge-triggered D flip-flop-based 4-bit ring counter is examined.
BSIM-CMG model is used as a FinFET model. Different gate topologies and
substrates are examined for ring counter. 14 nm technology and its related
parameters are used for the simulation. We can conclude from the Table 2 that
quadruple gate (GEOMOD = 2) is the best choice for ring counter because of the
low power, low average current and less delay. Quadruple gate with bulk substrate
is better in terms of delay but provides more power and current because of more
number of transistors. NFIN does not provide much impact over delay, but it
changes the rise time and fall time of the output. Also increase in NFIN will,
increase the current and ultimately increases the power dissipation. So, triple-gate
FinFET is better in terms of average power and current.

Acknowledgements We are thankful to BSIM group for providing lower technology based
FinFET model.
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Theoretical Investigations on the Thermal
Effects of VCSEL and Its Impact
on the Frequency Response of Multimode
Fiber Optic Link

Murali Krishna Karunakaran and Ganesh Madhan Muthu

Abstract The temperature dependence of Vertical Cavity Surface Emitting Laser
(VCSEL)’s frequency response and its impact on a multimode fiber optic link is
investigated for Radio-over-fiber applications. The frequency response of a
863 nm, bottom emitting VCSEL is evaluated in the temperature range of
20–120 °C. The multimode fiber link bandwidth is determined under different
VCSEL temperatures and link lengths. The maximum 3-dB bandwidth is found to
be 2.46 GHz for a length of 0.2 km at a bias current and operating temperature of
10 mA and 100 °C, respectively. However, the link bandwidth reduces to
0.37 GHz for a length of 1 km at 100 °C. This study helps to identify the optimum
MMF length at different VCSEL temperatures.

Keywords VCSEL � Frequency response � Radio over fiber � Thermal effects
Multimode fiber � Link simulation � Bandwidth

1 Introduction

The market for Vertical Cavity Surface Emitting Lasers (VCSEL) is expected to
increase many folds in the coming years, as they find increased application in the
fields of optical fiber data transmission, analog broadband signal transmission,
gesture recognition, data storage, and chip scale atomic clocks [1]. Due to the
development of long wavelength, higher bandwidth, lower cost, wavelength tun-
ability, and low drive currents, VCSELs have become potential candidates for
passive optical access networks. The operating temperature for VCSELs not only
depends on the ambient, but also increases with bias current, based on the device
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profile. The effects of temperature result in thermal lensing and lead to a significant
change in the lasing wavelength, threshold current, optical output power, and mode
spectra [2]. Many literatures have dealt with modeling the laser diodes with thermal
effects. The temperature effect on static and dynamic characteristics of multilon-
gitudinal mode laser diode had been investigated [3]. An improved transmission
line model to study the thermal effects in semiconductor laser diode was reported
[4]. The effect of temperature-dependent variations in distributed-feedback laser
(DFB) output and the single-mode fiber-induced dispersion on the performance of
digital optical link were analyzed [5]. The performance of thin oxide aperture
850 nm VCSEL incorporating thermal effects and complete optical link for gigabit
application was investigated [6].

As high-speed optical transmission requires a large modulation bandwidth,
factors affecting the frequency response have to be analyzed. The electrical, ther-
mal, and optical issues form the extrinsic factors, while intrinsic limits are based on
resonance frequency, damping, and K-factor. Modeling of VCSEL along with
parasitics can be mapped to a first-order low-pass filter transfer function.
A three-pole filter function includes relaxation–oscillation frequency (fR), intrinsic
damping (c), and parasitic roll-off (fpar) [7]. These parameters can be tuned in the
VCSEL design to optimize the modulation bandwidth. The intrinsic high-speed
properties of the VCSEL depend strongly on the photon lifetime. The small signal
modulation response for increasing currents at room temperature and 85 °C was
carried out for a 850 nm VCSEL transmitter [8]. An optimized cavity-gain detuning
and advanced 850 nm VCSEL design, operating in the range of 20–90 °C, shows a
maximum modulation bandwidth of 13 GHz with modulation current efficiency
factor (MCEF) beyond 10 GHz/mA1/2 [9]. In longer wavelength VCSELs also,
small signal modulation analysis was carried out. In 1550 nm VCSEL, record-high
modulation bandwidths beyond 17 GHz at 20 °C and 11 GHz at 80 °C, with
proper electro-optical and thermal design are reported [10].
A temperature-dependent small signal analysis for different currents was carried out
on a 980 nm VCSEL operating between 25 and 120 °C. It was observed that
single-mode devices are limited by damping and multimode devices are restricted
by thermal effects [11]. The small signal transfer function analysis of single-mode
VCSEL model at 25 and 50 °C shows that the resonance frequencies increase with
bias, with the magnitudes of the peaks eventually decreasing [12]. For a bottom
emitting laser with pad, the 3-dB modulation bandwidth of over 7 GHz and average
threshold current of 0.7 mA was reported [13]. A 3.1-µm-small aperture VCSEL
has a maximum 3-dB bandwidth of 15.2 GHz at 2.1 mA bias current. In this model,
a bandwidth of 18.2 GHz was achieved for no parasitic effect and 45 GHz intrinsic
bandwidth due to gain compression [14]. The modulation response of 863 nm
VCSEL for different temperature was simulated using symbolically defined devices
(SDD) model in ADS software [15].

It is well known that multimode fibers (MMF) are suited for short range connec-
tivity than single-modefiber (SMF),when operated at 850 and1300 nm.Theyprovide
near zero absorption but level of scattering decreases at longer wavelengths [16].
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The speed of an optical communication system depends not only on the infor-
mation carrying capacity of fiber, but also on the rate at which the information can
be modulated at the transmitter and the speed of response of photodetector at the
receiver. From the literature, it is observed that frequency response of VCSEL has
been thoroughly investigated. However, the temperature-dependent response and
the total VCSEL–MMF link have not been studied extensively. This becomes
important in VCSEL-based radio-over-fiber (analog) links, where uncooled,
low-cost transmitters are to be used. In this paper, thermal effects on VCSEL are
modeled using rate equations and the frequency response is determined. The
combined effects of VCSEL’s operating temperature and MMF dispersion are
analyzed to evaluate the bandwidth of the overall link. The 3-dB bandwidth of the
link at various VCSEL operating temperatures is calculated, based on MATLAB
simulation.

2 Link Modeling

An optical link comprising of VCSEL diode, MM fiber, and photo detector is
modeled to determine the overall frequency response. Hence, the task of obtaining
individual frequency responses has to be carried out. As wide band photo detectors
are commonly used, its impact is not included in the link model and the cascaded
effect of laser and fiber responses in the frequency domain is investigated. Both
thermal effects of VCSEL and dispersion, and attenuation effects of MMF are
considered in the study.

2.1 VCSEL Diode

An 863 nm bottom emitting VCSEL with a 16-lm aperture diameter is used for the
link simulation. The operating temperature is varied from 20 to 120 °C.
The VCSEL rate equations incorporating thermal effects are given as [17]

@N
dt

¼ giðI � IoffðTÞÞ
q

� N
sn

� GoðN � NoÞS
1þ eS

: ð1Þ

@S
dt

¼ � S
sp

þ bN
sn

þ GoðN � NoÞS
1þ eS

: ð2Þ

T ¼ To þðIV � PoÞRth � Tth
@T
@t

: ð3Þ

where the term Ioff represents the offset current which is determined by the fol-
lowing expression,
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IoffðTÞ ¼ a0 þ a1T þ a2T
2 þ a3T

3 þ a4T
4: ð4Þ

The coefficients a0–a4 are obtained during parameter extraction. ‘N’ and ‘S’ refer
to carrier number and photon number in the cavity. The laser output power is
evaluated using the following equation and it is given as [17].

Po ¼ kS ð5Þ

where k is the output coupling efficiency.
The VCSEL parameters used in the rate equations are tabulated in Table 1.

2.2 Multimode Fiber (MMF)

Multimode fiber (MMF) can be equivalently represented as a simple low-pass filter
and modeled using a transfer function approach. The MMF used in the simulation
has a 50 µm core diameter, whose functionality as filter can be evaluated using
impulse and frequency responses.

The impulse response of a MMF can be generalized as a probability density
function of a normal distribution and is given as [19]

hmmf ðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2pr2

p exp
�ðt � sÞ2

2r2

 !
ð6Þ

Table 1 Parameters for the VCSEL laser diode model [17, 18]

Parameter Value

Injection efficiency, ηi 1

Spontaneous emission coupling coefficient, b 1 � 10−6

Carrier recombination lifetime, sn 5 ns

Output coupling efficiency, k 2.6 � 10−8 W

Gain coefficient, Go 1.6 � 104 s−1

Carrier transparency number, No 1.94 � 107

Photon lifetime, sp 2.28 ps

1st Temperature coefficient, ao 1.246 � 10−3 A

2nd Temperature coefficient, a1 −2.545 � 10−5 A/K

3rd Temperature coefficient, a2 2.908 � 10−7 A/K2

4th Temperature coefficient, a3 −2.531 � 10−10 A/K3

5th Temperature coefficient, a4 1.022 � 10−12 A/K4

Thermal impedance, Rth 2.6 °C/mW

Thermal time constant, Tth 1 µs

Gain compression factor, e 5 � 10−7
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where s is the delay of the channel; r is the standard deviation of the impulse
response.

The frequency response of the fiber is given by,

Hmmf ðxÞ ¼ exp
�x2r2

2
� jxs

� �
ð7Þ

where Hmmf (x) is the Fourier transform of the impulse response of Eq. (6).
The fiber parameters used in this work are similar to that of Yuen et al. [19].
The cascaded effect of the VCSEL and MMF models can be represented in

frequency domain using convolution theorem [20],

F ½h1ðtÞ � h2ðtÞ� ¼ ½H1ðf Þ� � ½H2ðf Þ� ¼ ½H2ðf Þ� � ½H1ðf Þ�: ð8Þ

Thus, the frequency-domain response of the overall link is the product of the
frequency responses of the individual systems.

3 Simulation Results and Discussion

3.1 VCSEL Diode DC Characteristics

The rate equations for the VCSEL provided by Eqs. (1)–(5) are solved using an
ODE solver available in MATLAB software, for the temperature range of
20–120 °C. Figure 1 denotes the power–current (P–I) characteristics of the diode,
which illustrate a linear variation of optical power and then followed by a roll-off,

Fig. 1 P–I curves of VCSEL diode
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after certain maximum value. These results are in accordance with the work done by
Mena et al. [17], for the same structure, thereby validating our simulation.

3.2 VCSEL Diode Small Signal Characteristics

The VCSEL is DC biased with a current of 6 mA and RF current with peak-to-peak
value of 2 mA is applied. The analyses are carried out in the frequency range of
10 MHz–10 GHz, for different bias currents in the range of 6–12 mA. As the bias
current increases, optical power rises and bandwidth also improves in the linear
regime. For comparing the response curves at different biases, they are normalized
by the low frequency value, calculated at 10 MHz [12]. Figure 2a, b illustrate the
simulation results, for 20 and 100 °C, which indicate that both resonant frequency
and modulation bandwidth decreases as operating temperature increases. This is in
accordance with literature [17]. As the optical power output at 120 °C is less, the
simulation is carried out for 20–100 °C.

3.3 MMF Impulse and Frequency Response

The MMF link length is varied from 200 m to 1 km, which is quite optimum range
for MMF in RoF applications. The impulse response shows that as the fiber length
increases, attenuation and dispersive effects become predominant. The graph is
normalized to unity for comparison. The frequency response is obtained by taking
Fourier transform of the fiber’s impulse response. The 3-dB bandwidth decreases as
the length of the fiber is increased, which is logical. Figure 3 explains the distance
effect in both time and frequency domains.

Fig. 2 Small signal modulation response of VCSEL at a 20 °C, b 100 °C
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3.4 Frequency Response of VCSEL–MMF Link

The combined effect of VCSEL temperature and MMF dispersion plays a crucial
role in the overall frequency response. The VCSEL is biased at 8 mA and the
temperature is fixed as 20 °C. The individual responses of the laser, MMF, and the
combined response are plotted in Fig. 4. It is observed that, at lower link lengths,
the total bandwidth is dictated by the laser’s response (Fig. 4a). However, for larger
link lengths, the fiber dispersion becomes predominant factor affecting the band-
width, which is illustrated in Fig. 4c.

The simulation is repeated for a maximum operating temperature of the VCSEL,
namely 100 °C, biased at 8 mA. The results shown in Fig. 5 are quite similar to that
of Fig. 4, except the effect of temperature is more pronounced in the link, compared
to 20 °C case. This has a significant effect and tends to increase the 3-dB bandwidth
of the overall link.

The simulation outcome for laser response alone is shown in Fig. 6, which
indicates an increase in 3-dB bandwidth for increasing bias current. However, the
modulation bandwidth decreases with increasing temperature. For 20 °C, the 3-dB
bandwidth found to be 6.85 GHz at 12 mA, while it is 5.85 GHz at 8 mA. Also for
100 °C, the 3-dB bandwidths are 4.69 GHz, 3.93 GHz for 12 mA, and 8 mA bias
currents, respectively.

The following Fig. 7 shows the frequency response of VCSEL–MMF link, when
the laser diode is operated at 20 °C and biased with 10 and 12 mA. The link length
is fixed as 200 m. The response of fiber dominates laser response in the cascaded
effect. Hence, the link response is similar to that of the fiber.

Figure 8 shows the frequency response of VCSEL–MMF link, as the laser diode
is operated at 20 and 100 °C, biased at 10 mA. The link length is fixed as 200 m.
The response of fiber provides lesser bandwidth than the laser. Hence, the link
response is similar to that of fiber, but the effect of laser operating temperature
decides the deviation from the fiber response. The laser response at 100 °C provides

Fig. 3 MMF a impulse response, b frequency response

Theoretical Investigations on the Thermal Effects of VCSEL … 55



a significant resonant peak compared to 20 °C which increases the overall 3-dB link
bandwidth.

Table 2 provides details about the maximum bandwidth of VCSEL–MMF
analog link, at different temperatures and lengths. It is observed that even at higher
bias currents, the overall link bandwidth is not enhanced. This is due to response of
the MMF. However, the presence of significant resonance peak at lower bias
current also slightly improves the overall bandwidth. Further, higher operating
temperature also provides a hump in the frequency response, due to increased
threshold. This in fact aids in improving the link bandwidth.

In conventional electronic amplifiers, inductive peaking technique provides a
resonance peak near the 3-dB cutoff frequency of the original amplifier, thereby
increasing its bandwidth. Similarly, at higher operating temperatures (100 °C),
VCSEL provides a significant resonance peak, as shown in Fig. 8. If the bias point
of the device is near the threshold, the resonance peak is predominant. This
behavior depends on the bias current and the threshold current of the device, which
is temperature dependent. As the bias point moves away from the threshold
(or) bias point fixed as several multiples of threshold, the resonance peak disap-
pears. Thus, the 3-dB bandwidth calculated is more for larger bias current than near
threshold for a particular temperature case. Also, while operating at different

Fig. 4 Frequency response of optical link with VCSEL biased at 8 mA and 20 °C: a length—
0.05 km, b length—0.20 km and c length—1 km
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Fig. 5 Frequency response of optical link with VCSEL biased at 8 mA and 100 °C: a length—
0.05 km, b length—0.20 km and c length—1 km

Fig. 6 Modulation bandwidth versus temperature
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temperatures for the same bias current to VCSEL, the bandwidth depends on the
operating current with respect to the threshold. Hence, when the bias current is
chosen far away from threshold for lower temperatures, it becomes closer for the
higher temperature case, with respect to the former. In this case, the laser response

Fig. 7 Frequency response of VCSEL, MMF, and optical link at 20 °C biased at 10 and 12 mA
and link length of 0.2 km

Fig. 8 Frequency response of VCSEL, MMF, and optical link at 20 and 100 °C biased at 10 mA
and link length of 0.2 km
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of higher temperature shows a significant resonance peak and when combined with
MMF response, it provides an increase in 3-dB bandwidth than the lower operating
temperature.

4 Conclusion

In this paper, optical link for RoF application comprising of a 863 nm bottom
emitting VCSEL diode and MMF is simulated. While considering laser diode alone,
increasing the operating temperature decreases the modulation bandwidth. Further,
when bias current is increased within the particular operating temperature, band-
width also increases. However, when cascading the laser response with fiber
response, the thermal effect plays major role in slightly improving the optical link
bandwidth except at longer distance where dispersion effect dominates. For a
VCSEL bias current of 10 mA and operating temperature at 100 °C, and fiber
length of 0.2 km, the 3-dB bandwidth is found to be 2.46 GHz. However, the link
bandwidth reduces to 0.37 GHz for a length of 1 km with same laser operating
conditions.
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Design and Modeling of Quadcopter
for Elephant Monitoring Using Aerial
Image Processing Approach

S.J. Sugumar and V. Sai Babu

Abstract Human elephant conflict is a major problem in villages located near the
forests. They are the huge threat to life and property of the dwellers. Till now, many
traditional methods are employed to monitor the elephants along with some tech-
nologies are also deployed. One such is the camera, it is not efficient to use per-
manent cameras since the placement of cameras is critical. We propose an alternate
way using quad copters for surveillance of elephants using cameras, thanks to their
agility and size. It is propelled by four high rpm motors attached to the end of four
arms with adjacent arms perpendicular to each other. The motion of the drone is
controlled by varying the speed of individual motors. The quad copter is deployed
for the surveillance of elephants at a height of 100–300 m in a 2 km span depending
on the flora characteristics and terrain in elephant prone regions of the forest. The
image captured from the top view is transmitted to the receiver and is processed by
converting into HSV and extracting the hue model using structural element func-
tion. BLOB analysis is performed to detect the presence of elephants. An early
warning is sent which allows the forest executives to alert the local people and to
take necessary actions to divert the elephants.

Keywords HEC � Elephant � Quad copter � HSV � BLOB

1 Introduction

In recent times the intrusion of elephants into human habitat has increased drasti-
cally. This is mainly due to the loss of the habitat of the elephants. Due to this
intrusion, there is loss of life and property of the local residents and also the life of
the elephants [1]. It is also our prime responsibility to conserve the Elephant
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population which is decreasing at an alarming rate. In Africa and Asia, elephant
habitat is being replaced by agriculture—both by small-scale farmers, international
agribusiness such as palm oil, industrial growth, educational instructions, infras-
tructural growths etc. Elephants are being squeezed into smaller areas. As a result,
elephants frequently raid and destroy crops which are planted near their corridors.
This makes elephants to come closer to human living areas which lead to human
conflict (HEC). Due to HEC, both elephants and human loss is increasing every
year. Fierce competition for living space has resulted in human suffering, a dramatic
loss of forest cover, and reduced Asian elephant numbers to between 25,600 and
32,750 animals in the wild. Asian elephant populations are highly fragmented, with
more than 1000 individuals in a contiguous area, greatly decreasing their chances
for survival. Most of the national parks and reserves where elephants reside are too
small to accommodate viable elephant populations. The conversion of forest areas
to agricultural use also leads to serious elephant–human conflicts. Human and
elephant deaths due to conflicts during the period 1999–2015 in Coimbatore Forest
Division is analyzed and based on secondary data collected from the Forest
Department we could find out the damages caused due to various conflict issues.
The human causalities between 2010 and 2015 alone attributed 59% of overall
deaths. Most of the human deaths (67%) were recorded in outside of the forest areas
in forest borders. Totally 133 elephant deaths were recorded from 1999 to 2015 [2]
(Fig. 1).

2 Related Work

Vermeulen et al. [3] has proposed an unmanned aircraft to survey the elephant. The
unmanned aircraft has been flown through a certain path in the forest at about 100
m of altitude. The camera which is installed in the aircraft captures images auto-
matically and stores in the SD card. Number of elephants detected has been
observed from the stored images after the flight has returned to the base station.
Sugumar and Jayaparvathy [4] installed Cameras on tower or trees which capture
the images of the intruding elephant. The captured image is transmitted to the base
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Fig. 1 Elephant intrusion for
the past 6 years in Coimbatore
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station via RF network. The received image is processed by comparing it with the
stored database images of elephants. Luukkonen [5] explains the mathematical
modelling and control of a quadcopter. The mathematical model of quadcopter
dynamics is presented and the differential equations are derived from the Newton–
Euler and the Euler–Lagrange equations. The model is verified by simulating the
flight of a quadcopter with Matlab. Bendale and Karwankar [6] describes a method
for tracking moving objects from a sequence of video frame. The required object is
then identified by placing a bounding box around the object. In this paper we
propose a method of aerial survey to detect the intrusion of wild animals and to alert
the local people and also the forest rangers. An aerial drone quadcopter is deployed
in this work and it is made to fly around a known path and by using the camera
attached to it, aerial photos of the elephant are taken and transmitted. The images
after being received are then processed to detect the presence of elephants.

3 Methodology

The model of the proposed work is shown in Fig. 2 and explained below.
Quadcopter consists of four brushless direct current (BLDC) motors individually
controlled by four electronic speed controllers (ESC). ESCs take input from battery
and according to the PWM input obtained from the microcontroller, sends alternating
voltage to the motor windings. Embedded controller gets input from the Inertial
Measurement Unit (IMU) sensor that consists of accelerometer and gyroscope and
compares with the threshold value. According to the error signal computed, it uses
the manually tuned Proportional and Integral values to correct the error.

Fig. 2 Block diagram of the
project
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This is a vital part of the device since stability is a critical feature for aerial
applications. The alternating voltage in the stator then, according to electrome-
chanical energy conversion principle, is converted into rotational motion. The
direction of the quadcopter is controlled by varying the speed of individual motors.
The control signal is given manually which is wirelessly transmitted to the receiver
connected to the microcontroller. A camera that is connected to the quadcopter
takes pictures and transmits them continuously to the base station (a personal
computer). Using suitable image processing techniques [6] in MATLAB for ele-
phant detection. The video recorded on the camera mounted on the quadcopter is
wirelessly transmitted to the base station. This video is given as input to PC.
Elephant Image Segmentation involves filtering out of the required portion of the
object from the image.

4 Quadcopter Modelling

The quadcopter is basically governed by three motions namely pitch, roll and yaw
about the axis x, y and z respectively can be modelled as a function of thrust. There
exists 6 degrees of freedom controlled by 4 independent rotor speeds [7]. When all
the motors rotate at same rpm, the quadcopter lifts in vertical direction. The pitch is
forward and backward motion of the quadcopter. When the speed of motors M2 and
M3 are increased above motors M1 and M4, the quadcopter flies in forward
direction and vice versa for backward direction. The roll is the left and right motion
of the quadcopter. When the speed of motors M2 and M4 is increased above the
motors M1 and M3, the quadcopter flies to the left and vice versa for right direction.
Yaw motion is the rotation of the quadcopter about its own axis. When the speed of
motors M3 and M4 are increased above the speed of motors M1 and M2, the
quadcopter rotates in clockwise direction vice versa for the quadcopter to rotate in
counter clockwise direction [8]. The mechanical parameters can be evaluated in
inertial frame (frame of observer) and body frame (frame of quadcopter). In order to
switch between inertial and body frame, rotational matrix should be used.
Rotational matrix for roll motion about x axis,

Rx Uð Þ ¼
1 0 0
0 cU snU
0 �snU cU

0
@

1
A ð1Þ

Rotational matrix for pitch angle about y axis,

RY hð Þ ¼
ch 0 �snh
0 1 0
snh 0 ch

0
@

1
A ð2Þ
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Rotational matrix for yaw angle about z axis,

RZ wð Þ ¼
cw snw 0

�snw cw 0
0 0 1

0
@

1
A ð3Þ

The rotational matrix for the complete model can be obtained by multiplying the
rotational matrix along the individual axis.

Rxaxbxc
xyz ¼

ch � cw� snU � snh � snw �ch � snw cw � snhþ ch � snU � snw
cU � snwþ snU � snh � cw cU � cw snh � snw� snU � ch � cw

�cU � snh snU cU � ch

0
@

1
A

ð4Þ

This is the rotational matrix of the quadcopter. Thrust is resolved into individual
axis and represented in the matrix form, since the thrust is produced only in z axis,

Txyz
�! ¼

cw � snhþ ch � snU � snw
snh � snw� snU � ch � cw

cU � ch

0
@

1
A � T ð5Þ

Acceleration in individual axis is derived from the above equation.

€rx
!¼ cw � snhþ ch � snU � snwð Þ � T � Cd � q � S � V2

x

m
ð6Þ

€ry
!¼ snh � snw� snU � ch � cwð Þ � T � Cd � q � S � V2

y

m
ð7Þ

€ry
!¼ cU � chð Þ � m � g� Cd � q � S � V2

z

m
ð8Þ

From the quadcopter modelling [9], the various motions of quadcopter and the
requirements to achieve those motions can be understood. The mathematical model
that governs the motion of quadcopter is derived and explained. Maximum flight
time can be calculated by dividing total capacity of the battery by the current drawn
by four motors. Maximum flight time (in hours) = (battery capacity)/Current drawn
by motor * No. of motors = (4200 mAh/1000)/(9A � 4 motors) = 0.116 h.

Maximum flight time inminð Þ ¼ 0:116� 60 ¼ 7min:

5 Quadcopter Force and Velocity About Each Axis

Force produced by the quadcopter to climb at given maximum RPM [10] is given by
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Fclimb ¼ Fthrust � Fgravity � Fdrag ð9Þ

Fthrust ¼ 14:7585 N ð10Þ

Fgravity ¼ m � g ¼ 12:2625 N ð11Þ

Fdrag ¼ q
2
� cd � S � V2 ¼ 2:43 N ð12Þ

Fclimb ¼ 0:0641 N

Fforward ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� mg

T

� �2
r

� T � q
2
� cd � S � V2 ¼ 5:78 N ð13Þ

Velocity about horizontal and vertical axis is given by,

vver ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � ðT � mgÞ

q � CD � S

s
¼ 5:25 m/s : ð14Þ

vHor ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � 1� mg

T

� �2� �0:5
� 	

� T
q � CD � S

vuuut ¼ 9:51 m/s: ð15Þ

Maximum Pitch Angle a ¼ arcsin
mg
T

� �
a ¼ 56:18

� ð16Þ

The various components used to build this project and their weight distribution
are shown in the table. The quadcopter is designed for 1250 g and the actual value
falls under it.

6 Results

The mechanical structure of the quadcopter is made of aluminum that consists of
base plate and arms. Arms are fitted to base plate by screws and ends are cut and
filed to fit the motors. The adjacent arms are perpendicular to each other in order to
achieve symmetry. The center of gravity is brought as close as possible to the center
of the quadcopter in order to obtain better stability. Battery and microcontroller are
placed above the frame at the exact center. Camera is mounted at the bottom of the
quadcopter frame. The picture of elephant is taken from the camera mounted on
quadcopter at Peraiyur, Virudhunagar district in Tamil Nadu. This is used as the test
image. The algorithm is implemented and the results are shown using this image in
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Fig. 3 Hardware testing of captured image from the quadcopter

Fig. 4 Hardware testing of captured image from the quadcopter
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Fig. 3. The input colour image is converted into a binary image based on a
threshold value. Input image with luminance greater than the threshold value have
the value 1 (white) and replaces all other pixels in the image with the value 0
(black). The binary image is then processed using ‘imfill’ function which fills holes
in the binary image. Then by using strel function the elephant portion in the image
is filtered out and the rest of the areas are nullified and is made black. The filtered
image is then subjected to BLOB analysis which is shown in Fig. 4. Using ‘re-
gionprops’ function the centroid and the areas of the each blobs and the number of
blobs in each image can be found out. A rectangular box called bounding box
which is of the area of each blob is placed around each blob to indicate the presence
of elephants in the image.

In the forest border areas elephants wonder as groups. The model developed
were also tested with images of elephant groups which are taken from the quad-
copter aerial camera (Fig. 5).

Apart from elephants, bison also has the same structure when viewed from the
top. Because it has a dual colour tone (both black and brown) it can be filtered out
by ‘strel’ function and it will not be detected.

Fig. 5 Testing with other bison image
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7 Conclusion

According to the statistics, the elephant ventures into human habitat in an unpre-
dictable way. This quadcopter model we developed can be deployed for this pur-
pose. It can be carried anywhere and made to fly in any desired place. The camera
covers a wide range when flying above. Rugged terrains, inaccessible paths are
never a hindrance to deploy a quadcopter. Image processing is an efficient way for
this issue. The unique shape of the elephant makes the algorithm simple and
effective. Apart from detecting, the total number of elephants at a particular place
can also be obtained so that it helps in taking a better decision regarding protective
measures. Also, the direction in which the elephant proceeds can also be known
from the received information. There is hardly any miscommunication since the
only animal that closely resembles elephant is bison and it is clearly distinguished
by the algorithm.
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Online Detection of Subclinical Mastitis
Using Electrical Conductivity

Kalpak Shahane, V.D. Bachuwar and Pooja P. Gundewar

Abstract Bovine mastitis of a cow causes a huge loss of milk in dairy industries.
These losses result in decreased yield of milk products such as cheese, curd. Early
detection can lead to complete remedy. There are two types of mastitis: subclinical
mastitis and clinical mastitis. Subclinical mastitis is challenging because we cannot
see any visible changes by naked eye in the milk or the udder. General detection
method for subclinical mastitis is counting somatic cells in milk. The aim of our
work is to develop cost-effective solution for early detection of subclinical mastitis.
This paper contains method for online detection of subclinical mastitis. Mastitis
detection is done by checking electrical conductivity of milk analyzing conductivity
with standard reading. Using Internet of Things (IoT), data will be stored and used
for diagnosis of mastitis and related treatment will be given to cow.

Keywords Bovine mastitis � Somatic cells count � Udder � Online detection
Offline detection � Internet of Things � Inflammation

1 Introduction

Milk production of India was around 140 million tonnes in 2013–2014 on the basis
of result shown in [1]. Milk production in 2030 would be more than 200 million
tonnes. Milk is essential part of food and is an vital item in food table in India. It is
also major source of earnings for millions of farmers. Any situation leading to drop
in milk quantity and quality will therefore have a strong impact on source of
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revenue and household nutrition [2]. One of the key causes for low yield and
reduced quality of milk is mastitis, which is listed at top of the diseases causing
considerable loss to dairy farmers.

The modern trend of revolution from traditional dairying to commercial dairying
where hundreds to thousands of animals are raised together requires development of
proper measures to control mastitis, especially subclinical mastitis. The contrary
impact of subclinical mastitis on small production systems is also very high.
Mastitis management not only has high significance to limit the losses related to
low production, but it causes human health-related issues [3]. Due to difficulties in
detecting subclinical mastitis, the milk arrives at the milk procurement system, the
pathogens and toxinsin in milk may reflect in health problems. To boost farmers to
lower level of mastitis, numerous dairies offer exceptional payment programs for
milk restricted level of mastitis and decrease in payment for milk with higher
mastitis level [4].

The most common method to detect mastitis is somatic cell count (SCC), as
cow’s internal immune system fights inflammation by increasing SCC. Mastitis
modifies milk by increasing cell count in milk. Somatic cells consist of blood cells
such as lymphocytes, macrophages, and epithelial cells from the inner udder wall.
There is ample amount of evidence [5–8] of direct correlation between SCC and the
degree of udder inflammation. Luís Carlos Vinhas Ítavo et al. proposed SCC level
measured normal is less than 200.000 cells/ml of milk, SCC of more than
200.00 cells/mL of milk, suggesting animal could be infected with subclinical
mastitis [3, 9].

Electrical conductivity (EC) has been used as indicator trait over the last decade
for detection of mastitis. The growth of subclinical mastitis is going with a rise in
the concentrations of sodium and potassium chloride salts and lactose [6, 10], which
immediately lowers its electrical conductivity. Typically, EC of milk seems to be
between 4.0 and 6.0 mS/cm at 25 °C [10, 11].

In this paper, a platinum probe sensor-based electrical conductivity measurement
system with new concept of IoT system which detects subclinical mastitis is
explained.

2 Electrical Conductivity Measurement

For analytical purpose, electrical conductivity is a very important property of milk.
In general, electrical conductivity can be calculated by

r ¼ Kcell
Rx

ð1Þ

where Rx (X) is the resistance of the solution and Kcell is geometric cell constant.
A platinum probe electrode has been used because of its higher accuracy and pre-
cision. Electrical conductivity sensors are nonpolarized; therefore, measurements
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have to be taken under a.c. regime. That is why we measure a frequency-dependent
complex impedance Z(f) which contains real resistance and complex capacitance
because of several parasitics caused by the physical design of sensor.

To avoid such a polarization effect, measurements have to be performed at
higher frequencies [12]. Figure 1 shows platinum probe conductivity sensor with
cell constant k = 1.

To eliminate electrode polarization effect, electrical conductivity measurements
must be performed on >2 kHz frequency on which conductivity readings are stable
and accurate.

When conductivity measurements come into picture, we have to take care of
temperature because the term conductivity is itself temperature dependent because
when temperature increases, ions' mobility increases that will result in conductivity
deviation and we have to compensate that deviation. It is calculated that rising
temperature by 1° conductivity increases by 2–3% [13].

3 Block Diagram

The system block diagram is divided into few parts, frequency generation, current
to voltage conversion, and AC to DC converter (Fig. 2).

An opamp-based relaxation oscillator is used for 2.4 kHz squarewave frequency
generation. The output of oscillator is step downed to 1 V as if voltage is increased
more than 1.5 V probe may get damaged. That AC excitation is fed to sensors.
Sensor readings change with change in conductivity readings. The output of sensor
is current so that I–V converter is used to convert it to a voltage as microcontroller
can sense changes in voltage.

Because of AC excitation, the output of I–V converter is still AC. A rectifier
converts it to pulsating DC value. Filter is used to filter out AC contents.

Fig. 1 Platinum probe
conductivity sensor
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Atmega328 microcontroller is used for sensing the voltage and converting it to
millisiemens conductivity readings. 10-bit ADC of Atmega328 is sufficient to
provide accurate output.

The Atmega328 microcontroller coded using Arduino IDE software which has a
built in compiler. Figure 3 shows subclinical mastitis detection flowchart. Firstly,
the ADC, LCD, and GPIO pins are initialized. Then, temperature pins are selected
and the ADC0 is started, storing the result in a variable. Next, conductivity pin is
selected and ADC1 is started. Voltage to conductivity conversion is done using
calibration curve. Subclinically affected cow may not always show an increased
conductivity from the infected quarter and the within-milking difference between
smaller quarter reading and higher conductivity quarter reading can detect disease.
Therefore, a combination of the EC values and ΔEC detects abnormal milk as
shown in Fig. 3. Distinctive threshold values of conductivity are as follows:
EC = 6.2 mS, ΔEC = 0.5 mS [13].

Lastly, all the data of all milk animals will be stored over the Internet using the
concept of IoT with Wi-fi IC using AT commands.

4 Experimental Results

Calibration procedure is completed using diluted KCl solutions with EC close to
EC of milk. Solutions' ECs are measured using commercial conductivity meter
(equiptronics conductivity meter) and the output voltage of the system and obtained
a calibration curve of Fig. 4.

The nonlinearity error referred is about 1%. The straight line equation is
calculated using 2 point slope and executed in the Atmega328 microcontroller to
obtain the EC.

Microcontroller programming is done and mastitis detection decided as listed in
Table 1.

System was verified with different samples to check precision and
reproducibility.

I-V
converter

Platinum 
probe Sensor  

Atmega 328 
microcontroller 

2.4 kHz Square 
wave generator

FilterRectifier 

IoT module

Temperature 
sensor 

Fig. 2 Block diagram of electrical conductivity meter
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Fig. 3 Flowchart for subclinical mastitis detection
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5 Conclusion

Electrical conductivity method can be implemented by unskilled cattleman. The
system is capable of quickly detecting mastitis level by performing EC check with
temperature compensation. If we use difference between quarter (with highest and
lowest conductivity) method, accuracy of subclinical mastitis detection consider-
ably increases. Electrical conductivity test results in quick online cow-sided
checking.

Number of methods are exist for detection of mastitis, in order to screen udder
health performance. Some methods are exceptionally precise and accurate, but they
are very costly and unavailable online field testing. This paper put forward a cost
system for helping cattlemen to detect health of animal and the milk quality based
on the measure of electrical conductivity at dairy farm itself. Based on EC values
and ΔEC values abnormal milk is detected. The system has great sensitivity.

An EC result indirectly relates to SCC so many other factors such as environ-
mental stress, late lactation, number of lactation, old age, and change in diet may
results in decreased accuracy [3].

Effective online test for the detection of subclinical mastitis is provided, and
using Internet of Things, data will be stored. Stored data will be used according to
the severity of disease.

Fig. 4 Calibration curve for different values of EC

Table 1 Assessment range
in mS of milk by absolute EC
and differential EC

EC
(mS/cm)

Differential EC
(mS/cm)

Evaluation

>6.2 >0.5 Normal

>6.2 <0.5 Mastitis

<6.2 >0.5 Subclinical
mastitis

<6.2 <0.5 Subclinical
mastitis
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Home Surveillance System
Using Internet of Things

Niraj Ukunde and Virendra V. Shete

Abstract In recent years, lots of research have been done in computer vision
domain. Video surveillance in real-time scenario, especially for humans, like
tracking and behavior analysis is one of the most active research topics in computer
vision and artificial intelligence in present situation. The main focus is providing the
low-cost and efficient video surveillance system for home application and can have
wide scope in other areas such as elevator monitoring and server room monitoring.
As the traditional surveillance system requires huge storage capacity and consumes
lot of network bandwidth, hence it becomes necessary to provide solution for such
design issues. This paper presents the implementation of motion detection algo-
rithm for live camera streaming and thus allows analyzing incoming image stream,
and recognizing any movement occurs in the area and if so then triggers video
recorder to save the information-contained video clip.

Keywords Computer vision � Motion detection � Video surveillance

1 Introduction

In present condition, the home security is major issue which is to be dealt by every
person. There are several security systems available such as CCTV, IP cameras, and
different alarm systems. But most of them are not smart enough to ensure security.
Hence, the aim of this project is to replace such traditional surveillance system which
requires human operators by intelligent system. At present situation, the most widely
used digital network transmission for video monitoring system, which provides the
advantages of unlimited distance control, flexible extension, etc., is becoming a new
standard of security systems. Internet of Things is one of the most trending research
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domains by which the devices can communicate with each other rather than the
location of their placement. The IoT significantly uses low-cost computing devices
where there is less energy consumption and limited impact to the environment. The
scope of Internet of Things is so wide that it can be embedded with computer vision.
Hence, Internet of Things can be merged with computer vision so as to provide
real-time surveillance system. The IOT has revolutionized capabilities to change
everyday life of human and can help in many areas such as surveillance systems.
Nowadays, consumer cameras become more inexpensive so many other intelligent
function features can be included into the camera-based systems like face detection,
and hence, such cameras are more widely used in surveillance systems. Video
surveillance systems are useful for the safety of people in home as well as facilitate to
control the entrance in the home. To monitor such activities, the key function is to
analyze the human behavior. Hence, the subject for this paper is to evaluate efficient
algorithm so that can be used in home surveillance systems.

2 Related Studies

Cloud-based video surveillance is becoming a new trend which has been proposed
and implemented recently. The improvement in the cloud technologies has created
lots of opportunities in surveillance domain [1]. Over the past years, many tech-
niques have been suggested for surveillance systems. In traditional video surveil-
lance systems, the cost and efficiency are determined by number of cameras that
have been used, but this cost could be reduced if used with cheap wireless sensors
along with IP cameras [2]. This design consists of many wireless sensors and few
cameras. The sensors keep track of moving objects and report to their sink nodes,
and these sink uses deployed IP cameras to capture and record the present situation
and thus can be monitored remotely. PIR sensors are the cheapest sensor available
for detecting the presence of human, and hence, it can be implemented to develop
intelligent video monitoring system [3]. In this process, when any presence is
detected by the PIR sensor, the processor starts recording the video through a
camera till the sensor sends the signal of presence and then the video clip is
uploaded to server. The PIR sensor has its disadvantages related to its range; hence,
it can be replaced by using any motion detection algorithm. Motion detection is an
important part for analyzing the scenes captured by the camera. One of the known
motion detection algorithms can be implemented known as background subtraction
that can provide better result [4].

3 Motion Detection Methodology

Background subtraction is a very fundamental motion detection algorithm used for
detecting the moving objects as well as object tracking which is a required appli-
cation for the surveillance system. In this application, any conventional digital
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camera is used to sample test images which are then used to perform background
subtraction [5]. The foreground estimation is done by comparing test images with
background image where the constant image pixels are discarded and the pixels
with changed properties are meant to be the foreground image. The motion
detection algorithm includes the first phase of segmenting a test image in which
moving objects denoted as foreground image are distinguished from background
image [6]. One of the simplest method to achieve this implementation is when
camera starts capturing images then take first image as background and afterward
the frames captured at time t onward can be represented as G(t) will be compared
with background image which is represented as B. Now, by using arithmetic cal-
culation of image subtraction procedure of computer vision implemented for each
pixel of G(t), the moving objects can be differentiated. Now, consider X[G(t)] be the
pixel value which is to be subtracted from next corresponding pixel at the same
position at next time interval t1 on background image represented by X[B]. Hence,
the equation we get can be written as follows:

X F tð Þ½ � ¼ X I tð Þ½ � � X B½ � ð1Þ

Let us assume the background image is at time interval t and threshold is used to
improve subtraction on difference image. The resultant difference in image is
represented by the changes in the pixel property between two successive frames.
While using a background image, we are removing the background, and hence,
using this approach, it will work where moving objects are the foreground pixels
and static pixels represent the background image [7].

kX F tð Þ½ � ¼ X f tþ 1ð Þ½ �k[Threshold ð2Þ

4 System Architecture

The system mainly focuses on the intelligent way of data collection where it will
have wired or wireless Internet connectivity to do so. In other way, we can say that
the advanced version of surveillance system will fulfill the needs of clients in terms
of monitoring services. The surveillance system introduced in this paper uploads the
video on cloud server when video clip is captured by the system as well as a short
message will alert the owner for respective intrusion happening in the monitoring
area. Hence, in short, the proposed security system will provide the features such as
the alert message through GSM module local video storage and cloud storage
(Fig. 1).

To achieve the objective of the system, the standard hardware is being chosen.
The raspberry Pi has a promising performance in terms of the image processing, and
it is provided with the RTOS named as Rasbian OS. The Rasbian OS is a derivative
of most stable Linux operating system; hence, it provides the stable platform to
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implement our algorithm in C++ and Python. Open CV libraries are available for
image processing purpose.

5 Software Flow

In this section, the overall flow for surveillance system will be discussed as follows.
The digital camera is a primary input device which will provide the video frames to
the processor unit. As soon as the system turned on the algorithm running on the
system will start to analyze incoming video stream for any motion in the monitoring
area. The execution of algorithm started when continuous image stream is captured,
and thus, the stream is segmented into the frames. The background modeling uses
new video frame after every predefined iteration to calculate and update back-
ground model. These background models provide statistical information about the
entire background image. Background modeling is achieved by recursive or
non-recursive techniques. Thresholding step is required to decide the final value of
pixel. The foreground image contains the information about pixels whose values are
significantly changing. Such groups of pixels showing similar pixel value properties
are considered as moving object. Finally, data validation examines the group of
moving object and provides final foreground image. If any motion is detected, then
messaging module will get activated and the short message will be sent to the
owner. At the same moment, the video capture module will start recording the video
stream, and after specific time, the video will get uploaded to the server automat-
ically. The same process will be repeated till the motion is detected by the system
(Fig. 2).

Fig. 1 Block diagram
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6 Experiments and Results

Following figures shows the screenshots of the result. When any movement hap-
pens, the system will analyze the incoming video stream and store the only video
clip which contains the necessary information about movements. The video clips
are encoded in .avi format and then can be uploaded to cloud or sent via email to the
owner. These videos can be watched from any multimedia devices which have
decent Internet connection such as PC or mobile phones. The latency remains fairly
low for resolution of 640 � 360. As we are storing an only clip which contains the

Fig. 2 Software flow
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movement, it significantly reduces the storage requirements. The output produced
by the system is shown in Fig. 3.

7 Conclusion and Future Work

Video surveillance system is one of the important aspects of daily life for every
human. This project is an approach for the design of intelligent video surveillance
system based on motion detection algorithm implemented on Raspberry Pi. This
still requires some improvements to make final design version of surveillance
system. In future plan, we plan to improve the motion detection algorithm to adapt
real-time scenario toward more accuracy, because motion detection algorithm
depends on threshold value and it needs to adjust to improve its accuracy.
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Design and Analysis of VCO
for Parameter Optimization

Virendra Shete and Anshuman

Abstract The following paper provides an introduction to analysis and design of a
complementary cross-coupled LC-VCO as used in RF transmitter/receiver circuits.
Different design parameters have been discussed along with their associated
equations, to allow for basic on-paper calculations. The values of corresponding
components are used in verification of the design via CAD simulation. The main
goal is to synthesize a low-power low-noise design with a wide bandwidth of
operation (tuning range).

Keywords Complementary cross-coupled LC-VCO � Phase noise � Tuning range

1 Introduction

Even though an LC-VCO is not area efficient, it is always favored in RFIC design
due to its superior phase noise and jitter performance at high frequency. The per-
formance of a VCO is determined by the quality factor (Q) of its L–C tank. Usually,
on-chip spiral inductors are used for this purpose, having poor Q of around 3–5 at
2.5 GHz [2]. This affects the phase noise performance of the LC-VCO. In order to
achieve low-phase noise, the inductor can be made off-chip.

Another performance parameter is the tuning range. As the tuning range of the
VCO increases, it becomes difficult to meet the specifications such as low-phase
noise and low-power consumption simultaneously. Increase in tuning range
requires larger tuning constant (KVCO) and DC power as compared to narrowband
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VCO. However, larger KVCO leads to poor phase noise response and consumes a
large amount of DC power to start up the oscillation [3]. Hence, there is a trade-off
between specifications of power consumption, tuning range, and phase noise in
wideband LC-VCO design.

2 LC Oscillator Operation

Below figure shows a schematic of cross-coupled LC-VCO. The LC tank is
responsible for determining the frequency of oscillation of the VCO and forming
the drain loads. MOSFETs M1 and M2 are responsible for providing negative
impedance of the value −1/gm (Fig. 1).

The associated resistance, R, of the inductor will be [3]:

RL ¼ 2p � f � L
QU

ð1Þ

In order for the VCO to oscillate,

1
gm

� 2p � f � L
QU

ð2Þ

where

gm ¼ ID
ðVgs� VtÞ

Fig. 1 Complementary
cross-coupled LC-VCO [1]
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Therefore,

ðVgs� VtÞ
ID

� 2p � f � L
Q

ð3Þ

Solving for ID, we get:

ID ¼ QðVgs� VtÞ
2p � f � L ð4Þ

In order to ensure oscillation start-up, safety factor of 2 is considered as follows:

2
gm

[Rp ¼ 2p � f � L
Q

ð5Þ

3 Phase Noise Calculation

According to Lesson’s equation [4],

LðDf ;KVCOÞ ¼ 10 log
f0

2QDf

� �2 FKT
2Po

1þ fc
Df

� �� �
þ KVCOVn

2kLCDf

� �( )
ð6Þ

where Df is offset frequency from carrier frequency f0; PO is the output power; Vn is
the noise voltage (or control voltage); F describes the thermal noise and flicker
noise of the transistor; KLC is a constant associated with L and C values of tank.

It is clear from the above expression that higher the quality factor (Q) of the tank,
higher will be the output power (PO). The F parameter is dependent on the size of the
MOSFETs. Larger the device size, lower will be its value. The equivalent resistance
(RON) of the MOS devices also affects the thermal noise, so a large (W/L) ratio of the
band switch should be chosen in order to lower the noise.

Increasing the bias current at fixed VDD can improve the phase noise of the VCO.
However, since the output swing is limited by VDD, increasing the bias current can
only improve the phase noise up to a certain level [1]. So, the minimum phase noise
will occur at the current- and voltage-limited regime. Thus, a trade-off should be
made between phase noise and power consumption in designing a wideband VCO.
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4 Frequency of Oscillations

The LC tank of a VCO is responsible for generating oscillations, provided the
active circuit (MOS transistors) cancels out the tank losses in order to maintain
oscillations by generating negative conductance equivalent to the tank losses.
Additionally, voltage gain should have zero phase shift so that the output follows
the input precisely.

Selecting a suitable circuit topology is the first step in designing a VCO. For this
paper, a complementary cross-coupled VCO is used. The oscillation frequency of
an LC tank as shown in Fig. 2 can be given by

wO ¼ 1ffiffiffiffiffiffiffi
LC

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� R2C

L

r
ð7Þ

Above equation can only be applied to a VCO if MOSFETs and varactor have
no losses of their own, which is implausible. MOSFETs have many parasitics that
affect the performance of the VCO (Fig. 3).

Cgdo and Cgs in the above figure are overlap parasitic capacitances. These can
combine with the tank capacitance and degrade the oscillation frequency. Since
these are fixed capacitances and cannot be reduced by any means, it is important to
reduce tank’s capacitance in order to maintain high frequency of oscillations. rds is
not a real resistance but is associated with the channel length of MOSFET. It also
affects the quality factor of the LC tank. So, after considering the above parasitic
components, (7) can be rewritten as follows [3]:

wO ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LðCþCgs þ 4CgdoÞ

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� R2ðCþCgs þ 4CgdoÞ

L

r
ð8Þ

This will also change the start-up gm condition required for oscillation:

gm � 1
rds

þ RðCþCgs þ 4CgdoÞ
L

ð9Þ

This equation proves that the required value of gm required to start the oscil-
lation is directly proportional to the size of the MOSFET.

Fig. 2 LC tank
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5 VCO Design Steps

A few design specifications to be considered before beginning the design are as
follows [3]:

(a) DC power dissipation (max) = Vsupply�Ibias
(b) Minimum output voltage = Vtank

(c) Tuning Range ¼ wmax�wmin
wo

� 100%
(d) Transconductance (gm)
(e) Frequency of operation ðwoÞ
(f) Design area
(g) Phase noise

The first step should be setting the bias current according to expected maximum
power consumption.

Ibias ¼
PdcðmaxÞ
Vsupply

ð10Þ

Next, quality factor (qL) of the inductor should be determined at required fre-
quency wo,

QL ¼ wOL
R

ð11Þ

Determine the minimum voltage of the LC tank required for the design.

Vtank ¼ IbiasRp ¼ IbiaswOLQL ð12Þ

Calculate the capacitance of the LC tank with wO as the center frequency.

Fig. 3 MOS parasitics [3]
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wO ¼ 1ffiffiffiffiffiffiffi
LC

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� R2C

L

r
ð13Þ

Solving for C, we get:

C ¼ L
w2
OL

2 þR2
ð14Þ

Calculate minimum required gm for each MOSFET, given a nominal closed loop
gain amin [ 1

gm ¼ amin
1
rds

þ RðCþCgs þ 4CgdoÞ
L

� �
ð15Þ

6 Experimental Setup

The proposed design consists of NMOS, PMOS cross-coupled pair, and LC tank as
fundamental blocks. Supply voltage and bias current were selected according to
power constraint. Values of L and C were selected according to expected bandwidth
of operation. C6 was used to tune within the required tuning range. Output
capacitors C1 and C2 were used as buffers to isolate the LC tank from load vari-
ations. Component specification is as mentioned below (Fig. 4; Table 1)

Fig. 4 LC-VCO schematic using cadence tool
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7 Result

This paper presented a VCO with wide tuning range. The structure achieved a
tuning range of 30.5–40.4 GHz. The TR achieved by this method was 31%. Phase
noise as recorded after simulation was −105 dBc/Hz. The output voltage
peak-to-peak swing was recorded 0–4.4 V. This VCO technique provides a rea-
sonable option for millimeter wave transceiver circuits and also promises further
modifications as the technology scales down (Fig. 5).
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Table 1 Component specification

Supply voltage 1.8 V

Bias current 1 mA

PMOS w = 320 nm, l = 200 nm

NMOS w = 160 nm, l = 100 nm

LC tank L = 100 pH, C = 50 fF

Load capacitance 180 fF

Fig. 5 Output frequency plot
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Controlling Power System of Earth Station
Using Embedded System

Sunil V. Bagade and V.V. Shete

Abstract We have used two methods for earth station power controller is designed
by Cortex M3 by using LPC 1768 board and FPGA board. Different loads having
different power requirements and different fault conditions occurred. Earth station
having 800 W inverter and having two failures named hard failure and soft failure.
We have used solar energy as a main source of earth station and diesel generator for
failure conditions. Using neural network, we developed algorithm in embedded C
as per different types of failure, battery voltage, and solar voltage.

Keywords Earth station � Cortex M3 � FPGA � Neural network � LPC 1768
Solar energy � Power controller

1 Introduction

Earth station has been used for many purposes such as military, communication,
weather forecast report, mobile communication, and satellite communication, hence
earth station needs to be powered 24 � 7 h working, and failure in power supply is
not acceptable in any condition. Earth station normally based in rural areas or away
from city to avoid disturbance of other signals. They have placed on mountain area
or rural area. Earth station needs an 800 W inverter including all its loads. It is
difficult to supply 800 W inverter from the electricity which used for general
purpose applications, because they are not dedicated for specific load and might
have chances of failure. So that for dedicated load like earth station has their own
power supply, which is totally independent from other application and dedicated for
earth station. Generally, natural energy has been converted to electrical energy to
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supply earth station as per surrounding climate and as per resources awailable wind
energy; water energy or solar energy has been used. In our project, we have used
solar energy as primary source to supply earth station and diesel generator as
secondary source. Diesel generator has used to avoid failure conditions.

2 Earth Station Power System Block Diagram

As we have discussed in introduction part, for we have used solar panel for earth
station as primary source, to utilized proper solar energy we have used battery bank
to store solar energy and this energy can be utilized under different circumstances as
follows.

Assume at day time, where maximum sun light is available, we have used 55 W
solar panel which is more than sufficient to 12 V-3 A load and to charge battery
simultaneously. Battery continuously charged until day light is sufficient to produce
more than 36 W from solar panel, phenomenon of over charging battery will dis-
cuss latter.

Under different circumstances when sun light is not enough to charge the battery
and drive load simultaneously, it will try to charge battery slowly but discharging
rate of battery is more than charging rate due to load consumption is more than
battery charging rate. At remote sites, PV systems are most effective and storage
batteries are used as a backup plan. During pick time, where solar system delivered
maximum energy so PV system can give a maximum result, path is divided in two
ways one is used for direct power to the earth system and other for charging the
batteries. In this architecture, we have used controller and inverter so that controller
controls the power from PV system and battery banks. In both case, we are using
DC supply.

According to load consumption, battery ratings and solar panel wattage have
been decided in our project under small prototype of earth station, and it consumes
maximum 30 W including controller wattage and other load still we have used
150 W inverter powered by battery for future expansion. Hence battery needs a
approximate 12 V-15 A for full load condition, and for 30 W load 12 V-8 A
battery is sufficient.

In this prototype, we have used satellite dish antenna and TV tuner as earth station
load and c.f.l. lamp as a class room load. In actual earth station. many loads are present
rather than antenna such as telephone lines, cooling fans, and fax (Fig. 1).

In this architecture, we have used controller and inverter so that controller
controls the power from PV system and battery banks. In both case, we are using
DC supply.

According to load consumption, battery ratings and solar panel wattage have
been decided in our project under small prototype of earth station, and it consumes
maximum 30 W including controller wattage and other load still we have used
150 W inverter powered by battery for future expansion. Hence, battery needs a
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approximate 12 V 15 A for full load condition, and for 30 W load 12 V 8 A battery
is sufficient.

In this prototype, we have used satellite dish antenna and TV tuner as earth
station load and c.f.l. lamp as a class room load. In actual earth station, many loads
are present rather than antenna such as telephone lines, cooling fans, and fax
machine. We have shown only class room and earth station load in this prototype.

3 Earth Station Power System

3.1 Earth Station Power System

The 430 W power required for earth station communication system, 30 W power
required for telephone terminal, 100 W for FAX and graphics, and 35 W for audio
converter. Different inverters for different types of load cause power loss in a
system so considering all these loads and future expansion, 800 W inverter is
intended to total earth station system. 48 V dc is directly taken out from battery
banks for cooling fans. Here we have taken satellite dish antenna and set top box
with required 12 V and 2 A approximate 24 W maximum power, TV tuner needs
5 V dc and 600 mA supplies required where as c.f.l. lamp need 11 W power. To
fulfill this load requirement we have used two solar panels having capacity of 5 W
and battery delivers a power 12 V and 7.5 A h, our load are TV tuner required 5 V
dc and 600 mA approximately 3 W and Satellite dish antenna and Set top
Box needs 12 V and 2 A rating approximate 24 W and LPC 1768 needs 1 W total
output load required 29 W, hence we have used battery 12 V dc 7 A h which
delivers a 29 W power for approximately 3 h and hence two 5 W and one 45 W
solar panels total 55 W solar panels are used to keep battery charge.

Fig. 1 Block diagram of earth station power system
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3.2 System Controller

Controller phenomenon: As per various battery statuses, charging voltage and solar
panel voltage system perform various functions. We have considered three status at
90, 40, and 10% of battery charging voltage, when battery charging voltage shows
90%, to avoid overcharging of battery controller switch off two panels out of three,
hence charging rate of battery slows down. On other hand, if all panels were failed
to charge battery and battery charging voltage gets below 40%, then Diesel gen-
erator ON and it charges battery.

3.2.1 Design of Failure

Controller is based on two types of failures “soft” and “hard”.

(a) Soft failure: A “soft” failure occurs when all solar panels are not sufficient to
charge battery or it produces lesser current than required load current, hence at
particular charging voltage of battery (40% battery charging voltage) diesel
generator gets on to charge battery.

(b) Hard failure: A “hard” failure does not involve automated controlling unit. It
manually switches load on diesel generator. This condition occurs when con-
troller is failed or battery get damaged due to overcharging or exceeds duty
cycle limits. At the time of hard failure, defects in controller and/or in battery
gets identified and repaired.

3.3 Controller Flow Chart and Programming

3.3.1 Controller Flow Chart

As we are working on prototype, some changes have been done according to solar
panels and battery charging levels. From Fig. 2, when PV arrays or solar panels
deliver a full power, it can drive a load without any battery support, if power of
solar panel does not match with load requirement, then controller comes in picture
and checks its various battery charge levels and according to that battery gets
charged by solar panels or diesel generator, and according to sunlight radiation solar
panels are selected for charging to prevent excess charging of battery. If charging of
battery is <40%, then it will ask for all three panels for charging or else ask for
diesel generator if all panels are not able to charge battery. Similarly, charging
status of battery checks at 90 and 100% according to that panels are selected to
charge battery and after 100% charging of battery stops to prevent overcharging of
battery. Here, soft failure is handled by the controller but in case of critical damage
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in controller or a battery then diesel generator can be on manually called hard
failure.

3.3.2 Programming Logic

Our results are totally dependent on battery voltage and solar panel current. We
have used 12 V 15 A h battery, and to decide voltage levels of battery we divided
battery levels in percentage; 100% charge battery shows more than 12.6 V, while
90% and 40% charge battery shows 12.5 and 11.9 V accordingly. While battery
gets discharged fully, then expected battery voltage is 10.5 V. There are two dif-
ferent results to show warnings at the output and another to switching relays at
output to switch panels and diesel generator (Table 1).

Fig. 2 Flow chart of system controller

Table 1 Logical states of switching in solar panel and diesel generator.

Battery voltage Below 40% Between 40 and 90% Above 90%

Panel switching 1 1 0

D.G. status 1 0 0
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Controller inputs are battery voltage and panel current, as per different voltage of
battery panel 3 and diesel generator get switch OFF/ON. There is another condition,
as per solar current diesel generator gets OFF. We have also decided SOC of
battery.

• Condition for panel switching, panel 3 is OFF if battery level more than 90%,
and below 90% all panels are ON.

• Condition for diesel generator switching, diesel generator is ON when battery
level below 40% and it will OFF only when solar panel is providing enough
current to charge the battery or else battery is charged up to 90%.
Condition for state of charge (SOC) battery, normally when battery discharged
fully it shows 10.5 V, if battery shows below 8.5 V, then there is a problem in
battery (Table 2).

3.3.3 Neural Network for Coding and Finding Values for Different
Failure Conditions

Input X1 is different SOC conditions of battery; according to different SOC levels,
output values are decided. We have two output values O1 and O2, O1 shows solar
panel switching and O2 shows diesel generator switching. w1, w2, w3, w4, w5, and
w6 are weights between the neutrons. H.L. is the hidden layer between the input
and output layer (Fig. 3).

Table 2 Logical states of switching in diesel generator for diffrent voltage levels.

Solar panel 3 current Below 13 V Above 13 V

D.G. status 1 0

Fig. 3 Neural network for proposed system
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From this neural network, we have calculated variable input values of O1 and
O2. According to that, controller takes design for switching panels and diesel
generator.

If we solve this, we have two equations as follows:

O1 ¼ X1w1w3 þ X1w2w5 ð1Þ

O2 ¼ X1w1w4 þ X1w2w6 ð2Þ

We assumed initial weights w1 and w2 0.5 value then equation becomes. From
Table 1, we take output O1 = 1, O2 = 0 for solar panel switching condition and
O1 = 1, O2 = 1 for diesel generator switching condition. If battery SOC is more
than 90% then solar panel is OFF else ON irrespective with any conditions, hence
we taken value X1 = 90 and assumed for logic 1 minimum value is 0.75 and logic 0
maximum value is 0.25 substitute these values in Eqs. (1) and (2) and solved. We
have got values w3 + w5 and w4 + w6. Same procedure is done for finding diesel
generator switching; also, considering X1 = 40 and solving equations, we have
found values of w3 + w5 and w4 + w6. Taking average of both values solved
equation again we have resultant values for O1 and O2 for solar panel is more than
1.0 and for diesel generator more than 0.45. For different level of SOC if O1 and O2
equation gives different values, according to those values controller has pro-
grammed and takes design.

4 Conclusion and Results

In this paper, earth station power controller has designed experimental results that
show that switching between solar panels and diesel generator handles soft and hard
failure nicely, and we have demonstrated power consumption by load and power
outcome from solar panels are matched by applying load as dish TV and TV tuner
to receive channels having frequency in MHz. LPC 1768 controller is utilized
properly for controller application; it consumes low power and design cost is also
low. Signals taken from analog side are taken out in MATLAB and shown in
following graphs; same outcome and results can be taken from FPGA controller by
using HDL language but it is difficult to design logic circuit every time if state
variables and states are increased for complex operation.

We have successfully designed battery charger circuit, while charging sources
are giving low voltage across battery to charge it. We have taken out 12.56 V
reference point to generate X1 and X2 input values (Fig. 4).
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Simulation and Control Model
of Integration PV into Utility
Grid Using MATLAB

Manaullah, Haroon Ashfaq and Ibrahim Imbayah Khalefah Imbayah

Abstract In this chapter, a simulation and control model of integration PV into
utility grid using MATLAB, and the effectiveness of the I controller in the system
under different levels of solar irradiation are presented. An MPPT module with I
control developed in this work is felicitous for power applications program; how-
ever, the problem of integration of PV is that it relies heavily on weather conditions.
So, there is a necessity for developing control techniques for grid integration PV
system including a method for voltage and current control that stabilises the voltage
and current. An MPPT algorithm using DC/DC converter (Boost converter) is
applied to make PV arrays to work at maximum power point. Then, the system
behaviour and performance are studied. The system stability is also considered
when there is a change in solar irradiation or a fault in the system. This chapter
addresses that the proposed I controller has a good performance.

Keywords Photovoltaic (PV) � Boost converter DC/DC � I controller
Maximum power point tracking (MPPT) MATLAB/SIMULINK

1 Introduction

The world is looking for alternative energy methods from renewable energy for clean
and cheap energy that will get rid of the dependence on costly oil and also gas. The
generating electric power by using solar cells is effective technique nowadays. The
various local voltage control approaches utilising PV storage systems. These design
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centre on adding a voltage control ability to self-consumption plans by a set of
voltage following battery charging, automatic reactive power equipment like PV
power reducing [1]. PV technology provides an extra focus on the advantages of
sun-powered vitality being perfect, abundant, environment-friendly, and inex-
haustible. The PV framework can be considered as the proficient system to give the
power to some remote off-lattice areas; furthermore, it can be financially savvy when
contrasted with the expense of running electrical cables from the current matrix.
Actually, there are a lot of effects that almost change the output power of the PV
system, such as ambient temperature, shading, and relative humidity. Because of the
environmental factors and change of solar irradiation, the PV system output power is
a stochastic system [2]. The control technique is to integrate the distributed gener-
ation (DG) resources to the electrical power network. The suggested control, it can
be compensated for active, reactive, and harmonic load current components during
connection of DG links to the grid [3]. The researchers are interested in the gener-
ation of electric power from renewable energy, and the most focused in the solar
energy. Solar energy (PV) can be used today in many applications now because of
where advantages such as pollution-free can be maintained. The high cost of oil and
gas has weakened the economies of several countries, since solar PV is capable of
generating large amounts of clean and chip electrical energy [4].

The solar PV is an essential technique of different sustainable power sources. It
is widely used all over the world because it is cheap and simple. Solar energy is
assumed to play an important part in the coming days, especially in this period most
of the developing countries in the world focus in this area. So the generating of
electric power by using solar cells is an effective technique nowadays [5]. In this
chapter, they give some ideas about a single-phase five-level photovoltaic
(PV) inverter scheme for PV systems connected to the grid with a new
pulse-width-modulated (PWM) control design [6]. The chapter presented a model
of photovoltaic suitable for use, the ability to upgrade various designs. Dealing in
later with a sound analytical PV cell model and work in this paper modelling clearly
appears under SIMULINK.

The excitement of the model of the three entrances to contain the radiation,
temperature, and voltage design. Who is running simulations and the results in
terms of peak power and analyse the current [7]. The reliability of the system when
the PV plant is linked to the grid is strengthened when the power factor, the
utilisation of safety, and grid synchronisation capabilities functions are improved.
Development in the efficiency of photovoltaic cells and low price makes them
widely accepted and concentration in the entire world and not to rely on
non-renewable energy sources, the most important advantages we have got elec-
trical energy through clean renewable energy. The power plants in recent times
need to increase their energy output, need appropriate control methods to resolve
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the issues associated with the partial shading phenomena and different orientation of
the PV modules closer to the solar [8].

This chapter has been referenced in the prediction model for PV out of the
current, and this model depends on the cascade-forward, back propagation artificial
neural network (CFNN) with two inputs and one output [9].

The experimental data are used for the PV system 1.4 kW for 2 years in this
search, for this purpose an experimental database of the solar power output, module
temperature, air and solar irradiance data has been used. The control approach is
able to reduce the reactive power beside it can control the power quality required by
a voltage sag/swell for the stability of the grid. This approach does not require any
change in the hardware when compared with the employ of existing strategy [10].
In the given scheme, LLC resonant DC/DC converts is applied to get the maximum
power and boost the PV array voltage.

The evolution of the grid linked large-scale power plants in light of the fact that
the expanding entrance of renewable vitality. The control technique strategy can do
the PQC, as well as it can remunerate the receptive force requested by a voltage
drop/swell for grid adjustment. The photovoltaic (PV) systems were designed to
aim, till now, to get the superior power from the PV and integrated into the utility
network. The evolution of the grid linked large-scale power plants in light of the
fact that the expanding entrance of renewable vitality.

The control technique strategy can do the PQC, as well as it can remunerate the
receptive force requested by a voltage drop/swell for grid adjustment. The control
procedure does not require any outside equipment alteration when contrasted and
the utilisation of traditional current control [11]. The power plants these days are
required to expand their vitality generation, needing suitable control methodologies
to support take care of the issues identified with the fractional shading wonders and
the distinctive introduction of the PV modules towards the sun [12].

2 Modelling PV Connected to Grid

It is a detailed model for a group of 100 kW connected to the 25 kV through a
boost DC–DC converter. And it is performed maximum power point tracking
(MPPT) in batch conversion by SIMULINK model using the P controller. Is the
average model of network connected PV, a group of 200 kW connected to 25 kV
network via two DC–DC converters boosts unit my control. It is implemented
controller maximum power point tracking at the “confusion and control” technol-
ogy through MATLAB function [13].

I ¼ Ipv;cell � I0;cell exp
qV
aKT

� �
� 1

� �
ð1Þ
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The simple PV cell does not express the I–V relationship of an actual PV array.
Cells linked in parallel rise the current, and cells linked in series produce higher
output voltages.

The actual arrays are built by a lot of linked PV cells, and the notice for the
characteristics of the ends of the photovoltaic array needs the implying of such
parameters to the main equation.

I ¼ IPV � I0 exp
V þRSI
Vta

� �
� 1

� �
� 1

V þRSI
RP

ð2Þ

We assume Isc and IPV ordinarily used in the PV device modelling as in working
designs, the parallel resistance is high but series resistance is low. The diode
saturation current is presented by:

I0 ¼ ISC;n þKIDT

exp
VOC;n þKVDT

aVt

� �
� 1

ð3Þ

From the equation, the model is simplified, and the model error is equal to zero
near of the open-circuit voltages, and as the results, at other regions of the I–V plot:

IPV ¼ IPV;n þKIDT

� 	 G
Gn

ð4Þ

The RS and RP the relationship is an unknown of (2) may be calculated by setting
pmax;m ¼ pmax;e and solving the fulfilment equation for RS, as given:

Pmax;m ¼ Vmp
IPV � I0 exp q

KT
Vmp þRSImp

aNS

� �
� 1

h i
� Vmp þRSImp

RP

8<
:

9=
; ¼ Pmax;e ð5Þ

RP ¼ Vmp þ ImpRS

VmpIPV � VmpI0 exp
Vmp þRSImpð Þ

NSa
q
KT

� �
þVmpI0�Pmax;e


 � ð6Þ

The means of Eq. 6 that for any value of Rp there will ba a value Of RS that
makes the mathematical I–V curve cross the experimental (Imp;Vmp) point. The aim
is to find the value of RP and RS for the best model solution.

IPV;n ¼ RP þRS

RP
ISC;n ð7Þ
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The initial conditions can be set as:

RS ¼ 0; RP;min ¼ Vmp

Isc;n � Imp
� Voc;n � Vmp

Imp
ð8Þ

From Eq. 8, the minimum value of RP is given by relationship between the
maximum power points and the short circuit.

3 Control Approach of Grid-Connected PV System

For the control approach of grid-connected PV, MPPT theory is applied. The boost
converter increase DC voltage from 273.5 to 500 V. This component utilises an
MPPT system which automatically change the duty cycle so as to produce the
necessary voltage to obtain maximum power.

In this chapter, I controller is good control and simulation model of PV is
introduced giving an obvious view of the proper control I, and performance of any
actual system with change time during the day can be used to investigate the
performance of the PV generation system. The control is realised and examined in
MATLAB/SIMULINK program.

3.1 MPPT Control Algorithm

The MPPT algorithms are required because PV arrays have a relationship between
current and voltage is nonlinear, and there is a singular point where it provides the
maximum power. This point relies on the temperature of the panels and on the
irradiance terms. Both terms change during the day and are also different rely on the
season of the year. Moreover, irradiation changes fast due to changing atmospheric
terms such as cloudy terms. It is necessary to follow the MPP accurately under all
reasonable conditions, therefore that the maximum available power is always
obtained.

These key responses are maximum overshoot that should be low, rise time that
should be low, and also the settling time that should be low. The increased time,
steady state error, settling time, and overshoot, these four parameters will tell us that
how to change the parameters of the controller. I controller has the transfer
function:

dP=dv ¼ 0 where P ¼ V � I
d V � Ið Þ=dV ¼ IþV � dI=dV ¼ 0
dI=dV ¼ �I=V

The I controller minimises the error (dI/dV + I/V).
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4 Simulation Results

The PI and I controller of integration of PV system into a grid has been created and
examined by means of MATLAB/SIMULINK using the power systems block set.
The selected simulation parameters of the solar equivalent circuit and MPPT are
given in Table 1.

As shown in Fig. 1, the power is stable and gives good response, but the voltage
is varied and disturbed. So that the I controller is only applied to solve the problem
of voltage variation without affecting the power quality as depicted in Fig. 2. It is
noted that the duty cycle in I controller is not highly varying as compared to PI
controller.

Table 1 Parameters of the system

Parameter Value Parameter Value

No. of cell 96 Rp 999.51

Voc 64 Rl 5

Isc 5.96 L 5 mH

Vmp 54.7 C3 1200 MF

Imp 5.58 Kp 2

Fig. 1 PI controller
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5 Conclusion

The aim of this chapter is to simulate and control model of integration PV into
utility grid using MATLAB. This model is based on the basic circuit of the solar
cell PV system integrated into the grid the effects of parameters such as solar
radiation surround. Environmental and physical parameters such as the cell tem-
perature and solar radiation. The boost DC/DC converter is connected to PV system
and the controller system is based on the maximum power point tracking (MPPT)
with I controller ensure the maximum power in case of fluctuation in the weather,
which is then integrated into the AC utility grid by DC/AC inverter.

Fig. 2 I controller
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Quantum Cost Optimization of Reversible
Adder/Subtractor Using a Novel
Reversible Gate

B.P. Bhuvana and V.S. Kanchana Bhaaskaran

Abstract The reversible logic has been gaining increased attention due to its
characteristic feature of incurring low-power dissipation in digital circuits. It plays a
major role in quantum computing. This paper suggests a novel 4 * 4 reversible gate
called BKAS gate. One of the most interesting characteristic features of BKAS is
that it can be functioned individually as a reversible full adder, as well as a full
subtractor. This feature allows it to be used in the design of complex adder
architectures with reduced garbage outputs, quantum cost, and ancilla input. The
proposed BKAS gate is validated using a comparison with the prevailing reversible
gates in the literature.

Keywords Reversible computing � Quantum cost � Quantum computing
Quantum cellular automata � Low-power adder � Low-power subtractor

1 Introduction

During the past few years, more researchers have concentrated working in the field
of reversible logic due to its low power consumption in applications involving lower
technology nodes. The reversible logic has an important role in the field of optical
computing, quantum computation, cryptography, quantum dot cellular automata,
DNA computing, digital signal processing, and low-power CMOS design.

Landauer [1] in 1960 proposed that every single bit in irreversible computation
produces KTln2 joules of heat energy. Here, K and T represent the Boltzmann
constant and absolute temperature, respectively. This loss occurs because of
information loss during the course of irreversible computation. This was supported
by Bennet [2] who stated that the energy consumed is zero when the input can be
uniquely regained back from the output. The reversible circuits have no loss in
information and the computation is said to be reversible only if it consists of the
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reversible gates which depicts the fact that no logic states are left unexploited. Some
of the important constraints in reversible computing are as follows: (i) The fan-outs
are eliminated, (ii) minimization of constant inputs, (iii) quantum cost to be a
minimum, (iv) minimization of garbage outputs, and (v) minimization of the gate
level or latency. Optimization of all these constraints provides an enhanced
reversible circuit.

Adders and subtractors are the primary components in the digital system.
A reversible adder and subtractor can be designed using a single reversible gate,
which has not been referred much in the literature. References [3, 4] depict various
methodologies for the design of adder and subtractor using one or more reversible
gates. In this paper, a novel reversible adder/subtractor gate called BKAS is designed
with a single reversible gate. It has a smaller amount of constant inputs and garbage
output when compared with the existing techniques. The quantum cost, constant or
ancilla inputs, and garbage outputs are estimated for the new BKAS gate. An
optimized reversible 4-bit binary adder, a 4-bit BCD (Binary Coded Decimal) adder,
and a 4-bit binary subtractor have been designed using the proposed gate and pre-
sented in this paper. The designed adders using BKAS gate are enhanced for their
comparative quantum cost, constant inputs, gate count, and garbage outputs for
justifiable comparisons.

This paper is systematized as explained. Section 2 presents the novel reversible
BKAS gate and Sect. 3 shows reversible adder architectures. Section 4 describes
the results and discussion, and Sect. 5 states the conclusion of the paper.

2 The Proposed BKAS 4 � 4 Reversible Gate

In this paper, a novel reversible gate, called BKAS as depicted in Fig. 1, is pro-
posed. The width of the BKAS gate is 4, i.e., it is a 4 * 4 reversible gate. The truth
table of the proposed gate is shown in Table 1. The input vectors are represented
by A, B, C, and D. Outputs are defined as P, Q, R, and S. The output bits are
defined by P = A, Q = B ⊕ D, R = A ⊕ B ⊕ C, and S = ((A ⊕ C) ⊕ D) �
B ⊕ (A ⊕ D) � C. The unique feature of the proposed gate is that it can uniquely
act as a full subtractor as well as full adder. Quantum cost of proposed BKAS gate
is 6, incurring 6Δ delay. Quantum representation (QR) and graphical representation
(GR) of the proposed BKAS are shown in Figs. 2 and 3. The proposed BKAS gate
is capable of operating like a NAND gate which is a universal gate capable of
implementing all logical function.

Fig. 1 Proposed novel
reversible BKAS gate
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3 Design of Adder Architectures
Using BKAS Reversible Gate

3.1 4-Bit Binary Adder

The binary 4-bit adder or ripple carry adder (RCA) is the most popular adder
architecture which uses very simple combinational logic for the sum of two
numbers. A n-bit RCA utilizes n number of full adders to derive the sum and carry
outputs. The BKAS gate can be utilized to propose a full adder with 1 constant
input and 2 garbage outputs [5]. Figure 4 shows the quantum representation
(QR) of 4-bit ripple carry adder (RCA). The quantum cost of this 4-bit RCA is 24. It
has 4 ancilla inputs and 8 garbage outputs.

Table 1 Truth table of
proposed BKAS gate

A B C D P Q R S A B C D P Q R S

0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0

0 0 0 1 0 1 0 0 1 0 0 1 1 1 1 0

0 0 1 0 0 0 1 0 1 0 1 0 1 0 0 1

0 0 1 1 0 1 1 1 1 0 1 1 1 1 0 0

0 1 0 0 0 1 1 0 1 1 0 0 1 1 0 1

0 1 0 1 0 0 1 1 1 1 0 1 1 0 0 0

0 1 1 0 0 1 0 1 1 1 1 0 1 1 1 1

0 1 1 1 0 0 0 1 1 1 1 1 1 0 1 1

Fig. 2 QR of the reversible
BKAS gate

Fig. 3 GR of reversible
BKAS gate
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3.2 4-Bit BCD Adder

The binary coded decimal (BCD) adder is a form of binary adder that detects the
sum output till 9. Any sum bit that is above 9 will be detected and corrected by the
correction logic [6]. Conventional BCD adder comprises of three parts, viz. 4-bit
parallel adder, overflow detection unit, and the logic for correction. When the carry
produced by 4-bit parallel adder is 0, then the sum generated is considered as the
final sum of 4-bit BCD adder. When the carry produced is equal to one, then the
correction logic adds a 0110. For 4-bit adder, 4 BKAS reversible gate is used,
overflow detection logic used one NCT gate and Toffoli gate, and the correction
logic utilizes Peres gate, BKAS gate, and Feynman gate. Figure 5 shows quantum
depiction of BCD adder.

3.3 4-Bit Binary Subtractor

A subtractor for 4-bit binary subtracts 2 binary numbers and produces the corre-
sponding difference and borrow bits. An n-bit binary subtractor utilizes n full
subtractors to derive the difference and borrow outputs. The BKAS gate can be
utilized to implement a full subtractor with 1 constant or ancilla input and 2 outputs

Fig. 4 Binary adder
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for garbage. Figure 6 shows the quantum depiction of 4-bit subtractor. The quan-
tum cost of this 4-bit binary subtractor is 24. It has 4 ancilla inputs and 8 garbage
outputs [7].

4 Results and Inferences

The efficiency of the proposed BKAS gate has been proved by comparison with the
4-bit binary adder and 4-bit binary coded decimal adder. The comparisons are made
based on the total count of reversible gates employed in the design, the garbage
outputs quantity, constant inputs, and the quantum cost of the design.

Comparisons have been made against existing reversible gates. Table 2 depicts
the comparative analysis of 4-bit binary adder. The BKAS reversible gate has a
quantum cost of 24, which is much less than the methodologies [5–7] with quantum
cost 48, 56, and 32, respectively. Table 3 shows the comparison of an N-bit adder
with reversibility characteristics, as a percentage of improvements vide the previous
methodologies.

Table 4 presents the comparison of 4-bit binary coded decimal (BCD) adder.
Proposed BCD adder design with BKAS gate has quantum cost as 46, 10 garbage
outputs and 6 ancilla inputs. Thapliyal and Ranganathan [6] and Nagamani et al. [7]

Fig. 5 BCD adder
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Fig. 6 Binary subtractor

Table 2 Comparison analysis of 4-bit binary adder

Design Quantum cost # Constant inputs # Garbage outputs

[5] 48 4 0

[6] 56 0 0

[7] 32 4 8

Proposed 24 4 8

Table 3 Comparative analysis of N-bit binary adder with reversibility

#
Bits

[5] [6] [7] Proposed Improvement
(%) vide [5]

Improvement
(%) vide [6]

Improvement
(%) vide [7]

4 48 56 32 24 50.00 57.14 25

8 96 114 64 48 50.00 57.89 25

16 192 234 128 96 50.00 58.97 25

32 384 474 256 192 50.00 59.49 25

64 768 954 512 384 50.00 59.75 25

128 1536 1914 1024 768 50.00 59.87 25
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have very less ancilla or constant inputs and garbage outputs, however with very
high cost of 70 and 56, respectively. Table 5 shows relative performance investi-
gation of N-bit reversible binary coded decimal adder with percentage of
improvement with respect to previous methodologies [5–7]. Table 6 presents the
comparison of 4-bit binary subtractor. Proposed binary subtractor has quantum cost
as 24, whereas [5, 6, 8] incur 48, 58, and 68, respectively. Table 7 portrays the
comparison of N-bit reversible binary circuit with a percentage of improvement
with respect to previous methodologies [5, 6, 8].

Table 4 Comparison analysis of 4-bit binary coded decimal adder

Design Quantum cost # Constant inputs # Garbage outputs

[5] 113 13 10

[6] 70 4 3

[7] 56 7 7

Proposed 46 6 10

Table 5 Comparative analysis of an N-bit BCD adder with reversibility

Bits [5] [6] [7] Proposed Improvement
(%) vide [5]

Improvement
(%) vide [6]

Improvement
(%) vide [7]

4 113 70 56 46 59.29 34.29 17.86

8 226 140 112 92 59.29 34.29 17.86

16 452 280 224 184 59.29 34.29 17.86

32 904 560 448 368 59.29 34.29 17.86

64 1808 1120 896 736 59.29 34.29 17.86

128 3616 2240 1792 1472 59.29 34.29 17.86

Table 6 Comparison analysis of full subtractor

Design Quantum cost # Constant inputs # Garbage outputs

[5] 48 16 0

[6] 58 1 3

[8] 68 1 1

Proposed 24 4 8

Table 7 Comparative analysis of an N-bit binary subtractor with reversible characteristics

Bits [5] [6] [8] Proposed Improvement
(%) vide [5]

Improvement
(%) vide [6]

Improvement
(%) vide [8]

4 48 58 68 24 50.00 58.62 64.71

8 96 116 136 48 50.00 58.62 64.71

16 192 232 272 96 50.00 58.62 64.71

32 384 464 544 192 50.00 58.62 64.71

64 768 928 1088 384 50.00 58.62 64.71

128 1536 1856 2176 768 50.00 58.62 64.71
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5 Conclusion

This paper proposes a novel reversible logic gate called BKAS with a distin-
guishable feature of individually acting as a reversible full adder and a full sub-
tractor that is totally reversible. The efficiency of the BKAS has been validated by
the use of 50, 57, and 25% a lesser quantum cost, respectively, as compared to the
existing counterparts in binary adder. Furthermore, the quantum cost of BCD adder
designed using BKAS is reduced by 59, 34, and 17% when compared with existing
techniques. Binary subtractor designed using BKAS has 50, 58, and 64% lesser
quantum cost with the existing counterparts.
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A Dual-Rail Delay-Insensitive IEEE-754
Single-Precision Null Convention Floating
Point Multiplier for Low-Power
Applications

J. Sudhakar, Y. Alekhya and K.S. Syamala

Abstract Due to plenty of intrinsic overheads in synchronous circuit design,
asynchronous designs have drawn consideration in the Electronic Design
Automation Industry. In an asynchronous logic design methodologies, Null
Convention Logic is the best delay-insensitive logic as it has many advantages such
as inherent robustness, power consumption, and modular reusability. For digital
signal processing and computational dynamic range applications, floating point
multiplication is a critical part with high precision and low power. Null cycle
reduction technique and fine grain pipelining can be applied to the Null Convention
Logic floating point multiplier to increase throughput. In this paper, Multiplier
using Asynchronous Delay-Insensitive single precision NCL Floating Point
Multiplier with IEEE-754 standard architecture is proposed and its performance is
compared with different topologies in terms of various metrics such as delay, area,
power consumption, and percentage of energy savings.

Keywords Low power � Floating point multiplier � Asynchronous paradigm
Null Convention Logic

1 Introduction

The synchronous circuits have dominated semiconductor industry for the past two
decades. Excessive clock skew, clock noise, increase in power consumption, and
timing closure effort of synchronous circuits have led the way to the asynchronous
world of VLSI [1, 2]. Null Convention Logic is an asynchronous delay-insensitive
methodology that requires low power, least noise, and low electromagnetic inter-
ference (EMI) and allows modular reusability of components compared to
synchronous countercircuits [3]. High dynamic range applications such as fast
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Fourier transform require an efficient hardware to support floating point data. The
proposed NCL is targeted to perform multiplication of floating point numbers and to
dissipate lower power when compared to its equivalent synchronous floating point
multiplier [4, 5]. The performance attributes of NCL floating point multiplier are
analyzed in terms of power, delay, and percentage of energy savings.

2 Prior Work

Delay insensitivity, hysteresis, and input completeness are distinct advantages of
NCL circuits [3]. Delay insensitive is achieved through dual rail or quad rail.
A dual-rail signal D has two wires D0 and D1, whose values are from the set
(DATA0, DATA1, NULL) as illustrated in Table 1. DATA0 and DATA1 represent
Boolean logic levels 0 and 1, respectively. NULL represents empty set, a state when
DATA is not available [1]. The mutually exclusive emphasizing that they cannot be
asserted simultaneously. If assigned, it is called an illegal state [6, 7].

Threshold NCL gates with hysteresis state-holding capability are constructed to
realize the NCL circuits. A basic threshold gate, specified as THmn gate in Fig. 1,
has n inputs and 1 output. At least ‘m’ of the inputs must assert before the output
will become asserted, and all inputs have to be deasserted before the output
becomes deasserted. Input completeness illustrates that all outputs must not transit
from NULL to DATA or DATA to NULL until all inputs have transited from
NULL to DATA or DATA to NULL [8, 9].

The NCL modules, designed using threshold gates, are sandwiched between the
delay-insensitive (DI) registers to realize input complete NCL system [10]. The
flow of DATA and NULL wave fronts is controlled by the request and acknowl-
edge signals.

Table 1 Dual-rail signal
representation

STATE DATA0 DATA1 NULL ILLEGAL

D0 1 0 0 1

D1 0 1 0 1

Input 1

Input 2

Input n

output
m

Fig. 1 THmn threshold gate
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IEEE-754 standard specifies four classifications to represent floating point values
[11]:

1. Single precision (32 bit),
2. Double precision (64 bit),
3. Single-extended precision (� 43 bit, not commonly used), and
4. Double-extended precision (� 79 bit, usually implemented with 80 bits).

Table 2 explains the basic constituent part of the single- and double-precision
formats. As shown in Table 2, the floating point number has three basic compo-
nents: the sign, exponent, and mantissa. ‘0’ at MSB denotes a positive number, and
‘1’ denotes a negative number. The n-bit exponent field needs to characterize both
positive and negative exponent values. To achieve this, a bias equal to 2n−1 − 1 is
added to the actual exponent in order to attain the stored exponent [12, 13].

3 Null Convention Logic Floating Point Multiplier

The fundamental components of the NCL floating point multiplier were designed
using NCL combinational logic design concepts [14, 15]. NCL XOR gate, NCL
ripple carry adder, NCL ripple borrow subtractor, NCL mantissa multiplier,
NCL exponent incrementer (IE), and NCL intermediate product (IP) shifter are the
NCL components that were needed to realize the NCL floating point multiplier
[16]. The components were integrated and sandwiched between the
delay-insensitive (DI) registers as shown in Fig. 2.

The NCL floating point multiplier comprises of two DI register banks (RB), one
at both the input and the output. 66-bitDI RB1 receives the two inputs as nor-
malized numbers. 55-bit DI RB2 outputs the normalized result of NCL floating
point multiplier [13]. NCL XOR gate acts on the sign bits of the two inputs to
produce sign bit of the product (sign). Dual-rail XOR gate comprises of two
numbers of TH24compx0 threshold gates in order to produce dual-rail outputs
sign0 and sign1.

Table 2 Characteristic parameters of IEEE-754 formats

Precision Sign
(bits)

Exponent
(bit)

Mantissa (bit) Total length
(bits)

Decimal digits
of precision

Single 1 8 23 32 >6

Single-extended 1 � 11 � 32 � 44 >9

Double 1 11 52 64 >15

Double-extended 1 � 15 � 64 � 80 >19
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NCL significant multiplier performs multiplication of the 24 input significant
bits, X [23:0] and Y [23:0]. It comprises of 576 NCL AND gates and NCL full
adders. The significant bits of the inputs act on the NCL AND gates to produce bits
that are given to the NCL full adders to produce the 48-bit product, IP [47:0].
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Fig. 2 Architecture of NCL floating point multiplier

Table 3 Comparison between various techniques in terms of performance metrics

Performance
metric

Combinational
FPM

Synchronous
FPM

Booth’s FPM Wallace
tree FPM

NCL FPM

Power (µW) 0.431 0.397 0.384 0.381 0.312

Delay (nS) 65 64 63 62 58

PDP (fJ) 28.015 25.408 24.192 23.622 18.096

Energy savings (%) – 9.1 9.2 15.6 35.4
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4 Results and Discussions

We designed a 32-bit single-precision floating point multiplier using NCL asyn-
chronous design style. The functionality of each block is described with VHDL.
The VHDL description of NCL FPM is written at structural level [4]. It was simulated
on Xilinx ISE simulator using an exhaustive VHDL test bench that generates
233 � 233 possible pairs of input operands [15]. Power analysis is performed using
Xpower Analyzer, and the results obtained were presented in Table 3.

As presented in Table 3, Null Convention Logic design approach provides better
results in terms of power and delay. We achieved 35.4% energy savings using Null
Convention Logic.

5 Conclusion and Future Work

We have designed, simulated, and synthesized an IEEE-754 single-precision NCL
FPM. The gate-level structural model of the proposedNCL FPMdissipatedmuch less
power than its synchronous counterpart. Hence, it can be used as a reusable library
component in NCL-based digital signal processing applications that demand low
power and high precision. The future work is to optimize the proposed design for
higher throughput and lower power. NULL cycle reduction technique and fine grain
pipelining can be applied to the NCL FPM to increase the throughput. We can reap
better results with Return To One (RTO) protocol and Multi Threshold approaches.
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Signal and Image Processing



Retinal Diagnosis Exploitation Image
Process Algorithms

B. Srilatha and V. Malleswara Rao

Abstract Vision is the most vital factor in human life. thus we’d like to avoid
wasting our vision. that may be done by extracting retinal options. The membrane
of human eyes that affects the membrane and retina construction in several ways in
which. Latest technological advances within the image process helps to extract the
attention diseases supported the study of feature extractions. In our projected,
system we tend to used four algorithms for extracting the feature extraction. The
initial step is to capture the retinal image exploitation digital anatomical structure
camera. Consequent step is that the pre-processing stage, we tend to use advanced
median filter to get rid of the unwanted distortions or noise with in the image.
Future is the feature extractions method that is dole out on the pre-processed retinal
image. The four extractions are blood vessels, exudates, small aneurysms and optic
disk. The algorithms used are kirsch edge detection, modified fuzzy clustering,
morphological distance based algorithm, and watershed algorithm. Here the four
abnormalities are called as eye diseases. Supporting the output results of those four
extractions, we discover the severity of the unwellness as gentle, moderate or
severely affected. And eventually will do the treatment in early stage and that we
can save our vision.

Keywords Improved median filter � Fuzzy cluster � Morphological distance
primarily based algorithmic rule � Optic discs � Watershed algorithmic rule
Eye diseases detection

1 Introduction

Illness in membrane resulted from special diseases is verified by special pho-
tographs from membrane that are obtained by exploitation optic imaging called
structure. The World Health Organization (WHO) has calculated the number of
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persons with eye diseases inside the globe would increase hugely from 100 thirty
5 million in 1995 to a few hundred million in 2025 [1]. Thus, on cut back the
unhealthy sound effects relating to the method input image were pre-processed by
a filter, and so the retinal structure image is assessed into a number of primary
components such as red channel (R), inexperienced channel (G) and blue channel
(B) [2]. The inexperienced channel is highly reactive to the blood vessels. The
improved median filter [3] is used to induce obviate salt and pepper sound from
the image. Thus the output is that the raised image a grip is academic degree
sudden change inside the brightness (gray scale level) of the pixel. The removal of
blood vessels in membrane pictures is a very important step in designation and
medical aid of diabetic retina. For unhealthy persons, the diameter of the blood
vessels might disagree or otherwise there is a break for growth of latest vessels
once connected with traditional person’s blood vessels [4]. The blood vessels get
enveloped for diabetic patients, and it gets narrower for eye disease unhealthy
patients. Exudates are first signs of membrane unwellness. Automatic transude
detection would be useful for diabetic retinopathy screening method. The mix of
outcome of yellow objects with terribly sharp fringe is employed to work out the
exudates. The Fuzzy C-Means (FCM) gathering could be a well-known cluster
technique for image partition, and several techniques are performed for exudates
observation; however they need to defect. Poor quality pictures have an effect on
the separation results of bright and dark injury exploitation thresholding and
exudates feature extraction. Microaneurysms the first clinical abnormality to be
noticed at intervals the attention for diabetic retinopathy they are red lesions. Red
lesions square measure the first clinically evident injury indicating diabetic
retinopathy. Therefore, their detection is important for a pre-screening system [5].
The purpose is that the shining half at intervals the standard image that will be
seen as polish, spherical or vertically memory device is that the region where
blood vessels and optic tract fiber enter to the membrane of human eyes. it is the
shining a section of the traditional body part photos. Optic disk is the important
part in the retinal image [6], and in our planned System watershed algorithmic
program is employed for the optic discs detection and therefore the severity of the
attention diseases is examined. Supporting the output results of those four
extractions, we discover the severity of the illness as gentle, moderate or severely
affected. And eventually do the treatment in early stage and that we can save our
vision.
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2 Materials and Methods

All the pictures employed in this paper are acquired from the govt. hospital real
time patients. There are one hundred and ten retinal colour bodily structure pictures
with an vary size of four hundred � 600 � three pixels, at the side of the cranial
nerve congress derived by two specialists.

3 Proposed System

The proposed system consists of four stages. First stage is collecting the images of
patients by fundus camera. This will be raw images and contains full of noise. This
noise will be detected using filters. Second stage is pre-processing where improved
median filter is used for the removal of error caused while taking the image and to
reduce the noise. Third stage is the extraction of features of eye such as blood
vessel, exudates, microaneurysms and optic discs using image processing algo-
rithms. They are kirsch edge detection algorithm, fuzzy clustering algorithm,
morphological distance-based algorithm and watershed algorithm, respectively, and
finally fourth stage is comparison between blood sample results. The proposed
system for detection of eye diseases is illustrated in Fig. 1.

3.1 I-Stage

Collect real-time patient images from the hospitals. These images are taken by
fundus camera. This will be full of noise and raw images. That noise can be reduced
in the second stage using filters.

3.2 II-Stage

The pre-processing step removes distinction because of image gain, similar to
inhomogen. The illumination techniques like morphological operations area unit
attempt to the input image. the subsequent session’s the improved median filters
area unit employed in pre-processing stage during this paper.
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3.3 Advanced Median Filter

To remove salt and pepper noise from the corrupted image with more algorithms is
used. The output of all the filters is compared with improved median filter for the
given input retinal images and also compared the performance of image with
signal-to-nose quantitative relation. We used our proposed filter i.e. advanced
median filter is giving best results compared to alternative filters. The algorithmic
program is given below.

Input Re nal Fundus Images

Pre-processing

Improved Median 
Filter 

Feature Extrac on

Blood Vessels Exudates Microaneurs
ysms

Op c 
discs

Disease iden fica on

Corresponding Treatment

Fig. 1 Proposed system for eye diseases detection
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Step 1: Contemplate a digital input complex body part image and pad it with
zeros;

Step 2: Contemplate a 3 � 3 matrix;
Step 3: Type the matrix in ascending order and calculate v0, pmid, pmax and

pmin;
Step4: pmin < p(x, y) < pmax and pmin > 0, pmax < 255

If the condition is happy, then it is uncorrupted image, contemplate
following 3 � 3 matrix and continue otherwise; and

Step 5: pmin < p(x, y) < pmax and 0 < pmed < 255.

If the condition is happy, then replace p(x, y) with pmid, otherwise realize vd
and replace Vdmax by p(x, y).

3.4 III-Stage-Blood Vessels Feature Extraction

The observation of blood vessels from the retinal pictures could be a tedious
method. Kirsch algorithm is used to find the blood vessels effectively. Authentic
detection of blood vessels from membrane is associated with main job in pc-aided
identification. Since the blood vessels area unit scattered in several directions,
morphology process with multipath arranges components area unit to take away the
vessel from the retinal pictures.

In our planned rule, cider’s model is utilized for detecting the blood vessels from
the retinal photographs. For edge detection, the sting photographs (i.e. detected
edges) are also thought to be the house gradient. The potable gradient operator is
chosen to extract the contour of the issue, and the potable edge detection uses eight
filters (i.e. eight masks for connected eight main directions) that square measure
applied to given image to seek out edges. Except the outer row and the outer
column, every constituent and its eight neighbourhoods. Every constituent has eight
outputs. Also, the foremost output of the eight templates taken in the given position.
this will be made public as a result of the sting magnitude. The path of edge is made
public by the connected mask. The final gradient is the summation of the improved
edges by considering all ways that for RGB channel rather than any single channel
alone. Here, varied directional enhanced photos square measure bestowed. This
feature extraction is compared with all the algorithms. Finally, our planned rule
gives correct results.

3.5 Exudates Extraction

Exudates are tiny yellow white patches with different shapes. Exudates area unit
one amongst the first occurring lesions. Exudates area unit collections of lipoid and
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macromolecule within the membrane. Usually, they are bright, reflective, white or
cream colour lesions. They show raised vessel permeableness and a connected risk
of retinal oedema. They are a marker of fluid assortment within the membrane. It is
wont to highlight salient regions, extracts relevant options and eventually classifies
those regions.

3.6 Fuzzy Cluster Algorithm

Fuzzy cluster is an associate in nursing overlapping cluster algorithmic rule, where
each purpose may belong to tons of or two clusters with altogether completely
different degrees of membership. The similarity is made public by the gap of the
choices vector to the cluster middle. The cluster middle is updated until the
excellence between adjacent objective performs is close to zero or a lot of, however,
a predefined very little constant. The existed method is not extracting the exudates
up to the best level. Once the short FCM is stopped, the IFCM algorithmic rule
follows it with the values for the prototypes and membership values obtained from
the short FCM algorithmic rule. The IFCM algorithmic rule then iteratively updates
its priority chance, membership and centroids with these values. Once the IFCM
algorithmic rule has converged, another defuzzification methodology takes place so
as to convert the fuzzy segregation matrix to a crisp segregation matrix that is
segmentation. Therefore, the IFCM algorithmic rule is given as follows:

Step 1: Set the cluster centroids vi convert to the histogram of the image;
Step 2: Compute the histogram;
Step 3: Compute the membership function;
Step 4: Compute the cluster centroids;
Step 5: Go to Step 3 and repeat until convergence;
Step 6: Compute the a priori probability with the obtained results of membership

function and centroids;
Step 7: Recomputed the membership function and cluster centroids and the

probabilities;
Step 8: If the algorithm is convergent, go to Step 9; otherwise, go to Step 6; and
Step 9: Image distribution after defuzzification, and then a region labelling

procedure is performed.

This feature extraction is compared with all the algorithms. Finally, our proposed
algorithm gives correct results.
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3.7 Microaneurysms Feature Extraction

Microaneurysms on the membrane seem as tiny red dots of most size to be less than
the diameter of the main optic veins. The recognition of microaneurysms is crucial
in the operation of diabetic retinopathy grading, since it forms the idea of deciding
whether or not associate image of a patient’s eye ought to be treated healthy or not.
Microaneurysms area unit little saccular pocket caused by native distension of
capillary walls and seem as little red dots. Their walls area unit skinny and rupture
simply to cause haemorrhages. To sight visible small aneurysms in tissue layer
victimization size and form machine-driven small aneurysms detection and diabetic
retinopathy grading and Hough transforms area unit gift however the morphological
distance based mostly algorithmic rule for microaneurysms is economical and also
the steps concerned as shown below.

Step 1: The pre-processing step filters the image, will increase the distinction
and performs a shading correction so as to balance the non-uniform
illumination across the image. The diameter-closing step may be a
mathematical morphological transformation that fills all told the black
dots with diameters smaller than k.

Step 2: Once acting such closing transformation, the grey scale worth of the
filled-in dots is on top of within the raised pre processed image, whereas
the vessels and alternative parts stay nearly unaffected. The black top-hat
step uses size and forms criteria to isolate the black elements contrasted
against the background.

Step 3: The black hat remodel is that the results of the distinction between the
photographs obtained by the scale closing and pre-handling steps. The
above step identifies all parts with in the black region of the image and
that area gives microaneurysms region.

Step 4: Finally, a K-nearest neighbours (k-NN) classifier is employed for clas-
sification. It uses the properties calculated for the candidates to search
out them as either true lA or false positives supported the training set
within the little information. The classifier classifies the correct
microaneurysms by taking into consideration factors like size, contrast,
shape and colour. Then, truth microaneurysms area unit is detected.

3.8 Optic Disc Extraction

The blind spot is the brightest half within the retina; the image is filtered so as to
eliminate giant grey level distinction at intervals, the appendage region. The vessels
area unit crammed implementing a straightforward closing operation. Classical
watershed transformation is registered to the gradient to look at contours of the
blind spot. The image is filtered so as to eliminate giant grey level distinction at
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intervals, the appendage region. The vessels area unit crammed implementing a
straightforward Closing operation. Pure watershed transformation is applied to the
gradient to look at contours of the optic discs. during this algorithmic rule there area
unit 2 steps:

Step 1: Sorting the pixels w.r.t. increasing grey worth, for unambiguous access
to pixels at an exact grey level;

Step 2: A flooding step, continued level by level and starting from the minima.
The implementation uses initial|a primary} in first out queue of elements,
that is, a _rst-in-_rst-out system on it the next operations are going to be
performed: _foadd(p; queue) adds element p at the highest of the queue,
chief money handler remove(queue) returns and removes the erstwhile a
part of the queue,foinit(queue) initializes associate degree empty queue,
and chief money handler empty(queue) is also a ensure returns true if the
queue is obvious and false otherwise. Flooding the graph using a
breadth-_rst rule as follows:

Step 3: At intervals the flooding step, all nodes with grey level h unit erstwhile
given the label mask. Then those nodes that have labeled neighbours
from the previous iteration unit inserted at intervals the queue, and from
these pixels geodesic inuence zones unit propagated at intervals the set
of covert pixels. If a element is adjacent to two or extra di_erent basins,
it’s marked as a watershed node by the label wshed. If the element can
exclusively be reached from nodes that have the same label, the node is
incorporate with the corresponding basin. Pixels at the highest still have
the value mask belongs to a gaggle of recent minima at level h, whose
connected parts get a fresh label. As shown in [52], the time quality of
rule four. 1 is linear at intervals the vary of pixels of the input image.

4 Simulation and Result

We enforced our projected methodology victimization mat science laboratory. The
advanced median filter is enforced for American state noising of extremely cor-
rupted pictures and edge bar. The brandy edge detection algorithmic rule works
well for the photographs having clear distinguish between the foreground and
background, since the retinal blood instrumentation may be thought about as
needed foreground instruction for complex body part pictures, and brandy algo-
rithmic rule may be effectively registered. Exudates area is one in all the foremost
necessary issue of diabetic retinopathy. The red lesion is detected by the mor-
phological distance-based mostly on algorithms. The important part in the retinal
image is optic disk that could be a spherical oval form and circular region. From all
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the photographs, say that projected algorithms are giving the higher results than
alternative algorithms. Supporting the output results of those four extractions, we
discover the severity of the unwellness as delicate, moderate or severely affected.

5 Conclusion

Retinal pictures play different role in many applications such as sickness diagnosing
and human identification. The segmental blood vessels are used for diagnosing
diseases such as diabetic, eye disease and blind dot. In our proposed method the
retinal image is the input to the improved median filter is applied for preprocessing
stage. The stimulation result shows that the improved median filter algorithmic rule
will had best with relationship between the consequences of noise reduction and
time quality of algorithmic rule, and the brandy edge detection algorithmic rule will
set and reset the edge to get the foremost applicable edge of the image for the
retentive image details higher. Fuzzy clustering is used to extract the silent features
of the retinal image effectively. The intense circular region from wherever the blood
vessels arise is termed the optic disc. The simulation results show that the studied

S
No Patient name Patient I/P 

image

Eye diseases

Disease 
severity

Blood 
vessels Exudates microaneary

sms Optic disk

1 Marry Mild

2 VenkateswaraRao Moderate

3 Venkataswaralu Normal

4 NagarajuKishore Sever
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technique is applied to differing kinds of image and supply terribly satisfying
results. The conclusions of each segmentation and sweetening steps show that our
technique effectively detects the skinny blood vessels, exudates, microaneurysms
and optic discs.

FUTURE IMPROVEMENT
This work determines the presence of non-proliferative diabetic retinopathy in a

patient by making an attempt technique of digital image changing on bodily
structure pictures taken by the use of medical image camera by medical personnel
in the hospital. During this work, we have got investigated and recommended a
laptop-based system to establish traditional, non-proliferative diabetic retinopathy.
The kirsch’s operator can distinguish the blood vessels; however, the output vessels
detected have a lot of breadth than the initial blood vessels, and thus sweetening is
needed during this operator and also the extraction of exudates by the employment
of fuzzy agglomeration technique solely the delicate and balanced stage of the
polygenic disease is acknowledged and also the third stage cannot be verified.
When the microaneurysms detection by the morphological distance is based mostly
on algorithmic rule, the third stage is set. The foremost tough drawback of optic
disc extraction is to find the region of interest. Since the situation of optical disk is
treated because the landmark for the analysis and identification of disease and blood
vessels in retinal pictures even supposing by currently some progress has been
achieved there area unit still remaining challenges and directions for additional
analysis, cherish removing completely different options and developing higher
classification algorithms and integration of classifiers to relinquish higher perfor-
mance and scale back the classification errors.
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Epoch Extraction Using Hilbert–Huang
Transform for Identification of Closed
Glottis Interval

Dhanalakshmi Samiappan, A. Jaba Deva Krupa and R. Monika

Abstract Epoch extraction helps in speech enhancement and multispeaker separa-
tion from a speech. But it is a challenging task due to time-varying characteristics of
the source and the system. Epoch sequence is useful to manipulate prosody in speech
synthesis applications. Accurate estimation of epochs helps in characterizing voice
quality features. This chapter aims at developing an extraction algorithm independent
of the characteristics of vocal tract system. It improves the accuracy of epochs
extracted and pitch detected from speech signal. For feature detection, we propose a
robust framework derived from Hilbert–Huang transform of speech signal. The
intrinsic mode functions (IMF) sharply identify instantaneous frequencies as function
of time. The proposed technique guarantees accurate pitch estimation because of
better decorrelating nature of HHT compared with DCT and DFTs. The results are
simulated for an input speech signal taken from NOISEX-92 database. The simulated
results show that the proposed algorithm outperforms the existing methods.

Keywords Epoch � Pitch � Harmonic product spectrum
Zero-frequency resonators � Empirical mode decomposition (EMD)
Intrinsic mode factor (IMF) � Hilbert–Huang transform (HHT)

1 Introduction

Speech processing finds application in several areas like speech recognition, speaker
recognition, speech enhancement, voice analysis. The main objective of speech
signal processing is to extract the information of the time-varying characteristics of
the speech production system. The information is represented in the form of
parameters or features derived from the signal. Knowledge at different levels, such as
acoustic–phonetic, prosody, lexical, syntactic, is used to interpret the message in the
speech signal from the sequence of parameter or feature vectors [1, 2].
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Epoch is the instant of significant excitation of vocal tract system within the
glottal pulse. The location of epochs has many applications like accurate deter-
mination of fundamental frequency, determination of characteristics of voice
sources useful in text to speech synthesis, speech enhancement [3] and extracting
speaker specific information by using the excitation features around the epochs.

Another important parameter involved in speech processing is pitch, the rate of
vibration of vocal folds. The quasi-periodic property of speech makes the pitch
estimation task challenging. The area of the pitch estimation has attracted a lot of
researchers resulting in number of algorithms that include both time domain and
frequency domain techniques. However, in the case of noisy speech, the perfor-
mance degradation is significantly high [4–6].

In this chapter, the features are calculated by the technique called empirical mode
decomposition (EMD). It will decompose the speech signal into several intrinsic
mode factors (IMF). EMD is introduced in combination with the Hilbert–Huang
transform (HHT) [7], and it will analyze nonlinear and non-stationary time series.

This chapter is organized as follows. Section 2 elaborates about the review of the
epoch extraction methods. Section 3 discusses the different algorithms for epoch
extraction and pitch detection. Section 4 focuses on comparative results of feature
extraction with recent methods in literature. Section 5 concludes the chapter.

2 Review of Epoch Extraction Methods

Most epoch extraction methods rely on the error signal derived from the speech
waveform after removing the predictable portion (second-order correlations). In this
section, we review the existing algorithms for pitch estimation and epoch extrac-
tion. Reliable pitch estimation is difficult for the noise-corrupted speech. In [8]‚
Feng Huang et al. proposed a method for pitch estimation based on accumulation of
spectral peaks over consecutive time frames. Popular time domain technique for
pitch estimation uses SIFT algorithm based on LPC analysis and ACF (autocor-
relation) function [9, 10]. Several frequency domain techniques exist of which
Harmonic product spectrum derived from DFT [11, 12] is claimed to be a robust
algorithm [13‚ 14].

In this chapter, we propose a technique which derives HPS from DCT. This
technique exploits for better decorrelating property of DCT than DFT which
guarantees pitch estimation at lower order, thereby reducing the computation cost.

Another approach for epoch extraction techniques depends on linear prediction
(LP) analysis or exploits the periodicity property of the signal in the adjacent cycles.
These algorithms are tested on a clean speech, and their robustness in presence of
additive noise is studied. In this chapter, we exploit the impulse-like characteristics
of excitation. The analysis is confined to a single frequency in our technique. The
recent method of EMD of HHT is used to decompose the mixed signal into specific
physical source rather than other frequency transformation.
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3 Methodology of Epoch Extraction

Several methods are for estimating the instants of glottal closure from speech
signal. These methods includes

1. Epoch extraction using zero-frequency resonators
2. Pitch detection using DCT-HPS
3. Epoch extraction based on Hilbert–Huang transform.

It should be noted that the methods placed in one category could also belong to
another, depending on the interpretation of the method.

3.1 Zero-Frequency Resonators

For extraction of epoch from the given speech signal, initial step is to design a
zero-frequency resonator. The resonator is designed on the fact that its output will
have the information on the discontinuities due to impulse-like excitation.
A double-filtering process is adopted to reduce the effects of all high pass reso-
nances. The two cascade resonators are provided with sharper roll-off so that the
large values of filtered output will override the impulse sequence discontinuities.

The characteristics of discontinuities can be extracted using the deviation of
local mean from the filtered output. This can be done by subtracting the local mean
taken for every 10 ms from the filtered output which we call as zero
frequency-filtered signal. The following steps are to be followed

1. To remove the time-varying low-frequency bias, the speech signal s(t) is
differenced.

2. x[n] is then passed through zero-frequency resonator twice.
3. The trend in y2[n] can be removed by subtracting the average over 10 ms at each

sample resulting in zero frequency-filtered signal.

The filtered signal clearly shows rapid changes around the positive zero crossing
instants which can be taken as epochs.

Figure 1 shows the flowchart for epoch estimation using zero-frequency res-
onators. Successive integration process results in the extraction of the epochs.
Differencing and averaging is performed to improve the accuracy.

3.2 Pitch Detection Using DCT-HPS

In this method, pitch detection is done using the harmonic product spectrum derived
from the DCT. Figure 2 shows the flowchart for detecting the pitch using
DCT-HPS for a given speech data. The proposed pitch detection process is of
threefold—pre-processing, DCT and HPS extraction from DCT.
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The first step of pitch detection process involves pre-processing the input speech
signal. Experimental results show that pitch estimated without any pre-processing
techniques yields 65% accuracy at high SNRs and drastically reduces for the
techniques involving pre-processing. Analysis is done by pre-processing the
noise-corrupted data using techniques such as linear filtering, autocorrelation, linear
filtering followed by autocorrelation. It is found that linear filtering and then
determining autocorrelation of input speech signal perform better compared to other
stated pre-processing techniques. The proposed method of deriving HPS from DCT
performs better than the traditional method of using DFT because of the fact that the
former decorrelates the signal well causing the peaks corresponding to fundamental

Fig. 1 Epoch estimation
using 0-Hz resonator

Fig. 2 Flowchart for pitch
detection using DCT-HPS
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frequency and higher harmonics sharper than the later. Also the required number of
compressed spectra otherwise called as the order using DCT-HPS is observed to be
less than DFT-HPS which guarantees reduced computational cost.

3.3 Epoch Extraction Using Hilbert–Huang Transform

The main objective of EMD is to shift the original non-stationary signal into
stationary signal. With this, Huang used the EMD to decompose the multicom-
ponent signal into monocomponent signal, which are referred to as intrinsic mode
functions (IMFs). The EMD is for developing the signal into several IMFs [15].
Once the features are obtained, the instantaneous frequency of each signal will be
determined. The instantaneous frequencies are symmetric with respect to local zero
and zero crossing rate. The conditions are as follows:

1. In whole series of data, the number of zero crossing and number of local
extremes must either be equal or differ at most by one.

2. At any point of signal, the mean value of local minima and mean value of local
maxima are zero.

According to these conditions, an overview of EMD can be described in fol-
lowing steps. Initially we find out that all local extrema connect all values with
lower and upper values, covering the entire signal between them. Then difference is
computed as h(t). Consider, h(t) is a first component and temporary signal, the
process will continue until the condition satisfies. Thus, the first IMF is obtained
[16]. Find the residue by subtracting the first IMF and original signal. We can then
find out remaining IMF by following the above-mentioned steps. However, satis-
fying the second condition of IMF in practical applications is almost impossible.
Hence, the threshold value is utilized for this case. The index can be calculated as
follows:

SDik ¼
PT

t¼0 hi k�1ð Þ tð Þ � hi kð Þ tð Þ
�� ��2
PT

t¼0 h
2
i k�1ð Þ tð Þ

ð1Þ

where, hi(k) is kth iteration of ith IMF. It noted, the numerator is equal to mean mi(k)

i.e., hi(k)
(t) = hi(k−1)

(t) − mi(k)
(t) . This means the ratio of mi(k)

(t) to hi(k−1)
(t) is SDik. The second

SDik condition should be smaller than the assigned threshold.
In general, the threshold is assigned in range as 0.2–0.3 [15]. If SDik < 0.3, the

first condition IMF is calculate and then iteration for ith IMF stops, then we get new
IMF.

The procedure for EMD of signal is explained as follows. During the process of
EMD, the cubic spline is used to generate upper and lower envelopes. Let we take
original signal X(t) and temporary as Temp(t) = X(t).
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Step 1: Find the lower and upper envelope L(t) and U(t), respectively. Calculate
mean m(t) = [U(t) + L(t)]/2. Component h(t) is calculated by using the
formula

h tð Þ ¼ Temp tð Þ � m tð Þ ð2Þ

Step 2: Check if the value h(t) satisfies condition. If it satisfies, imf1(t) = h
(t) and proceed to next step or else assume h(t) = Temp(t) and go back to
step 1.

Step 3: Calculate residue r1(t) by using the formula

r1 tð Þ ¼ Temp tð Þ�imf1 tð Þ ð3Þ

Assign r1(t) = X(t) and repeat steps 1 and 2 to get second IMF.
Step 4: Repeat Step 3 for remaining IMF.

rn tð Þ ¼ rn�1 tð Þ � imfn tð Þ n ¼ 2; 3; 4; . . . ð4Þ

This will be completed when rn(t) is a monotone function. After EMD procedure,
X(t) is obtained as

X tð Þ ¼
Xn

i¼1

imf i tð Þþ rn tð Þ ð5Þ

4 Experimental Results

Experiments are performed using Matlab R2012a. The input noisy and the noiseless
speech signals are taken from NOISEX-92 database. In Figs. 3 and 4 (a) is the input
speech signal, (b) obtained differenced signal after removing the low-frequency bias
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in the input, (c) and (d) the resonator filter output with high frequency amplitude
being integrated and low frequency amplitude being suppressed and (e) epoch
extracted from the given input. On comparing the epoch extracted for a noisy and
noiseless signal, we observe from Fig. 5 that for a one larynx cycle, ZFF results are
found to be same in terms of identification rate (IDR), miss rate (MR), false alarm
rate (FAR) and differ in terms of amplitude factor (AF) as shown.

We use the same speech segment for pitch estimation. Figures 6 and 7 show the
outputs obtained for pitch detection using DFT-HPS and DCT-HPS techniques.
(a) The input speech signal, (b) low pass filtered output, (c) autocorrelated filtered
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output for the removal of noise and periodicity maintenance, (d) transform outputs
(DFT/DCT), (e) down sampled transform output and (f) HPS derived from the
respective transforms.

In Fig. 8, we see the comparison made between the HPS derived using DFT and
DCT. For the given speech signal, the pitch detected using the DCT-HPS is
accurate which is evident from the presence of narrow peaks. Here, the peak
corresponding to fundamental frequency is the pitch which is not present in output
obtained using DFT-HPS. Figure 9 shows the empirical mode decomposition of the
speech signal, in which a single speech signal is decomposed into eight intrinsic
mode functions. It is easy and more accurate to find the pitch from the different
intrinsic modes of speech signal rather the speech signal itself.
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5 Conclusion

In this chapter, we proposed an efficient algorithm for epoch extraction and pitch
detection. The epoch extraction method is independent of characteristics of vocal
tract system and uses a zero-frequency resonator. The proposed method is tested for
both noisy and noiseless segmented speech signals, and its performance is found to
be same except for the amplitude factor as discussed in results. This assures that the
proposed method performs satisfactorily even in noisy environment. The proposed
Hilbert–Huang transform-based technique is observed to give accurate pitch esti-
mation because of its better decorrelating property. On comparing with
state-of-the-art DFT and DCT-HPS-based technique, our proposal gives accurate
pitch estimation, and it is also robust to noise.
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Hilbert–Huang Transform and Its
Variants in Engineering Data Analytics:
State of the Art and Research Challenges

Mariselvam Ammasi Krishnan and Dhanalakshmi Samiappan

Abstract Data analysis is the elemental pursuits in scientific modern research, but
the accessibility of inspection techniques downgrades it to data processing. Hilbert–
Huang transform is perhaps the most notable development during last decade. HHT
is physically based on the development of instantaneous frequency whose idea is
relevant to non-stationary and nonlinear signals. Complexification of the signal by
means of the Hilbert transform to portray the signal as far as the regulated amplitude
and the related instantaneous frequencies that seem to speak to both entomb waves
and intrawaves. Hilbert–Huang transform is used in the field of biomedicine,
chemistry, financial, ocean engineering, speech processing, astro-particle physics,
detection and localization of damage, error detection in analog and mixed-signal
circuits, analysis of the landslides, temperature, environmental time series, and
masking signals. But traditional EMD method has scope for improvement in
mode-mixing problem and illusive IMF components. Variants of HHT are used to
avoid these problems.

Keywords Empirical mode decomposition (EMD)
Intrinsic mode function (IMF) � Ensemble EMD
Hilbert–Huang transform (HHT) � Orthognal HHT � Improved HHT

1 Hilbert–Huang Transform

1.1 Theoretical Background

The HHT is an EMD-based data analysis method. It can deliver significant repre-
sentations of data from nonlinear and non-stationary processes. Most of the
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information investigation techniques depend on linear and stationary presumptions.
Recently, new methods have been instigated to examine non-stationary and non-
linear data. For example, wavelet analysis and the Wagner–Ville distribution were
drawn plans of linear but non-stationary data. Furthermore, miscellaneous nonlinear
time arrangement investigation mechanism was delineated for nonlinear but sta-
tionary and deterministic frameworks. Lamentably, in most legitimate frameworks,
either common or even human-made ones, the information is well on the way to be
both nonlinear and non-stationary [1, 26].

For analyzing such nonlinear and non-stationary systems, Huang in 1998
designed the HHT which consists couple of steps: Empirical Mode Decomposition
(EMD) and Hilbert spectral analysis (HSA). This process is viable for time–fre-
quency–energy representations [1].

1.2 The Empirical Mode Decomposition Method (Sifting
Process)

Each IMF, linear or nonlinear, represents a simple oscillation, which will have the
similar number or difference at most one between extrema and zero-crossings.
Moreover, the oscillation will likewise be proportional concerning the mean esteem.
At any given time, the data might have diverse existing together modes of oscil-
lation, one superimposing on the others. The result is the last entangled information
(Fig. 1).

Fig. 1 Steps followed in HHT
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The distinction between the data and m1 is the first component, and h1 is given
by

h1 ¼ x tð Þ � m1: ð1Þ

In the successive shifting process, h1 can be treated only as a proto-IMF in the last
step, and then, h1 is considered as data following the previous step.

h11 ¼ h1 � m11: ð2Þ

h1k becomes an IMF; then,

h1k ¼ h1ðk�1Þ � m1k: ð3Þ

c1 ¼ h1k: ð4Þ

c1 ought to contain the finest scale or the most limited period segment of the signal.
It takes after that c1 can be isolated from whatever is left of the data by

r1 ¼ x tð Þ � c1: ð5Þ

Summing up the above equation

x tð Þ ¼
Xn
j¼1

cj þ rn: ð6Þ

The criterion to stop the sifting of IMFs, there are two steps: (1) the normalized
squared difference between two progressive sifting operations is characterized as

SDK ¼
PT

t¼0 hk�1 tð Þ � hkðtÞj j2PT
t¼0 h

2
k�1

: ð7Þ

If this squared difference is not exactly a preset esteem, the sifting process will stop
(2). The sifting process will stop simply after S back-to-back times, when the
quantities of zero intersections and extrema remain the same and are equivalent or
vary at most by one. The number S is preset.

Hilbert transform

H x tð Þ½ � ¼ 1
p
PV

Z1
�1

xðsÞ
t � s

ds: ð8Þ

PV—the singular integral’s principal value. The analytic signal of the Hilbert
transform is defined as
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z tð Þ ¼ x tð Þþ iy tð Þ ¼ aðtÞeihðtÞ: ð9Þ

where

a tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
: ð10Þ

h tð Þ ¼ arctan
y
x

� �
: ð11Þ

x ¼ dh
dt

: ð12Þ

The basis of Fourier, Wavelet, and Hilbert transform is given as a priori for Fourier
transform and Wavelet transform and is adaptive for Hilbert transform. While
considering the frequency in Fourier transform, the convolution is global uncer-
tainty and the same convolution is applied for Wavelet comprising of regional
uncertainty, whereas in Hilbert transform we use differentiation of local certainty.
The presentation is energy–frequency in Fourier, whereas in Wavelet and Hilbert
transforms, it is energy–time–frequency. Nonlinearity, feature extraction, and
non-stationary do not exist for FT and WT but exist for HHT (Fig. 2).

Comparison of Fourier, Wavelet, and Hilbert–Huang transforms is show below
in Table 1.

Fig. 2 Block diagram of HHT
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2 HHT Variants

2.1 Variant 1 (Ensemble EMD)

In traditional EMD method mixing of signal modes fluctuates the processing of the
signals. Mode mixing sometimes fails to restore the original signal [4, 5].
Short-time Fourier transform (STFT), Winger–Ville distribution, and Wavelet
transform (WT) are the strategies which lack adaptivity. To overcome the
mode-mixing problems in traditional EMD method, ensemble empirical mode
decomposition (EEMD) can be presented in the signal, by which the integrity of
signal’s mapping in the different regions can be observed. To accomplish the
EEMD process, it must be fed with white noise to the original noise.

The steps of ensemble EMD methods are (1) adding white noise with the unique
signal and (2) decomposing the data (white noise and original signal).

The message signal is used in EMD, and along with the message signal, white
noise is included to the original message signal in EEMD. In both the decompo-
sitions, 3 IMFs and 1 residue and 6 IMFs and 1 residue are used, respectively.
The IMF decrement is not in order in EMD, whereas in EEMD, the IMF decrement
is in appropriate order. The accuracy in EMD is comparatively less than EEMD.
Hilbert spectrum analysis and marginal spectrum harmonic components and fea-
tures are less in EMD when compared to EEMD.

The following table shows the comparison of EMD and EEMD which is stated
above.

From Table 2, it concludes that EEMD method is best for signal processing.

Table 1 Comparison of Fourier, wavelet, and Hilbert–Huang transforms [1, 2]

Fourier Wavelet HHT

Basis A priori A priori Adaptive

Frequency Convolution:
global uncertainty

Convolution:
regional uncertainty

Differentiation:
local, certainty

Presentation Energy frequency Energy–time–
frequency

Energy–time–
frequency

Nonlinear No No Yes

Non-stationary No No Yes

Feature extraction No Discrete: no; continuous yes Yes

Theoretical base Theory complete Theory complete Empirical
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2.2 Variant 2 (Orthogonal Hilbert–Huang Transform
(OHHT))

While empirical mode decomposition (EMD) is used for earthquake motion energy
changing, EMD cannot conserve energy and the end effects are spine interpolation.
To avoid energy leakage, orthogonal Hilbert–Huang transform (OHHT) is used in
earthquake time history process.

OHHT
By using EMD to message signal, initial n IMF components

c0i tð Þ i ¼ 1; 2; 3; . . . nf g and final residue rn(t). Final IMF component can be used as
initial component. So c1(t) can be considered as cn(t). c1(t) is called as initial step
orthogonal IMF component of message signal. In order to obtain the next
orthogonal IMF component of message signal x(t), entire c1(t) components must
remove from cn−1

C2 tð Þ ¼ cn�1 tð Þ � b21c1ðtÞ: ð13Þ

b21 is called as the orthogonal coefficient and c2(t) second orthogonal component.
To build the orthogonality between first and second components and to get b21,
multiply c1(t) to both side and make time integral in above-mentioned equation
(Table 3).

Table 3 Comparison of HHT and orthogonal HHT [6]

HHT Orthogonal HHT

Orthogonal
coefficient

– b21 ¼
RT
0 cn�1 tð Þc1ðtÞdtRT

0 c
2
1dt

Message signal x tð Þ ¼ Pn
j¼1 cj þ rn x tð Þ ¼ Pn

j¼1 c
�
j þ rn tð Þ ¼ Pn

j¼1 a
�
j cj tð Þþ rnðtÞ

Table 2 Comparison of EMD and EEMD [3]

Characteristics EMD EEMD

Signals Message signals Message signals
and white noise

Decompositions 3 IMFs and 1 residue 6 IMFs and 1 residue

IMF decrement Not in order Proper order

Accuracy Comparatively less More

Hilbert spectrum analysis Less Decomposition is more
explicit, clear, and regular

Marginal spectrum harmonic
components and features

Less More
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2.3 Variant 3 (Improved Hilbert–Huang Transform
(IHHT))

EMD cannot disparate the ingredients whose frequencies lie inside the identical
octave [7]. To revamp the performance of the EMD, masking signals are used.

Masking signals are utilized to take care of the mode-mixing issues (Table 4).
EMD–DMS algorithm
The masking signal can be composed as

Sm tð Þ ¼ am cos 2pfmt: ð14Þ

The masking group signals are signified as Sm1j(t). It is denoted as dyadic masking
signals if

fm;jþ 1 ¼ fm;j=2: ð15Þ

fm, j represents the frequency of the masking signals.
The additive white Gaussian noise in EMD is much narrower and has more

overlaps compared to EMD–DMS. The real-world data collected from a com-
pressor are split down into IMF 3 and IMF 4 subbands in EMD, and in EMD–DMS,
IMF 5 is subbanded, which is less in EMD and more in EMD–DMS.

Comparison of EMD and EMD–DMS can be shown below (Table 5)
The much more effective way to enhance the EMD performance is by using

dyadic masking signal. It should be taken into consideration that EMD–DMS is less
adaptive than EMD, and in this aspect, there is a scope for further improvement.

Table 4 Comparison of EMD and IHHT [8]

Characteristics EMD EMD–DMS (IHHT)

Input signals x(t) x+(t) = x(t) + smj(t)
X−(t) = x(t) − smj(t)

To obtain IMFs Explain in part I Explain in part I

IMF c1(t) Cj(t) = (c+(t)+c−(t))/2

Residue Explain in part I Explain in part I

Sifting process EMD sifting process Fm, 1 is a key parameter (sampling
theorem fm <= fs/2)

Basis Adaptive Less adaptive (non-stationary signal)
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3 Applications of Hilbert–Huang Transform

3.1 Case Study 1 (Analysis of Temperature Time Series)

Global warming is a very pivotal area, and it leads the human community into
empty. Global warming is getting maximum conversion because in the recent
centuries the global average temperature has been increased from 0.56 to 0.92 °C
[9]. Zhao considered the fangzian area which is situated in the south of Shanghai to
make understanding in the temperature variation and temperature increment. Tang
et al revealed that the climate warning in China ranges from 0.2 to 0.8 °C in the
recent 100 years. The industries in rural side are considerably less compared to
those of the urban side.

The multiscaling structures of the wavering made the investigation of the tem-
perature time arrangement inappropriate. Multiscaling structures based on the EMD
can be applied for water wave investigation [10], earthquake wave examination,
and climate studies [11]. Information gathered from Shanghai meteorological
administration in the fengxian district has monthly mean temperature variation from
1959 to 2012. The month-to-month mean information is gotten from the midpoints
of day by day 2, 8, 14, 20 o’clock information, and days in a month. The mean is
taken, and the month-to-month normal temperature (1959–2012) was recorded by
the Shanghai observatory (648 months).

After applying HHT on monthly average temperature, it generated the IMFs.
The IMF1 demonstrates the high recurrence wavering, which will depict fengzian
temperature fluctuation in about a time period of 12 months. IMF2 is higher
variation in the average timescale. IMF 6 is change in trend [12].

Table 5 Comparison of EMD and EMD–DMS [8]

S.
no

I/P data EMD EMD–DMS

1 Additive white Gaussian noise Comparatively
IMF 1 not much
narrower

IMF 1 is much narrower

More over lap in
IMF

Less overlap in IMF

2 Real-world data collected from a
compressor

It is broken up into
IMF 3 and IMF 4
subbands

Main frequency
component data
transformed into IMF 5
subband

Less IMF More IMF

3 Additive white Gaussian noise
and real-world data collected
from a compressor

It is broken up into
IMF 3 and IMF 4
subbands

Main frequency
component transformed
into IMF 5 subband
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3.2 Case Study 2 (Detection and Localization of Damage
in Aluminum Plates)

Structure damage may bring about a lot of support and well-being issues. In order to
avoid such problems, many methods have been followed.

The demerits of Lamb wave experiments are confounded due to the multimodal
nature and dispersive and then finding the TOF is troublesome.

The merits of single-mode guided waves are simple to analyze relatively, and it
travels long distance with little dispersion.

Wavelet transform is useful in identifying the difference between the references
and damage states, and it suffers in non-adaptive.

Artificial neural networks are helpful to identify the location of damages [13,
14], the drawback is to find damage, and localization requires large number of data.

The Lamb wave is convoluted due to their multimodal nature and dispersive then
finding the TOF is difficult. A single-mode guided wave is simple to analyze
relatively and travel a long distance with little dispersion.

The Wavelet transform has a mode shape contrast among references and harm
states, but suffers in non-adaptive and Wavelet transform. Artificial neural networks
help to identify the location of damages but, to find damage and localization,
requires large number of data (Table 6).

Utilization of the Hilbert transform with EMD is the best approach to find out
damage and location.

Lamb wave—made up of a superposition for longitudinal what’s more shear
modes are made available in thin plates and their propagation characteristics vary
with section point, excitation, and basic geometry. A Lamb mode can be either
symmetric or antisymmetric.

Ultra callous transducer transmits a pulse under those structures which is to be
integrated. Reflected wave is detected by the receiver (aluminum plates). Lamb

Table 6 The merits and demerits of experiments

S.
no

Experiments Merits Demerits

1 Lamb wave – Entangled due to their dispersive and
multimodal nature, finding the TOF is
troublesome

2 Single-mode
guided wave

Simple to analyze relatively,
travel long distance with little
dispersion

–

3 Wavelet
transform

Mode shape contrast among
references and harm states

It suffers in non-adaptive and wavelet
transform

4 Artificial
neural
networks

To identify the location of
damages [13, 14]

To find damage and localization
requires large number of data

Hilbert–Huang Transform and Its Variants in Engineering Data … 159



wave based on damage identifications is used. PWAS (Piezoelectric wafer-active
sensors) disks are fitted with aluminum plates.

The damage in plate is a diffracting substance which will create distinctive
proliferation modes and different velocities. The parameter which changes to dif-
ferent degrees in signals is caught prior, and then, afterward, the nearness of harm in
the structure is called as damage index (DI).

To develop DIs in time and frequency domain, equations are given below
The energy distribution in time domain is

Pk
k�Lþ 1 ðx m½ �Þ2, while the figure of

merit in frequency domain is DIFoM ¼ Max
PL

i¼1
logðX ið ÞÞ
logðY ið ÞÞ � 1

� �2
� �

. The root mean

square deviation (RMSD) is DIRMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPL

i¼i
ðy ið Þ�x ið ÞÞ2PL

i¼1
xðiÞ2

s
, while the spectral energy

in frequency domain is E ¼ PL
n¼1 XðkÞj j2 and DIspec ¼ ENF � Ef (Table 7).

The correlation in time domain is

DIcorr ¼ 1�
PL

i¼1ðxi � lxÞðyi � lyÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPL
i¼1ðxi � lxÞ2

q
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPL
i¼1ðyi � lyÞ2

q

HHT is used to identify modal frequency in plate structure and fault diagnosis [15].
Mathematical expression [16]

S tð Þ ¼ Sd tð Þþ Sbr tð Þþ Sdr tð Þ: ð16Þ

Sd tð Þ ¼ A1 sinðx1tþ h1Þ: ð17Þ

Sbr tð Þ ¼ A2 sin x2tþ h2ð ÞþA3 sin x3tþ h3ð Þ ð18Þ

Table 7 Time domain and frequency domain functions

Time domain Frequency domain

Energy distributions
Ek ¼

Pk
k�Lþ 1ðx m½ �Þ2

Figure of merit

DIFoM ¼ Max
PL

i¼1
logðX ið ÞÞ
logðY ið ÞÞ � 1

� �2
� �

Root mean square deviation (RMSD)

DIRMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPL

i¼i
ðy ið Þ�x ið ÞÞ2PL

i¼1
xðiÞ2

s Spectral energy
E ¼ PL

n¼1 XðkÞj j2
DIspec ¼ ENF � Ef

Correlation

DIcorr ¼ 1�
PL

i¼1
ðxi�lxÞðyi�lyÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPL

i¼1
ðxi�lxÞ2

q
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPL

i¼1
ðyi�lyÞ2

q
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Sdr tð Þ ¼ A4 sin x4tþ h4ð ÞþA3 sin x5tþ h4ð Þ ð19Þ

S tð Þ—received signal; Sd tð Þ—direct transmitted signal; Sbr tð Þ—reflection from
auxiliary limits; Sdr tð Þ—reflections from defected place.

Defect localization
By using Cartesian coordinates, time to echo from damage is

tij ¼ toff þ dij=v: ð20Þ

tij, time of entry of reverberate at receiver i when transmitter j is energized; toff,
offset time; v, the rate at which an object covers distance.

dij ¼ dri þ dtj
� �

: ð21Þ

dri

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxir � xÞ2 þðyir � yÞ2

q
: ð22Þ

dtj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xjtÞ2 þðy� yjtÞ2

q
: ð23Þ

A factual classifier in view of components removed from received signal is utilized
to recognize the likely harmed structures.

3.3 Case Study 3 (Environmental Time Series)

Geosciences, particularly in the field of marine environment, and time series are
nonlinear and non-stationary. The Wavelet transform is utilized for time–frequency
examination method to manage non-stationery signals. In addition, Fourier trans-
form also selects one set of data among the given stack of data and predicts the
parameters of the same. Picking the wrong premise work enormously increases the
quantity of terms required for fitting into the time arrangement.

Wavelet transform is acceptable, and sinusoidal function and non-acceptance
function are more complex and orthogonal waveform.

The comparison of FT and WT is given in an info graphic format.
The acceptable function in Fourier transform is a sinusoidal basis function, while

the non-acceptable function is a non-sinusoidal function. The acceptable function
for Wavelet transform is a sinusoidal function, while the non-acceptable function is
more complex and orthogonal waveform (Table 8).

Table 8 Comparison of FT and WT

S. no Transform Acceptable function Non-acceptable function

1 Fourier transform (FT) Sinusoidal basis function Non-sinusoidal function

2 Wavelet transform (WT) Sinusoidal function More complex and
orthogonal waveform
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EMD is an adaptable process. It is feasible for nonlinear and non-stationary as
told earlier.

Nevertheless, it has two disadvantages

1. The number of IMFs cannot be predicted
2. It is also computationally expensive

Acoustics Doppler current profiler is used for bottom (40 m) temperature, and
current is recorded each 10 min from July 21, 2011, to January 19, 2012, in north
coast of Reunion Island. This paper mainly focuses on the four temperature time
series which is measured at four distinct stations. The classical spectral analysis
estimates good performance when the system is linear and when information is
either intermittent or stationary.

TDIC (Time-dependent intrinsic correlation)
Correlation accepts that the factors must be stationary and linear. For

non-stationary time arrangement, correlation might be modified and mutilated.
Providing local temporal information is limited, and it cannot differentiate the main
cycle from noise [17].

3.4 Case Study 4 (Fault Detection in Analog
and Mixed-Signal Circuits)

Fault test of simple and blended signal is the most imperative methods for outline
and execution. Simple and blended signal circuits are mind-boggling if there should
be an occurrence of fault test [18–20]. Error detection method should be sensitive to
parametric fault detection such as data storage, noise reduction, and amplifying the
distinction of reaction information. There are the three spaces used in signature
extraction: (1) time domain [21], (2) frequency domain [22], and (3) time–
frequency domain [23, 24]. Signature variation Wavelet transform (WT) and sub-
band separating method are very useful because signature variations include both
time and frequency, but there must be prior knowledge before choosing a mother
wavelet in WT for the band focus area ahead for the subband strategy. The sig-
nature extraction method is used to avoid these problems, and HHT system with the
coherence examination will be used for fault detection (Table 9).

Test methods for fault detection in analog and mixed signal circuits are given
below

1. HHT method
2. Coherence analysis
3. Integral of variable
4. Test strategy
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1. HHT method

It is explained in part I already.

2. Coherence analysis

Coherence analysis will give the estimation of relationship between couple of
signals. It is utilized to find faults in amplitude and frequency

Rx;y sð Þ ¼ 1
T

ZT
0

x tð Þy s� tð Þ � dt: ð24Þ

Rx;y sð Þ—cross correlation of variable x(t) and y(t); T—time length of stochastic
process; s—middle variable correlation of x(t), which is

Rx sð Þ ¼ 1
T

ZT
0

x tð Þx s� tð Þ � dt: ð25Þ

Rx(s)—self-correlation of variable x(t).
FT applying to correlation

Px;y xð Þ ¼
Z1
�1

Rx;yðsÞe�ixsds: ð26Þ

Table 9 classification of various domains (time domain, frequency domain, and time–frequency
domain)

S.
no

Domains Scheme Fault
classification

Circuits Signature

1 Time domain Minimal effort DC
worked in individual test
conspire

Catastrophic
error

Linear
simple
circuits

Fault
signatures

Slant voltage increase Parametric
faults

Linear
resistive
circuits

Fault
signatures

Subband Volterra series Parametric
error

Nonlinear
circuits

Fault
signatures

2 Frequency
domain linear and
stationary

FFT Technique (IDD
signal)

– CMOS
circuits

Frequency
signatures

Optimal fractional FT – – Fault
Signatures

3 Time–frequency
domain

Fast WT – Analog
circuits

Fault
signatures

Subband filter – Analog
circuits

–
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Px xð Þ ¼
Z1
�1

RxðsÞe�ixsds: ð27Þ

Px,y(x)—cross-power spectrum of variable x(t) and y(t); Px(x)—power spectrum of
variable x(t).

Coherence of function is

CxyðxÞ ¼ PxyðxÞ
Px xð Þ:PyðxÞ : ð28Þ

Cx,y(x)—coherence function of variable x(t) and y(t).

3. Integral of variable

To diminish the information stockpiling of fault references, integral process will
be used.

Icxy ¼
ZT
0

Cxydx: ð29Þ

Icxy—integral of variable.

4. Testing strategy

Using these methods, error detection in analog and blended signal circuits is
found [25] (Table 10).

4 Results and Discussions

Wavelet transform (WT), Fourier transform (FT), and HHT are used to decompose
the signals. FT uses sine functions particularly for decomposing a signal, whereas
WT uses complex and orthogonal waveforms for decomposing of the given signal.
But the process involving in the HHT is sifting process for decomposing the signals
(nonlinear).

HHT is used effectively in biomedicine, chemistry, financial, ocean engineering,
speech processing, queuing theory, hyperspectral imaging, and music signals.

Table 10 Testing strategy

S. no Fault test Comparison method

1 Fault detection Fault detection with fault-free circuit (measured
Integral signature)

2 Fault location Indispensable marks of defective circuit with fault
dictionary (associated with predefined fault values)
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HHT method does not prioritize on the basis, and it cannot assume the com-
position of signals. It has two drawbacks: (1) computationally expensive and (2) not
having assumptions about the signals.

HHT and its variants have been successfully applied extensively in engineering
data analytics. However, there are still some mixing problem, illusive components,
non-recursive signals, leakage of energy, etc., which is provided for a challenging
research problem.

In this paper, some variants of EMD were discussed. And the assumptions which
we could conclude were ensemble EMD that generates better EEG; orthogonal
HHT provides an overview analysis about earthquake, and EMD–DMS methods
improve the performances of EMD. Finally, it shows that changes in EMD can be
very efficiently.

5 Conclusions

In this paper, EEMD method is used for analyzing signals. By using orthogonal
EMD method, we can strictly avoid the leakage of energy occurred during the
processing of EMD signal. The dyadic masking signal method is used to improve
EMD. New approach is named as Improved HHT (IHHT) method. The reviews of
variants in EMD show that the EMD method still has a scope for further
improvement. Analysis of temperature time series, detection and localization of
damage in aluminum plates, environmental time series, and error detection in
analog and blended signal circuits are discussed.
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Smoothing and Noise Reduction in Images
Using Variable Mode Decomposition

Ajmeera Ravi, P.V. Naganjaneyulu and M.N. Giriprasad

Abstract The error between true colours of a point in a scene relates to real world,
and the pixel obtained from an image sensor is known as noise. Various noises were
observed, and different filtration and sub-band decomposition techniques were also
achieved most success rate in reducing the noise rate. But this leads to harshness on
the image pixels they were tuned to more sharp than they need. Now a novel
approach discussed in next sections which helps in learning minimization of sharp
noise and increases the smooth characteristics of the noisy images. The noise
reduction process is carried out by an iterative decomposition method and very
much dependent on intrinsic mode function (IMF) and is known as variable mode
decomposition (VMD). The database comprised with medical images and synthetic
aperture radar images, and the experiments were done on SAR and medical images
and shown in results section. This also helps in optimising the direction method of
multipliers approach.

Keywords Variable mode decomposition � Clustering � Discretization

1 Introduction

Synthetic aperture associate in measuring system pictures has a transmissible
presence of SPECKLE noise, this is often inflicting by victimisation hardware or by
radiation of alternative sources severally. The result of speckle noise in pictures is
as follows: random displacement of prominently bright or dark from imaginary
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place Scientific opposition [1–6]. For noise reduction, earlier numerous techniques
were developed some of them are LEE, FROST, MAP and REDIFINED MAP.

The increasing or speckle noise destructs the image, supported environmental
conditions. To introduce noise digitally ‘Variance’ was used and represented by
with respective values are 0.2, 0.5, 0.7 and 1. These values were approximated and
solely help in ensure the simulations and values may be modified however the
approximation crosses the limit it’ll results a lot of noise within the image and
there’s no likelihood of retrieving the image to traditional condition. The illustration
of the speckle noise b(x, y) is given in equation one for input image representing by
a(x, y).

2 Scheme of Approach

A spatial domain signal in 2D is used to decompose based on frequency domain by
using data fidelity constant, noise slack with temporal measurements and tolerance
of convergence criteria typically.

Decomposition is carried out by using the following steps

1. Spectral domain discretization
2. Generalisations
3. Frequency domain conversion
4. Lagrange multiplier
5. Clustering
6. Convergence
7. Gradient ascent

Previously discretization is carried out by using fft & dct & dwt. The date
analysis is carried out by time-vary amplitude at instantaneous frequency (W1).

Discretization helps in translating data from continuous time domain to samples
form which is discontinuous in time period. For this process, an optimal analytical
solution is required for a length of N-expansion. The optimal solution was obtained
from orthogonal convergent as O = 1/NN. This helps in minimising the memory
and also reduces the error of discretization during change of representation [7, 8]

Here the discretization is called out by the spatial domain parameters.
Hy, Hx ! resolution of the image
x, y ! changes of grid values.
This results in the 2D mesh plot and helps in discretization, i.e., converting

spatial domain values to frequency domain. As an example, Hx ! fx (i.e. fx = 1/
Hx) and vice versa frequency domain conversion based on discretization is carried
out by frequency x = x − 0.5 − fx and frequency y = y − 0.5 – fy.

Here a discretization sample 0.5 for change in values is considered.
Now converting the discretization data into conventional linear frequency data

using Fourier shift process by wiener filtering leads to limit the decompositions
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mocks of data. A heterodyne demodulation is caused by [8] shifting the frequency
bands and helps in tracing the sub-band data by maintaining data fidelity (alpha).

Alpha will be updated for all the le-bands, and vector with direction is given as WK
�!

(Fig. 1).
Results of each are also given as block diagram representation in the below

(Fig. 2).
Finally, the process is carried out by Lagrangian gradient normalisation on k

clustered data

x; y½ � ¼
ZZ

N

0

i:dx; j:dyð Þ

Alpha = 5000 
Tau = 0.5 

K = 5 
Toerence = 1e-7

CLUSTER 
FRAMING

DOMAIN 
CONVERSION 

SPECTRUM 
ANALYSIS

NORMALISATIONRECONSTRUCTION 

Fig. 1 Block diagram of proposed scheme of noise reduction and smooth of image

INPUT IMAGE 

ITERATIVE IMF

OUTPUT IMAGE

Fig. 2 Results at different sections
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3 Results

In the below experimental results, 5 mode decomposition is carried out and spec-
trum analysis is performed on medical images in Fig. 3 and on SAR images in
Fig. 4 all the sharpened values were reduced and results were smooth due to
iterative procedure.

Fig. 3 a Input image, b–f 5 mode decomposition, g spectrum of the input image, h reconstructed
smoothen output image
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4 Conclusion

Under different k-bands of data with their centre of frequencies led to reconstruct
the input which is most similar. While each band gets smoothen after demodulation
into baseband, this made the usage of directional theorem to reduce. It also reduces
the inverse problem since we are opting for an individual mode comprised with a
limited band approach and decomposing an image into required modes with least
square sense. This process is completely dynamical in acquiring the data and
updating the centre frequencies for all the bands. Even here the major limitation
boundary effect is also reduced by normalising the data using Lagrangian gradient
normalisation on all modes of band frequencies; this is possible with iterative VMD
approach.

Fig. 4 a Input image, b–f 5 mode decomposition, g spectrum of the input image, h reconstructed
smoothen output image
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A Hybrid Approach for Image Denoising
in Ultrasound Carotid Artery Images

Latha Subbiah and Dhanalakshmi Samiappan

Abstract Reliable, effective, and exact estimations of the geometry of the
Common Carotid Artery (CCA) are necessary to identify stroke and heart attack
prior. The utilization of ultrasound imaging in medicinal diagnosis is well recog-
nized. Denoising speckle in ultrasound is vital. This paper gives thresholding of
curvelet for denoising of carotid artery ultrasound images. The hybrid filter pre-
serves radiometric information, edge information, and spatial resolution. Curvelet
transform combines speckle reducing and edge preserving properties of the image
because it exploits the instantaneous coefficient of variation which is a function of
local gradient magnitude and Laplacian operators. Blurred thin edges and low
contrast fine features are preserved by thresholding. The filtering methods perfor-
mance is valuated in terms of eight performance metrics. The proposed filter is
compared with existing filters which were used for the carotid artery ultrasound
application.

Keywords Speckle noise � Filter � Denoising � Curvelet � Ultrasound

1 Introduction

Medicinal ultrasound imaging has been utilized for successful diagnostics of
sicknesses over the previous decades because of its noninvasive, safe, convenient,
exact, and financially savvy attributes [1]. When effective human analysis and
computer-assisted ultrasound imaging system merge, artifacts complicate the
automatic classification of abnormalities. The paper is organized as follows.
Section 2 describes the noise model in ultrasound and the available speckle
reducing filters with their performance evaluation. Section 3 discusses about the
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curvelet transform and thresholding of the same. Section 4 gives the experimental
results, and Section 5 concludes the paper.

2 Denoising Filters

Speckle Noise Model. The random and deterministic speckle noise is the inherent
characteristic of ultrasound image. Spot has negative effect on ultrasound imaging.
Radical decrease in contrast resolution might be in charge of the poor successful
resolution of ultrasound when contrasted with MRI. Noise in ultrasound image is
given by

X i; jð Þ ¼ ½hði; jÞ � Yði; jÞ� þ n i; jð Þ ð1Þ

where X is the resultant distorted image, Y is the original image corrupted by the
multiplicative noise, h is point spread function or impulse response, n is the additive
noise component, i and j and axial are lateral indices of the image [2].

2.1 Median and Frost Diffusion Filters

Median filter is a simple nonlinear operator most suitable for removing salt and
pepper noise. The filter replaces the middle value of the kennel with the median
values of the neighbors. For the same image of different shapes, the performance
differs. It cannot differentiate noisy portion and the plaque area. Frost, andLee filters
were derived from minimum mean square error (MMSE) criteria. Edge preservation
and noise reduction are performed by varying the filter kennel with the local sta-
tistical value of the image.

�R i; jð Þ ¼
X

r

X
s
m iþ r; jþ sð Þ � Iðiþ r; jþ sÞ;m iþ r; jþ sð Þ ¼ K0 exp½�KC2

I tð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ s2ð �

p
ð2Þ

r, s are the indices of the filter window and m is the weighting function. K0 is the
constant of normalization, and K is the damping factor. In diffusion filter, an edge
detection function controls the strength and the direction of the diffusion. It evac-
uates speckles and also upgrades the edges. It expels speckle by adjusting the
picture by means of resolving a partial differential equation (PDE).

@I
@t

¼ @iv c rIj j½ Þ:rI�; I t ¼ 0ð Þ ¼ I0 ð3Þ

where ∇ is the gradient operator, ∂iv is the divergence operator, c(|∇I|) is the
diffusion coefficient, and I0 is the original image. Diffusion process is stopped
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across the edges when the gradient strength increases and diffusion is stopped [3].
The frost filter hybridized with diffusion filter is performed with 3 � 3 window size
and 1 iteration for all the speckle variances.

2.2 Lee Diffusion, Kuan, and Additive Filter

The Lee filter preserves edges and can denoise the multiplicative speckle noise. It
performs well in low-variance areas than high-variance areas where modifications
have to be done. Local statistics method is incorporated with it [4]. The general
form of Lee and Kuan filter is

R̂ tð Þ ¼ �I tð Þþ ½I tð Þ � �IðtÞ� �WðtÞ: ð4Þ

The value of the weighting function W is 1 for areas with high signal activity and 0
for flat areas and the other areas range in between [4]. The Lee and Kuan filter has
weighting function

W tð Þ ¼ 1� C2
u

C2
I ðtÞ

; W tð Þ ¼ 1� ðC2
u

�
C2
I tð ÞÞ

1þC2
u

: ð5Þ

where Cu ¼ ru
�u and CI ¼ rI

�I are coefficients of variations of the noise u and image
I [5]. The Lee filter is combined with the diffusion PDE and is performed for
different number of iterations and different kennel size.

2.3 SRAD Filter

Speckle reducing anisotropic diffusion filter filters both additive and the multi-
plicative speckle noise. Instantaneous coefficient of variation is analyzed by SRAD,
which is appeared to be a component of the local magnitude of the gradient and
Laplacian operators. The merits of SRAD and DPAD are preservation of mean,
edge localization, speckle reduction, detailed preservation and detailed enhance-
ment, and reduction of variance [6]. SRAD also depends on MMSE criteria. The
image and noise statistics are estimated better using DPAD filter. First method is
more suitable for high-contrast edges, and the second method is suitable for wide
regions.

g $Ið Þ ¼ e � $j jj j
K2

� �� �
; g $Ið Þ ¼ 1

1þ j $j jj
K

� �2 ð6Þ
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where K is a constant fixed by noise estimation. The equation of SRAD and DPAD
which is an extension of Kuan filter are

ItþDt
i;j ¼ Iti;j þ

Dt
jgi;jj

div½c1 Ci;j;t
� �rIti;j�; �utItþDt

i;j ¼ Iti;j þ
Dt
�gsj j div c2 Ci;j;t

� �rIti;j
h i

ð7Þ

where c1 Ci;j;t
� � ¼ 1� Ki;j;t

4 and jgi;jj is the number of neighbors required to cal-
culate the factors in the divergence operator [7].

2.4 Gabor Filter

Gabor filter is a wavelet group. By convolving the image with Gabor filter, a group
of filtered images can be obtained. Each one represents different orientation and
scale.

g x; yð Þ ¼ 1
2prxry

exp½� 1
2

x2

r2x
þ y2

r2y

 !
þ 2pjWx�; ru ¼ 1

2prx
; rv ¼ 1

2pry
:

ð8Þ

rx and ry are the standard deviations in x-axis and y-axis of the elliptical Gaussian.
The fields to be defined are theta, the orientation; lambda, the wavelength of the
sinusoidal factor in the given equation; gamma, the spatial aspect ratio; and psi, the
phase offset of cosine factor of the Gabor function. The optimum values were found
to be h = 90°, k = 10, c = 0.25, and W = 45°. The Gabor filter performs denoising
along with segmenting the edges.

2.5 Performance Evaluation

The performance of the denoising filters is evaluated quantitatively with the fol-
lowing quality metrics: Using SNR and PSNR, the level of the image to the
background noise is compared.

SNR ¼ l=r; PSNR ¼ 10 log10 2552=MSE
� �

: ð9Þ

The mean square error is the collective squared error between the denoised and the
original image, and it measures the quality change between the original and the
denoised image. Mean absolute error is the average of the absolute errors.
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MSE ¼ 1
MN

XM
i¼1

XN
j¼1

ðX i; jð Þ � Y i; jð ÞÞ2;

MAE ¼ 1
MN

XM
i¼1

XN
j¼1

X i; jð Þ � Yði; jÞj j:
ð10Þ

RMSE is the square root of the squared error averaged in the window. The struc-
tural similarity index between the denoised and the original image is computed as

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

MN

XM
i¼1

XN
j¼1

½Xði; jÞ � Yði; jÞ�2
vuut ;

MSSIM ¼ ð2lxly þC1Þð2rxy þC2Þ
ðl2x þ l2y þC1Þðr2x þ r2y þC2Þ :

ð11Þ

where C1 = (K1L)
2 and C2 = (K2L)

2. The dynamic range of the pixel L =
2bits per pixel − 1 K1, K2 are constants. SSIM and quality index give the performance
based on visual interpretation of the denoised image. IMGQ, correlation between 2
images, is given by

IMGQ ¼ rxy
rxry

2lylx
l2y þ l2x

2rxry
r2x þ r2y

; r ¼
XK
i¼�k

XK
j¼�k

X i; jð ÞYðx� i; y� jÞ: ð12Þ

The values of SNR, PSNR, MSSIM, IMGQ, and correlation must be high, and
MSE, MAE, and RMSE values must be low for good denoising filter.

3 Curvelet Filter with thresholding

Wavelet-based denoising is the most frequently followed method. By thresholding
of the undecimated wavelet transform, translation-invariant methods improved
denoising. The ridgelet and curvelet transforms became alternatives for wavelet [8].
The asymptotic mean square error of curvelet is smaller than wavelet denoising.
Geometrical features are better preserved in curvelet than wavelet and Gabor filters.
Multiscale ridgelets and spatial band-pass filtering are combined to separate different
scales. Curvelets occur at all scales, locations, and orientations and have variable
width, length, and anisotropy. Using curvelet in the ultrasound carotid artery image,
optimal sparse representation is achieved in wave propagators and objects with
edges. Higher values of hard thresholding are hybridized with curvelet transform to
perform better than other methods of denoising carotid artery ultrasound image.
Input to curvelet transform is a discrete Cartesian grid f(n1,n2), 0 � n1, n2 < n, 0.
cD(j,k,l) are a collection of coefficients, and ɸ are digital curvelet waveforms.
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CD j; k; lð Þ ¼
X
n1n2

f ðn1; n2ÞuD
j;l;kðn1; n2Þ: ð13Þ

4 Experimental Results

An ultrasound carotid artery image is taken, and speckle variances of 0.04, 0.1, 0.8,
and 1 with mean zero are added. The denoising methods are applied to the noised
image and then compared with the original image using the performance evaluation
methods (Table 1).

From Figs. 1 and 2 and the performance evaluation metrics, it is found that
SRAD filter gave very poor results for higher speckle noise variances. Lee diffusion
filter is better in terms of PSNR, MSE, MAE, RMSE, and correlation. Frost filter
gives good structural similarity, and the quality index metric is better in the second
method of anisotropic diffusion filter. Kuan filter gives the highest signal-to-noise
ratio. Curvelet with thresholding gives the best performance (Table 2; Fig. 3).

Fig. 1 Original gray image, speckle noise with variance 0.04, median, Frost, Frost diffusion, Lee,
and Lee diffusion filtered images

Fig. 2 Kuan, additive, Gabor, anisotropic diffusion 1, 2, SRAD, curvelet filtered images

Table 2 Gabor filter for speckle variance 0.04

Gabor SNR PSNR MSE RMSE Correlation MAE

Psi = 0 9.0900 15.5445 1.8140e+003 42.5908 −0.5930 26.9996

Psi = 45 10.1239 15.5443 1.8141e+003 42.5918 −0.1822 27.1343

Psi = 90 11.1986 15.5533 1.8103e+003 42.5478 0.5506 27.2800
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Fig. 3 Performance metrics for different filters for different speckle variances
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5 Conclusion

Stroke is caused by atherosclerosis, hardening of the artery walls, and plaque
formation. Carotid artery ultrasound images can be used for analysis of
intima-media thickness, lumen thickness, and adventitia boundary. Despeckling is
an important requirement in enhancement of ultrasonic images. The objective of
this paper is to carry out a comparative evaluation of despeckling filters, and a filter
combining SRAD and DPAD and curvelet is proposed. Using performance metrics,
best filter suitable for carotid artery ultrasound image is to be found out. From
literature, it is recognized that in the future, more work is likely to be done to
accomplish a fully automated system to identify plaque in carotid artery even in an
early stage of plaque formation.
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Data-Dependent Subband Coder
for Image Compression

Jaba Deva Krupa Abel, Dhanalakshmi Samiappan
and Niraimathi Ponnusamy

Abstract Subband coding is a popular technique extensively used in the areas of
image and video communications. This technique is widely employed to achieve
data compression and efficient data transmission. The general principle of subband
coding involves dividing the input image based on its frequency, where the cor-
relation between the subbands still exists. In this paper, we propose a new technique
where the subband coder divides the image such that the subbands will have only
decorrelated data, thus reducing the redundancy and achieving image compression.
To exploit for decorrelation between the subbands, we adopt a polynomial eigen-
value decomposition technique which is popularly known as Sequential Best
Rotation (SBR2C) algorithm. It is an iterative technique with a set of delay and
rotation operations. Using this approach, we design the analysis filter bank whose
operation is data dependent and thus splits the input image into subbands that are
strongly decorrelated. At the receiver end, we design the synthesis bank by
imposing perfect reconstruction condition in the absence of quantization errors. We
compare our proposed algorithm with the popular subband coding technique, dis-
crete wavelet transform (DWT). Simulation results show that proposed method can
perform better compression because of data-dependent operation of filter banks.

Keywords Subband coding � Polynomial eigen value decomposition
Strong decorrelation � Perfect reconstruction

1 Introduction

Image compression is an important task in the field of image and video processing
which allows efficient storage and transmission of signals in multimedia applica-
tions [1, 2]. The goal of image compression is to represent the image with less
number of bits while the reconstructed image is still similar to original image.
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Thus, the digital images can be stored using less memory and transmitted using
smaller bandwidth.

Image compression can be achieved in several ways. One of the techniques is
transform coding where image prior to transmission is subjected to invertible
transforms with an aim to remove redundant data. Discrete Cosine Transform
(DCT) [3–5] and Vector Quantization (VQ) [6–8] coding are some of popular
transform coding approaches. The other popular technique employed to achieve
image compression is subband coding. Subband coding is proven to give pleasing
reconstructions compared to transform coding. The principle involved in subband
coding is to decompose the input image into subbands based on their frequency.
The human eyes are less sensitive to high-frequency components and thus com-
pression can be achieved by reducing such components.

Several subband coding techniques are found in the literature. Most popular
method used in subband coding is the discrete wavelet transforms [9], where image
is projected onto a set of basis functions. Both orthogonal and non-orthogonal
wavelets [10] are used in discrete wavelet transforms. In subband coders like DWT,
each subband still has redundant data and correlation between the subbands exists.
We thus propose a technique where image compression can be achieved by
reducing the redundancy or the correlation between the subbands. The novelty of
our proposed technique is that the subband coders designed are purely data
dependent. For a given image, we design the analysis filters such that the decom-
posed subbands are strongly decorrelated. This will ensure that each channel will
carry only unique information, thus avoiding redundancy between the channels and
achieving greater compression. Unlike the existing subband coders, where the filter
coefficients are fixed for given order, our proposed approach designs the filter
whose order and coefficients change with the input image.

Our algorithm is an iterative approach which involves set of delay and rotation
operations and is popularly known as Sequential Best Rotation (SBR2) algorithm. It
is based on polynomial eigen value decomposition technique. This algorithm has
been successfully applied to broadband extensions of narrowband problems, which
traditionally have been addressed by the EVD, including subspace decomposition
[11]. Redif et al. [12] proposed modified SBR2 algorithm which is proven to
perform computationally better than SBR2 algorithm. We use this approach for our
data-dependent subband coder design which can perform Lossy compression.

This paper is organized as follows. In Sect. 2, we present filter design technique.
We discuss the polynomial eigen decomposition method and the SBR2 algorithm
for designing the filter using this method. In Sect. 3, we discuss the obtained
simulation results. Following that we conclude in Sect. 4.
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2 Filter Design

In this section, we present the algorithm for designing the data-dependent subband
coder. We first give a brief note on two-band subband coder, and following that we
discuss our proposed algorithm.

2.1 Two-Band Subband Coder

The structure of two-band subband coder is shown in Fig. 1. In subband coders like
DWT, the filters H0(Z) and H1(Z) are the wavelet filters whose coefficients are fixed
and designed using the standard basis functions. The filters H0(Z) and H1(Z) are
low-pass and high-pass filters, respectively. Thus, the output at these filters v1 nð Þ
will be a low-pass component which carries smooth information and v2 nð Þ will be a
high-pass component which carries edge information of input image. Edge infor-
mation can be usually discarded as it gives negligible impact on human perception.
These filters cannot guarantee the decorrelation between their outputs.

Thus, we arrive at a new technique where the filters designed split the signal
such that their outputs are always decorrelated and also their energies are majorized.
That is, each subband contains only unique information and thus resulting better
transmission. Spectral majorization facilitates energy compaction, and thus, sub-
bands in noise space can be discarded. These two properties make our proposed
subband coder more efficient [13]. Notice that the effect of quantizers is ignored in
all derivations.

2.2 Polynomial EVD (Eigen Value Decomposition)

The polyphase representation of the structure shown in Fig. 1 is as shown in Fig. 2.
This structure is obtained using noble identities where PAðZÞ and PSðZÞ are the
analysis and synthesis polyphase matrices, respectively. The objective of our pro-
posed algorithm is to achieve decorrelation between the subband signals v½k�.

Fig. 1 Two-band subband coder
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That is, the CSD matrix at the input of analysis filter has to be diagonalized at the
filter output. Thus, we propose an eigen value decomposition algorithm which can
diagonalize the CSD matrix where PAðZÞ acts as modal matrix.

The input to the algorithm is the CSD matrix computed for blocked input vector
d½k� and let it be denoted as RðZÞ. The procedure for computing this matrix is
discussed in Results section. This matrix will be a polynomial matrix. Let CðZÞ be
the CSD matrix at the output of analysis bank, i.e., CSD matrix computed for the
signals v½k� which should be diagonal to satisfy strong decorrelation between the
subbands. The desired operation is given in Eq. (1). We assume that the system is
paraunitary.

CðZÞ ¼ PAðZÞRðZÞ~PAðZÞ ð1Þ

The first step in the algorithm is to find the largest half diagonal element in the
matrix RðZÞ. Each element is a polynomial, and the dominant element is the
polynomial of largest magnitude. The largest element can be found using Eq. (2).

p; q; sf g ¼ arg max
p;q;p 6¼q;s

Rpq s½ �
�� ��2

Rpp 0½ ��� �� Rqq 0½ ��� �� ð2Þ

In Eq. (2), Rpq s½ � is the element in pth row and qth column of matrix R s½ � ! R zð Þ
and s represents the lag of the elements in the polynomial. Here, the arrow symbol
represents that the element on its either side is z-transform pairs. The ultimate goal
is to transfer the energy of this element onto the diagonal element. This can be
achieved in twofold process as given in Eq. (3).

(i) Operate on delay matrix K zð Þ, so that the lag s is shifted to zero.
(ii) Operate on rotation matrix Q, so that the energy is transferred to diagonal.

P0 zð Þ ¼ K zð ÞR zð Þ~K zð Þ
P00 zð Þ ¼ QP0 zð Þ~Q ð3Þ

The delay and rotation matrix obviously depends on the coordinates p, q, and lag
s of dominant element. The expression for delay matrix is given in Eq. (4).

Fig. 2 Polyphase representation of structure shown in Fig. 1
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K zð Þ ¼ diag 1::1|{z}
q�1

z�s 1::1|{z}
M�q

8<
:

9=
; ð4Þ

where M = 2 for 2-band. The rotation matrix Q is constructed using Givens
Rotation matrix. It is basically an identity matrix except at the positions where pth
row and pth column and qth row and qth column overlap. The elements at these
four positions will be equal to Givens Rotation matrix. The approach can be clearly
found in [11].

After the delay and rotation operations, the energy of largest off-diagonal ele-
ment will be transferred to main diagonal. This operation is repeated till the
magnitude of all the largest off-diagonal elements falls below certain threshold. For
each new iteration, the input CSD matrix R zð Þ will be the matrix P00 zð Þ obtained in
previous iteration. The final diagonalized CSD matrix P00 zð Þ as obtained in last
iteration of the algorithm is given in Eq. (5).

P00 zð Þ ¼ M zð ÞR zð Þ ~M zð Þ ð5Þ

If K is the number of iteration took for diagonalization of R zð Þ, then the matrixM zð Þ
is as given in Eq. (6).

M zð Þ ¼ mK zð ÞmK�1 zð Þ. . .. . .m1 zð Þ ð6Þ

where m zð Þ ¼ K zð ÞQ. From Eqs. (1) and (5), we notice that PAðZÞ ¼ M zð Þ. The
synthesis bank PBðZÞ is obtained by imposing the perfect reconstruction condition
PBðZÞ ¼ kzs~PAðZÞ since the system is assumed to be paraunitary.

In our proposed EVD approach, the order of the filters grows at the end of each
iteration. Thus, a trim function [11, 12] can be implemented to keep the order
concise based on the overall energy.

3 Simulation Results

The input to the subband coder will be a two-dimensional image. We first convert it
into a one-dimensional vector. The pixels values can be read in column-wise or
row-wise or zigzag pattern for this conversion. This one-dimensional vector will be
the input d(n) for the subband coder. The blocked input signal will be
dm n½ � ¼ d Mnþm� 1½ �, M being polyphase order. We construct the autocorrelation
matrix for this blocked vector. There are several methods for finding the autocor-
relation matrix. Our approach uses the para-hermitian and pseudo-circulant prop-
erties of autocorrelation matrix which makes its construction easier. Different
approaches for finding the autocorrelation matrix are discussed in [12]. Any method
can be used. The algorithm operates on this autocorrelation matrix. At the receiver
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and, after obtaining the reconstructed vector d̂ðnÞ, the output image can be
reconstructed back using the same approach followed at transmitter side, while
considering the delays. We tested our algorithm on two standard images. One is
baboon image, and other is embedded square image. Both the test images are gray
scale images of size 256 � 256. For comparison purpose, we used simple 1-D
Haar DWT.

Figure 3a shows reconstructed camera man image and Fig. 3b the error image
using proposed approach. Figure 3c, d shows the reconstructed and error images
obtained using DWT. Fig. 4a, b shows the reconstructed and error images for
embedded square image obtained using proposed technique and Fig. 4c, d using
DWT. For better analysis, one can look at Table 1, where we found the quality
measuring parameters like PSNR, MSE and also coding gain. For both images
PSNR and MSE are better in our approach compared to the standard DWT. Coding
gain though similar for both methods for baboon image, it is far better for
embedded square image which has very less number of intensity values using our
approach.

From Table 1, it can be noticed that our proposed method can guarantee more
than 50% coding gain compared to state-of-art technique for images with less

Fig. 3 a Reconstructed image. b Error image obtained using proposed technique. c Reconstructed
image. d Error image obtained using DWT technique for camera man image

Fig. 4 a Reconstructed image. b Error image obtained using proposed technique. c Reconstructed
image. d Error image obtained using DWT technique for camera man image
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number of intensities. Thus, the proposed technique can perform well for images
like embedded square and also for binary images.

4 Conclusion

In this paper, we proposed a new technique for designing the subband coder. The
uniqueness of the proposed subband coder is that it is purely data dependent. Unlike
the existing compression techniques, it can guarantee for better decorrelation
between the subbands and thus reduces the redundancy at greater extent and makes
the subband coder more efficient. From the obtained results, we can conclude that
the proposed method yields better PSNR and MSE compared to existing DWT
technique, which assures better image quality after compression. Though the coding
gain obtained for image with good contrast using our approach is comparable to the
standard approach, our approach can provide 50% more coding gain compared to
standard technique for low-contrast image. Thus, we conclude that our proposed
technique can perform in par with standard compression technique and much better
than those for low-contrast image in particular.
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Detection of Atrial Arrhythmias
Using Autoregessive Modeling

Ankita Mishra, Chandan Pandey and Sitanshu Sekhar Sahu

Abstract Accurate detection of atrial fibrillation arrhythmia is important for
automatic monitoring and treatment of patient. Surface electrocardiography
(ECG) is the primary diagnostic tool in detecting and differentiating different type
of arrhythmias. In this paper, we have presented an efficient method to detect the
atrial fibrillation (AF) and atrial flutter (AFL) using autoregressive (AR) modeling.
AR modeling captures the trend present in the signal and thereby fit the model to
the signal. The coefficients of AR model act as the features of the ECG signal and
then input to support vector machine classifier to predict the AF and AFL from
normal sinus rhythm. The efficiency of the method has been assessed with the data
generated from bench mark databases in Physionet bank repository. The proposed
approach provides 98% accuracy in the fivefold cross-validation test.

Keywords Atrial fibrillation � Atrial flutter � Autoregressive modeling
Electrocardiogram � Support vector machine

1 Introduction

Electrocardiogram (ECG) reflects the underlying electrical activity of the human
heart which is nothing but a series of electrical depolarization and repolarization
that occurs in the cardiac muscles. Any deviation from the normal heart rhythm is
also reflected in the surface electrocardiogram. So analysis of electrocardiogram for
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the diseases has been used for a very long period of time. Physicians rely mostly on
the visual perception of morphological changes in the heart rhythm. But there are
several diseases where the heart rhythm is almost similar in pattern; in such case,
detecting the small morphological changes is a challenging task and may lead to
false identification. Thus, the diseases should be analyzed quantitatively not qual-
itatively by means of a computer-aided tool.

Atrial fibrillation (AF) is the most commonly occurring cardiac arrhythmia
encountered in clinical practice. It is a supraventricular tachyarrhythmia because the
origin of such kind of arrhythmia lies with the upper part of ventricles or in other
words atrial region [1]. Hence, it is also called as atrial tachyarrhythmia. In recent
years, it has gained a considerable research interest because the underlying
mechanisms of initiation, maintenance and termination of AF are not fully under-
stood. Several theories had been developed in this regard but none of them are fully
sufficient for the analysis of such an arrhythmia. Wijffes et al. [2] showed that
structural remodeling takes place in the atria during AF episodes which in turn tell
that AF is a progressive arrhythmia.

The surface electrocardiogram has been proved to be an effective tool in ana-
lyzing such kind of arrhythmia. AF is well characterized by rapid and disorganized
atrial activity in terms of timing and morphology. Discrete P waves that can be
clearly distinguished in a normal sinus rhythm is completely absent and replaced
with low-amplitude fibrillatory waves (F waves) resulting in an oscillating baseline.
The pattern of F waves varies from patient to patient. In some cases, it may be
regular with high amplitude; while in other cases, it may be less regular or com-
pletely irregular with low amplitude or both. The fibrillation rate varies from 240 to
540 waves/min [3]. Atrial flutter (AFL) is another type of supraventricular tach-
yarrhythmia. AFL occurs due to the structural change in the heart that generates a
continuous, localized reentrant pathway of electrical signals. Such continuous loop
of electrical signals makes the atria to contract very rapidly resulting in an atrial rate
of 240–320 waves/min [3]. There exist a substantial overlap between the rates of
atrial fibrillation and atrial flutter. In AFL, ECG has the characteristic sawtooth
wave shape. The high and rapid atrial activity affects the regular ventricular activity
and often leads to an irregular ventricular rhythm. While the ventricular rhythm of
AF is irregularly irregular, AFL shows either regular or regularly irregular pattern
(maintaining a pattern of irregularity).

In both of these cases, ventricles are not filled to their capacity and hence lead to
inadequate blood output. This may affect the normal work of vital organs and
tissues and cause many severe diseases. AFL, though less prevalent than that of AF,
patients diagnosed with AFL are more likely to develop AF. Hence, in clinical
perspective, it is important to distinguish these two since the treatment may be
different for them.

The complexity and progressive nature of this arrhythmia has led to develop
different signal processing techniques. Several signal processing techniques have
been developed in the urge of a detailed and quantitative analysis of this arrhyth-
mia. Stridth et al. [4] have used time–frequency analysis-based techniques to
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produce trends of AF frequency where the Wigner–Ville distribution technique and
Choi–William distribution techniques are used for the short-term and long-term
time–frequency analysis, respectively. Methods based on RR intervals have also
been developed, where the standard and test density histograms of RR interval and
time difference of successive RR interval are employed for the detection of AF [5].
Methods based on RR interval irregularity have used different techniques such as
variance of selected RR intervals [6], hidden Markov model [7], and other statistical
methods such as Poincare plot(tells the variability of RR interval series), sample
entropy(quantifies the complexity of RR interval series) [8]. P-wave-based method
performs a sequential analysis to detect the absence of P waves. All these methods
discussed above have some limitations associated. Detecting the absence of P
waves is difficult enough because of its small amplitude, for which atrial activity is
extracted. Atrial activity and ventricular activity overlaps with each other hence
difficult to delineate which in turn make the signal analysis more complicated.
There are several episodes of AF have been detected where RR intervals are reg-
ular. So methods based on RR interval failed in accurate detection where ventricular
activity is regular or the ECG changes quickly between rhythms.

Keeping in view the limitations of the existing methods, in this paper, we have
presented an efficient method which uses the ECG signal characteristic to distin-
guish the different atrial activities such as atrial fibrillation and atrial flutter from
normal sinus rhythm. First, the features of the ECG signal are extracted using AR
modeling, and then, these features are input to the support vector machine (SVM) to
classify the arrhythmias.

2 Materials and Methods

2.1 Database

The datasets used in this study are obtained from three widely used public domain
databases such as MIT/BIH Atrial Fibrillation Database [9] and MIT/BIH Normal
Sinus Rhythm Database [10] and MIT/BIH Arrhythmia Database [11] available at
Physionet bank archive. The Atrial Fibrillation Database comprises of 23 AF ECG
recordings and each are sampled at a rate of 250 Hz. The MIT/BIH NSR database
consists of 18 normal sinus rhythm recording sampled at a rate of 128 Hz. The
MIT/BIH Arrhythmia Database is used to obtain the episodes of atrial flutter which
are samples at 360 Hz. It consists of three 3 records of atrial flutter. From each of
these databases, we have collected several records of 10,000 samples each (40 s
length for fibrillation, 78 s length for normal sinus, and 28 s length for flutter) for
the different ECG type. In total, 272 recordings are extracted out of which 170
recordings are of NSR type and 84 recordings are of AF type and the remaining 18
are of AFL type.
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2.2 Feature Extraction Using Autoregressive Modeling

Features are the characteristic representation of the signal, which indicates the trend
or pattern present in the signal. In this paper, we have considered the statistical
properties of the signal and used them to classify the different classes of signals.
Typically, ECG signal is a time series or a sequence of data points associated with
time. The AR modeling is the most widely used method in time series modeling
because it does not require any priori information about the signal to be analyzed
and also provides simple linear equations with fewer numbers of coefficients in
comparison to other models [12]. It also predicts the data sequence accurately even
if in a low signal-to-noise ratio condition. The AR modeling has been used in many
applications such as pattern recognition, image processing, radar signal processing,
biomedical signal processing, and speech processing. Autoregressive model is a
linear model which models the time series data in a linear fashion i.e. the each
sample of the signal is modeled as a linear combination of the past values [13].

Let y1, y2, y3,…, yn be the samples of the time series Y(n). The pth order
autoregressive time series (AR(p)) is defined as

YðnÞ ¼
Xp

k¼1

apðkÞYðn� kÞþ eðnÞ ð1Þ

where p is the order of the model e(n) is assumed to be a zero mean white noise
sequence with variance r2. The AR model parameters ap can be calculated by
different methods. Here, we have computed the parameters using Burg’s method
and the model order are selected empirically. Burg method is based on the prin-
ciples of minimization of forward and backward linear prediction errors by selecting
appropriate prediction coefficients subject to the condition that they must satisfy the
Levinson–Durbin recursive algorithm. The ECG signal is modeled using the AR
model and coefficients act as the features to represent the ECG signal.

2.3 Support Vector Machine (SVM)

Support vector machine is a class of learning machines based on optimization
principle from statistical learning theory, originally introduced by Cortes and
Vapnik [14]. It has been widely applied in many areas of pattern recognition,
regression, and classification. The objective of SVM is to separate the training data
with a maximum margin while maintaining reasonable computing efficiency. SVM
constructs an optimal separating hyperplane in the input space that separates the
data into different classes by maximizing the margin between the two classes. The
hyperplane is represented as
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f ðxÞ ¼ xTxþ b ¼ 0 ð2Þ

where x is an adjustable weight vector and b is a bias.
The hyperplane can be found by minimizing the following cost function

JðxÞ ¼ 1
2
xTx ¼ 1

2
xk k2 ð3Þ

subject to the constraints

di½xTxi þ b� � 1 i ¼ 1. . .N ð4Þ

The constrained optimization problem is solved using the method of Lagrange
multiplier.

3 Results and Discussion

To assess the distinguishing capability of the extracted features, we have used the
Andrews plot. Andrews plot is a way to visualize the latent structure in
high-dimensional data. Andrews curves are based on the principles of Fourier series
where the data points are mapped into curves in a higher dimensional space by
means of orthogonal basis functions. The Andrews plot of the AR features of
fibrillation, normal sinus rhythm, and atrial flutter is shown in Fig. 1. From the

Fig. 1 Andrews plot to visualize the fibrillation, flutter, and normal sinus ECG data
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variations in the plot, it is deduced that the features are capable of discriminating
between the different classes. Thus, the machine learning approach can be used to
classify the different ECG type.

The support vector machine has been used to classify the fibrillation, flutter and
normal sinus ECG signals. The performance of the method is evaluated using the
performance metrics such as accuracy (Acc) and sensitivity (Sen) and specificity
(Spe). All the metrics are based on the parameters, true positive (TP), false positive
(FP), true negative (TN), and false negative.

Accuracy of the classifier is defined as the degree of closeness of a measured
value to the actual value.

Acc ¼ TPþTN
TPþTNþ FPþ FN

ð5Þ

Sensitivity is the rate of positive instances that are correctly identified as positive.

Sen ¼ TP
TPþ FN

ð6Þ

Specificity is the rate of negative instances that are correctly identified as negative.

Spe ¼ TN
TNþ FP

ð7Þ

The experimental study has been carried out in MATLAB environment. The per-
formance of the proposed method is computed through fivefold cross-validation test
and the results are listed in Table 1. The sensitivity, specificity, and overall accu-
racy are evaluated in 50 runs and the average of the runs is presented in the Table 1.
The optimum value of the r and C parameter in SVM is found to be 2 and 100. We
have studied the classification performance of the method by varying the AR model
order. It shows that the model order of 6 provides best result. The atrial fibrillation
is predicted with 98.62%, the atrial flutter identified with 99.78%, and normal sinus

Table 1 Performance evaluation by fivefold cross-validation test on the collected dataset by SVM
(average over 50 runs)

AR
model
order

Sensitivity Specificity Overall
accuracyAtrial

fabrillation
Normal
sinus
rhythm

Atrial
flutter

Atrial
fabrillation

Normal
sinus
rhythm

Atrial
flutter

3 93.69 99.29 87.78 99.21 94.20 97.46 96.80

4 95.45 99.24 85.89 98.18 93.86 98.20 97.18

6 98.62 97.54 99.78 98.56 99.88 98.89 98.96

8 99.62 95.82 97.00 98.00 98.84 98.09 97.11

10 98.98 95.72 98.44 97.67 99.76 98.18 96.90

12 99.52 96.88 98.44 97.17 99.65 97.76 97.90
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rhythm identified with 97.54% accuracy in average. Also the specificity of the
method is shown to be around 98% in all the ECG type. The classification accuracy
of the method in terms of confusion matrix in a single run for the model order 6 is
shown in Table 2. The atrial fibrillation is predicted with 100%, atrial flutter also
predicted with 100%, and normal rhythm is predicted with 98.23%. The perfor-
mance results elucidates that the autoregressive model capture the variation in the
signal in different ECG signals in a better way to distinguish them properly.

4 Conclusion

In this paper, we have presented an accurate classification approach to detect the
atrial fibrillation and atrial flutter episodes from normal sinus rhythm using
autoregressive modeling with support vector machine. It classifies the three classes
of ECG signal in 98% overall accuracy. The presented approach is very simple and
suitable for tele-monitoring applications.
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Interpretation of IRS-1C LISS Imagery
for Vegetation Extraction: A Spectral
Perspective

Rubina Parveen, Subhash Kukarni and V.D. Mytri

Abstract The ecological mapping and monitoring can be done by satellite remote
sensing with repetitive, multispectral and synoptic viewing capabilities. This paper
reports on the interpretation of vegetation by exploring of some of the existing
interpretation methods such as NDVI and K-means clustering, with emphasis on
spectral responses of vegetation features. Indian Remote Sensing IC Linear
Integrated self-scanning (IRS IC-LISS III) imagery data set was used for the study.
The results show that spectral responses play an important role for automatic
vegetation feature extraction by setting the predefined thresholds. The interpretation
was based on the spectral reflectance of the vegetation pixels. Visual analysis of the
resultant image depicts vegetation features extracted from the study image and
discriminable classification of the vegetation was also achieved.

Keywords Spectral response � Resolution
NDVI (normalized difference vegetation index) � IRS-1C LISS III imagery

1 Introduction

Remote sensing image analysis faces number of challenges such as satellite sensors,
resolution and time of acquisition, atmospheric conditions, qualitative and quanti-
tative interpretations of the image. Land use and land cover maps play a significant
role in the ecological management. Due to increased resolution, decreasing cost of
satellite imagery and sophisticated automatic image processing techniques, land use
mapping by satellite imagery has become more viable [1]. Reflected or emitted
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energy is recorded by the satellite sensors and processed to give the remote sensing
satellite image. Identification of features and its discrimination and classification of
geographical features depends on the uniqueness of reflectance/emittance properties
of those features in different parts of the electromagnetic spectrum [2].
Interpretation of vegetation biophysical properties from remote sensing imagery by
spectral vegetation indices is predominant [3]. Spectral signature of any feature in a
satellite remote sensing image is the observable characteristics, which leads to the
identification of that feature and further analysis can be done to determine its
conditions. Principal characteristics of signatures of vegetation can be determined
by its spectral, spatial, temporal and polarization variations. Spectral variations
occur because of changes in the reflectance or emittance of geospatial features as a
function of wavelength. This paper evaluates the capability of several spectral and
texture features for vegetation classification at the species level using IRS-1C
LISS III multispectral imagery. This method sequentially performs image seg-
mentation and classification to extract vegetation features. Quantitative assessment
gives the overall accuracy of vegetation extraction from the study image. Visual
comparison gives qualitative assessments. The structure of the paper was arranged
as follows: Sect. 1 included introduction and Sect. 2 included the details of study
area and the tools used for analysis. The proposed method of vegetation segmen-
tation was explained in Sect. 3. Section 4 shows the results of the proposed work
followed by conclusion.

2 Study Area Particulars

The download study image is an image of IRS-1C LISS III sensor of Indian Remote
Sensing Satellite Resourcesat-1 LISS III. Ortho-rectified images have green, red,
NIR and SWIR four band multispectral data with 24 m spatial resolution and a
swath of 141 km, downloadable as image tiles in Geotiff format. Data acquired on
04 January 2013. Simulation was performed by using MATLAB (R2010a) and
ERDAS Imagine 9.1 software.

2.1 Earth Observations

The study area is Gulbarga District area (Karnataka State, India), 76.75 E 17.5 N–
77.0 E 17.5 N bounding boxes and toposheet no. E43Q15. Gulbarga is situated in
Deccan Plateau of the country, black soil. The district has a many of tanks which, in
addition to the rivers, this water is not sufficient for cultivation. Gulbarga region is
dry area and agriculture is mostly rain fed. Study area is predominantly urban city
with very small water bodies and little vegetation. The Fig. 1 shows the area of
analysis which is radiometric and geometric preprocessed.
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Different class pixels show different reflectance at different spectral wavelengths
with spectral features such as mean reflectance, maximum reflectance, minimum
reflectance and standard deviation. This can be used for spectral classification [4].
As the study image was an urban environment based, statistics in Table 1 shows the
less predominance of vegetation. Four radiometric bands of the study image have
different covariance and univariate statistics. Band 4 shows maximum covariance,
whereas band 2 shows maximum variance with respect to band 1. Maximum
standard deviation in band 4 indicates that the intensities of image pixels are spread
out over a wider range of values showing large variation.

The multispectral image was divided into spectrally homogeneous but
non-contiguous [1] clusters using unsupervised classification [5]. Broad unsuper-
vised classification of Land use of different classes was done in ERDAS Imagine
9.1 shown in Fig. 1b, and its class relative area of occupancy is shown in Table 2.
The study image was classified into five classes. Area of occupancy of each class
and its relative percentage was calculated. Land cover statistics of classified image
was tabulated in Table 2. Green colour pixels in Fig. 1b depict vegetation pixels.
These can be interpreted as vegetation, by visual comparison with Fig. 1a.

Fig. 1 a IRS-1C LISS III Image acquired on 04 January 2013, b Classified Image

Table 1 Covariance statistics of IRS-1C LISS III Image acquired on 04 January 2013

Band Covariance Univariate statistics

Band
1

Band 2 Band 3 Band 4 Minimum Maximum Mean Std.
deviation

1 13.6 16.607 15.723 14.756 65 101 78 3.68

2 16.6 67.164 130.519 148.106 43 90 64 8.19

3 15.7 130.519 353.519 383.378 34 128 81 18.8

4 13.8 148.106 383.378 459.234 20 100 66 21.43
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Spectrally homogenous clusters may not be spatially contiguous and may con-
sequently result in salt-and-pepper effect [6]. By visual interpretation, class 3
depicts vegetation covers 22.92% of area with respect to complete image features
classes.

2.2 Spectral Analysis of Input Image

Spectral responses of vegetation are unique and types of vegetation shows little
difference between each other in that range of vegetation features. The spectral
reflectance of vegetation features was quite distinct. Figure 2 demonstrates that
vegetation had a very high reflectance in the NIR (near infrared region), and there
were three low minima due to absorption [2]. Measurement of wavelengths,
measurement of intensities of pixels and (3) interpretation of the image [7, 8] were
the important aspects in spectral analysis. Figure 2 shows the spectroscopy of types
of vegetation of IRS-1C LISS III Image acquired on 04 January 2013. Modulation
of spectral reflectance curve shows there are different spectral signatures for further
discrimination of vegetation. Vegetation can be identified by shape of the reflec-
tance spectra.

Fig. 2 Comparison of types
of vegetation reflectance
spectra with respect to the
bands

Table 2 Segmented image is relative classes of land cover
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Total moisture content in the plant, its pigments, structure of leaf and incident
solar radiation were important factors, which effects the spectrum in the visible and
NIR (near infrared) regions [9]. Absorbed total solar radiations in NIR region are
directly proportional to the total water content of plant [10]. Soil reflectance
decreases with increase in the organic matter content [2, 11]. Reflectance in the red
region (about 0.6–0.7) is low because of absorption by leaf chlorophyll, and the
infrared region (about 0.8–0.9) shows high reflectance because of leaf structure.
Discriminative vegetation information is based on radiometric pixel property; dif-
ferent land uses features are not entirely spectrally divergent [1]. Table 3 shows
wavelengths of four spectral bands and their relative principal applications with
respect to vegetation.

Specific pixels based on their attributes are often counted to give estimated area
give quantitative analysis. Extracting information based on visual inspection, its
success depends upon the analyst exploiting effectively the spatial, spectral and
temporal elements present in the image.

3 Vegetation Segmentation

Fundamental mechanism for understanding vegetation features in IRS-1C LISSIII
imagery is dependent on reflectivity variations of the land cover of multispectral
bands. Blue band with faint reflectance variability and discrimination for vegetation
covers is low [1]. First three spectral bands (G, R and NIR) were used to enhance
their visible clarity and spatial resolution. Spectrally segmentation on the spectral
characteristics of vegetation over different wavelength regions can be done by
PCA-based method [12] and spectral mixture analysis (SMA) method [13]. Texture
information is dependent on the neighbouring pixels information. To reduce the
effect of haziness and simultaneously to preserve the edges, study image was
preprocessed with a partial differential-based equations [14]. Figure 3 shows the
preprocessed and histogram-equalized image. Vegetation features are visible sharp.

The 3-dimensional feature corresponding to the radiometry in the NIR, R and G
bands were used to describe every pixel spectrally [5]. Discrimination in vegetation

Table 3 Different spectral band and their applications for vegetation analysis

Band Wavelength
(mm)

Nominal spectral
location

Principal applications

1 0.45–0.52 Blue Forest mapping

2 0.52–0.60 Green Peak reflectance of green vegetation

3 0.63–0.69 Red Plant species differentiation based on
chlorophyll absorption

4 0.76–0.90 Short-wave Infrared
(SWIR)

Determining vegetation types' discrimination
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feature was possible by calculating separately the derivatives of the spectral
channels. Vegetation appears green from visual spectrum because of lighting and
viewing conditions for IRS LISS III images; this affects the classification if proper
descriptors were not used. Vegetation indices [3], Gary level co-occurrence matrix,
were employed as vegetation feature descriptors for vegetation mapping. The initial
segmentation was performed using the spectral values of the study image in con-
junction with the NDVI (normalized difference vegetation index) [15]. NDVI was
calculated from NIR (vegetation reflectance in NIR band is maximum) and red band

Fig. 3 Preprocessed image

Fig. 4 Segmented image
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(RED) reflectance values [16] from formula number 1. Figure 4 shows the NDVI
image.

NDVI ¼ NIR� REDð Þ= NIRþREDð Þ ð1Þ

4 Results

K-means clustering was used to group the pixels into a number of clusters using the
Euclidean distance. The vegetation was divided into four classes in the study. For
hierarchical clustering of vegetation, clusters are either merged into larger clusters
or split to smaller clusters into feature space by K-means clustering, into K number
of clusters [17, 18]. K-means algorithm randomly assigns the centroid, and then,
distance of the object pixel to the centroid is determined followed by grouping of
the objects based on minimum distance with centroid. All these steps were iterated
until convergence. The initialization input number of clusters in K-means clustering
application done in advance, by manual counting [19]. Vegetation and
non-vegetation pixels were separated. Figure 5 shows the extraction of vegetation
features by masking non-vegetative features. This image shows no contamination if
non-vegetation feature spectra. Number of non-black pixels depicts vegetation
pixels, as shown in Fig. 5. Total pixels in the resultant image depicting vegetation
were 31.42%. As per the general unsupervised classification and Table 1, the

Fig. 5 Vegetation extracted
image

Interpretation of IRS-1C LISS Imagery for Vegetation Extraction … 207



vegetation pixels were 22.92%. Obtained results were about 72% analogous to
unsupervised classification, but Fig. 5 was visually clearer.

The spectral modulations of the same features are different in different seasons
and different times. Exact matching of these features is difficult with standard
spectrum [20]. But the results can be nearer to it. By visual interpretation, pure pixel
is chosen to carry out spectral decomposition [21] by spectral mixture analysis or by
SVM [4]. Euclidean distance mapping is used to automatic discrimination of the
different vegetation features. Euclidean distance represents images as points in a
high dimensional image space. If I = (I1, I2,… Imn) and J = I+1, J = (J1, J2 … Jmn)
are the two images of size M * N. Ik and Jk are grey levels on Kth pixels. The
Euclidean distance [22] d2EðI; JÞ is given by formula 2.

d2EðI; JÞ ¼
XMN

K¼1

ðIK � JKÞ2 ð2Þ

The pair with more similarity has a larger Euclidean distance. Each pixel was
tested and divided into four classes, by calculating the Euclidean distance between
given pixel and reference pixel. The classified results are shown in Fig. 5. Colour
differencing gives visible discrimination. Four classes of vegetation with significant
variations are observed from the resultant image as shown in Fig. 6. Despite the
general ambiguity in their spectral response, this helps for vegetation discrimina-
tion. Each class can be further discernible as a separate image.

Table 2 shows the vegetation region extracted from the input image. NIR band
reflectance changes depending upon the plant leaf structure. Identification of dif-
ferent species and vegetation condition monitoring is possible. Vegetation reflec-
tance is almost inversely proportional to leaf water content. Figure 6 is 72%
accurate, as compared with Fig. 1b. Further decimation gives the resultant image
shown in Fig. 6. From the Fig. 6, sky blue colour depicts class 3a, brown depicts

Fig. 6 Vegetation
discrimination image

208 R. Parveen et al.



class 3b, green depicts class 3c, orange colour depicts 3d and dark blue depicts
masked area or non-vegetation pixels.

5 Conclusion

Vegetation has a strong reflectance in NIR band. Vegetation species shows dis-
criminable spectral variability because of leaf size, shape, water content and geo-
physical parameters. This property was explored in the study to determine types of
vegetation using quantitative models such as NDVI and K-means clustering.
Extraction of vegetation was 72% accurate as compared to unsupervised classifi-
cation. The process was automatic without any biased classification. Further veg-
etation types were discriminated by the pixel spectral differences analysis by using
Euclidean distance mapping. The results were visually clear, and these results can
be further used for identification of vegetation species. Vegetation species identi-
fication based on spectral signatures can be taken up in the further study.
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ECG Analysis and Peak Detection Using
Zero-Aliasing Correlation Filter

Neenu Jose and Nandakumar Paramparambath

Abstract An electrocardiogram (ECG) is a test that checks how the heart is
functioning by measuring the electrical activity of the heart. With each heart beat,
an electrical impulse travels through the heart, in turn results in the pumping of
blood from the heart. This paper intends to study how correlation filter is used for
the analysis and detection of QRS pattern in ECG waveform. Correlation filters are
well established and useful for a variety of tasks in signal processing and pattern
recognition. The study describes the demonstrated use of zero-aliasing correlation
filters which reduces the aliasing effect and offer distortion-tolerant output. By
adopting the ZACF design, the study shows that the recognition and localization
performance of conventional CF designs can be significantly improved. And hence,
QRS detection using this method provides a highly trouble-free path, which in turn
helps in the scientific development for the betterment of the society.

Keywords Correlation filter � ECG � QRS complex � Aliasing

1 Introduction

It is the natural capacity of every individual to sense their surroundings with object,
numbers, alphabets, voices, faces, scene, vehicle, houses, and roads. Still, devel-
oping a computer to make out this type of identification is a demanding task. Pattern
recognition plays an important role in diverse fields, and it is an area of artificial
intelligence. Correlation filters (CFs) have been successfully applied to a variety of
pattern recognition applications. This paper mainly focussed on the human ECG
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recognition for cardiologic diagnosis. ECG is the standard tool for monitoring and
diagnosing cardiac problems. Processing of ECG signal by using existing ECG
library data includes ECG waveforms parameters like P wave, QRS complex, and T
wave. In this, QRS complex is most important. The duration and height of QRS
gives significant amount of data to physician; thus, he/she can easily understand the
condition of heart. Such processed signal undergoes pattern recognition. The
diverse forms of noise-like baseline wander, motion artifact, etc., contaminate the
ECG signals. Thus, the analysis of ECG signal with naked eye becomes difficult.

Therefore, different algorithms are developed in order to detect the QRS peak.
Mainly, those algorithms originated from artificial neural network, genetic algo-
rithm, wavelet transform, and correlation filters. Pam Tompkins algorithm uses the
basics of signal derivatives for detection of slop of the QRS complex, which is
considered as the first algorithm for QRS detection [1]. Neural network also one of
the prominent methods used for QRS detection [2]. R peak detection and single beat
extraction ECG signal using cross-wavelet transform was explained in [3]. The
structures of these above algorithms are almost similar which includes steps like
pre-processing stage, feature extraction stage, and decision stage.

In this paper the analysis and detection QRS complex is developed by using the
concept of correlation filter. The newly introduced zero-aliasing correlation filter is
used instead of conventional correlation filter. To compute the similarity between a
reference pattern and a test pattern, correlation is the natural metric phenomenon
that is widely used [4]. In the pattern recognition applications, correlation filter
helps in classifying and recognizing patterns in its best possible manner. The
template that is specifically designed based on a set of training images is a corre-
lation filter. The training images are from both an authentic class and the
non-authentic class. When the test image is correlated by correlation filter, a cor-
relation peak is obtained if the test image comes from an authentic class, while the
correlation peak is not sharp if the test image belongs to the non-authentic class [5].

.

2 Zero-Aliasing Correlation Filter

Zero-aliasing correlation filter can be designed by incorporating zero-aliasing
constraint into CF design. In the ZACF formulation, minimize localization loss
while enforcing both the peak and ZA constraints that force the template’s tail to be
equal to zero. The resulting aliasing effects caused by circular correlation can be
reduced by using this constraint. For example, the ZA constraint for a K channel
template hðnÞ can be expressed as

hk nð Þ ¼ 0 for n�N ð1Þ
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Relating the time domain template hk nð Þ to the frequency domain Hk rð Þ, by
taking the inverse DFT as,

hk nð Þ ¼ 1
NF

XNF�1

r¼0

Hk rð Þej2prn
NF ð2Þ

The zero-aliasing constraint for the template is given by,

hk nð Þ ¼ 1
NF

XNF�1

r¼0

HkðrÞej2prn
NF ¼ 0 for N� n\NF ð3Þ

This ZA constraint characterizes the ZACF.
Similarly, the peak constraint can express as the correlation filter that are con-

strained to produce pre-specified value as the correlation peak constraint in response
to the training image that is equivalent to the dot product of the training images and
the template. In the frequency domain, correlation may be represented as an
element-wise multiplication between the DFTs of two signals. However, it is well
known that multiplying two DFTs together results in a circular correlation, rather
than a linear correlation.

To fix the circular correlation problem, we introduced hard constraints on the CF
design that force the tail of the template to zero. We require that training images are
padded and a DFT of size 2N � 1 is used. By zero-padding training images and
imposing constraints on the filter design, we obtain a template that is all zeros in the
tail. The element-wise multiplication of the DFT of this template with DFTs of
padded training images corresponds to a linear correlation, rather than a circular
correlation. Thus, the correlation peak is set to 1 for positive class training images
and set to 0 for negative class training images. This leads to good localization by
exhibiting sharp correlation peak with low side lobes.

3 Designed Methodology

The basic type of processing ECG signal is filtering and normalization. The ECG
signal obtained from MIT-BIH database by the Physionet Website. This Website
provides the physiological signals for researchers. MIT-BIH database contains sets
of normal ECG signal and the sets of ECG signal that affected by abnormalities.
This provides an opportunity to test and detect the QRS complex. The QRS pattern
is recognized by introducing zero-aliasing correlation filter under the process of
testing and training. The methodology includes averaging or normalization of ECG
signal along with adaptive thresholding, QRS complex detection, single QRS beat
extraction, and correlation of testing and training signals.

ECG Analysis and Peak Detection Using Zero-Aliasing Correlation Filter 213



3.1 R Peak Detection

QRS pattern is the widely used ECG signal feature in the process of ECG analysis.
For better extraction of QRS complex, fixed thresholding is being adopted rather
than adaptive thresholding. R peak detection process is channelized by the appli-
cation of FFT-based correlation which results in the elimination of the aliasing issue
that raised due to circular correlation. And then, with the result of the R peak
detection, the corresponding RR interval is computed.

Fig. 1 Raw ECG signal

Fig. 2 R peaks detection
using ZACF
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Fig. 3 The detected R peaks after normalization

Fig. 4 Result of correlated signal
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3.2 ECG Classification

Analysis of single beat QRS complex usually results in the accurate classification of
the ECG signals. And hence, separate single beat is being assigned for both training
and testing process. Thus, it endures zero padding along with FFT calculation,
which resembles the characteristics of linear correlation. In ZACF, the zero-aliasing
constraint is adopted mainly in the tail component, which in then accelerates the
correlation between the templates. And hence, it positively paves a smooth and
easiest way for the ECG classification.

4 Experimental Results

This paper demonstrates the use of the zero-aliasing correlation filter algorithm for
the detection of the QRS complex, determination of RR interval and heart rate from
the raw ECG data. The data were processed in MATLAB 2013 software. All the
data used for this work are taken from the MIT-BIH database by Physionet

Fig. 5 Result of uncorrelated signal
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Website. The sampling frequency of dataset is 360 Hz. The RR interval is the time
difference between the R peaks. The heart rate is also calculated from time between
the QRS complexes. Normal range is in between 60 and 100 beats per minute
(bpm).

The plot in Fig. 1 represents the raw ECG signal. Then the raw ECG signal
undergoes zero-aliasing correlation filtering for detection of R peaks (Figs. 2
and 3).

The correct once the R peak detection is completed the single beat is extracted
for ECG classification. The simulated output of ECG classification is shown in
Figs. 4 and 5. One figure results correlated signal and another figure results
uncorrelated signal.

5 Conclusion

Heart diseases are the major concern for many people. So diagnosis of the
heart-related issues and prevention of the same has at most importance. The
checking of electrocardiogram (ECG) signal is the usual test for identifying dis-
orders of the heart. This paper demonstrated the use of zero-aliasing correlation
filter for the analysis and detection of QRS pattern in ECG waveform. Thus, was
developed a computerized diagnosis system for doctors, especially cardiologists for
easy diagnosis of ECG variations and classification of the ECG waveforms under
normal and abnormal classes.
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An Extensive Study of Visual Search
Models on Medical Databases

Padmaja Grandhe, Sreenivasa Reddy Edara and Vasumathi Devara

Abstract Due to the rapid growth of medical images, user-specific ROI and object
classification are the significant factors in the region-based segmentation instead of
a pixel-based segmentation. Manual image annotation, classification, and filtering
are not only a difficult task, but also high memory and time usage. In the visual
search system, an unknown query image was given as input, relevant visual images
with different diagnoses features are retrieved and then used as clinical decisions.
The main goal of the visual search engine is to efficiently retrieve user-specific
images that are visually identical to a selected ROI query. In this paper, a survey on
traditional visual search methods is analyzed in terms of visual features and
accuracy are concerned. Based on the survey performed by different visual search
systems, the diagnostic efficiency is increased from 30 to 60% for clinical decision.

Keywords SIFT algorithm � Visual search � Classification � Image retrieval

1 Introduction

User Interest in the potential digital images has increased enormously over the past
few years with the rapid growth of image database on the Internet. At the same
time, demand for tools which can perform search and retrieval of images also has
increased. Image retrieval involves retrieving images based on their visual simi-
larity to images or image features provided by a user. Challenges with conventional

P. Grandhe (&)
CSE Department, JNTUK, Kakinada, India
e-mail: padmajagrandhe@gmail.com

P. Grandhe
CSE Department, PSCMR College of Engineering & Technology, Vijayawada, India

S.R. Edara
ANU College of Engineering & Technology, Gutur, India

V. Devara
CSE Department, JNTUH College of Engineering, Hyderabad, India

© Springer Nature Singapore Pte Ltd. 2018
H.S. Saini et al. (eds.), Innovations in Electronics and Communication
Engineering, Lecture Notes in Networks and Systems 7,
https://doi.org/10.1007/978-981-10-3812-9_23

219



methods of image indexing have lead to the rise of interest in methods for retrieving
medical images on the basis of certain features such as texture, color, and shape that
are generally referred to as an image retrieval process. Points of interest, which are
points on the image that can be uniquely identified, are the most important features
due to their robustness. It is usual to associate a scale and a covariant to the point to
obtain descriptor invariance. There are two kinds of image retrieval methodologies,
namely the text-based methodology and content-based methodology. In the
text-based methodology, the images are retrieved through the text that is associated
with that image. But this methodology fails in giving the user intent because the text
associated with the image may not be relevant. Also, this kind of retrieval requires
textual annotations. The subjectivity of the perception and the impreciseness in the
annotations may cause mismatches in retrieval processes. Image searching with a
specific visual query is one of the advances of the search engines in recent years.
Searching for a small region of interest (ROI) in larger images is still a challenging
issue. A large number of localization methods have been proposed in the context of
detection of objects and recognition of objects in a database; they have not applied
in scalable visual search. Traditional methods usually represent an image based on
low-level features.

In the Fig. 1, traditional image search query [4, 5, 9, 10] is given input to
preprocessing approach. Here, the preprocessing algorithms are used to remove
noise or to enhance the brightness of the high resolution spectral images. In the
segmentation step, traditional techniques such as K-means, graph-based segmen-
tation, fuzzy-C means are used in [4, 5, 9, 10]. Finally, the number of segmented
regions is identified.

CBIR system from a user perspective would find semantically similar images.
A set of techniques are used to search the similar images from an image database
using image features such as color, shape, and texture. Continuous research on
CBIR system expanded its capability to retrieve visual information, images not only

Visual Image 
Query

Preprocessing

Query Based 
Segmentation Alg. 

Number of 
Segments Features

Fig. 1 Traditional visual
search using segmentation
process
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at a conceptual level, but also at the perceptual level using objective measurements
of the visual contents.

1.1 Visual CBIR in Medical Domain

As the computer technology is gaining ground in the medical domain, maintenance
of digital data that is generated, stored, transmitted, analyzed, and accessed in
hospitals has become very complex. In particular, the amount of digital images that
are being generated on a daily basis is so huge that it requires some tools to handle
data efficiently. The digital images are retrieved using some textual keywords
related to the records. Since the current data access techniques are having many
limitations, research is being conducted to make medical imaging task easy and
efficient. It is proved that visual image search based on image features is more
reliable in many cases and visual similarity is easily analyzed than traditional CBIR
systems. Also, medical visual characteristics have a strong effect on image
diagnosis.

Digital medical image visual search consists of three key steps:

1. Query image features extraction.
2. Analysis of those features for diagnosis.
3. Recommendations for clinical decision making.

2 Related Work

The content-based retrieval systems are improvised in different areas for the better
performance.

Johansen Imo, Sebastian Klenk, and Gunther Heidmann worked on Interactive
feature visualization for image retrieval [4]. The traditional CBIR system is
unaware of what features are exactly used and thus fails in analyzing the results. To
make it more transparent, image features need to be more visualized for user’s
selection. They presented a visualization method to extract feature classes such as
texture feature and color histogram to evaluate this model.

Manmatha and Ravela [6] implemented similarity of visual appearance.
A multiscale vector model is used to filter the query images in the training dataset
with linear Gaussian functions at various scales and then computed low-order
variations. These differential variations related to feature regions and are compared
with those in the training data to find the similarity score for each image.

Gao [3] proposed “multiple feature-based image retrieval” model on image
color spaces. This system uses color feature by quantifying the color spaces into
non-equal intervals using the color histogram. Color histogram is represented by
using local patterns. Similarity index is computed between the user query image
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and the target image in the training using Gaussian normalization on the distance
space and feature space.

3 Structure-Based Image Retrieval Models

One of the most important and fastest growing researches in the field of medical is
image retrieval with user’s interest in content-based image retrieval. The basic idea
of the structure-based image retrieval is to find identical images from the training
data with the aid of some key features contained in the images. In structure-based
image retrieval process [7], image registrations are performed in offline process so
that the ROI of the query image was processed immediately. [7]Implemented image
retrieval process in both offline and online process. In the online mechanism,
user-specific query and the ROI bounding box are used to find the relevant similar
images from the database [4, 5, 8–10].

Following two techniques are applied to the given input image to produce the output.

1. Image classification.
2. Global image registration.

3.1 Image Classification

To divide the X-ray images into 5 different classes such as hand, spine, cranium,
chest, and negative. They used visual information to classify the images into
classes. The main difficulty comes from the visual appearances of object categories.
Multiple kernel learning (MKL) is used to detect a combination of the kernels,
which differs either in their functionality, visual features, and parameters.
Therefore, it is necessary to apply the multiple similarity measures to the available
visual features. For instance, in the X-ray feature vector space has a small rectan-
gular region inside the bounding box, this system computes a similarity value for
each box of the object recursively.

Let Db be the kernel base descriptors, and its related distance procedures are
f1; f2. . .fDb . The descriptors and distance procedures are then kernelised to form base
kernels. A novel point can be classified as +1 or −1 by computing Eq. (1).

sign
X

j

ajyjkðx; xjÞþ b

 !
ð1Þ

where ai be the support vector, b is the bounded maximal width. To handle mul-
ticlass issues, both one-vs-one and one-vs-all formulations are performed. In
one-v-one, region is divided into binary classification and optimal object point is
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classified by taking majority vote in the classifiers. In one-vs-all, each classifier is
learned per class and the optimal point is selected from the hyperplanes. They
divided the object’s bounding box into a number of rectangular regions and each
region used as a feature vector for multiple kernel similarity computation.

As shown in Fig. 2, MKL-SVM based classification is done by using labelled
and un-labelled data categories.

3.2 Global Image Registration

Registration is one of the important methods in the area of medical image retrieval
for combining multiple image modals, image changes, etc. Image registration is
required for fast and efficient image retrieval applications due to the following
issues:

• Medical images are heterogeneous and multimodal with temporal features. So,
multimodal registration is an integral part of any visual and content-based
retrieval application.

• The size of the medical images affects the speed and computational cost for
image registration.

Registration is executed using a two-step process. In the first step, points related
to current image to the reference image are computed using the block-matching
approach. Each block in the current image is compared with the neighborhood of
the transformed referenced image. Traditionally, a block matching is computed
using normalized cross-correlation and naïve normalization measures.

NCC :¼ ð1=NÞ
X

x2Br

½BrðxÞ � lBr
�½BcðxÞ � lBc

�=ðrBr � rBcÞ

MKL-SVM

Initial Training Data

Labelled Data Un-labelled Data

X-ray 
Categorization

Fig. 2 SVM-MKL image
classification
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where Br and Bc are the reference block and current image block, l and r are the
mean and standard deviation within a block, and N be the size of the block.

Overall Limitations of the Visual and Content-based Search Methods
From this study, it has been depicted that there are many problems which do not

have perfect solutions. Some of them are as follows:

• Application of CBIR technique on a large image database containing a wide
variety of images result in less accurate results and consume high computation
time.

• Traditional CBIR and visual search models heavily depend on segmentation
techniques, which are not reliable.

• Problem of accurately representing the user interests in query formulation in
ROI (region of interest)-based image retrieval system.

• Problem of considering the relative location of different objects in the query
image for increasing the retrieval accuracy while consuming less computation
time.

• Traditional local binary pattern (LBP)-based texture descriptors are very useful
in analyzing texture of an image. However, there also remain some potential
flaws as given below.

• Sensitive to noise magnitude of local difference is not taken and hence unable to
represent fine texture details. Global texture properties are not represented.

4 Experimental Results

All experiments are executed with the minimum configurations such as CPU
2.13 GHz, Intel(R) Core(TM)2 4 GB RAM, and Netbeans IDE tool. This frame-
work requires a third-party libraries such as jVisualizer, JAMA, and Apache Math.

Dataset: The dataset contains X-ray images of 5 classes: spine, hand, cranium,
chest, and negative taken from the publicly available IRMA dataset [1] (Figs. 3 and
4).

In the results Figs. 5 and 6, it was observed that image orientation and shape are
the main problems in the traditional visual search systems (Figs. 7 and 8).

Performance Analysis (Tables 1 and 2).
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Fig. 3 User query selection

Fig. 5 User query selection

Fig. 4 Top 14 image retrieval results [7]
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Fig. 6 Top 14 image retrieval results [7]

Fig. 7 User selected query

Fig. 8 Lung retrieval results [7]
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5 Conclusion

The visual captures information in the image database and uses it to improve the
performance of user-specific medical image search. Survey of the visual search
models on the medical training dataset has proven both advantages and limitations.
In the visual search system, an unknown query image was given as input, relevant
visual images with different diagnoses features are retrieved and then used as
clinical decisions. The main goal of the visual search engine is to efficiently retrieve
user-specific images that are visually identical to a selected ROI query. In this
paper, a survey on traditional visual search methods is analyzed in terms of visual
features and accuracy are concerned. Different image ROI methods along with
classification models are explored to highlight the challenges in the visual search
process. Based on the survey performed by different visual search systems, the
diagnostic efficiency is increased from 30 to 60% for clinical decision.
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Firefly Algorithm-Assisted Segmentation
of Brain Regions Using Tsallis Entropy
and Markov Random Field

N. Sri Madhava Raja, P.R. Visali Lakshmi
and Kaavya Pranavi Gunasekaran

Abstract In recent years, segmentation of medical images attracted the research
community because of its significance in medical discipline. In this paper, firefly
algorithm and Tsallis entropy-based approach is initially considered to threshold the
standard brain MRI dataset. Later, the brain regions, such as white matter (WM),
gray matter (GM), and cerebrospinal fluid (CF), are segmented using the Markov
random field (MRF) approach. The proposed work is implemented using
256 � 256 sized benchmark MRI data, of subjects CHIMIC, JANPRZ, and
JATKAM. Performance of the proposed approach is validated using a numerical
metric that estimates the silhouette index of the estimated clusters. The proposed
approach is also tested on other brain MRI dataset available in the literature and
obtained better result in the segmentation of WM, GM, and CF. The simulation
results in this study confirms that the proposed method offers an average
enhancement of cluster classification by 4.44% in terms of silhouette index.

Keywords Firefly algorithm � MRI brain image � Segmentation
Tsallis entropy � Markov random field

1 Introduction

Due to its flexibility and ease of implementation, heuristic algorithm-based
approaches are widely employed in various applications. In this paper, heuristic
algorithm-assisted thresholding and segmentation is proposed for the brain MR
image dataset. A number of procedures to segment the medical images such as
multi-thresholding [1–4], clustering [5, 6], and region growing [7, 8] are present.
Among these, multi-thresholding seems to be a better preprocessing procedure,
which groups the similar pixels based on the chosen threshold values. In the
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processing, a number of thresholding procedures are discussed by the researchers
[9–13]. The considered work is aiming in the separation of the brain MRI data into
three regions, such as white matter (WM), gray matter (GM), and cerebrospinal
fluid (CF). The proposed segmentation process has two states: (i) preprocessing
stage and (ii) post-processing stage. Preprocessing stage uses a tri-level thresh-
olding, in which the Tsallis entropy function is used. For minimization of com-
putation cost, firefly algorithm (FA) is adopted. The output is then passed to the
post-processing stage, where the thresholded image is segmented into three clusters
using the Markov Random Field (MRF) approach. The result is compared with a
recent approach by Palani et al. [8] and shows that the cluster classification is
improved by 4.44% in terms of silhouette index.

2 Methodology

This section presents the methodology adopted in this work. Figure 1 depicts the
stages considered.

2.1 Image Enhancement

Image improvement is essential to enhance the image regions. Prior to the pre-
processing work, it is necessary to improve the contrast of the brain MRI image
frame. Figure 2a, b depicts the Chimic image frame and its histogram with poor
contrast. Figure 2c, d depicts the enhanced image and its histogram.

a. Multi-thresholding

During preprocessing, tri-level thresholding is achieved using the firefly algorithm
(FA) and Tsallis entropy. In this work, the FA discussed in the recent paper by Raja
et al. [14, 15] is considered.

Generally, in FA the light intensity I at a particular distance d from the light
source Xt

i obeys the inverse square law [16]. For I, as the distance d increases in
terms of I / 1=d2. The movement of the attracted firefly i toward a brighter firefly
j can be determined by position update equation;

Image 
enhancement

Brain 
MRI 
image

Tri-level 
thresholding 
using FA and 

Tsallis entropy

Skull 
stripping

MRF –
Map 
estimation

WM, GM, 
CF

Fig. 1 Block diagram of Tsallis- and MRF-based segmentation procedure
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Xtþ 1
i ¼ Xt

i þ b0e
�c d2ij ðXt

j � Xt
i Þþ a � sign(rand�1=2Þ � L�evy ð1Þ

where Xtþ 1
i = updated position of firefly, Xt

i = initial position of firefly, andR
b0e

�cd2ij ðXt
j � Xt

i Þ = attraction between fireflies.
In this work, the number of fireflies is chosen as 20, the search iteration number

is assigned as 2000, and the dimension of search D is assigned as 3.
Non-extensive entropy concept was initially proposed by Tsallis [17] as shown

below:

Sq ¼ 1�PT
i¼1 ðpiÞq

q� 1
ð2Þ

where T is the system potentials and q is the entropic index. Equation (2) will meet
the Shannon’s entropy when q ! 1. The entropy value can be expressed with a
pseudo-additivity rule as:
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(c)
(d)      
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Fig. 2 Image enhancement
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SqðAþBÞ ¼ SqðAÞþ SqðBÞþ ð1� qÞ � SqðAÞ � SqðBÞ ð3Þ

The Tsallis entropy concept is then considered to find optimal thresholds of the
image. Let the test image has L gray levels in the range {0, 1, 2, 3, …, 256 − 1}
with gray level probability distributions pi ¼ p0; p1; p2; . . . ; pL�1 [11–13]. Tsallis
tri-level thresholding can be expressed as:

f Tð Þ ¼ T1; T2; T3½ �
¼ argmax SAq ðTÞþ SBq ðTÞþ SCq ðTÞþ ð1� qÞ � SAq ðTÞ � SBq ðTÞ � SCq ðTÞ

h i
ð4Þ

Following are the values with their constraints:

SAq ðTÞ ¼
1�Pt1�1

i¼0
Pi
PA

� �q
q� 1

; PA ¼
Xt1�1

i¼0
Pi

SBq ðTÞ ¼
1�Pt2�1

i¼t1
Pi
PB

� �q
q� 1

; PB ¼
Xt2�1

i¼t1
Pi

SCq ðTÞ ¼
1�PL�1

i¼tk
Pi
PC

� �q
q� 1

; PC ¼
XL2�1

i¼tk
Pi

PA þPB
�� ��� 1\S\1� PA � PB

�� ��
PB þPC
�� ��� 1\S\1� PB � PC

�� ��
PC þPL�1
�� ��� 1\S\1� PC � PL�1

�� ��

b. Skull stripping

Skull stripping is essential to remove the skull and the background area from MRI
to analyze the brain soft tissue properly by using an image filter. In MR image,
generally the skull/bone will have the maximum threshold value (>180) compared
to other brain tissues. Hence, the image filter is used to separate the brain regions
based on a chosen threshold value [8, 18].

c. Markov random field

Markov Random Field (MRF) is a probabilistic tactic used in gray scale image
segmentation problems [8]. The MRF can be expressed as follows: Let
I ¼ fyðm � nÞ 0� y� L� 1j ; y—intensity of the image at the pixel location (m, n);
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L—number of threshold levels. During the segmentation, MRF will approximate
the formation of each pixel by mapping into a group of random labels defined as:
X ¼ fx1; . . .xNÞ xi 2j l. In this paper, the number of labels is assigned as three (since
during the multi-thresholding, T is chosen as three as discussed) [8, 19, 20].

3 Results and Discussion

Major aim of this paper is to segment the brain tissue regions automatically with
greater accuracy using the heuristic algorithm, as is in the paper by Palani et al. [8]
using PSO and Otsu. In their work, the cluster classification of silhouette index is
achieved as 4.42%. In the proposed paper, FA and Tsallis approach is implemented
to improve the cluster classification >4.42%. Initially, the proposed method is
applied on the benchmark MRI of subjects, such as CHIMIC, JANPRZ, and
JATKAM [21]. Figure 3 presents the result obtained based on the method discussed
in [8], where Fig. 3a shows the skull stripped initial label, Fig. 3b presents the final
label by the MRF, Fig. 3c depicts the minimized energy value, and Fig. 3d–f gives
the value of GM, WM, and CF, respectively. All the processing works are
implemented using Matlab2012a.

(a) Initial label (b) Final label (c) Energy 
Minimization 

(d) GM (e) WM (f) CF

1 1.5 2 2.5 3
000,000
100,000
150,000
200,000
250,000
300,000
350,000
400,000

sum of U in each EM iteration

EM iteration

su
m

 o
f U

Fig. 3 Results of Chimic with PSO + Otsu + MRF
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Later, similar approach is implemented on CHIMIC, JANPRZ, JATKAM [21],
test image [22] brain MRI dataset using the proposed method as discussed in
Sect. 2. Table 1 depicts the output obtained during the preprocessing stage. From
Tic-Toc function in Matlab, the average time required for this segmentation pro-
cedure is around 175.1875 s. This procedure is repeated 10 times and the mean
value and the standard deviation (SD) values of the initial and final label are noted
in Table 3; evident that, the Silhouette index value is slightly better than the
Silhouette index presented in [8] and the average improvement in cluster classifi-
cation is around 4.44%. Table 2 presents the initial, final label, CF, GM, and WM
obtained with the FA- and Tsallis-based approach.

This shows a minimal energy during expectation maximization iteration. From
this result, the proposed approach is efficient in separating the brain soft tissue from
the brain MRI dataset.

Table 1 Test image and the preprocessed output

Test image Tsallis Optimal
thresholds

Tsallis
function

CHIMIC 58, 134, 182 1.5277

JANPRZ 31, 122, 179 1.4924

JATKAM 53, 106, 185 1.4629

Test 1 64, 129, 162 1.8270
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4 Conclusions

FA- and Tsallis entropy-based preprocessing and MRF-based post-processing is
proposed in this paper to segment the brain tissues for MRI. The combination of the
tri-level segmentation and the MRF offers better automated segmentation of GM,
WM, and CF. The silhouette performance metric of the considered method confirms
that it can enhance the segmentation accuracy and offers better clusters. It also
proves that the proposed approach improves the spatial clustering performance by
an average of 4.44%.
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Endoscopic Image Enhancement Using
Blind Denoising

Amarsinh Deshmukh, Kapil Mundada and Pramod Kanjalkar

Abstract Biomedical images such as endoscopic images, retina, MRI, X-ray play
an important role in the analysis and diagnosis of the internal body structure.
Endoscopic image is used during pregnancy, plastic surgery, orthopedic surgery,
spinal surgery, etc., to examine internal body structure. Endoscopic images are
corrupted with various types of noises. The noisy image results into inaccurate
diagnosis, and thus, the endoscopic image denoising is essential. In this paper, a
method known as blind denoising has been used to improve the visual quality of the
images. In the proposed method, we first estimate the noise level in the image
obtained. Now having known the noise level, we apply BM3D algorithm to denoise
the endoscopic image. By the proposed method, it is found that the PSNR of the test
image is improved. The enhanced image will help the doctors for accurate
diagnosis.

Keywords Blind denoising � Noise level estimation � BM3D

1 Introduction

Endoscopy is used to observe an internal body organ, structure, or tissue. In this
process, long, thin tube is inserted into the body for diagnosis. The main application
of endoscopy is imaging, minor surgery, diagnosis, and so on. Few times in
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endoscopy due to internal bleeding and some other problems we cannot get a clear
image. Thus, the noisy image results into inaccurate diagnosis. So we need an
engineering solution to this problem.

Every real-time image which is captured from the camera consists of some sort
of noise. The noise may be from different types of sources such as photon noise,
thermal noise, and quantization noise.

Image denoising is important in many image-processing applications and anal-
yses. The study of image denoising started a few decades ago, i.e., since 1970, but
still we are lagging behind the mark of perfection. Image denoising is classified on
different bases such as domain-based approach, noise level-based approach.
According to the noise level-based approach, denoising is divided into two types
non-blind denoising and blind denoising. This classification is based on whether the
noise level is known or unknown.

In case of non-blind denoising, the noise level (rn) is considered as known
parameter, this is conventional way of denoising. On the other hand, in case of
blind denoising, the noise level (rn) is unknown. We have to estimate the noise
level parameter along with the denoising process. The accomplishment of image
denoising algorithm predominantly depends upon the noise level (rn) estimation.

In most of the commonly used noisy image model, generally the noise is AWGN
(additive white Gaussian noise). In the noise level estimation, we mainly estimate
the standard deviation (rn) for given single noise image. Lots of work is done on
this topic, many algorithms [1–7] have been implemented. These algorithms are
basically classified into three types of approaches, i.e., filter-based approach,
patch-based approach and statistical approach.

In filter-based approach [1, 3, 5], noisy image is passed through the high-pass
filter to get the suppressed image structure. Then, the difference between the filtered
image and the original image is considered as the noise. The problem with this
denoising method is that the difference between the images is considered as noise,
but this assumption is not always true especially in case of image with complex
structure.

In patch-based approaches [2, 5, 7], the image is divided into number of patches,
i.e., rectangular window of size N � N, and select the smooth patch among the
separated patches. The smooth patch is selected on the basis of intensity level
depending on the standard deviation. Here, the consideration is the smooth patch
consists of large amount of noise as compared to the true image contents of the
patch. So approximate the true image contents to zero and hence by assuming
the smooth patch consisting of only the noise, one can estimate the noise level. But
the disadvantage of this method is that if the consideration goes wrong, then
overestimation or underestimation of the noise level takes place.
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2 Noise Level Estimation

Liu and Tanaka [8] proposed a method for noise level estimation based on the PCA.
This method comes under patch-based noise level estimation; here, the input noisy
image is divided into number of small patches in raster scan. Then, we slide the
window pixel by pixel so the patches are overlapped and the data model of the
patches is represented as noisy image patch which is the combination of true image
patch and noise. By taking the advantage of properties of the natural image, the data
of natural image span only low-dimensional subspace because of redundancy of
natural image. If the data patch spans the subspace whose dimension is very less
than the patches' dimensions, then that patch is known as low-rank patch. Now here
is the assumption that the minimum eigenvalue of the covariance matrix is equal to
zero. The variance of the Gaussian noise is equally distributed in all the directions
and all eigenvalues are same, so we can estimate the noise level.

The main disadvantage of this method is that our assumption is not always true,
especially in case of images with complex structure. When the image with very fine
details is given, we can overestimate the noise level. To overcome this disadvan-
tage, we go for proposed method in which we choose the low-rank patches. The
low-rank patches may consist of the patches with similar structure which includes
the high-frequency components such as edges, corners, or texture.

2.1 Patch Selection

There are many algorithms used for the patch selection depending on their appli-
cations. In an image patch, local variance is an important parameter and it is useful
to analyze the image structure as well as to select the image patch for noise level
estimation. Lee and Popper [9] proposed an algorithm in which homogeneous
patches are required to estimate the noise level, but here the homogeneous patches
are known as the patches with small local variance. Similarly Pyatykh et al. [7]
proposed an algorithm where he discarded the patches with large variances. The
advantage of the above two methods is that both the algorithms are simple and fast,
but the major disadvantage is that it overestimates the noise level. To overcome the
above disadvantage, Shin et al. [5] proposed a method, in which instead of selecting
homogeneous patches or discarding the patches with large variance, he suggests to
use the adaptive threshold of variance to select the patches. By using this method,
the performance is improved but not up to the mark.

To deal with the above problem, Amer et al. [2] proposed an algorithm, in which
high-pass operator as well as threshold is used to calculate the homogeneity
measures, but the high-pass operator is easily affected by the noise. Hence, in case
of high noise level estimation this method fails. So by analyzing above results, we
can conclude that noise level estimation using only the variance parameter is not
accurate, rather we can say suitable patch selection is the first step for accurate noise
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level estimation and it depends not only on the image variance but also on the
image structure. Zhu and Milanfar [10] concluded that image structure analysis can
be done on the basis of gradient covariance matrix. Liu and Tanaka [8] proposed an
algorithm for patch selection which is based on local image gradient matrix and its
statistical properties to select low-rank patches. The proposed algorithm for
low-rank patch selection is as follows:

Algorithm:

1. Let us take an input patch yi (N � N)
2. Find the N2 � 2 gradient matrix Gyi; if the gradient matrix is null matrix, go to

step 1.
3. Calculate the gradient covariance matrix Cyi for the image patch yi.
4. Find the eigenvalues and eigenvectors of Cyi to calculate the dominant direction

and its energy.
5. Calculate the texture strength (nn) by using trace operator, i.e., sum of all

eigenvalues of covariance matrix.
6. To analyze the statistical properties of texture strength nn, apply the gamma

distribution.
7. Apply the threshold to select the weak texture patches which is the function of

given significant level d and noise level rn.

Applying the above algorithm to different patches:

CASE 1: Let us take perfectly noise-free flat patch yf, as the input. Now find the
gradient matrix Gyf,

Gyf ¼ ½Dhyf Dvyf � ð1Þ

where Dh and Dv are the horizontal and vertical derivative operators, respectively.
As patch yf is perfectly noise-free flat patch, hence the gradient matrix Gyf is,

Gyf ¼ ½0 0� ð2Þ

CASE 2: Now take noisy flat patch yf with Gaussian noise,

yf ¼ zf þ n ð3Þ

where ‘zf’ is actual noise-free image contains and ‘n’ is the Gaussian noise patch
with zero mean and standard deviation rn. From case 1, we know that the gradient
matrix of flat patch is zero so the gradient matrix of noisy patch is
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Gyf ¼ Dhyf Dvyf½ �
¼ Dh zf þ nð Þ Dv yf þ nð Þ½ �

Gyf ¼ ½Dhn Dvn�
ð4Þ

Now calculate the eigenvalue and eigenvector of Gyf, and by applying the trace
operator, we can get the texture strength of the patch as

nn ¼ tr Cyf
� �

¼ trðGT
yfGyfÞ

nn ¼ tr
nTDT

hDhn nTDT
hDvn

nTDT
vDhn nTDT

hDvn

" # ! ð5Þ

To analyze the statistical properties of nn, we have to apply the gamma
approximation to the above equation. By simplifying, we obtain

nn �Gamma
N2

2
;
2
N2 r

2
ntrðDT

hDh þDT
vDvÞ

� �
ð6Þ

where, in the gamma approximation, first term is shape parameter, second term is
scale parameter, and rn

2 is the standard deviation of Gaussian noise.
To estimate the unknown noise level, we have to select the weak texture patches,

for that we have to set the threshold value. Below that threshold value, the patch is
considered as weak texture patch. Liu and Tanaka [8] proposed a formula for the
threshold value which is depending upon the gamma approximation of texture
strength of patch as follows:

I 0 ¼ r2nF
�1 d;

N2

2
;
2
N2 tr DT

hDh þDT
vDv

� �
� �

ð7Þ

where F−1 stands for inverse gamma distribution function, d is the confidence level
(values of texture strength within the threshold range), and rn

2 is the standard
deviation of Gaussian noise.

2.2 Iterative Structure

The noise level estimation totally depends upon the selection of weak texture
patches. We will take the noise level as a variable while threshold for the weak
texture patch selection process. As number of iteration increases, the accuracy of
estimated noise level increases up to certain point after that we will get a constant
value.
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The algorithm for iterative structure is as shown below:

1. Estimate initial noise level,
2. Calculate threshold I 0kþ 1
3. Select patch Wk+1

4. Estimate new noise level if it is not stable go to stage 2, and
5. Final estimated noise level.

By using the above algorithm, we can get the accurate and stable noise level.

3 Blind Denoising

In case of blind denoising, the noise level (rn) is unknown, we have to estimate the
noise level parameter along with the denoising process. Till now in this paper, we
have estimated the noise level (rn) that means now we have to choose or develop
the best denoising algorithm for enhancing the image details such edge preserving,
structural similarity.

Image denoising is very vast area. Different types of image denoising methods
are as shown in Fig. 1. Rather than going for non-blind denoising which is very
easy and commonly used method, we have chosen a blind denoising algorithm
which is complex but gives more accurate results. Dabov et al. [11] proposed an

Non-local 
filteringI

M
A
G
E 

D
E
N
O
I
S
I
N
G

NON-BLIND 
DENOIS-

ING

BLIND 
DENOIS-

ING

Learning based

Algorithm that consists of noise level es ma on and 
non-blind denoising

Transform domain

local filtering

Spa al domain

A non-blind denoising and evalua on of the denoised 
image

Algorithm that es mates the noise level and 
performs denoising simultaneously 

Fig. 1 Different types of image denoising
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algorithm block matching and 3D transform which is based on grouping by
matching and collaborative filtering which is as follows:

3.1 Grouping and Collaborative Filtering

Grouping of similar patches: Grouping of similar patches or blocks, the name
itself indicates the meaning that is collocation of similar patches. For simplicity,
divide these stages into two parts, first gets the similar patches or blocks and second
stack them together by matching.

Some patches of approximately same intensity level are selected, among them
any one patch is selected as reference patch. The similarity of the patch depends on
the distance between the patch, as the distance increases similarity decreases. From
the reference patch, some fixed distance threshold is taken. The patches within this
threshold are selected for grouping. The similar 2D image patches stacked together
is known as ‘group,’ so instead of group, it referred as 3D here one extra D stands
for grouping of similar 2D image patches. This group is formed by many block or
patch matching so the name is given as BM3D. The forming of groups is as shown
in Figs. 2 and 3.

Collaborative Filtering and Reduction in Transform Domain: Given a bunch
of n small parts of image which is also known as group of patches. By applying
collaborative filtering on that patches, we get an estimate for each individual patch.
This estimate preserves the difference between the patches and details of it. Here,
we apply filtering to group of patches so the word collaborative filtering occurs.

The collaborative filtering achieves the best results when preforms the shrinkage
in transform domain. Now let us consider the 3D groups of similar image patches
that are already constructed as discussed above. The collaborative reduction
includes following steps:

1. Transform the 3D group,
2. Apply reduction (by wavelet or winner filtering), and
3. Inverse the linear transform.

The collaborative filtering is effective in case of natural images which is char-
acterized by both intrafragment and interfragment correlation. The 3D transform
can produce the sparse representation of the signal in a group. Sparsity is defined as

Fig. 2 Formation of 3D
group from 2D image patches
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number of nonzero elements in a vector or matrix. Sparsity achieves great results
while preserving the structural details of an image.

3.2 Algorithm

Dabov et al. [11] proposed an algorithm for image denoising by grouping and
collaborative filtering. The image is divided into the number of small patches.
Depending upon the structure, intensity, and some more parameters of patch, the
similar patches are grouped together. This grouping achieved by block matching
and stacking of some patch in a group is referred as 3D. So the name of this
algorithm is BM3D.

Algorithm:

1. Form a group of similar patches that is 3D block,
2. Denoise the 3D block by wavelet thresholding, and
3. Aggregate each estimate of the denoised patch to form the image.

Repeat the same algorithm using Wiener filtering in 2nd stage

Fig. 3 Example of grouping block or patches from noisy image
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4 Experimentation

Liu and Tanaka [8] performed noise level estimation on complex image structure
such as mountain image, gravel image. In this paper, we have taken an endoscopic
image (source: http://worldendo.org) as shown in Fig. 4a. Let us consider the
noise-free test image in which known white additive Gaussian noise is added, and
then, we estimate the noise level (rn) as per our proposed algorithm and remove the
noise by BM3D. Now, we check the PSNR in both the cases of noise image and
denoised image.

Let us take a test image as an input, now add additive white Gaussian noise of
zero mean and variance rn. We have added an AWGN (additive white Gaussian
noise) in an image because it is uniformly distributed over the image. For blind
denoising, first we have to estimate the noise level. Then using block matching
algorithm, we denoise the image. For noise level estimation, we have to select a
weak texture patch from input noisy image. Selection of weak texture patch is an
important parameter in the noise level estimation process. Weak texture patch is
selected by analyzing the image structure and the strength of the patches (nn). Now
in the selected patch, assume that the selected image patch is flat patch. As the
selected patch is weak-textured patch in the image, our assumption is true. We can
estimate the true noise level by iterative structure.

Apply the grouping and collaborative filtering to the noisy image as discussed in
the Sect. 3. In step 1, we denoise the image by smoothing and edge preserving
algorithm, in which we use hard (wavelet) thresholding. In step 2, rather than using
hard threshold, we have used Wiener filtering keeping rest of the process
unchanged.

Fig. 4 a Original image (source: http://worldendo.org), b noisy image with AWGN, and
c denoised image
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5 Results and Discussion

In this section, we present and discuss the experimental results obtained by the
proposed method. For endoscopic image enhancement, we improve the PSNR
value by 60% in case of AWGN. The PSNR of the estimated image ŷ of the true
image is calculated by the following:

PSNR ŷð Þ ¼ 10 log10
2552

ð3jXjÞ�1P
c¼R;G;B

P
x2Xðyc xð Þ � ŷcðxÞÞ2

 !

For the test image 1 as shown in Fig. 3a–c, the PSNR value increases from
20.178 to 33.499 dB, and similarly for test image 2 as shown in Fig. 4a–c, the
PSNR value increases from 20.178 to 35.800 dB. The proposed algorithm is tested
and sampled with the addition of AWGN and the PSNR is calculated. It was found
that the algorithm is working as expected. And thus, the noisy image is taken as

Table 1 The standard
deviation versus PSNR value

Noise level (rn) PSNR (dB)

5 43.1819

10 39.8309

15 37.9097

20 36.5403

30 34.5676

40 33.1133

(a) (b)

Fig. 5 a Original image and b denoised image
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input and PSNR is calculated. Now, we take noise image as a input and then
denoise it by using our proposed method (Table 1).

The above table shows the results of PSNR values with different noise levels.
From the above table, we can conclude that as the noise level (rn) increases, the
PSNR value of the test image decreases. Figure 5a is taken as the input from
gastroscopy done by Dr. Pankaj Bansode (MS, FIAGES, FICS), Bharati
Vidyapeeth Medical College, Pune. Processor used for the gastroscopy is
OYLMPUS CV-150. Now, by applying the proposed algorithm to the input image,
we have enhanced the image structure as highlighted in Fig. 5b. We have suc-
cessfully enhanced the image structure which will help the doctors for accurate
diagnosis.

6 Conclusion

The proposed work presents the noise level estimation, block matching, and col-
laborative filtering for blind denoising of endoscopic image. This is a novel
approach in case of endoscopic image enhancement. By the observation of PSNR
value, it is clear that the blind denoising using BM3D method can enhance the
image structure which will help doctors for an accurate diagnosis. The proposed
algorithm was applied on real images and found to be successfully working. The
enhancement in PSNR is clearly seen.
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Silhouette Object Recognition Using
Edge-Based Method

Praveen Yadav and Manoj S. Nagmode

Abstract Image processing is very vast domain, in which object recognition is
toughest challenge in computer vision. As object having different key feathers to
describe them we have taken silhouette image of object from recognition pro-
ceeding. In this paper edge detection method is used to detect object in frame and
then compare their angle with the database angle value is done. To reduce the size
of hardware and speed-up the performance we use Raspberry-Pi 2 model.

Keywords Object recognition � Canny � Silhouette object � Raspberry Pi

1 Introduction

Image recognition is an important function in the field of computer vision.
Processing on image or video to achieve useful result is very challenging task.
Object detection means detecting objects of a certain class (such as books, faces, or
cars) in image. Object recognition is a procedure for pointing out an object in an
image and tells user about its detail. Object recognition algorithm depends on
matching, learning, or pattern recognition algorithms using shape-based or
color-based techniques [2, 3]. Recognition algorithm should be accurate and fast
enough for real-time applications. Feature selection is one of the most important
steps for object recognition. For high accuracy and real-time object recognition,
features should be discriminative, robust, and easy to compute. Edge-based algo-
rithm had been widely used features for object detection and object recognition, due
to their robustness, simplicity, and speed. Edges are stable object features in the
presence of different light intensity and not affected by change in scales [1].
Edge-based algorithm was also used for shape recognition and matching [3, 4].
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This paper presents a recognition system by using image processing algorithm as
the core element and the cost can be reduced by using a simple webcam. The image
processing will be loaded on a board named Raspberry-Pi 2. It is a single-board
credit-card-sized system prepared in the United Kingdom (UK) by the Raspberry Pi
Foundation [5]. There are two models and both models are similar except for model
B+ have the Ethernet, 512 MB SDRAM and 2 USB ports. Both models run on
Linux operating system.

2 Background

All of us have played the jigsaw puzzle. We have a lot of small pieces of images,
where we need to assemble them in correct order to form a big image. How it
works? This same theory is projecting to a computer program. So answer is, we are
looking for specific unique features, which can be easily tracked and compared. But
if someone asks us to point out one good feature which can be compared across
several images, we can point out one very easily. We try to search for that features
in an image and try to match that feature in other images, and we arrange them
accordingly. Mathematicians define shape under a group of transformation as an
equivalence class. This is incomplete definition in the perspective of graphic
finding. This define the same two object can only be same if it has same shape and
size. But this definition has to be modified as two objects are same if they are
similar to each other. The mathematician’s definition, e.g., Bookstein [3] or Kendall
[3], talks about the problem that for every viewer same thing look different with
different viewing angle. Other geometric tactics for outline comparison do not
involve above state statement—e.g., one could compare feature directions con-
taining descriptors such as moments or area—but detailed shape data in this exe-
cutions often get rejected in the process. Similarity in shape has also been
considered in the psychology literature, an early case being Goldmeier [3].

2.1 Feature-Based Methods

An investigation on object matching using the boundaries of solid (fully filled with
one color) object in images has been done. Since solid or monochromic image does
not have internal markings or holes, the related boundaries are represented by a
closed curve in which curve length can be considered as a parameter. Previously
method used Fourier descriptors. Blum’s medial axis transform [3] has succeeded to
capture the part arrangement of the silhouette [6] in the graph structure of the
skeleton by Kimia and Collaborators, Zucker, e.g., Sharvit et al. [3]. For real-time
screening the nature of silhouette arc leads logically to approaches for matching,
which uses the distance between arcs. This algorithm is invariant to several kinds of
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transformation and fast [7]. A comparison is been done for comparing solid of
different shape descriptors as part of the MPEG-7 standard activity.

2.2 Brightness-Based Methods

Brightness-based methods offer a matching view to feature-/shape-based method.
Instead of considering shape of the object or other extracted features, these
approaches make use of the grayscale values within the visible part of the object.
One can use intensity information in one of two frameworks. In the first type, we
have explicitly find alignment using grayscale values. Yuille [3] presents a flexible
approach in that in-variance to certain kinds of conversion can be built into the
measure of prototypical similarity, but it undergoes from the need for the sensitivity
to initialization and human-designed templates when searching via gradient. Lades
et al. [3] use flexible graph matching, an approach that involves both photometric
and geometry features based on Gaussian-derived jets. Cootes et al. and Vetter et al.
compare intensity values but first attempt to change the images into another using a
solid correspondence field.

3 Previously Used Methods for Detecting Edge

3.1 Harris Corner Detection

Corners are areas in the image with variation in intensity. First persons to find these
corners are Harris and Stephens [8]; therefore, it is called as Harris corner detector.
He approaches with simple idea to a mathematical equation. Basically, it finds the
intensity difference for a shift of u; vð Þ in all directions. This is given as Eq. 1:

E u; vð Þ ¼
X

x;y
w x; yð Þ Iðxþ u; yþ vÞ � Iðx; yÞ½ �2 ð1Þ

Window function is either a gaussian window or rectangular window which
gives importance to pixels. For corner detection function E u; vð Þ should be maxi-
mized which is obtain by Eq. 2. That means, maximize the second term. Applying
Taylor expansion to term in equation, we get the final Eq. 3 as:

E u; vð Þ � u v½ �M u
v

� �
ð2Þ

M ¼
X

x;y
w x; yð Þ IxIx IxIy

IxIy IyIy

� �
ð3Þ
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Here, Ix and Iy are derivatives of image in both x and y directions, respectively.
They created an Eq. 4, which will determine whether corner is present or not.

R ¼ detðMÞ � k traceðMÞð Þ2 ð4Þ

where det Mð Þ ¼ e1 � e2; trace (M) = e1 + e2; e1, e2 are Eigen value of M.
The values of Eigen (e1, e2) values decide whether a region is flat, corner, or

edge.

• When R is small, which happens when e1 and e2 are small, the region is flat.
• When R < 0, which happens when e1 �e2 or vice versa, the region is edge.
• When R is large, which happens when e1 and e2 are large, the region is a corner.

3.2 Shi–Tomasi Corner Detector

Shi and Tomasi [9] made a small change which shows better results matched to Harris
corner detector. The counting function in Harris corner detector was given by 5:

R ¼ k1k2 � k k1 þ k2ð Þ2 ð5Þ

Shi–Tomasi proposed:

R ¼ min k1; k2ð Þ ð6Þ

If R it is a greater than a threshold, it is considered as a corner in Eq. 6.

3.3 SIFT Method and SURF Method

Harris corner method and Shi–Tomasi method are rotation-invariant, which means,
even if the object is rotated, we will not find the same corners. It is understandable
that corners remain corners after rotating an object. But scale of that object is
changing. A corner may not be a corner if the object is scaled. So, in 2004, Lowe
[10] came up with a new algorithm, Scale Invariant Feature Transform, which
extract key points and compute its descriptors. SIFT have key point description and
detection but it was relatively slow and researcher’s required faster method.
Tuytelaars et al. [11] in 2006 introduced an algorithm called SURF. In SIFT,
descriptors move toward LoG with DoG for finding scale-space. SURF goes a
further and gives LoG with Box Filter. Such an approximation is shown in Fig. 1c.
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3.4 ORB (Oriented FAST and Rotated BRIEF)

This algorithm was proposed by, Vincent et al. [12]. ORB is a combination of
BRIEF descriptor and FAST key point detector with many modifications to
improve the efficiency. It uses FAST algorithm to find key points, and then proceed
with Harris corner detector to find top N points for that object. But disadvantage of
this method is that it doesn’t find the angle orientation. It only computes the
intensity centroid of the region and located corner and center. For descriptor pur-
pose, ORB use BRIEF descriptors.

4 Proposed Method

In our approach we selected edge-based detection method and uses canny operator
to find the edges of object as well as shape- and color-based characterization. In this
original input image firstly resize to 320 � 380, and then image is converted to
gray format from RGB after that canny operator is applied with filter. That gives an
edge of every object present in rescaled image. Next step is to find contours of
object which gives every value of edge pixel. Using contour we can identify shape
and color of object. Final image contain number of objects with label of their color
and shape.

Steps includes in our method are:

(1) Frame of input video is taken from simple web cam of 30 fps with resolution
640 � 480 in RGB24 bit format. All the data of frame has been stored in matrix
of dimension 320 � 280 after resizing of input frame. Let us denote it as [Fij],
where value of i is from 1 to 320 and value of j is from 1 to 280. Each pixel
contain 24 bits of information about its color. To reduce size and to save
processing time step 2 is performed.

Fig. 1 a Harris corner detector output, b Shi–Tomasi edge detector output, c SUFR working
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(2) Convert the RGB24 bit true color to grayscale of 8 bit value with 0 (white) to
255 (black) so that canny operator can be applied. Matrix [Bij] shows grayscale
frame. Apply filter of kernel 10 � 10 to sharpen the edge and apply canny
operator to the grayscale frame [Gij].

(3) After that find contour size and contour point of frame. Contour is a vector
function of vector (point). All the edge connected to each other classified as a
contour. A frame can contain many contours. Contour is denoted as Cxy

i , where
x, y are the point on the grayscale frame. Find centroid for contour point using 7.

�x ¼
Pn

i¼1 xiAiPn
i¼1 Ai

�y ¼
Pn

i¼1 yiAiPn
i¼1 Ai

ð7Þ

Here, x, y are the contour point for which centroid is calculated and Ai is area of
the contour.

(4) Repeat below step for each closed contour.

(a) Skip small object which have area less that 60 or non-convex objects
(b) Find out the angle at each point in edge of object

Equations 8 and 9 are used for solving angle:

b2 ¼ a2 þ c2 � 2ac cosB ð8Þ

cosB ¼ a2 þ c2 � b2=2ac ð9Þ

where a, b, and c are the vector of point AB, BC, and CA, respectively, shown in
Fig. 2 and find cos−1(B) to get angle at that point which is corresponding to other
two points.

Fig. 2 Point angle detection
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(c) Compare the result with previously saved database result. Database result has
been saved with angle information and number of key point.

(d) If object is not present in that database, then it will be classified on the basis of
number of vertex and angle it contains.

(e) Find the color of that object at centroid using “color = im.at<Vec3b>(point)”.
(f) Name that object according to its classification and color of that object.

5 Experimental Results

To evaluate the efficiency of our proposed method, we have conducted an exper-
iment. Figure 3 shows the steps in recognition of the object. The object contains
multi-shaped objects with different colors. The method used edge-based recognition
process; we have calculated angles at each key point of the objects. The size of
input image is 640 � 480, but to increase processing speed of Raspberry Pi pro-
cessor we have resized it to 320 � 280. Figure 3b, d shows the edge of the object
present in that frame, and Fig. 3g shows final output result of our experiment; it
contains objects and their classification along with color written at the center of that
object.

Accuracy, Speed, and Size on input images saved in database:

• Accuracy on image database:

1. 100%—When object present in frame and recognize by system.

Fig. 3 a Input image of object1 (airplane), b image after canny operator of airplane, c input
image of object2 (star), d detected edge of star, e input image of various object3, f detected edge of
object3, f result of various shapes and color
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2. 98.59%—When object present in frame and recognize also some false
detection occurs.

3. 92.95%—When object present in frame and recognize also with some
true/false detection.

• Processing speed is 1.75951 s, and execution time is 4 s (with image display
time and delay time included).

• Size of database:

Seventy-one objects are taken in this experiment. So size of the save database is
1.5 MB, and size of feature save corresponding to object is 7.3 KB.

6 Conclusion

In this paper, a portable small size object recognition system is proposed using
embedded system (Raspberry-Pi 2). It can be battery-operated work on 5 V battery
with a power consumption of 4 W per hours when connected to keyboard, mouse,
LAN, and camera. Further algorithms are proposed to automatically detect and
recognize objects present in our database. For object detection edge-based approach
is used, and for recognition shaped-/color-based approach is used.

References

1. Ramadevi Y, Sridevi T, Poornima B, Kalyani B (2010) Segmentation and object recognition
using edge detection techniques. Int J Comput Sci Inf Technol (IJCSIT) 2(6)153–161

2. Khurana K, Awasthi R (2013) Techniques for object recognition in images and multi-object
detection. Int J Comput Sci Inf Technol (IJCSIT) 2(4):1383–1388

3. Belongie S, Malik, J Puzicha J (2002) Shaped matching and object recognition using shape
contexts. IEEE Trans Pattern Anal Mach Intell 24(24):509–522

4. Parekh HS, Thakore DG, Jaliya UK (2014) A survey on object detection and tracking
methods. Int J Innov Res Comput Commun Eng 2(2)2970–2979

5. Abd Rahim R, Zainudin MNS, Ismail MM, Othman MA (2014) Image-based solar tracker
using Raspberry Pi. J Multidiscip Eng Sci Technol (JMEST) 1(5)

6. Zafari S, Eerola T, Sampo J, Kälviäinen H, Haario H (2015) Segmentation of overlapping
elliptical objects in silhouette images. IEEE Trans Image Process 24(12)5942–5952

7. Zhan T, Zhang Y, Cai J, Kot AC (2016) Efficient object feature selection for action
recognition. In: 2016 IEEE international conference on acoustics, speech and signal
processing (ICASSP)

8. Harris C, Stephens M (1988) A combined corner and edge detector. Plessey Research Roke
Manor, United Kingdom

9. Shi J, Tomasi C (1994) Good features to track. In: Proceedings CVPR ‘94 of computer vision
and pattern recognition

10. Lowe DG (2004) Distinctive image features from scale-invariant keypoints. Int J Comput Vis
60:91–110

258 P. Yadav and M.S. Nagmode



11. Bay H, Tuytelaars T, Van Gool L (2008) SURF: speeded up robust features. Comput Vis
Image Underst 110(3):346–359

12. Rublee E, Rabaud V, Konolige K, Bradski G (2011) ORB: an efficient alternative to SIFT or
SURF. In: 2011 international conference on computer vision

Silhouette Object Recognition Using Edge-Based Method 259



On the Extraction of Retinal Area
from SLO Images Using RBFN Classifier
and Its Comparison to the Optimally
Trained ANN Classifier

Nimisha and Rana Gill

Abstract Retinal diseases can be detected earlier by scanning laser ophthalmoscope
(SLO). Automated detection of retinal area from the SLO images is a crucial task.
With the invention of screening technology, the large retinal part must be imaged
for better diagnosis of the retinal diseases. During the process of imaging, artifacts
(eyelashes and eyelids) are come along with the retinal part. So removal of artifacts
is a big challenge. In this chapter, true retinal area is extracted from the SLO image
based on machine learning approach for better diagnosis of retinal diseases. To
reduce the complexity of an image, the image is divided into group of pixels which
is based on its compactness, colour and regional size then that group of pixels are
called Superpixel. Then, classifier is used to classify the true retinal area and
artifact. The results provide better performance with 96% accuracy. Comparison is
performed with respect to accuracy and computational time between ANN and
RBFN.

Keywords Retinal area extraction � Feature generation � Superpixel generation
Machine learning approaches

1 Introduction

Nowadays, biometric systems are becoming suitable for conventional methods such
as PIN and password. Biometric techniques are depending upon behavioral or
physiological trait like hand geometry, blood vessel patterns, gait, signature and
iris. Iris patterns consist of unique information such as ridges, crypts, corona,
furrows, rings, a zigzag collarette and freckles [1]. The eyelashes hide eyelid
boundaries so eyelid detection is difficult. But eyelashes can be detected and
eliminated by the wavelet transform [2].

Nimisha (&) � R. Gill
Department of Electronics and Communication Engineering, Chandigarh University,
Gharuan, India
e-mail: nimisha25.singh@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
H.S. Saini et al. (eds.), Innovations in Electronics and Communication
Engineering, Lecture Notes in Networks and Systems 7,
https://doi.org/10.1007/978-981-10-3812-9_27

261



The diseases like age-related muscular degeneration (AMD) and diabetic
retinopathy (DR) affect a large number of population, and also it is expected that
these diseases must be increased in our coming future. Generally, digital fundus
photography is used to screen and identify the nature of retina-related condition
which is possible to allow image storage, in a non-invasive examination and for the
transmission at different location. So, the digital retinal images are examined by an
expert human grader, i.e., Optometrists and Ophthalmologists which perform the
whole process, that is, time consuming and difficult [3, 4]. Automated analysis of
retinal images has the ability to reduce the time, and also it must detect the problem
of the retinal part very easily. Retinal area is obtained from the imaging instruments
such as fundus camera and scanning laser ophthalmoscope (SLO) which contain
structure of retinal area with artifacts (eyelashes and eyelids) [5].

Removal of artifact is the important step before the detection of retinal diseases.
Extraneous objects like eyelashes, dust and eyelids on the optical surfaces may
come in focus and also appear bright. Extraction of true retinal area from the SLO
images is important for the diagnosis of eye diseases. This is very difficult to
differentiate between the artifacts and the true retinal area. With the retinal area,
eyelash and eyelid structures are also imaged due to the large field of view (FOV) in
the SLO images [6, 7]. If eyelids and eyelashes are removed, then analysis of retinal
area along with the diagnosis of diseases in the visible retina can be done [8].

Retinal disease is the most important issue in medical field [9]. So for diagnosis
of these types of diseases, it is essential to extract the true retinal part from the eyes.
After extraction of true retinal part, it will be easy to diagnose the disease. We can
apply different classifiers for the detection of retina [10]. In this chapter, comparison
of the accuracy between ANN and RBFN is shown for the detection of retinal part.

2 Proposed Work

2.1 Image Preprocessing

Preprocessing of image can be done by applying Gamma adjustment. Gamma
normalization is a nonlinear operation which is used to control the total brightness
of the given image [3].

ɣ can calculated by:

loriginal is mean intensity of the original image and ltarget is mean intensity of the
target image. In this chapter, ltarget is set to 80.
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2.2 Generation of Superpixels

After the gamma normalization, the next step is to generate the superpixel. In this
chapter, superpixel is generated by the adaptive SLIC (SLICO) which is similar to
the SLIC. SLIC uses some compactness parameter which is chosen by user for
every superpixel in the image [7]. The SLIC generates smooth regular-sized
superpixels and also highly irregular superpixels. So, it becomes more complicated
to select the right parameter for each image. But in the SLICO, users need not to
select the compactness parameter. SLICO adaptively selects the compactness
parameter for each and every superpixel differently. For both textured and
non-textured regions, SLICO used to generate regular-shaped superpixels. And also
SLICO is very fast as compared to SLIC [11].

2.3 Feature Generation

The artifacts and the retinal area can be differentiated by textural- and
gradient-based features [6].

Textural features: The textures are examined by statistical method that is
gray-level co-occurrence matrix (GLCM). GLCM function determines how often
the intensity value i takes place with the adjacent intensity value j. In this chapter,
the offset value is kept as 1. GLCM calculates various features but for reduction of
computational complexity, this chapter has extracted only four features from
GLCM, i.e., contrast, correlation, energy and homogeneity which is determined.

Gradient features—Gradient features are necessary to calculate because of the
non-uniformity of the artifacts [6]. Mean, standard deviation and variance are
calculated.

2.4 Classifier Construction

The next step is the construction of classifier. This chapter used ANN and RBFN
classifier. The classifiers are used for the detection of true retinal part. The artificial
neural network is the algorithm that is used for classification purpose. Training
samples are taken by ANN as input and then decide that which model is suitable to
the training samples. Figure 1 shows the diagram of ANN which includes input
layer, hidden layer and output layer [3]. More than one hidden layer can be used,
but in this chapter only one hidden layer is used.
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2.5 Comparison Study

After the construction of classifiers, the performance using classifiers must be
compared in terms of computational time and accuracy. The idea behind using
artificial neural network (ANN) is to find the accuracy in small computational time.
And artificial neural network with radial basis function (RBFN) is used for high
accuracy with large computational time.

3 Results

We performed the experiment on an image which is obtained from Optos [5] that
are acquired by the ultrawide field SLO. Field of view (FOV) of each retinal image
is up to 200° with the resolution of 14 µm. The retinal image without dilation is
captured by the device, over the pupil of 2 mm that is very small. There are two
channels in the image, i.e., red and green. The red channel whose wavelength is
633 nm displays the deeper structures of retina against choroid, whereas the green
channel whose wavelength is 532 nm gives information about the retinal pigment
epithelium to the sensory retina. The dimension of each image is 3900 � 3072, and
each pixel is showed by 8 bit on both green and red channels. The dataset of
diseased and healthy retina are collected. Many diseased retinal images are col-
lected from diabetic retinopathy patients.

Column (a) from Fig. 2 is the original image that is the dataset. On these images,
we can apply different functions for the extraction of true retinal part. Column (b) is
the enhanced image by using the gamma normalization techniques. Gamma nor-
malization is a nonlinear operation which is used to control the total brightness of
the given image. Column (c) shows the image of superpixel generation. The
algorithm which is used to group all the pixels into the different region is called
superpixel algorithm, which is used to calculate the feature of the image, and it is
also used to reduce the complexity of the image processing task. Column (d) shows
the extracted retinal area from the original images of the dataset. Thus, the accuracy
of classification is 96.4%.

Fig. 1 ANN diagram
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Final step is the comparison between ANN and RBFN classifiers. The com-
parison is performed on the basis of accuracy and computational time. Figure 3
shows the accuracy between ANN and RBFN in which RBFN provides the higher
accuracy in comparison with ANN. So from the above figure, it is shown that
accuracy is high of RBFN that is 96% in each case, but the computational time of
RBFN is less than ANN which is shown in the Table 1.

(a)

(b)

(c)

(d)

(i) (ii) (iii) (iv)

Fig. 2 different results from the four dataset. a is the original image1. b is the original image2. c is
the original image3 and d is the original image4. Column (i) shows the original images. Column
(ii) indicates the image after applying gamma normalization. Column (iii) shows the generation of
superpixel of the original image. Column (iv) shows finally extracted retinal part from the original
image
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(i) (ii)

(iii) (iv)

Fig. 3 i Comparison between ANN and RBFN of image (a). ii Comparison between ANN and
RBFN image (b) iii Comparison between ANN and RBFN image (c) iv Comparison between
ANN and RBFN image (d)

Table 1 Comparison of computational time between ANN and RBFN

Classifiers Images Training time (in
min)

Testing time (in
s)

Artificial neural network (ANN) Image1 9.24 0.169316

Image2 12.18 0.070617

Image3 7.93 0.135918

Image4 10.82 0.138427

Radial basis function neural network
(RBFN)

Image1 32.72 0.164505

Image2 33.56 0.156286

Image3 27.83 0.156412

Image4 33.36 0.199809
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4 Conclusion

Extraction of retinal area from the SLO images is very important but difficult task.
In this study, we proposed a technique using which true retinal area is detected from
the SLO images. We have presented the preprocessing, superpixel generation,
feature generation and classifier construction. SLICO is more faster, better per-
formance and more memory efficient for generation of superpixel. Feature gener-
ation is very important step to reduce the computational cost. Then classifier
construction is used to extract the retinal area. The RBFN classifier has been applied
to achieve greater accuracy. Proposed work has been applied on 30 images, and
from all these images, it has been concluded that the efficiency achieved is 96% but
the computational time is little higher in case of RBFN with compared to ANN.
This computational time can be reduced in the future.
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Compression of Hyperspectral Image
Using PCA–DCT Technology

Ramhark J. Yadav and M.S. Nagmode

Abstract Hyperspectral image is a high-resolution image containing large number
of details about the presented region. To capture the hyperspectral image, different
types of sensor are used in satellite such as AURA, CALIPSO, OCO, and
PARASOL, whereas hyperspectral image sensors are used to measure the reflec-
tance of each pixel value in very large amount and stored in 3D cube format. As this
type of images is of large data, they possess large amount of storage size and
transmission time is also much as compare to other image. Hence, compression of
such image is very important to reduce the size and transmission time. Different
types of compression methods had been performed on this type of image to com-
press and to reduce storage size and time. To overcome such problem, a unique
compression method should be there to compress the image with less data loss and
low transmission period. We introduced a method known as PCA–DCT method for
compression which means principal component analysis followed by discrete
cosine transform. We are proposing this method in combination pattern to reduce
the data dimensionality without loss of data, but as DCT is lossy type of com-
pression, we are going to use DCT to just find the coefficient of the image. The
popular known Reed–Xiaoli algorithm is used for the identification of the current
pixels with the background image. The quality of image is going to be calculated
using the mean square error and peak signal-to-noise ratio value.

Keywords Principal component analysis � Discrete cosine transformation
PSNR � MSE � Compression ratio � Reed–Xiaoli algorithm � Redundancy
HSI � Spectral compression � Spatial compression
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1 Introduction

Hyperspectral imaging is very important part of study in day-to-day life. As this type
of image consists collection of large amount of high-resolution spectral detail which is
stored in the form of cube were each pixel contain large information. The main
difference between the regular image and hyperspectral image is as follows:
Regular image is present in two dimension (512 � 512, 1024 � 840), whereas
hyperspectral image acquires more than three dimensions (145 � 145 � 220,
640 � 512 � 1024). Hence, reduction in the storage size and transmission period is
very useful. Hyperspectral images are widely used on large scale for material iden-
tification, target detection, precision agriculture, remote sensing, security and defense,
pharmaceuticals, etc. Here, we are using the predetermined database as our input
which is present on AVIRIS and HYDICE (e.g., Indian, Salinas, Pavia, Botwana, and
KSC). Such type of image is non-contact technique used for thin film manufacturing
purpose. On the basis of transformation and dimensionality reduction of the hyper-
spectral image, correlational and decorrelational techniques have to be considered in
mind. Because when dealing with such type of compression losses in image may
appear in reconstructed image. Hence, target detection preserves the necessary con-
ditions. As we know, human eyes can only be able to see the visible intensity light in
mostly three type (red, green, and blue), other than this color is only seen in combi-
national manners. Processing such type of image using PCA and DCT, image is first
divided into multiple sliding in thin part for obtaining good results.

In this paper, we proposed a simple and time-efficient method to compress the
hyperspectral image using principal component analysis further after to discrete
cosine transform which mainly works on the spectral domain for reduction of size
of storage space (Fig. 1).

Fig. 1 Block diagram of image compression model

270 R.J. Yadav and M.S. Nagmode



Here, we are using the PCA–DCT method for compression of the hyperspectral
image in which principal component analysis is a mathematical formulation for
identification of component for reduction of data dimensionality of the image. In
principal component analysis (PCA), the standard in the image is matched on the
basis of similarities and difference in the image bands in a sequential pattern. The
steps which are involved in processing of principal component analysis of the
images are first to normalize the original image which is captured by the hyper-
spectral image sensor to further finding the covariance matrix of the image. Once
the covariance matrix is calculated, the eigenvectors and eigenvalues are obtained
to find the principal component of the image because principal components are very
important to extract the feature vector (f1, f2 ,…, fn) and this feature vector is called
pattern of the image. Using this pattern, we decide how many feature to select? And
which feature value should be selected? When the eigenvector is calculated, we can
easily select the principal components (PCs) for finding the similarities and dif-
ference in image which further transformed by inverse transformation matrix to
reconstruct the image back. Then, this reconstructed image is passed thru the DCT
method for finding the coefficient of the obtained hyperspectral image by com-
panding quantization techniques (which is used to identify the first ‘r’ coefficient).
DCT helps to separate the different spectral bands wavelength of the input image. It
is very similar to the discrete Fourier transformation (DFT) which consists of many
types of transformation methods. The DCT method is mainly bonded by the
quantization, encoding and decoding process in such techniques the process is
bidirectional in nature to reverse implementation. After applying both methods, we
get the compressed image in the same format as we provided in input image. The
compression ratio is completely dependent on the selection of the principal com-
ponent for processing the PCA, and the more the number of (PCs), the higher the
quality of the image. PCA–DCT is simplest and fastest method of encoding and
decoding the image for compression and maximum levels.

2 Literature Review

Earlier, there are many different types of methods and algorithm that had been used
for compressing the hyperspectral image, but most of them are lossy types of
compression techniques. Various techniques contain various methods and different
pattern.

1. Dimensionality reduction on the basis of spectral and spatial region:

There are basically two type of compression formulation which are either by the 3D
compression methods or spatial dimension value. It had been seen that due to higher
spectral resolution of the hyperspectral image, if we perform the compression of
image in two different regions of operation it will help us reduce storage size,
and for that, spectral and spatial reduction is very important. The principal
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component analysis and wavelet transformation are few type of compression
techniques which are used in the operation of spectral reduction, and it can be done
in 2D and 3D spectral bands. The suitable method which is very knowingly used for
spectral 2D and 3D compressions are independent component analysis (ICA) and
JPEG2000. In independent component analysis, the virtual development concept is
used in the processing of image to work on spectral region.

2. Trade-off in data Compression:

The many challenges in compression of data in hyperspectral image are dependent
on several factors making the constraints on particular stringent data. First problem
which arises is due to the third dimension add-ons the data in image also increases
on large scale and it is very necessary to compress the hyperspectral image without
loss of contained data in the package which tends to different properties and several
challenges in trade-off between reduction and prevention. Second problem which is
the difference in spectral and spatial relation between the compression algorithms
obsoleted. To resolve this problem, there should be some algorithms to sorting the
data package in thin frame pattern works.

3. Redundancy of compression format:

As we know, the capture image by hyperspectral image sensors is of high resolution
and used on large scale for target detection by NASA and many satellite in our
systems, but in turn it leads to increase a storage space, transmission path, and
transmission time without losing the actual data and information. Earlier methods
which had been introduced to compress such image format are Minimum/
Maximum Noise Fraction (MNF), principal component analysis (PCA), and inde-
pendent component analysis (ICA). These are widely used methods in the way of
image processing.

Redundancy of image can be identified by calculating the number of bits
required to represent the information present in the image or data packets which can
be minimized by removing the redundancy from the image. There are mainly three
type of redundancies available which are given below:

(a) Spatial redundancy: which occured due to the correlation factor and depen-
dence between the neighboring pixels value.

(b) Spectral redundancy: the difference between the color band or in spectral panels
acquire in the image.

(c) Temporal redundancy: temporal redundancy is due to the difference between
the different frames in the hyperspectral image.

The compression ratio of the image is calculated on the basis of the input
hyperspectral image and the compressed reconstructed image. Consider input image
is ‘n1’, and the compressed image is ‘n2’. Then, the ratio which is formed from this
detailed value is to calculate the compression ratio (CR)
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CR ¼ n1
n2

ð1Þ

The compression ratio is readily satisfying the condition for spectral and spatial
reduction of the image without loss of the data present in the image. Then, we
conclude that the image is redundancy free.

3 Proposed PCA–DCT Compression Method

The proposed compression method mainly combination of both principal compo-
nent analysis (PCA) and discrete cosine transform (DCT) which are processed in
followed thru manner to compress the image to larger scale keeping the mind scale
of avoiding the data loss. The PCA process is used to capture the image and process
the working on the background extraction by the help of extracting feature function.
In this method, the first principal component is maintained ‘q’ to find the featuring
vector of the background image. The residual part of the image is further processed
by the DCT technique for separating the bands in different frame pattern using the
coefficient of quantization process.

In Markov-I signal, it is shown that the equivalence of PCA and DCT is same in
response of compression. As the Markov does not exist, the hyperspectral imaging
but then also these two processes can be applicable on it for compressing the image
for transmission redundancy. In PCA the characteristics of image taken in con-
sideration whereas if we go toward DCT it is free from characteristics. The steps
involved in processing of the hyperspectral image for the reduction of using the
PCA–DCT technique have to pass thru the following steps which are given below:

(1) PCA: Considering the hyperspectral image ‘X’ for processing. The first step for
compressing the image of named ‘x’ which contains row ‘j,’ column ‘k,’ and
layer ‘l.’ where each pixel vector is denoted by~x and j� k ¼ N. Here, the mean
of the image factor is obtained as ~m and covariance matrix of the normalized
image is given by ɸ. The transformation matrix E and D is used for calculating
the eigenvector and eigenvalue in which column is the featuring vector. The
eigenvector:

yn
!¼ ~�k1. . .~�kg

� �T
: xn
!� ~m
� �

; n ¼ 1; Y ¼ ½y1!. . .yn
!� ð2Þ

The quantization matrix of the reconstructed image is denoted by Qpca which
extracts the background image, and the remaining part is passed forward for
processing.
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(2) Construction of residual Image: The qPCs-based extraction image the residual
image is further operated by the inverse transformation method for recon-
structing the qPCs-based transformation. Inverse transformation is given by

XqPCs ¼ ðETÞ�1
½1:l;1:q� � Y ¼ E½1:l;1:q� � Y ð3Þ

Residual image is obtained by subtracting the mean of the image from the
original image ‘x’ where the acquire image is replica of previous image.

(3) DCT and compression output: Discrete cosine transformation is applied on the
remaining image from subtraction of the mean of image. DCT is similar to the
DFT transformation method in many respect, and it is use for separating the
spectral band in different sections for finding the coefficient of the matrix. DCT
is performed on each pixel value xn

! which results in the formation of the vector
~s:~s ¼ DCTðxn!Þ, and the transformed image and quantized image are calculated
by using YQ q� N½ � from PCA, and the full transformation matrix is denoted in
form of E [l � l].

(4) Reconstruction process: The irreversible transformation method is used for
reconstruction process which is companded to the quantization of the variance

matrix. The quantized coefficients SQ
�!

are obtained in Srec.

Z1DCT ¼ IDCT � ðSrecÞ ð4Þ

Dequatizated qPCs-based image is restored using the inverse PCA techniques to
restore it into full image form

Z ¼ Z1DCT þ Z1PCA þmðl� lÞ ð5Þ

In the final steps, the two resulting matrices are combined to form the mean
vector of each pixel values.

4 Flowchat of the Proposed Method

The steps involved in our project are shown in Fig. 2. First step is to read hyper-
spectral image. After reading the image, image is passed for checking the band
value (check band >3). If the band value is greater than 3, then it is considered as
valid image for further process or else it is terminated. Once the image is selected, it
is processed for background extraction using principal component analysis
(PCA). In PCA process, the features are extracted, and on basis of that, the
similarities and difference are calculated. And the residual image is further operated
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by DCT to find the coefficients of the residual image. After calculating the point, the
compressed image is formed.

5 Experimental and Result

Here, each image goes through a preprocessing phase of automatic noisy and
low-variance band removal, before applying compression. The resulting image is
considered as the 'original' image to be compressed. The possible compression ratio
stems from the value distribution of the two image components of the PCA–DCT
transform. The image which is performed in process is taken from the database of
HYDICE and AVIRIS (such as Indian, Salinas, KSC, Pavia, and Botwana). The
output result of this hyperspectral images is given below (Fig. 3).

RX detection results: Reed–Xiaoli is the method used for identifying the dif-
ference between the current pixel and background image. Which is process to detect
the region which are processed for compression and at what point does the com-
pression taken part. As shown in the below fig. of RX detection.

Fig. 2 Flow of the PCA–DCT methods
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6 Conclusion

The goal of this project is to compress an HSI with the minimal possible degra-
dation of point target detection capabilities. It is obvious that different images are
affected differently by the same compression ratio, depending on several charac-
teristics of the image, such as background noise and Gaussianity levels. We pro-
posed a new hyperspectral compression method, which incorporates background
extraction and individual compression per pixel. The method does not assume
anything about the image and does not require target extraction. It has comparably
low computational complexity, with a high compression ratio.

Fig. 3 Resulting image a KSC, b Salinas, c Indian, d Pavia
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Sr. No. Original
size (MB)

Compressed
size (MB)

MSE PSNR Compression
ratio

Indian (PC = 5) 7.52 1.23 4.608e−07 22.5781 6.15

Salina (PC = 20) 47.86 4.74 0.1544 33.7543 8.47

KSC 56.85 16.61 0.013268 18.7718 3.43

Data (PC = 20) 140.41 19.28 0 – 7.30

The reconstructed PCA–DCT image achieved the highest similarity to the
original image, in MSE terms but with high PSNR value, it maintains the majority
of the image information, not only data relevant for target detection, allowing
further processing of the decoded image.
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Effective Approach of Finding Missing
Children Using Face Age Progressed
Prediction Method

Anagha Yogesh Nehete and Krishna K. Warhade

Abstract An improved way of finding missing children is presented in the paper. It
is very difficult, time consuming, tedious, and least efficient method to find missing
children through traditional methodologies. Using the advanced method, the factor
of facial transfiguration of a child is considered with increases the search efficiency.
Large numbers of missing children cases are registered in their young age. These
lost or kidnapped or missing children undergo huge facial transformation caused by
several external, internal, and biological factors. Human face age progressed pre-
diction is the recent upcoming research field which is used to study and decode
these facial transfigurations efficiently. The facial image is being fragmented into
parts to increase the granularity of face prediction with age progression. The growth
curve of feature is used to predict the shape, size, and location of each and every
feature at a different age. Hence, this increases the success rate of finding missing
child. Various algorithms and image processing techniques are used to carry out
this study. This paper aims at finding missing children with the most effective
computational method.

Keywords Face age progression prediction � Feature extraction
Aging database � Mahalanobis distance � Basic fitting tool

1 Introduction

Kidnapping is so far the highest reported crime against children. In India, child goes
missing in every 8 min, as per survey by the National Crime Records Bureau, India.
The most significant application of face prediction is finding a person who went
missing for a long time [1]. Face age progression prediction (FAPP) is entirely
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different concept from age estimation. As time passes, the facial transfiguring based
on several factors takes place which makes the search of these missing children
more difficult. Hence, computational approaches are introduced in the field of
finding missing person from domestic as well as national security point of view.
The police in some regions have also begun a database for missing children, like
zipnet.in [2]. Detailed study of facial growth curves of child’s parent, relatives, and
siblings is done to make search more effective and efficient. There exist several
hurdles in the path of searching missing child with the approach of

FAPP such as:

1. Growth rate variation: Facial growth rate varies from person to person influ-
enced by several factors such as race, health, socioeconomic stratum, secretion
of hormones, lifestyle, and working condition [3].

2. Gender: Growth phase in females is usually early than that of males [3].
3. Aging catalyst: There exist several factors which act as catalysts for premature

aging in human face. Some examples of these are working exposure, diet,
smoking and liquor addiction, etc. [3].

4. Database: Availability of huge database of images of child along with the
parents and relatives at different stages of age is very difficult to get [3].

5. Non-facial factors: Face transfiguration also depends on several global
non-facial factors such as hair color, hair style, and baldness of forehead [3].

6. Environmental Factors: Socioeconomic status is one of the major players that
can contribute to growth variation [3].

7. Nutrition and Disease throughout the Life Cycle: This factor is further charac-
terized into two i.e., parental growth and infancy and childhood growth [3].

Proper consideration must be done to overcome the mentioned challenges.
Child line [4] is an organization in our country which deals with the child

protection and child rights. This organization specially focuses on the children who
needs extra care and protection such as children abandoned by parents or guardians,
missing children, children who are victims of substance abuse, run away children,
children separated from parents due to conflict and disaster, children whose families
are in crisis, and victims of child trafficking.

Ministry for Women and Child Development has launched a Web site named
khoyapaya.gov.in. [5] This Web site mainly serves the families who have lost their
children. This work is done on real time basis i.e., real-time communication among
organization, police, and families takes place.

National Center for Missing Children is another organization working for
finding missing children across the nation. Strategy used by five zonal areas (north,
east, west, south, central). This organization mainly works on two sections:
(1) Found children and (2) Separated in childhood [6].

1. Found children: It deals with the tracing of parents of children found from
various sources such as orphanages, etc. [6]
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2. Separated in childhood: It deals with the information about children who were
found missing from their childhood and have grown up now [6].

ZIPNet was introduced in the year of 2004. ZIPNet basically stands for Zonal
Integrated Police Network. This is a collaborative effort of Delhi, Chandigarh,
Punjab, Haryana, Uttar Pradesh, Uttaranchal, Rajasthan, and Himachal Pradesh
Police [2]. ZIPNet project have got several modules in public domain such as
missing children, children found, missing person, unidentified dead body, and
unidentified person found.

2 Proposed Method

2.1 Feature Extraction

Computer Vision system Toolbox provides MATLAB algorithms for feature
extraction, object detection, object tracking, object recognition, and geometric
camera calibration and 3D vision (Fig. 1).

2.2 Distance Calculation

In the proposed method, mahalonobis distance computational approach is being
implemented. Mahalanobis can also be defined as a measure of dissimilarity
between two random vectors x and y of the same distribution with the covariance
matrix S:

d x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x� yð ÞTS�1ðx� yÞ
q

ð1Þ

Mahalanobis’s definition was stimulated by the problem of identifying the
similarities of skulls.

Fig. 1 Flow diagram for FAPP
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2.3 Prediction Algorithm

A standard linear regression model with standard estimation techniques makes the
prediction of the relationship between the response variables feasible. The vectors
obtained from the features extracted acts as response variables. The relation among
these variables is computed to find the growth curve of the facial feature of the
missing child. Using this growth curves, the future image of facial features is
predicted. Polynomial regression is technically a special case of multiple linear
regressions. It is often difficult to interpret the individual coefficients in a polyno-
mial regression. The goal of polynomial regression is to model a nonlinear rela-
tionship between the independent and dependent variables [7].

2.4 Database

Database is the basic requirement for finding missing children. Size of database
increases the search rate of the missing child proportionally. In general, the database
provided for finding missing children consist of very few images. These images
limit the search efficiency hence the requirement of computation algorithm effi-
ciency increases. To make the age progressed feature sequence study easy, the
database is split into five age groups, namely A = A1, A2, A3, A4, A5, where A1,
A2, A3, A4, and A5 represent age groups of 0–3, 3–6, 6–11, 11–16, and 16–
18 years old, respectively.

3 Results and Analysis

3.1 Feature Extraction

Features from the given facial image are extracted using a computer vision toolbox.
The image is initially been divided into three parts, which make the detection of key
features (eyes, nose, mouth) easier. Different threshold values are set to detect these
features from the image. This threshold is known as merge threshold. The vector of
x, y, w, h is computed from the bounding box result of feature extraction of different
images from database (Fig. 2).

3.2 Distance Calculation

It basically calculates the pixel distance between the key features of the facial
image. The vector of {x, y, w, h} is computed for the selected images.
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For experimentation, 60–70 images are considered of 7 different subjects. This
distance calculation gives the rough idea of child’s facial growth curve.

3.3 Prediction Algorithm

The method used for predicting future values for distance calculation is polynomial
regression. The following table gives the result for distance calculation for different
images (Tables 1, 2, 3 and 4).

Fig. 2 Snapshot of features extracted from facial image

Table 1 Predicted values of ‘x’ coordinate for three distances

Subject no. Nose-mouth distance Mouth-eye distance Nose-eye distance

1 34.468 3.748 0.687

2 65.9 0.856 17.490

3 27.3 0.936 5.43

Table 2 Predicted values of ‘y’ coordinate for three distances

Subject no. Nose-mouth distance Mouth-eye distance Nose-eye distance

1 212.836 −7.477 12.958

2 −157.113 0.47 −19.2

3 29.4 −0.199 0.615
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Following table shows the result for predicted values after 3 years for subject no. 1.
Cubic polynomial regression method is used to predict values (Figs. 3, 4).

Table 3 Predicted values of ‘w’ coordinate for three distances

Subject no. Nose-mouth distance Mouth-eye distance Nose-eye distance

1 9.848 −9.238 7.325

2 4.3 −4.54 3.21

3 −0.0668 −1.14 −1.41

Table 4 Predicted values of ‘h’ coordinate for three distances

Subject no. Nose-mouth distance Mouth-eye distance Nose-eye distance

1 12.566 −9.125 4.924

2 5.54 0.128 3.49

3 0.775 −0.493 −0.684

Fig. 3 Predicted values for x, y for different distances

Fig. 4 Predicted values for w, h for different distances
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4 Conclusion

The precision of result depends on the coefficients of cubic polynomial regression
model, which in turn depends on the number of images considered for carrying out
the approach. Despite having such a small database, the obtained value for R2 is 1;
hence, for huge database, this approach promises excellent results. Currently,
accuracy of the proposed method is 63%.
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Edge Detection Algorithm Using Dynamic
Fuzzy Interface System

Vasagiri Venkata Guruteja and Mantosh Biswas

Abstract Edge in an image depends on the viewer’s perspective i.e., some viewers
may feel it as edge and some may not. Fuzzy logic can be used to solve this partial
truth value concept. Many fuzzy-based edge detection methods have been proposed
till now, but most of them used the static fuzzy inference system for edge detection,
in which we have to change the membership functions for each image in order to
get better results. Therefore, to overcome this drawback, we proposed fuzzy
logic-based edge detection algorithm with dynamic generation of fuzzy interface
system (FIS). The performance of the proposed method is demonstrated through
computer simulation results over Sobel, Canny, EFLEDG, and EDFLM edge
detection methods in terms of both subjective and fidelity criteria and our proposed
method gave good results in terms of F-Measure and visual quality of resultant edge
images.

Keywords Digital image � Edge detection � Fuzzy interface system
Membership function � Fuzzification � Defuzzification

1 Introduction

The sudden rise or fall of intensities of gray level values of pixels in the image
produces the edges. In segmentation, registration, identification, and recognition,
the edge detection plays a vital role.

Many edge detection techniques have been developed in the last few decades.
Based on the derivative filter, Sobel [1] and Prewitt [2] edge detectors were pro-
posed. If the edges are blurry or noisy or not flexible, then these gradient-based
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techniques will not generate accurate edges. Marr and Hildreth [3] proposed edge
detection algorithm that based on the zero crossings of the Laplacian of an image.
Canny [4] proposed a thresholding-based edge detection method which solves the
noise problem from gradient operators. Also, the above-mentioned methods use
either fixed thickness of edges, or used fixed parameters for good results such as
threshold value, r (width in Gaussian function), and c (Center in Gaussian func-
tion). In the last few years, fuzzy logic [5] is emerged as a powerful tool in decision
making for the edge detection of the image which can easily overcome the
dependency of parameters. Edge Detection methods using fuzzy concept have been
increasingly proposed [6–12]. Aijaz et al. [13] proposed rule-based EFLEDG by
setting 16 rules to generate a fuzzy interface system (FIS) from the image by 2 � 2
floating window with the centroid defuzzification method and first-order derivative.
This method uses two triangular functions for fuzzification with parameters (0 255
255) for white and (0 0 255) for black, but their uniform fuzzification does not
produces effective edges for all images as brighter images, some edges will not be
detected and darker images, some false edges will be detected. Suryakant [14]
proposed EDFLM-based on 28 inference rule fuzzy interface system which uses
3 � 3 floating window of the input image as input for the FIS in each pass. This
method uses two trapezoidal functions for fuzzification with parameters (0 0 65 90)
for black and (80 170 255 255) for white, but their fuzzification process does not
produces effective edges for brighter images as the fuzzification mainly focuses on
darker and uniform intensity images. However, above fuzzy-based edge detection
methods can fuzzify the input image based on some random assumptions, but the
fuzzification process should be dependent on the gray values of the given input
image; otherwise, it leads to increase in false positive (some non-edge pixels
detected as edge pixels) and/or false negative (some edge pixels are not detected)
detection of edges. Therefore, to overcome the above shortcoming, we are
proposing an edge detection method with automated fuzzification process by
finding the parameters for the membership function of fuzzy interface system based
on the image information instead of using some constant values that lead to
dynamic process of fuzzification. EFLEDG and EDFLM use the static fuzzification
process. The static fuzzification process may be easy to implement, but such
methods are not well suited for all images. In our work, we use the dynamic
fuzzification process to obtain better edge image no matter what the input image
will be. The proposed method outperforms the following edge detection methods:
Sobel [1], Canny [15], EFLEDG [6], and EDFLM [8] for F-Measure. The rest of
the paper is organized as follows. The proposed Fuzzy-based method is explained
in second section. We will compute the simulation results and compare the per-
formance of proposed edge detection method with Sobel [1], Canny [4], EFLEDG
[13], and EDFLM [14] in third section, and finally conclude in last section.
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2 Proposed Fuzzy Interface System

In EFLEDG method, while creating fuzzy interface system, it was assumed that that
100% black for the pixel value ‘0’, 0% black for the pixel value ‘255’, and vice
versa for white. Even in EDFLM method, it was assumed that 100% black for pixel
value less than or equal to ‘65’ and 0% black for pixel value greater than or equal to
‘90’. Moreover, 0% white for pixel value less than ‘80’ and 100% white for pixel
value greater than ‘170’. These assumptions for taking constant values of the pixels
for black or white are came from the experiments that conducted on their test
images with their methods by considering only the best results. In most of these
FIS-based edge detection methods, they assume linear functions for categorizing
black and white. Therefore, we need to derive an algorithm that will work for any
kind of image, and based up on the given input image information, the fuzzy
interface system will be generated to produce optimal edge map for the respective
input image. So our algorithm fulfills the above assumptions with three stages:
Preprocessing Stage, Processing Stage, and Post-Processing Stage to overcome the
linear functions of FIS.

2.1 Preprocessing Stage

In this stage, we need to do some preprocessing on the given input image to create
the FIS. So, firstly, we find the minimum and maximum gray level value, gmin and
gmax, respectively, which are present in the input image, ImageOriginal. Secondly,
calculate the number of times, l(g) the gray value ‘g’ is present in the image where
‘g’ between the range of [gmin, gmax].

l gð Þ ¼ The number of time the gray value g appear in the image: ð1Þ

Finally, find the first expectation value, second expectation value, and third
expectation values: e1, e2, and e3, respectively, for the input image by using the
following formulae.

e1 ¼

Pgmax

g¼gmin

g� lðgÞ
Pgmax

g¼gmin

lðgÞ
; e2 ¼

Pe1
g¼gmin

g� lðgÞ
Pe1

g¼gmin

lðgÞ
and e3 ¼

Pe2
g¼gmin

g� lðgÞ
Pe2

g¼gmin

lðgÞ
: ð2Þ
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2.2 Processing Stage

For creating the FIS and obtaining the edge image from this stage, firstly we scan
the each and every pixel of the image with employ the 3 � 3 scanned window at
centered pixel is (i, j), and FIS have 3 � 3 scanned window with eight inputs and
one output pixels: P1, P2, P3, P4, P6, P7, P8, P9 and P5 (P5 is center pixel and other
are surrounding pixels), respectively, for each corresponding image pixel of two
membership functions: black and white. Here, we used the Gaussian function for
fuzzy membership is given below.

f ðx; r; cÞ ¼ e
�ðx�cÞ2

2r2 : ð3Þ

where, x represents the pixel value. r (width of the fuzzy set) and c (center of the
fuzzy set) are the parameters which we need to calculate.

Secondly, we have to calculate the values of r and c for both the black and white
membership functions. The steps to follow in order to calculate those values are
given below.

Consider the black membership function, where we assume 100% black for
pixel value ‘0’ and 0.0001% for pixel value ThresholdBlack as shown below.

f ðx; r; cÞ ¼ 1 at x ¼ 0: ð4Þ

f ðx; r; cÞ ¼ 10�6 at x ¼ ThresholdBlack: ð5Þ

Therefore, we calculate r and c values for black membership function from
Eqs. (4) and (5) as:

C ¼ 0 and r ¼ ThresholdBlack

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
3 log10e

q : ð6Þ

Again, we consider the white membership function, where we assume 100%
White for pixel value ‘255’ and 0.0001% for pixel value ThresholdWhite as shown
below.

f ðx; r; cÞ ¼ 1 at x ¼ 0: ð7Þ

f ðx; r; cÞ ¼ 10�6 at x ¼ ThresholdWhite: ð8Þ

Therefore, we calculate r and c values for white membership function from
Eqs. (7) and (8) as:

C ¼ 255 and r ¼ ThresholdWhite � 255

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
3 log10e

q : ð9Þ
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Here, the thresholds of black and white pixels, i.e., ThresholdBlack and
ThresholdWhite, respectively, of the 3 � 3 scanned window are calculated by below
function.

ThresholdBlack ¼ e1 if MeanLocal\e1
MeanLocal otherwise

:

�
ð10Þ

ThresholdWhite ¼ e3 if MeanLocal [ e3
MeanLocal otherwise

�
: ð11Þ

Here, (x, y) is the center pixel for the scanned window. e1 and e3 are obtained
from Eq. (2). The local mean intensity, MeanLocal is given by below function.

MeanLocal ¼

Px¼1

x¼�1

Py¼1

y¼�1
ðImageOriginalðxþ i; yþ jÞÞ

9
: ð12Þ

In the proposed work, we used 28 fuzzy inference rules form EDFLM [14]. In
the fuzzy interface system, the input gray intensity values are ranged from 0 to 255,
and according to the rules, the gray level is converted to the values of the mem-
bership functions. The output of the FIS, i.e., after defuzzification, is presented
again to the values from 0 to 255. The resultant edge image from this stage will be
constructed based on these rules as shown in 28 inference rules table [14]. This
edge image may contain some noise i.e., some non-edge pixels may be detected as
edge pixels due to our assumptions in Eqs. 7–12. Let us say, the obtained edge
image in this stage will be called as Imageedge(noised).

2.3 Post-processing Stage

In this stage, noise removal is performed on the obtained previous noisy edge
image, Image edge(noised) to get Image edge. Some pixels are falsely detected as
edge pixels due to the assumptions that we have considered in the above stage.
Those pixels can be removed by taking 3 � 3 scanned window slide over the whole
image pixel by pixel rowwise, and the process continues till the whole image is
scanned. In every scanned window, if the centered edge pixel is surrounded by
non-edge pixels in all eight directions, then that edge pixel changed to non-edge
pixel.
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2.4 Algorithm

Input: ImageOriginal (M�N)

Output: Imageedge
Step 1: Apply preprocessing on the input image ImageOriginal and generate the

frequency array, the first expectation value (e1), Second expectation value (e2), and
third expectation value (e3) using Eqs. (1)–(2).

Step 2: Apply processing to scan the entire image with 3 � 3 sliding window
and use the pixels for the eight inputs (P1–P9 excluding P5) in the FIS system.
Calculate C, and r for black and white Gaussian membership functions by using
Eqs. (6) and (9).

Step 3: Fire the fuzzy rules over the eight inputs obtained from the 3 � 3
scanned window to get edge information of the center pixel and finally obtain the
noisy edge image, Imageedge(noised).

Step 4: Apply post-processing on the noisy edge image, Imageedge(noised), from
previous step to remove the noise pixels which have been falsely recognized as
edge by the above FIS processing to get final edge image, Imageedge.

3 Results and Analysis

We have performed the experiment for edge detection results of considered edge
detection methods: Sobel, Canny, EFLEDG, EDFLM, and our proposed on the test
images: Plane, Lady, House, and Pepper as shown in Fig. 1a–d. In our experiment,
we are considered for objective and subjective qualities of the results in terms of
PRECISION [16], F-Measure [16], and visual quality of the restored edge images,
respectively. The experimental results are depicted in Tables 1 and 2 contain for
PRECISION and F-Measure values, and edge images are shown in Figs. 2a–e, 3, 4,
and 5a–e for considered edge detection methods of test images, respectively.

From Table 1, we observe that for Plane, Lady, House, and Pepper images, the
PRECISION values are better for the Sobel method when compared with other edge
detection methods. This is because of Sobel method detects very less edges which

Fig. 1 Test images: a Plane, b Lady, c House, and d Pepper
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have high probability to occur. So, it may have high PRECISION value, but it got
very low recall value. That is why it has a very low F-measure value when compare
to other methods as shown in Table 2. Besides Sobel, the proposed method has
better PRECISION values for all the considered test images with others considered
edge detection methods. This shows that the edges detected by the proposed
method actually presents in the original image is very high. The false negative

Table 1 Numerical results of PRECISION for Plane, Lady, House, and Pepper images with
considered edge detection methods

Image name Sobel [1] Canny [4] EFLEDG [13] EDFLM [14] Proposed

PRECISION

Couple 0.831578 0.795478 0.784157 0.780127 0.801147

Lady 0.854125 0.804789 0.792578 0.791458 0.807895

House 0.867512 0.812478 0.800214 0.799658 0.815789

Pepper 0.841475 0.804415 0.79874 0.791025 0.810214

Table 2 Numerical results of F-Measure for Plane, Lady, House, and Pepper images with
considered edge detection methods

Image name Sobel [1] Canny [4] EFLEDG [13] EDFLM [14] Proposed

F-Measure

Couple 0.501458 0.784123 0.794785 0.801414 0.819874

Lady 0.521478 0.791489 0.790145 0.800256 0.813458

House 0.531254 0.799856 0.798547 0.806988 0.820324

Pepper 0.510325 0.781478 0.790142 0.808013 0.818742

Fig. 2 Plane edge image: a Sobel, b Canny, c EFLEDG, d EDFLM, and e Proposed

Fig. 3 Lady edge image: a Sobel, b Canny, c EFLEDG, d EDFLM, and e Proposed
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detection of edges is very low in our proposed method. PRECISION alone cannot
be enough to say an edge detection algorithm is effective, because PRECISION
cannot consider the missing edges i.e., even if a method does not detect all edges
present in the original image still, it may give 100% PRECISION. So, we go for
F-measure as well which not only consider the false negative detection, but also the
false positive detection of edges.

From Table 2, we observe that for Plane, Lady, House, and Pepper images, the
F-Measure value is better for the proposed method when compared with other edge
detection methods. This shows that the proposed method not only detects the
correct edges, it has a reduced/remove false positive detection of edges.

Form Figs. 2a–e, 3, 4, 5a–e, it was observed that for Plane, Lady, House, and
Pepper images, the visual feature is better with visibility and clarity increased for
proposed method when compared with Sobel, Canny, EFLEDG, and EDFLM with
produced less thick edges and reduced discontinuance.

In our experiment for the edge detection methods, we coded all considered
methods are in MATLAB 13.1 running at a Core I5 2.5 GHz processor with 4 GB
RAM of computer.

4 Conclusion

In this paper we proposed an edge detection algorithm based on fuzzy with
dynamically calculating the membership functions for the fuzzification process
based on the image information. It was found that the proposed edge detection

Fig. 4 House edge image: a Sobel, b Canny, c EFLEDG, d EDFLM, and e Proposed

Fig. 5 Pepper edge image: a Sobel, b Canny, c EFLEDG, d EDFLM, and e Proposed
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method consistently produces acceptable and better results for all the considered
test images based on F-measure and PRECISION with visually edge images over
considered traditional methods: Sobel and Canny and fuzzy-based edge detection
methods: EFLEDG and EDFLM.
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Super-Pixel Based Segmentation of Urban
Area and Its Detection Using Machine
Learning Techniques

Inderjeet Kaur and Rana Gill

Abstract In earth observation field, accurate and timely detection of urban area is
requisite for military audit, digital mapping, national construction, and change
detection which is a major responsibility of urban region planners and government
agencies. First, adaptive gamma normalization is used to normalize any given input
image without defining target. Adaptive simple linear iterative clustering along with
texture feature is proposed for better segmentation of urban area from forest or land.
Then, edge and homogeneous region extraction is performed. The comparison of
performance results of Sobel operator with two different edge detection operators
reveals improvement in detection. Texture feature obtained from gray-level
co-occurrence matrix is used to train support vector machine, and further, the
edges, which are present in an image, are clustered and labeled by self-organizing
map. Then, this output is applied to support vector machine as an input. Finally,
morphological hole filling operation makes buildings more perceptible.

Keywords Adaptive gamma normalization � Adaptive simple linear iterative
clustering (adaptive SLIC) � Gray-level co-occurrence matrix (GLCM)
Edge extraction � Homogeneous region extraction � Self-organizing map (SOM)
Support vector machine (SVM)

1 Introduction

Detection of urban area in high-resolution satellite images provides valuable results
for the analysis of land use and urban region planning [1]. Other applications such
as military audit, safe landing of UAV flight in case of emergency, digital mapping,
national construction, land exploration and change detection are the reason of
detection of urban area [2]. As a prerequisite, urban area monitoring indicates the
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man-made objects and the buildings very effectively. To detect and record the
changes which may occur in forest, desert, agriculture, and urban area is the major
responsibility of urban region planners and government agencies. Government
agencies as well as urban region planners are taking useful information from urban
area detection for establishing the plans and updating the information of geography
system [3].

Rapid growth in development of the urban area leads to change in the land use
and the land cover. Thus, utilization of new technique for acquiring the real-time
data is becoming essential, to automatically monitor characteristic, growth, and
distribution of urban area [4]. Remote sensing images provide important source of
information in multiple fields such as analyzing temporal changes [5]. Depiction of
urban area in surveillance, geography, cartography, city planning, and remote
sensing images is environmentally and socially important [6], so attracted many
researchers to work on it with the use of different methods and approaches. Sahin
et al. [7] used LISA analysis to detect the urban areas and segmentation of
mean-shift based was applied to segment buildings from these areas. Parzen and
KNN classifiers were also used to classify buildings. Limin et al. [8] computed two
temporal variations, long-term coherence and backscattering intensity, and then
applied these extracted features to the unsupervised 2-D thresholding method for
accurate change detection. Wei et al. [9] employed histogram peak selection-based
unsupervised clustering and edge detection using Canny operator to extract urban
building from high-resolution satellite images. Baselice et al. [10] utilized stochastic
estimation approach collectively with Markav random field (MRF), where corre-
lation coefficients were estimated between neighboring pixels to detect building
edges. Xue et al. [11] used self-organizing mapping network for the detection of
urban changes and to avoid the complex requirement of non-changed and changed
training area for classification. The results of self-organizing map showed high
accuracy rate than that of maximum likelihood classification. Al-Doski et al. [12]
employed support vector machine to extract useful information from satellite data,
and the postclassification method was employed to monitor changes in the urban
area. Bekkari et al. [13] extracted Haralick texture features as space information and
spectral descriptor to refine the support vector machine classification results of the
urban satellite images. According to literature survey, many researchers have faced
different problems while detecting urban area such as roads around buildings were
not detected, long rooftop was recognized as non-urban area. The results showed
that the proposed method is able to solve these problems (Fig. 1).

The layout of remainder paper is as follows: Sect. 2 illustrates the proposed
method, and the experimental results are defined in Sect. 3. Section 4 is a con-
clusion of proposed work.
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2 Proposed Methodology

2.1 Adaptive Gamma Normalization

To enhance the intensity level or visual appearance of image, gamma normalization
or correction is becoming the fascinating solution. It is a nonlinear operation which
is used commonly to code and decode the radiance or illumination of input image.
The advantage of using adaptive gamma normalization is compression over
dynamic range is performed by using single adjustable variable factor and is
compatible to normalize an image irrespective of its data bits representation and the
image resolution [14]. Initial threshold value is computed with Otsu method, to
separate two classes of image pixels, i.e., separating foreground pixels from the
background pixels on the basis of its gray-level values. Then, the mean for both
classes of image pixels is computed as follows:

lnew ¼ 1
2

1
RC

XR
i¼1

XC
j¼1

Iði; jÞ; Iði; jÞ� thj
0; otherwise

�
þ 1

RC

XR
i¼1

XC
j¼1

Iði; jÞ; Iði; jÞ\thj
0; otherwise

�" #

This threshold value updates continuously with iterative method till there is no
more variations, or absolute difference between initial threshold value and new
threshold value becomes less than s ¼ 1e� 10; it can be formulated as follows:

lnew � linitialj j ¼ s

Fig. 1 Urban area
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Now the value obtained from above equation is utilized as target mean to nor-
malize an image [15]:

c ¼ log10 ltarget
� �� log10ð255Þ

log10 linitialð Þ � log10ð255Þ

Gamma normalized image is given as follows:

Inorm ¼ I
255

� �c

2.2 Adaptive SLIC-Based Super-Pixel Segmentation

Super-pixels are generated by clustering pixels into relevant subregions on the basis
of similarity in color features and their proximity. Clustering of pixels is performed
in combined 5-dimensional space, i.e., [labxy] where [lab] is pixel color vector in
CIELAB color space and [xy] represents the pixel position.

The size of each super-pixel becomes N/k and centroid would be C = √N/k, if
N is total number of the pixels present in an image and suitable number of
super-pixels is k, having equal size. The spatial and color normalization is adapted
within each cluster. Maximum color and the spatial distance ðmc;msÞ are observed
from previous iteration to normalize the proximity values in following process.
Distance measure observed is calculated as follows [16]:

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dc
mc

� �2

þ ds
ms

� �2
s

where

dlab ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lj � li
� �2 þ aj � ai

� �2 þ bj � bi
� �2q

and

dxy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xj � xi
� �2 þ yj � yi

� �2q

The main advantage of using adaptive SLIC is more stable compactness of
super-pixels (Fig. 2).
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2.3 Gray-Level Co-occurrence Matrix (GLCM)

It is a well-known method for the analysis of texture where image properties are
estimated by measuring second-order statistics. Number of gray-level of image
exists in GLCM is same as number of the rows and the columns. Relationship
between the pixels is measured to analyze the texture of an image. Frequency of
pixel with gray-level i occurring at certain distance from the pixel having gray-level
j is counted in GLCM [17]. Elements in GLCM are computed by following
mathematical equation, given as follows:

Pij ¼ P i; jjd; hð ÞPn
i¼1

Pn
j¼1 P i; jjd; hð Þ

0�; 45�; 90�; and 135� are the four directions which are taken into proposed work
along with the distance vector to compute four statistics: energy, contrast, homo-
geneity, and correlation.

Energy is a statistic which is used to represent the existence of homogeneous
changes, given as [18]:

ENERGY ¼
Xn
i¼1

Xn
j¼1

P2
ij

Fig. 2 Simplified diagram of workflow
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The distribution of the matrix values is represented by contrast statistics and
shows that with the increase in the value of contrast statistics, clarity of given image
increases.

CONTRAST ¼
Xn
i¼1

Xn
j¼1

i� jð Þ2Pij

The occurrence of the local changes in given image is represented by homo-
geneity statistic, given as follows:

HOMOGENEITY ¼
Xn
j¼1

Xn
j¼1

1

1þ i� jð Þ2 Pij

Correlation is used to find the linear dependence of gray among specified and its
neighborhood pixels. Joint probability occurrence is computed for specified pixel
pairs [19]:

CORRELATION ¼
Pn

i¼1

Pn
j¼1 i:jð ÞPij � lxly
rxry

Here,

lx ¼
Xn
i¼1

Xn
j¼1

i:Pij

rx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Xn
j¼1

ði� lxÞ2Pij

vuut

ry ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Xn
j¼1

j� ly
� �2

Pij

vuut

So, four directions for each statistic results in 16 texture features for each
super-pixel. Work started with 5000 super-pixels converges in approximately 4900
super-pixels. Thus, GLCM generated the feature vector matrix of size 4900 � 16
from single image.

2.4 Edge Extraction

Edge pixels are those pixels of an image at which change in intensity occurs
abruptly and set of those connected pixels is called edge. It transforms an image
into the edge image which contains significant image information and meaningful
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features. Outlines of roads and buildings in an urban area have so many linear
structures. So, edge features can be used to characterize urban area. Sobel operator
is used to compute gradient of ‘isotropic 3*3’ window in horizontal as well as
vertical direction to extract edge structure. So, disturbances by non-urban features
are effectively avoided by this approach. This is the process of reducing image size
very significantly by filtering out the information which is less relevant and pre-
serves the useful structural information of an image.

2.5 Homogeneous Region Extraction

The rooftops of the buildings usually have same texture and color characteristics.
Furthermore, the features of neighboring building are also similar. It is found that
pixel values of buildings have peak value in one channel at least. On the basis of
these characteristics, homogeneous region extraction method is proposed to cate-
gorize the object to be detected by some parameter analysis such as size, position,
and shape. Maximum value is selected for each channel, and following function is
used to normalize the values of pixels [2]:

ICN ¼ IC

maxðICÞ ; C 2 fr; g; bg

where IC means the each color channel of an input image I. The pixel value is
compared with c ¼ 0:3 threshold value using following formula [2]:

ICB xi; yj
� � ¼ 1; ICN ðxi; yjÞ� c

��
0; otherwisej

�
; C 2 fr; g; bg

Thus, it will change Inorm normalized image into binary image.

2.6 Self-organizing Map

Self-organizing map is a model of neural network, used as unsupervised learning
technique named by professor Tuevo Kohenen developed in 1982. It labels the
patterns hidden in input images. Topological properties are preserved in an input
space by the use of neighborhood function which make it different from the other
neural networks [20]. Each node of self-organizing map has weight vector of
similar dimension as that of the input data vector and location in space map. Input
space of high dimension is mapped into low-dimensional space.

It is a clustering model, which sight to collect the objects which are matching
with the statistical distribution. Two approaches which are utilized by
self-organizing map to work are training and mapping. In the ‘training approach,’
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map is built from input examples and classification of new input vector is achieved
by ‘mapping approach’ (Fig. 3).

It clumps all the edges present in an input image and then performs labeling of
all the clustered edges. This output of self-organizing map is applied to the fol-
lowing step for the further processing.

2.7 Support Vector Machine

The support vector machine is used as supervised machine learning technique to
differentiate roads and buildings of urban area from non-urban area. In a
high-dimensional space, it constructs hyperplane for the purpose of classification.
Nearest training data points have largest distance in hyperplane, i.e., good sepa-
ration is obtained [22]. The training data set is applied to train the classifier and then
performed the classification over testing data set. The class of testing object is
estimated from side of gap it lies (Fig. 4).

Fig. 3 Architecture of
one-dimensional SOM [21]
shows that input vectors are
mapped to weight vectors in
the feature map and preserves
the topological structure

Fig. 4 Example of separating two classes with SVM [23]. SVM constructs a hyperplane (solid
line) and maximizes the marginal distance between two different classes (support vectors)
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Clustered edges obtained from unsupervised self-organizing mapping are
applied as an input to the support vector machine. This method is trained over the
rough edges also and then, by originating the function from appropriate examples, it
becomes able to identify the buildings which are having rough edges in the urban
area.

2.8 Morphological Hole Filling Operation

The output of support vector machine has background region which is surrounded
by some connected border of the foreground pixels. If direct results are used, some
non-urban pixels will be put into an urban category and results into inaccurate
output. Thus, morphological hole filling operation is performed and formulated as
follows:

Xk ¼ Xk�1 � Bð Þ \AC k ¼ 1; 2; 3. . .:

where AC is complement of A and B is a symmetric structuring element. This makes
the contrast of rooftop stronger than the surrounding area, and building areas
become more perceptible.

3 Experimental Results

The performance of this method is evaluated on GeoEye-1 and QuickBird satellite
images of different cities with spatial resolution of 0.5- and 0.61-m, respectively.
Numerous scenes such as forests, plains, urban areas, mountains, roads, and
farmlands are covered in these images. All these satellite images have different
sizes.

The results of computation are achieved on personal computer with Intel Core
i3-3110 M, processor of 2.40 GHz and RAM of 4 GB. MATLAB R2013b is used
for the coding of the proposed method.

The precision and recall quantities are computed to analyze the performance of
the proposed method for detection of urban area, given in [2]:

P ¼ TP
TPþFP

R ¼ TP
TPþFN
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Here, TP denotes number of the true positives, FP represents number of the false
positives, and FN means number of the false negatives.

Some typical results of each steps proposed for the detection of an urban area are
depicted in Fig. 5a–f. An original image is taken over which the proposed method
is performed. Adaptive gamma normalization benefits the system by controlling the
input image’s intensity (gamma parameter), thereby making it sure that the input
image will easily be operated upon given threshold parameters for a wide range of
images. Initial threshold value is computed with Otsu method to separate two
classes of image pixels. A new threshold value is computed by computing mean of
both classes of image pixels. Iterative method updates the threshold value till the
absolute difference between new threshold and initial threshold becomes less than s
and then utilizes as target mean to normalize given input image. Further, the
application of adaptive SLIC has enhanced the computation time required for
computing texture features, divided to super-pixel level, which have been used in
the supervised learning approach. Started 5000 super-pixel converges to 4900
super-pixel. Then, GLCM is used to generate feature set for each super-pixel and it
applied to supervised and unsupervised techniques for the accurate detection.
Before that, Sobel operator is used to compute gradient of ‘isotropic 3*3’ window
in horizontal as well as vertical directions to extract edge and structure. After the
homogenous region extraction, the computed system uses morphological hole
filling operation over the image obtained after edge fusion. This helps in detection
and marking of the regions like rooftops or planar region with less texture. Finally,
the proposed method results into a much better detection of urban area.

Sobel operator detects the edges, where the magnitude of the gradient is high.
Due to this, Sobel operator becomes more sensitive to the diagonal edges than the
horizontal/vertical edges. The Prewitt operator is also a discrete differentiation
operator and uses similar equation of Sobel operator except one constant. The mask
of Prewitt operator is easy to implement, but has high sensitivity to the noise. So,
there is minor difference in the accuracy achieved by Sobel operator and Prewitt
operator. Canny operator is considered as standard and most commonly used edge
detection technique. These three different edge detection techniques are applied on
more than 20 urban images. Compared to Prewitt operator and Canny operator for
the detection of edges, Sobel operator shows an improvement in terms of detection
accuracy (Fig. 6).

Table 1 lists the results of precision and recall of using different edge detection
method on five different urban area images. As shown in Table 1, performance
decreases by using Canny operator, but there is a minor difference in accuracy
obtained by using Prewitt operator as compared to Sobel operator.
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Fig. 5 Proposed method results a original image, b gamma normalized image, c super-pixel
generation, d edge extraction, e homogeneous region extraction, and f final result
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Fig. 6 Different edge extraction techniques' results a original image, b Sobel operator result,
c Prewitt operator result, AND d Canny operator result

Table 1 Urban area detection performance results obtained by using three different edge
detection techniques

Images Sobel operator Prewitt operator Canny operator

Precision
(%)

Recall
(%)

Precision
(%)

Recall
(%)

Precision
(%)

Recall
(%)

Image 1 94.53 94.52 94.47 94.54 89.58 88.47

Image 2 95.38 95.48 95.39 95.43 89.69 89.37

Image 3 90.38 90.58 90.69 90.36 86.89 86.89

Image 4 90.50 90.97 90.47 91.01 83.11 83.64

Image 5 87.69 87.81 87.64 87.76 83.14 82.53
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4 Conclusion

In this proposed work, detection of urban area over high-resolution satellite images
is performed. At first, adaptive gamma normalization is used to enhance the visual
appearance of given input image. Then, an adaptive SLIC along with texture feature
is proposed for better segmentation of urban area from forest or land. GLCM is
used as texture feature extraction method which serves as preprocessing stage for
city planning, change detection, and building recognition. Edge extraction and
homogenous region extraction are applied for the next step of processing. Both
unsupervised and supervised machine learning techniques, self-organizing map and
support vector machine, respectively, are applied. SOM clusters all the edges
present in an image and labels them. SVM uses the output of SOM as an input to
accurately detect the building having rough edges in urban area. Results show that
proposed method is also able to detect road around building and buildings having
rooftop. At the end, morphological hole filling operation as a postprocessing step is
used to make contrast of rooftop stronger and perceptible than surrounding area.
Further, there are two main problems according to test results. First, performing the
edge learning is a time-consuming process. Second, performance results decrease
for the area having low texture variation. Future research will focus on listed
problems.
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Curvelet Transform Based Statistical
Pattern Recognition System for Condition
Monitoring of Power Distribution Line
Insulators

P. Surya Prasad and B. Prabhakara Rao

Abstract The power distribution system is considered as the backbone of power
system as it is responsible to deliver power to all the consumers. Due to an enor-
mous increase in the power consumption, the damage in insulators at the electric
poles is triggering interruption of power, and hence there is substantial loss
occurring for the power sector. The power distribution system is protected from
heavy transients by the use of insulators. So, monitoring system must be employed
which regularly detects the condition of the insulators. Regular monitoring of the
overhead power lines along with insulators, sending the images to the processing
unit and application of image processing concepts to classify the insulator health
condition is the proposed method and hence the determining breakage condition of
the insulators. K-means clustering is used for segmenting the acquired image. Then,
the insulators are extracted from the acquired image input, and curvelet
transform-based features are obtained. These features are given to support vector
machine for the determination of health of the insulator. Monitoring of the health of
insulators can thus be done consistently, and this method of automatic classification
reduces the human efforts too. Hence the efficiency of transmission is improved and
continuous supply of power can be delivered.

1 Introduction

The power distribution networks commonly use porcelain insulator to isolate line
conductors and supporting structure and so they play a major role in the overhead
power lines. As the insulators are mostly mounted in open air and are subjected to
diverse atmospheric situations in different geographic areas they are very much
prone to contamination. A layer forms on the insulator due to the contaminants or
pollutants in severe atmospheric conditions like drizzle or fog. They partially
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dissolve and result in the forming of a conductive layer. This causes a flow of
leakage current through the surface of the insulator. Therefore, the insulator’s
voltage withstanding capability reduces. The insulator’s voltage withstanding
capability is measured in terms of surface flashover. Finally, breakdown of the
insulator occurs which obstructs the reliable operation of power distribution.
Therefore, insulator condition monitoring is essential to have smooth and contin-
uous power supply. So, it is very important to monitor the distribution line con-
stantly and identify the signs of failure of the insulators before they actually disrupt
the distribution of power [1]. The overhead lines have many other devices than the
insulators, which can also be monitored online [2]. The process of health condition
monitoring of distribution circuit elements online is generally known as condition
monitoring (CM) [3].

The conventional methods in condition monitoring of insulators are pole
climbing and aerial surveillance which are dangerous and have many drawbacks.
So a video surveillance system with fixed cameras is a viable option for insulator
condition monitoring [2] of the overhead power distribution system. Computers and
Remote Terminal Units (RTUs) are the tools required to take the images of insu-
lators at regular intervals of time. The RTUs are attached on the poles such that
images can be taken properly. With the fast advancement of low-cost video cam-
eras, the cameras can easily be mounted on the poles at low cost, and the images
taken from the power distribution lines having the insulators along with them at
regular intervals of time are directed to the control room using the RTUs for further
processing [2] and determine the insulator’s health condition. The objective of this
chapter is to determine the condition or well-being of the power distribution system
insulators based on image processing and machine learning techniques. The cur-
velet transform feature vectors are extracted from the images and given to SVM to

Image Acquisition

RGB to GRAY

Image segmentation 

Feature extraction using Curvelet 

Train SVM 

Classify insulators 

Fig. 1 Flowchart of the
insulator classification
process
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classify the insulators into good, marginal or risky insulators, hence alarming the
personnel to repair or replace the risky insulators over the power distribution lines
in time and preventing power disruption and the resulting heavy losses. The work
proposed is useful in places where human inspection is impossible like hilly terrains
and poles located in flowing water. The algorithmic process of the proposed work is
depicted in Fig. 1. The acquired images taken at periodic time intervals are con-
verted into gray scale, and K-means clustering procedure is used to separate the
insulator portions from that of the pole. The curvelet features of such segmented
images are extracted and classified into different categories using Support Vector
Machines (SVM).

2 Curvelet Transform

Curvelets are an appropriate basis to represent the images. It is smooth apart from
the singularities along smooth curves, where bounded curvature is there for the
curves. If such an image is zoomed, the edges contained appear increasingly
straight. This property is taken as an advantage by the curvelets. So, they are an
effective way to detect the image activity along the curve. In this work, the discrete
version of curvelet transform, also called as ‘USFFT’ (unequally spaced Fast
Fourier transform) algorithm, is used. The resulting algorithm, also called as FDCT
(Fast Discrete Curvelet Transform) algorithm, is simpler, faster and less redundant.

An image can be decomposed by the curvelet transform into multiple scales and
orientations by taking a mother curvelet function, [4] scaling and rotating it. Due to
its needle shape, it is suitable for curvelets in describing the curves that are smooth
away from the discontinuities. As it detects the curves in an image at different scales
and different orientations, it is robust from variations of pixel intensity and also can
describe edges along the curves more powerfully compared to the traditional
wavelet-based transforms [5]. For image processing applications, it has been widely
used in the areas of content-based image retrieval [6], face recognition [7] and SAR
image classification [8] among other applications. In this chapter, fast discrete
curvelet transform [9] based on the USFFT (unequally spaced fast Fourier trans-
form) is used to calculate the curvelet coefficients. Since it is an extension of the
wavelet concept, it also became a widely used tool in the image processing.

A decimated rectangular grid tilted along the main direction of each curvelet is
used by the FDCT approach. Using this approach, it is easy to analyze the signal by
using basis with large coefficient as the feature of the signal and checking that basis
is useful in pattern recognition. Of the various curvelet coefficients, coarse coeffi-
cients are used to extract low-frequency component and get general information
from the image. The detail and fine coefficients are used to extract the
high-frequency component of the image which detects the edges of the image.
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3 Classification

In this work, SVM classifier [12] is used for the classification of power distribution
system insulators. In the recent past, the SVM machine learning algorithm has
become very popular because of its greater performance in pattern recognition tasks
compared to the traditional techniques. In general, supervised pattern recognition
problems are solved by SVM classifier which is proposed as a very useful method
by Vapnik et al. [10, 11]. The SVM classifies each one of the insulator images of
the testing dataset into one of the two classes, either good or risky based on the
category of the most similar insulator in the training dataset. The samples are
separated from different classes with a surface that maximizes the margin between
the classes by the application of SVM. And it has been in wide use to separate into
defective and good items from a set of observations. Face recognition belongs to the
class of nonlinear problem, which increases the difficulty of its recognition, and
SVM is a statistical machine learning tool which can be used for such applications
in finding the global optimum solutions. When health classification of insulators is
done using SVM, a given set of labeled data is separated by the classifier with a
hyperplane which is at a distance from them. SVM along with adaptive neuro-fuzzy
inference system (ANFIS) was employed in [12, 13] to obtain the insulators’ health
condition with the help of discrete orthogonal S-transform (DOST)-based features.

4 Results and Discussion

In this work, the dataset is taken from the images of poles having the insulators of
the 11 kV overhead power transmission lines as shown in Fig. 2. The dataset
contains 80 images of such insulators out of which 50 images are used in the

Fig. 2 The source image and the extracted insulator
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training phase and 30 images are used for testing purpose. Then classification is
done into the corresponding healthy, marginal and risky types of insulators,
respectively. The curvelet statistical features extracted for classification purpose are
standard deviation, median, mean, mode and entropy, respectively. They are
obtained for each image’s curvelet coefficients, and feature vectors for the entire
dataset are formed. Feature vectors of the testing database are given to SVM for the
classification purpose. The classification accuracies reported in this work are
average classification accuracy.

In this section, the experiment results are presented. The experiments are con-
ducted, and the performance of the proposed approach is evaluated by determining
the algorithm’s classification accuracy. From among the 80 image dataset consid-
ered for the experiment, training process uses around 60% of the images and the
remaining images are used for testing purpose. The SVM classifier is used to
classify the testing image dataset into 3 classes. They are Class 2 for good, Class 1
for marginal and Class 0 for risky states, respectively. As per the classification
results of the SVM using curvelet features, the directly observed deviation from the
actual state of the images is 3 images. Therefore, the classification accuracy or
efficiency can be calculated as ((30 − 3)/30) � 100 = 90%.

Fig. 3 Insulator images having healthy, marginal and risky states
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5 Conclusions

Condition monitoring analysis of the overhead power distribution line insulators is
very much essential in improving the efficiency of automation of power distribution
system. In this work, the extracted insulators from the power distribution lines are
classified using the curvelet transform-based features. These features are extracted
from the insulator images for a training set of images, and the test images are
classified into the states, good, marginal and risky, respectively, using SVM
(Fig. 3). The SVM classifier is used to obtain the predictions from the features
obtained for a set of insulator images. The testing data is classified by comparing
the features of the testing images with the features of the training data and assigning
the corresponding best-matched class. As per the experiment results, it can be
established that the power distribution system insulators’ health condition can be
supervised easily by using the proposed method of classification, and the following
necessary actions can be taken.
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MRI Image Registration: Data-Driven
Approach

C. Hemasundara Rao, P.V. Naganjaneyulu and K. Satyaprasad

Abstract Image registration is the challenging and important step to build
computer-based diagnostic systems. One type of image modality is not able to
provide all information for better diagnostic, and we combine information from
multiple sources/image modalities. In this work, we proposed a canonical corre-
lation analysis (CCA)-based image registration approach. CCA provides us
framework to combine information from multiple sources. In this work, we use the
information presents in both images for image registration task. We perform mul-
timodal registration on T1-weighted, T2-weighted, and FLAIR MRI images. We use
public data sets to evaluate our algorithm. Our algorithm performs better with
mutual information–based image registration approach.

Keywords Image registration � CCA � MRI

1 Introduction

The goal of registration is to estimate the deformation between the images while
taking the domain-specific information into consideration. A closer look at the
problem statement intuitively reveals two methods of solving it. The first method
operates directly on image intensity values, continuously transforming the entire
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image so as to align it with the other. The image is considered to be registered when
desirable alignment is obtained for the respective transformation. These methods
are called area-based methods [1–3]. The second method relies on a few salient
points which are most prominent in both the images. The goal here is to detect the
corresponding pairs of points/regions across the images from which the deformation
is estimated. These are known as feature-based methods.

Feature-based methods have gained popularity over the area-based methods as
they are more robust to illumination changes, partial overlap between the images,
occlusion, changes in background, and viewpoint. Despite these advantages,
area-based methods are still preferred over feature-based methods in the medical
domain due to two main factors: (1) its ability to handle local deformations, which
is especially the case with human organs, and (2) dealing with information from
different imaging sources.

In general, the process of image registration involves finding the optimal geo-
metric transformation that maximizes the correspondences across the images. This
involves the following components (see Fig. 1).

A transformation model defines a geometric transformation between the images.
There are several classes of nonrigid transformations including parametric and
nonparametric models. Some of these models are well suited for small deforma-
tions, while others can represent large deformations.

A similarity metric measures the degree of alignment between the images. In
cases where features such as landmarks, edges, or surfaces are available, the dis-
tances between corresponding features can be used to measure the alignment. In
other cases, the image intensities can be directly used to measure the alignment.

Fig. 1 Process of image registration
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An optimization method maximizes the similarity metric. Nonrigid registration
can be formulated as an optimization problem whose goal is to maximize an
associated objective function. In addition, a careful validation must be performed to
assess measures of performance, such as accuracy and robustness.

Image registration algorithm: An image registration algorithm consists of three
parts

1. Transformation model
2. Similarity measure
3. Optimization process

An image registration algorithm defines objective function based on similarity
measure and tries to maximize this objective function. In our method, we define a
new registration method using canonical correlation analysis (CCA).

Canonical correlation analysis (CCA):
CCA finds the relationship between two multidimensional data sets [4]. The

basic formulation of CCA is as follows: For a given two multidimensional data sets
X and Y, find the two sets of basis vectors (Wx and Wy) such that the correlation
between the projection of variables (X and Y) onto these basis vector is mutually
maximum.

q ¼ E xy½ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E x2½ �E y2½ �p ¼ E ŵT
x xy

Tŵy
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E ŵT
x xx

Tŵx
� �

q

E ŵT
x yy

Tŵy
� �

¼ wT
x Cxywy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

wT
x CxxwxwT

y Cyywy

q :

Cxx and Cyy are the within-class covariance matrix and Cxy is the cross-covariance
matrix. Maximum correlation is found as follows

q ¼ argmaxWT
x CxyY

TWy

s:tWT
x CxxWx ¼ 1 and WT

y CyyWy ¼ 1

This optimization problem is similar to generalized eigenvalue problem which has
the standard solution.

Problems in CCA: Basic formulation of CCA has the following disadvantage

1. CCA finds only linear relationship between two data sets.
2. Difficult to extend more than two data sets.

These problems can addressed using the following ways.

1. Nonlinear relationship between the data sets can be addressed using kernel
extension of CCA [5]. Kernel CCA defines the nonlinear mapping of two data
sets u : x ! uðxÞ and w : y ! wðyÞ and performs the traditional CCA on
transformed data sets.
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2. Neural network-based CCA extracts the nonlinear relationship between data
sets.

3. Locality preserving method-based CCA also extracts nonlinear relationship
between data sets.

Canonical correlation analysis (CCA) is a method of correlating linear rela-
tionships between two multidimensional variables. CCA makes use of two views
(or more than two) of the same semantic object to extract the representation of the
semantics. CCA is used in image retrieval, image fusion [6], and object recognition
problems in computer vision.

2 Proposed Methodology

Image registration methods are trying to find the relationship between two images
in intensity domain or feature domain. This relationship is defined in terms of
similarity measures. Similarity measures can be classified into two categories:
(i) linear similarity measures such as sum of square difference (SSD) or sum of
absolute difference (SAD) and (ii) nonlinear similarity measures such as mutual
information or divergence measures. In multimodal image registration, the images
are captured through different sensors (CT or MRI) or different parameters (T1, T2,
or FLAIR) so that the intensity relationships between images are highly nonlinear.

In this work, we propose an algorithm which is based on structural represen-
tation of images. The input images are replaced by dense set of descriptors which
performs the intensity-based registration. The advantage of this method is that after
new representation we can use any simple similarity measure such as L2 norm or
SSD for multimodal image registration.

1. Given two images, find projection directions using kernel CCA (Gaussian kernel
used for projection)

2. Project original images or features in lower dimension space using projection
direction

3. Use L2 norm as a similarity measure

Gradient descent used as optimization function.

3 Results

We perform two sets of experiments.

1. First set of experiments on T1 and T2 MRI images for 3D rigid registration
(RIRE data set). Experiments start with 15-mm translation and 10° rotation as
deviation from correct position. Run the algorithm 10� with different affine
parameter settings. For comparison, we use the mutual information (MI)-based
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method for rigid registration. We show the absolute error for translation (in
mm), rotation (in degree), and root mean square error (RMS) in Table 1.
Consider 1 mm equal to 1 degree for the absolute error computation.

We extend CCA for more than 2 modalities (T1, T2, and PD) also. Table 2
shows results for brain Web data set. Comparison purpose uses the MI based on
pairwise registration framework.

CCA-based method performs better in terms of accuracy (Table 1) (in translation
and rotation) compared to MI-based method. CCA-based method improves overall
accuracy to 6.7% in pairwise registration and 13% in groupwise registration
compared to MI-based method degree of freedom : 9

2. Second set of experiments on our collected data sets (DWI, FLAIR, T1, and T2

images). We divided data sets into 2 parts: (i) data sets which contain large
tumor regions (D1, 3 volumes) and (ii) data sets which does not contain tumor
lesion or very less tumor lesions (D2, 3 volumes) (data sets description is given
in next section). For the first part of data sets, we use the DWI, T1, and FLAIR
images in groupwise registration model, and we compare our algorithm with
mutual information-based method. Results are shown in given table.

For the error calculation, we marked 5 manual points on the MRI image.
In the second set of images, we performed the experiments on similar envi-

ronment and same method is used for error calculation. Results are shown in
following Table 4.

Table 1 Errors for translation (in mm) and rotation (in degree) in T1 and T2 MRI

Method Translation X (mm) Translation Y (mm) Rotation (°) RMS

MI-based method 3.1 2.0 4.2 3.0

CCA-based method 2.9 1.8 4.0 2.8

Table 2 Registration error
(translation in mm and
rotation in degree) in T1, T2,

and PD

Data set Method RMS

T1–T2 MI 3.0

CCA 2.6

T1–PD MI 2.7

CCA 2.5

T2–PD MI 1.9

CCA 1.5

T1–T2–PD CCA 2.2
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4 Conclusion

In this work, we proposed a new algorithm for image registration. This algorithm is
based on canonical correlation. We know that in multimodal framework due to
different acquisition parameters, the relation between data sets not follows the linear
relationship. In this algorithm, we used the kernel version of canonical correlation
analysis because the basic formulation of CCA gives only linear relationship
between data sets. We show the results (Tables 1, 2, 3, and 4) on two different data
sets (i) RIRE data sets (Table 2) and (ii) our collected data sets (Tables 3 and 4).

In the RIRE data sets (T1, T2, and PD images), we perform two sets of exper-
iments: (i) pairwise registration and (ii) groupwise registration. From Tables 1 and
2, groupwise registrations perform good compared to pairwise registration because
in groupwise registration, we have extra information (due to other modalities)
which helps registration. The advantage of using CCA-based framework is that we
can easily extend this framework for more than two modalities.
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Analysis of Video Content Through Object
Search Using SVM Classifier

Azra Nasreen, H. Vinutha and G. Shobha

Abstract Nowadays the content-based retrieval plays a major role in the area of
research in computer vision. Although image or video retrieval is a mature tech-
nology, not much work has been done in searching of an object in video sequences.
The proposed work proposes a novel method which allows a user to make queries
based on visual content properties such as color percentages, layout and texture
occurring in frames by using instances of prior matches. Here the author proposes a
method that searches representative frames of a digital video sequence containing
the required object based on input query provided by the user. The performance
measures like color, texture and shape are extracted from the frames of video as
well as query image to identify only those relevant frames that are matching. Color
correlogram, Gabor filter and morphological operations are used to extract color,
texture and shape features, respectively. The proposed work shows a good accuracy
of 90% to retrieve the related frames from the video.

Keywords Color correlogram � Gabor � Support vector machine � Object search

1 Introduction

Image retrieval is still one of the major vital research field in the multimedia
technology [1]. Video and image retrieval has been a dynamic and testing research
zone because of the huge growth of online video data, individual video recordings,
computerized photographs and broadcast news videos. Keeping in mind the end
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goal to viably oversee and use such enormous multimedia resources, end users must
be able to use required content at the semantic level. Content-based image retrieval
(CBIR) is used to search and retrieve the query image from data set. Various feature
extraction methods and algorithms can be used to increase the accuracy of image
retrieval [2]. CBIR makes use of visual data which search images from large video
databases according to user’s requirement, and it’s been an energetic and advancing
research field in the past couple of decades. However, there are many challenging
research problems that proceed to attract researchers from a couple of disciplines.
One of the challenges is to search an object from a video sequence. If an object is
provided by the user as a query, then the system must be able to search instances of
occurrences of that object in a video if at all it is there. An efficient system for
searching and retrieving the object based on the content of the query is presented in
this chapter. Proposed approach uses efficient techniques like color correlogram,
Gabor feature and shape-based feature extraction to efficiently extract the content of
interest.

An analysis on low-level visual properties is conducted in [3] that have to be
extracted from the video frames. In [4], some of the key contributions in the current
decade related to image retrieval and automated image annotation are discussed
along with some of the key challenges involved in the adaptation of existing image
retrieval techniques to build useful systems that can handle real-world data. System
presented [5] is a content-based image retrieval based on texture, color, shape and
region. Jun Huang et al. [6] have integrated visual saliency and consistency of
image search results. Here they proposed a new re-ranking approach which inte-
grates visual saliency and visual consistency mechanisms. A robust content-based
video retrieval (CBVR) system is presented in [6] which retrieves similar video
based on a local feature descriptor called SURF speeded-up robust feature (SURF).

Particle swarm optimization (PSO), an evolutionary population-based search
algorithm, is employed in [7] to look for frames within the video library. In the
system proposed in [8] uses frills-free method of video retrieval based on sample
video input. Features like color, shape and texture have been considered for the
retrieval of image. In their approach, frames are selected as multiples of a number
and then the feature extraction takes place. The time involved is reduced to a great
extent, and error rate has been reduced. Color co-occurrence matrix (CCM) is based
on an efficient image retrieval algorithm which proposed in [9]. Hue saturation
value (HSV) is used to find pixels of an image and then compare with the CCM
image in database, and the images are extracted. Proposed system in [8] is an
efficient system which use numerical representations called feature vectors to permit
content-based looking in substantial image accumulations. Implementation based
on color analysis of image is a standout among the most broadly utilized methods
since the shading does not rely on image size or orientation. It uses auto color
correlogram [10] for recognizing image taking into account the feature [12], and
proposed an efficient work for content-based image recovery. This is refined by
combining the two components, for example, color and surface [11]. Using so as to
shade elements are separated HSV histogram, color correlogram and color moment
values. Composition elements are removed by segmentation-based fractal texture

326 A. Nasreen et al.



analysis (SFTA). The separated component vector of the inquiry picture is con-
trasted and removed element vectors of the database pictures to get the comparable
pictures. The principle target of this work is arrangement of picture utilizing SVM
calculation [13–16] also proposed robust methods on content-based image retrieval.
In this proposed work, so for this entire literature surveys highlight in retrieve the
related images from videos using one or two performance measures. Here, the
author proposes a method in which video is sectioned into number of frames and
from these, the related frames are retrieved using SVM classifier for better accuracy.
The performance measures like shape, texture and color are taken into consideration
to improve extracting content of interest from videos for analysis.

The chapter proceeds as follows: In Sect. 2 discuss Methodology, Sect. 3 dis-
cuss the experiment results and Sect. 4 highlights the conclusions and future work.

2 Methodology

In this proposed work, it splits into three sections, (1) preprocessing, (2) feature
Extraction, (3) support vector machine (SVM).

The proposed work is as shown in the Fig. 1. The methodology consists of two
phases called testing phase and training phase. In the testing phase, the input frame
is passed to the preprocessing block. In this step, preprocessing steps like image
resizing, color conversion and binarization are carried out.

This step is followed by the feature extraction step. Here features like texture,
shape and color features are retrieved from the test image. To get the texture and
color, feature methods like Gabor feature extraction and correlogram are followed.
Extracted feature is then passed to SVM block for classification.

In the training phase, the video input is passed to frame generation block for
frame generation. Every time the frames are picked and passed to feature extraction
block. In the feature extraction block, same steps as in testing phase like texture,
color and shape-based feature extraction are done. The extracted features from the
entire frame are stored in the knowledge base. The test feature is then compared
with the features stored in this knowledge base using SVM classifier to retrieve the
frame with correct match. All the retrieved frames matching with testing image are
then stored in an empty folder.

2.1 Preprocessing

In this step, preprocessing steps like image resizing, color conversion and bina-
rization are carried out. The input for this module is in RGB frame. Then it is
converted into resized image, and resized image is converted into grayscale con-
version for texture feature extraction using Gabor wavelet algorithm. The resized
image is converted into binary format to do morphological operation for shape
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feature extraction. The same RGB image is send for color feature extraction using
color correlogram.

2.2 Feature Extraction

In this step, features like texture, shape and color features are extracted from the test
image.

2.2.1 Gabor Filter

The Gabor filter is utilized as a part of the image features. Gaussian coefficient is
used to adjust sine wave which is a type of Gabor filter wavelet. The local and
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Fig. 1 Block diagram for the proposed work
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global data are retrieved with the help of Gabor filter. The Gabor filter is tunable
band-pass channel, multi-scale and multi-resolution filter [17]. The Gabor filter
Eq. (1) utilizes texture segmentation image which prefers ideal resolution in time
and space domain, and it gives improved visual representation involved in com-
position pictures. The current Gabor parameter requires additional time utilization
for feature extraction. The Gabor filter works on the frequency, orientation and
Gaussian kernel.

Gabor x; y; h;uð Þ ¼ X:Y ð1Þ

X ¼ exp � x2 þ y2
� �� r2

� � ð2Þ

Y ¼ exp 2ph x cos hþ y sin hð Þð Þ ð3Þ

The terms x and y (Eqs. 2 and 3) is the position of the filter relative to the input
signal [17]. The angular representation of the filter is represented as ‘h’. The angular
orientation of the filter is represented as ‘u’.

2.2.2 Shape Feature

Shape is known as a vital sign for people to distinguish and perceive object like
geometrical structures. Example: Radius, Perimeter. Shape feature extraction
techniques can be comprehensively characterized into two gatherings viz
contour-based and area-based methods. Set of shape properties for each connected
component in the binary image is extracted and stored. Properties like area, Euler
number, orientation, bounding, box, perimeter, centroid, extrema and other prop-
erties are extracted.

2.2.3 Color Features

A color correlogram specifies a spatial correlation which changes with distance
aspect between pair of colors. A color distribution will be captured by the color
histogram [18]. In an color correlogram image table, there are n entries for row (i,
j) which gives the probability for finding the pixel of color j for distance n from
pixel color i. This d is chosen from a set of distance values D. Spatial correlation
between same colors is captured by an autocorrelogram. This is a subset of the
correlogram, and it consists of rows (i, j). A small value of d is sufficient to capture
the correlation, because local correlations between colors are more significant than
global correlations in an image. Efficient algorithm is available to compute the
correlogram when d is small.
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2.3 SVM Classifier

SVM is appropriate to distinguish the color, texture and shape effectively [19]. It is
a supervised learning process that breaks down and perceives examples like texture,
color and shape, and it is used for classification and regression methods.
Hyperplane is used for grouping, which has outsized separation to nearest sepa-
ration training data [20]. In this, perception is bigger than the margin which brings
down the generalization of error classifier. The arrangement isolates information
into preparing training tests. The objective estimations of test information by giving
test information qualities are the goal of SVM.

3 Results

The results obtained at each stage are discussed in this section. The proposed
algorithm is evaluated on video sequences, and matched output for one input frame
is shown here. Figure 2 (a) depicts the input frame chosen in the set of frames
generated from the video sequence. This input frame then undergoes pre-processing
and feature extraction steps. These extracted features from the test image are then
compared with the trained features already stored in the knowledge base. Matching
is done by SVM classifier to give classified result; (b) depicts the set of matched
frames for the input frame chosen. The frames with maximum matches are dis-
played. It is seen that the proposed system gives good result compared to existing
method.

Table 1 is the performance analysis of the proposed work taking ground truth
value as 20. Ground truth can be defined as the information or data provided by
direct observation as opposed to information provided by inference. The accuracy is
calculated by the Eq. (4), recall is calculated using Eq. (5) and precision using
Eq. (6).

Accuracy ¼ TPþ TN
TPþ TNþFPþFN

� 100 ð4Þ

Recall ¼ TP
TPþFN

ð5Þ

Precision ¼ TP
TPþFP

ð6Þ

The computed accuracy for frame retrieval for three different videos is shown in
the Table 1.
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Fig. 2 a Input frame, b Retrieved matched frames, c Input frame, d Retrieved matched frames
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4 Conclusion

This chapter discusses about the searching of instances of particular objects in a
video where in the representative frames containing the queried object are picked.
Since multiple features like color, texture and shape are extracted from the queried
object as well as the video in which search has to be carried out, the accuracy is
found to be promising. The system could give accuracy of 90%. The proposed
system is a powerful tool for video analysis and saves a lot of time by extracting
only content of interest from a long video sequence and is useful in wide variety of
video analytic applications such as ATM theft, intrusion detection and in any other
form of video surveillance applications.
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Noise Destruction and Improvement
of Speech Signal Quality Using Group
Search Optimization (GSO) Algorithm

V. Anoop and P.V. Rao

Abstract It is often possible that the communication quality of the signal signif-
icantly depreciates from existence on account of the noise interruption. In the
innovative signal enhancement procedure, the preferred signal quality is consid-
erably increased by initiating a sequence of procedures, including the AMS feature
extraction, signal enhancement, GSO optimization, followed eventually by the
appraisal of its performance. At first, the input signal troubled with the noise is
obtained for which the AMS features are effectively extracted. At the signal
enhancement phase, a new signal is achieved as the product of the feature extracted
and the original signal. Thereafter, the signal achieved after the enhancement
procedure is once again optimized by passing through the GSO optimization
algorithm. In the long run, the SNR values are estimated for the entire signal
outputs to appraise its performance.

Keywords Speech signal � Group search optimization � SNR
AMS feature � MSE

1 Introduction

Speech enhancement technique refers to the reversal of degradations that have
corrupted the speech signal, thereby increasing the quality or intelligibility of the
particular speech signal. Speech quality is often measured by considering different
aspects, and it is regarded as a subjective measure while speech intelligibility is an
objective measure it points to the amount of speech data which are accurately
interpreted. Clean signal with best quality can be produced by introducing suitable
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speech enhancement techniques. This is the prime objective of speech enhancement
technique, which is widely used in telephonic applications [1].

Speech enhancement techniques can be classified into single-channel,
dual-channel or multi-channel enhancement. Although the performance of
multi-channel speech enhancement is better than that of single-channel enhance-
ment, the single-channel speech enhancement is still a significant field of research
interest because of its simple implementation and ease of computation [2–4].
Digital signal processing (DSP) techniques for speech enhancement include spectral
subtraction, adaptive filtering and suppression of non-harmonic frequencies. Most
of these techniques either require a second microphone to provide the noise ref-
erence or require the characteristics of noise be relatively stationary [5–7].

Spectral subtraction has been widely used for enhancing speech because of its
simplicity and ease of implementation in single-channel systems, but it suffers from
the production of musical noise after enhancement and is one of its major draw-
backs [9]. Although the MMSE–STSA method gives an estimated speech signal
with less musical noise, it requires more complicated computations, for example,
the solution required to calculate the modified Bessel function. Moreover, as
pointed out by some researchers, real speech histograms do not fit into Rayleigh
function employed [8–11].

2 Proposed Methodology

The innovative technique is intended basically for the purpose of augmenting the
speech signals. The novel method encompasses the procedure of optimization of the
signal input by passing through the group search optimization (GSO) algorithm
subsequent to taking the amplitude magnitude spectrum (AMS) features. At first,
the preferred signal mixed with noisy signals are taken and extracted with the
amplitude magnitude spectrum features.

2.1 Speech Signal Synthesis

The signal input is obtained for which the AMS features are effectively extracted.
Let q(m) represents the original signal defined for all m. The original preferred
signal habitually consists of certain noise mixed with it. It is highly essential to
denoise the signal with a view to achieve the appropriate and accurate communi-
cated signal. Let the noise supplemented with the original signal be represented by
the Eqs. 1 and 2.
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input signal ¼ desired signalþ noise ð1Þ

qðmÞ ¼ rm þ rnðmÞ ð2Þ

where, n(m)—noisy signal.
For the white noise, the noise-contaminated signal n(m) is generally dispersed

between 0 and 1.

2.2 AMS Feature Extraction

In the AMS feature extraction phase, the signal input is initially obtained for which
the level is adapted, and along with this task the procedure of sampling is carried
out simultaneously, where the signal is resized to certain preferred size. Thereafter,
the signal has to be segmented into number of frames, known as the signal frag-
mentation. This is followed by the process of the fast Fourier transformation for the
frame segregated signal.

2.3 Signal Enhancement

In the signal enhancement phase, the feature extracted output is multiplied with the
original signal, and the product is effectively employed to locate the distance. Let
the signal achieved after extracting AMS features be represented by Wi, which has
to be multiplied with the noise-tainted signal to achieve a new solution Zi as
illustrated in Eq. 3.

Zi ¼ qðmÞ �Wi ð3Þ

where, q(m)—represents the input signal, Wi—reveals the feature extracted output.
For the purpose of denoising the signal and to improve the preferred signal, the

AMS feature extracted signal has to be GSO optimized. In the GSO optimization,
the feature extracted output Wi is generated as the initial solution. On additional
processing, the original signal is substituted by the product achieved from above
equation in the case of minimum fitness value. The minimum fitness value here
represents the minimum Euclidean distance between the two solutions.

2.4 Group Search Optimization (GSO)

The innovative method of the group search optimization (GSO) is elegantly
employed to improve the speech signal after the extraction of AMS features. The
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primary set of solution to the algorithm is labelled as the group, and the members of
the group are divided into three distinct types shown below.

Producer
They constitute the members of group which go hunting for the best resources.

Scrounger
These members effectively locate the relation between the resources, which are

found out by the producers.

Ranger
These members create the activities in an immaterial way together with the

searching in an organized manner, in order that the effective discovery of the
resources is duly achieved.

Let us take the initial solution as the final AMS feature extracted signal output.
The initial solution to the optimization procedure is effectively in Eq. 4.

Wi ¼
w11 w12. . .. . .w1m

w21 w22. . .. . .w2m

wn1 wn2. . .. . .wnm

2
64

3
75 ð4Þ

2.4.1 Search Direction Vector

The search direction of the kth member at searching space h in the k-dimensional
search space is illustrated by means of Eq. 5.

Vh
k nhk
� � ¼ ðvhk1; vhk2; . . .; vhklÞ 2 Rl ð5Þ

The search direction vector may be effectively evaluated with the help of the
following Eqs. (6), (7) and (8) by means of the polar and Cartesian coordinate
transformations.

vhk1 ¼
Yl�1

p¼1

cosðnrkpÞ ð6Þ

vhkr ¼ sinðnhkðr�1ÞÞ
Yl�1

p¼r

cosðnhkpÞ for ðr ¼ 2; 3; . . .; l� 1Þ ð7Þ

vhkl ¼ sinðnhkðl�1ÞÞ ð8Þ
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2.4.2 Head Angle

The head angle is effectively employed in the creation of the best resources, as the
producer rotates its head for the purpose of searching for the best resource. The
angle to which the producer has to rotate is illustrated as the head angle.

The head angle illustration is furnished as per Eq. 9.

nhk ¼ ðnhk1; nhk2; . . .; nhkðl�1ÞÞ ð9Þ

2.4.3 Fitness Evaluation

The fitness function is defined as the minimum of Euclidean distance and is
illustrated by means of Eqs. 10 and 11.

Ff ¼ minðEdÞ ð10Þ

Ed ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XM
i¼m¼1

ðZi � rmÞ2
vuut ð11Þ

where, Zi—denotes the new signal created, rm—corresponds to the preferred signal.
The best resource is created by the producer by arbitrarily producing the rotating

angle, which is illustrated as per Eq. 12

Whþ 1 ¼ nh þ s2cmax ð12Þ

In Eq. 12, cmax 2 R1 and cmax represents the maximum turning angle.
For the minimum turning angle (which usually happens in case of not achieving

the best resource), cmax ¼ 0 is replaced in the Eq. 12 and is illustrated as per Eq. 13

Whþ x ¼ nh ð13Þ

where, x 2 R1 represents a constant.
The relationship between the resources is evaluated by the scrounger as

expressed in the following Eq. 14.

Whþ 1 ¼ Wh
k þ s3 � ðWh

pr �Wh
k Þ ð14Þ

where, s1 2 Rl characterizes the uniform random sequence in the range [0, 1] and
“�”—operator indicating the Hadamard product.

At last, the residual group members representing the rangers are separated from
their present locations rooted on the distance measure produced by means of the
arbitrarily created head angle. The distance measure is effectively illustrated as per
the following Eq. 15.
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ts ¼ x � s1 � tmax ð15Þ

The rangers are capable of locating the resources with the help of Eq. 16 shown
below.

Whþ 1
k ¼ Wh

k þ tk V
h
k nhþ 1� � ð16Þ

In the long run, the procedure of appraisal is initiated, in which the fitness
function is once again attained and the solution with superior fitness function gets
substituted by the latest solution. The task of ascertaining the best resource goes on
till the best one is achieved as the most appropriate resource.

In the ultimate phase, the original signal gets significantly improved, which is
achieved by means of the GSO optimization, where the input solution with mini-
mum Euclidean distance is substituted by the preferred signal, which paves the way
for the incredible improvement in the attained output.

2.5 Signal Performance Analysis

The improved signal is evaluated by computing the signal-to-noise ratio and
minimum mean square values of both the ultimately improved signal and the
preferred signal.

Fig. 1 Input signal, noise signal and denoised signal for 15 db babble noise
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3 Result and Discussion

This section puts in a nutshell the upshots realized together with the speech signal
enhancement through group search optimization (GSO) algorithm. The experi-
mental result is shown in Fig. 1. The database has been extensively employed for
acquiring the productivity from times immemorial (Fig. 2; Table 1).

Fig. 2 Comparison of SNR value 15 dB for proposed and existing method

Table 1 SNR and MMSE values for the proposed and existing methods

Amount
of noise
added
(db)

SNR value MMSE value

Proposed method
using Group Search
Optimization
(GSO) algorithm

Existing method
using Cuckoo
search
(CS) algorithm

Proposed method
using Group Search
Optimization
(GSO) algorithm

Existing method
using Cuckoo
search
(CS) algorithm

Babble noise

5 5.1212383 10.5691 1.15E−05 1.17E−04

10 18.04315683 17.7956 1.62E−05 7.60E−05

15 33.92592455 24.7640 6.49E−06 7.62E−05

Car noise

5 5.098623322 10.7005 1.16E−05 1.37E−04

10 18.0891978 17.9095 6.46E−06 7.07E−05

15 32.90188183 24.7302 2.88E−05 7.00E−05

Exhibition noise

5 5.109179851 10.5710 1.80E−05 7.11E−05

10 18.05399375 17.8248 7.22E−05 9.34E−05

15 32.02323124 24.9196 6.13E−06 7.07E−05

Restaurant noise

5 5.002109971 10.7593 1.16E−05 6.86E−05

10 17.97364836 17.7414 6.46E−06 7.49E−05

15 25.01225084 24.9270 2.88E−05 7.89E−05

10 17.91654387 17.6489 1.43E−05 8.99E−05

15 31.06247205 24.5211 7.69E−06 7.95E−05
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4 Conclusion

The denoising related with the communicated signal invariably encompasses the
communication to be evidently illustrate and filtered, by eliminating the entire noise
and artefacts from the signal, as the entire signal outputs achieved are impacted by
the disturbance. The real disturbance decreases the overall precision together with
the exactness of appraisal and leads to the reduction in the identification restriction
on the strategy. In the innovative technique, the signals achieved and extracted with
the AMS features are augmented to perk up its excellence. The signal enhancement
is made further suitable with the optimization procedure of the GSO technique. In
the long run, the SNR values are effectively estimated for the entire signal outputs
and are assessed and contrasted with the original signal to appraise the accom-
plishment of the signals. The consequential outputs for both the novel and modern
techniques are achieved and evaluated to illustrate the effectiveness of the novel
method. It produces an average improvement of 8–12% under various noise levels.
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SDA Algorithm for Network Path
Identification

K. Arun and R. Rejimoan

Abstract Bio-inspired algorithms are applied to computer domain for solving
optimization problems. Routing path identification is still a major issue in computer
networks. This paper proposes a method inspired from smell detection behaviour of
dogs that helps to find optimized path in computer networks. The proposed method
reduces the time complexity for finding optimized path in the networks compared to
other bio-inspired algorithms.

Keywords SDA � Path � Routing network � Bio-inspired algorithm

1 Introduction

Nature inspires efficient way to solve optimization problems. At present, algorithms
are developed from nature behaviour called nature-inspired algorithms [1].
Nature-inspired algorithms are based on the successful characteristics of biological
system. Thus, nature-inspired algorithms derived on the basis of our biological
system can be termed as bio-inspired algorithms. Bio-inspired algorithms are
developed on the basis of behaviour of animals. The best examples for bio-inspired
algorithms are Ant Colony Optimization (ACO), Particle Swarm Optimization
(PSO), and Artificial Bee Colony Optimization (ABC) [2, 3]. Nature-inspired
algorithms along with behaviour of animals help in solving computational opti-
mization problems [4].

Properties of animal behaviour can be imitated to develop new bio-inspired
algorithms. Dogs are one of the earliest animals helpful in solving problems such as
identification of crimes and hunting down their prey. That is dog locates its prey by
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his superior sense of smell. An algorithm was developed that used this dog’s
behaviour as smell detection agent (SDA)—based algorithm [5].

Each dog has different capacities of finding paths. Here, dogs are referred as
intelligent agent. Each agent finds a path from source to destination node based on
the smell spot value,. i.e. the agent visits the node with highest smell value such that
other agents are not visited the node. This goes on until the destination is reached.
Nodes can be either switches or routers in the network.

2 Related Works

Ant Colony Optimization (ACO) was developed by Dorigo et al. during the year
1990 [6]. ACO helps in solving many computing problems like finding optimal
path in a graph by the behaviour of ants to find the path between food source and
the nest. Omicron Ant Colony Optimization (OA) developed on basis of MAX–
MIN ant systems where pheromone levels are within a specific range. OA is used to
find paths in dynamic networks with slight variations in ant net algorithm [7]. In
this approach, the pheromone value is set to one initially and a solution table at each
node contains good solutions to reach the destination. Solution set contains solution
matrix to reach all possible destination nodes, and vector solution matrix contains
the next node and also time taken to reach the destination. The solution table is
updated whenever a new solution is found which ensures dynamic changes in the
network. Dual method helps to enhance the performance and route with a random
value ranging between 0 and 1. For selecting next best node, value less than 0.5
uses roulette method and above 0.5 uses deterministic method. Thus, algorithm
provides a set of better solution to reach destination.

Yanfang Deng and Hengqing Tong have developed a dynamic shortest path
algorithm using PSO on fluid neural network [8]. PSO is initialized as a group
containing random number of particles. During each iteration, the two values are
found, one for best solution and other by particle swarm optimizer. At last, the
velocity of each particle is updated. In this method, PSO uses indirect scheme for
finding shortest path by not failing in local minimum, which uses energy function to
solve problems. Here, the path is selected based on the nodes with highest priority
and direct links. A valid path is returned to the terminal node as the destination.

Artificial Bee Colony Optimization (ABC) was introduced by Dervis Karabonga
during the year 2005 based on the inspiration of bees on finding their food. Deeban
et al. proposed ABC algorithm with Elliptic curve Diffie–Hellman (ECDH) for
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finding optimal path and secure data transfer in networks [9]. In this approach, ABC
algorithm is more flexible to find shortest path and selection of path is based on
greedy process. ECDH algorithm helps in secure and more reliable data transfer.

3 Data Structure for SDA

3.1 Data Structure for Node

In this study, a node is a router or a switch in the network topology. A node has its
own identity which is either IP address or MAC address, and its location coordi-
nates denote smell spot value. The data structure for a node is represented as
follows

DNode ¼ nId; s;V ; x; yð Þ

where ‘nId’ denotes the identity of the node which can be a real value or integer,
and ‘s’ denotes the smell value of each node which is calculated using the location
coordinates ‘x’ and ‘y’. Smell value is a floating point, and ‘V’ is a Boolean value
that gives visiting status of the agent.

3.2 Data Structure of an Agent

Agent is used to identify a path in the network using a set of rules. It finds path by
using the smell value of each node in the network.

DAgent ¼ ID; current; Total; A; Pathð Þ

where, ‘ID’ represents the identity of the agent is a string or an integer value,
‘current’ denotes the current positing of the agent in the network, ‘Total’ represents
the total number of nodes visited by an agent, ‘A’ is a flag variable which informs
the agent to ‘Search/Stop’ of traversal, and ‘Path’ represents the path found by the
agent.
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4 SDA Algorithm for Optimized Path

Smell detection agent (SDA)-based algorithm is a nature-inspired technique,
designed to solve optimization problems [5]. SDA uses intelligent agent to find the
shortest path from a source to the destination. Each agent has different capacities for
finding paths. Thus, for ‘N’ number of agents, we get ‘N’ number of paths, and it is
required to identify the shortest path. For path identification, two parameters are
used, total number of agents and the smell spot value which vary according to the
number of nodes in the network.

4.1 SDA Algorithm for Path Identification

Agent is used to identify a path in the network using SDA algorithm that uses linear
search to find a path in the network. The agent achieves to find a path through set of
smell spot values from a source node to the destination node. If there are ‘n’ agents,
there are ‘n’ paths returned. From these ‘n’ paths, shortest path is selected, which
reduces solving complex problems.

Shortest path SDA algorithm is shown in Algorithm 1. In this algorithm, first the
total number of nodes is retrieved. The initial smell value of each node is updated
by the node location coordinates. Next, source and destination nodes are identified
to find the best path. With the destination node, smell value of each nodes is
calculated by initial smell value, decrement constant which is reciprocal of total
nodes and the effective distance. Updating smell value by each total number of
SDAs is initialized with their ID, current node, and length. Each agent finds the path
based on the smell value of each node. The path is identified based on the highest
smell value of each node from the current node. When a highest smell node is found
from the current node and the highest smell node is assigned as current node, this
will loop until the destination is reached. When the destination is reached, the SDA
is assigned with flag ‘Stop’ which denotes reached the destination. The shortest
path is identified from agents who have the less number of nodes traversed. In some
cases, more than one SDA returns shortest path and the user can select which path is
to be used.
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Algorithm 1 Smell Detection Agent Algorithm
N: Number of Nodes in the network
M: Number of SDA’s 
S: ID the source node 
D: ID the destination node

1. Get the total number of Nodes
2. For each node N 

2.1. DNode.nId=i
2.2. Get the  DNode.x and DNode.y
2.3. Initialize the smell value of 

DNode.s=1/sqrt(x
2+y2)

2.4. DNode.V= False 
3. Get Total Number of agents 
4. For i=1 to M 

4.1. DAgent.ID = i 
4.2. DAgent.current= S 
4.3. DAgent.Total=0
4.4. DAgent.A= Search 
4.5. DAgent.Path= null 

5. Get the source node and destination node 
6. For i=1 to N 

6.1. If current node is less than destination node 
then DNode.s=1/(a+b*p)

6.2. Else if current node is greater than 
destination node then DNode.s=1/(a-b*p)

6.3. Else
6.3.1. if current is less than destination node 

then DNode.s=1/(a+b)
6.3.2. else DNode.s=1/(a-b)

where a is the initial smell value of the node, b is 
the decrement constant and p denotes the effective 
distance
7. For each agent in M 

7.1.     Loop until destination is reached 
7.1.1. Get the current node of the agent 
7.1.2. While current node is not the destination
7.1.3. Find the node with highest smell spot value 

and the node not visited 
7.1.4. Update the SDA current node and path length 

and also the Path 
7.2. Store the path of each SDA’s 

8. Shortest path is found from agents with less path size

4.2 Complexity Analysis of SDA

Assume there are N nodes in network topology and M agents are used to find best
path in networks. The time complexity is represented by big—O notation. Assume
that for each arithmetic, logic operations, read and write operation take O(1) time.
The time complexity of SDA is derived using Algorithm 1. For initializing N node
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with initial smell value, it takes O(N), and for M agent initialization, it takes O(M).
Updating smell value for each nodes takes time O(N). So total time taken is O
(M + N + N), which is O(M + N). To find the highest smell value of each node, the
time taken is O(log E), if an agent visits V nodes to reach destination then time
taken is O(V log E). For M agents the time take is O(M � V � log E). M � V can
be termed as B thus time complexity becomes O(B log E). Thus, total time com-
plexity is O(M + N + B log E). M + N is constant and is represented as A. So the
total time complexity for SDA is O(A + B log E).

4.3 Working of SDA

Assume a network topology with nine nodes as shown in Fig. 1. The value between
nodes represents the hope time.

The SDA algorithm is used to find path from source node (say 1) to destination
node (say 9), and total number of agents is assumed as 2. First, the nodes are
initialized with initial smell value by the formula 1/sqrt(x2 + y2) where x and
y denote the location coordinates of the node. After initialization, smell value of
each node is updated based on the equation motioned in Algorithm 1(line 6.1 to
6.3). Each agent starts finding the path from node 1 to node 9. From node 1, the
agent finds the next node with highest smell value, and the node identified is 2. The
current node of the agent is updated as node 2. Next node with highest smell value
from 2 is found from the connected nodes and found as 3, like this path identifi-
cation moves until destination is reached. So the path found by Agent 1 is
1-2-3-6-9. Similarly, Agent 2 finds the path by proceeding this steps. The path
found by Agent 2 is 1-4-7-8-9. The optimized path is found by comparing the total
number of nodes visited by each agent. In this case, path found by Agent 1 or Agent
2 can be used for data transfer in the network.

Fig. 1 Network topology
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4.4 Comparison of SDA with Dijkstra's Algorithm

Dijkstra’s algorithm was found by Edsger Dijkstra [10]. Dijkstra’s algorithm is used
for finding shortest path. Dijkstra’s algorithm uses programming methodology for
finding shortest path, whereas SDA uses parallel methodology for finding shortest
path. That is multiple SDAs find independent shortest paths.

The time complexity analysis of Dijkstra's algorithm and smell detection
agent-based algorithm is shown in Table 1. From the time complexity analysis, the
SDA is same as Dijkstra’s algorithm. But in case of multiple solutions SDA
(say two agents) the time complexity becomes O(2* (|A| + |B| log |E|)) which is
O(|A| + |B| log |E|). So the total time complexity is O(M + N + B log E).

5 Results and Discussion

SDA algorithm reduces the complexity of finding a shortest path in computer
networks. This algorithm works on the basis of dog’s path tracing behaviour.
Each SDA retrieves a path from the paths; the optimized path is identified by the
less number of nodes it traversed to the destination.

In ACO shortest path is determined by pheromone concentration along the path,
whereas in SDA, the optimized path is determined along the high smell spot values.
Pheromone concentration in each node varies according to the ant visits, whereas in
SDA, the smell value is updated only once. In ACO, ants are active and used
intelligent choice in total process of ACO algorithm, whereas in SDA, agent plots
only the path. Thus, SDA is passive in nature and performs effectively.

The SDA algorithm was used to find path from node 3 to node 20 in the network
topology as shown in Fig. 2. First nodes are assigned with initial smell value based
on their location coordinates. Here, assume 3 agents find the path from node 3 to
node 20. The smell values of each node are updated with respect to destination
using Algorithm 1. Each agent starts to search path from source node to destination
node. Agent 1 returns path as 3-2-6-12-17-18-20, Agent 2 returns path as
3-4-1-5-11-16-19-20, and Agent 3 returns path as 3-9-14-20. From the path
returned by agents, Agent 3 returns the optimized path for data transfer between
node 3 and node 20.

Table 1 Font comparison of
time complexity

Algorithm Time Complexity

Dijkstra’s O(|M| + |M| log |N|)

SDA O(|A| + |B| log |E|)
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The SDA algorithm is used to find the shortest path from node 11 in network
topology as shown in Fig. 2. The initial smell value for each node is assigned. Here,
2 agents are initialized to find optimized path in the network. The smell values are
then updated by Algorithm 1. Each agent starts finding path from node 11 to node
20 based on smell value. Agent 1 returns path as 11-4-9-14-20, Agent 2 returns path
as 11-16-19-20, and the optimized path is obtained by Agent 2.

The SDA algorithm is tested in the network topology (Fig. 2). There are 4 agents
marked with source node 1 and destination node 20. The nodes are initialized with
initial smell value as mentioned in the Algorithm 1. Each agent is initialized with
their ID, current node, and flag values. The smell value is updated for each node
with respect to destination using the Algorithm 1. After updating the smell value,
each agent starts searching path one after other and reached the destination node.
The path found by Agent 1 is 1-2-6-12-17-18-20, path found by Agent 2 is
1-4-11-16-19-20, path found by Agent 3 is 1-3-8-14-20, and path found by Agent 4
is 1-5-4-9-10-15-20. From the search, it is found that agent 3 returns path with less
number of nodes, so the optimized path is 1-3-8-14-20. The total time required to
find optimized path by SDA is 0.016 s.

The computer network (Fig. 2) is also tested using ACO algorithm with the
same source and destination nodes [11]. ACO is iterated 12 times to reach the
destination node from same node. The optimized path is obtained during 11th
iteration.

We also tested the same network by PSO algorithm [8] from this same source
and destination. PSO is iterated 600 times. The time taken to obtain the path is
around 0.01 s.

Table 2 shows the path obtained by ACO, PSO, and SDA algorithms with time
complexity. By analysing the time complexity of ACO, PSO, and SDA, SDA has
time complexity less compared to ACO and PSO. ACO finds the path during 11th
iteration, whereas SDA finds the path by 3rd agent. PSO and SDA take almost same

Fig. 2 Network with 20 nodes
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time to find the path, but the total number of nodes that need to reach destination by
PSO is 4, whereas SDA needs to traverse only 3 nodes to reach the destination.
Thus, the SDA is more suitable for computer networks, exclusively path
identification.

6 Conclusion

SDA algorithm reduces time complexity to find optimized path in computer net-
works. When comparing the performance of SDA with other bio-inspired algo-
rithms, it is found that SDA gives optimized routing path in less amount of time.
This algorithm can also be implemented in software- defined network (SDN) for
finding optimized path. In future, SDA algorithm can be enhanced to find path from
a single source to multiple destinations.

Acknowledgements A special gratitude I give to Dr. Vinod Chandra S S, Director, Computer
Centre, University of Kerala, whose contribution in stimulating suggestions and encouragement,
helped me to coordinate my thesis work.
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Selective Encryption Algorithm Based
on Natural Language Processing for Text
Data in Mobile Ad hoc Network

Ajay Kushwaha, Hari Ram Sharma and Asha Ambhaikar

Abstract In today’s era, security is extremely recommended for data which is send
over network. The research problem states that although various approaches toward
security are proposed day by day, the security loop holes are also propagating and
thus constant innovation is essential toward protection of data. The primary
objective of this paper was to introduce a selective significant data encryption
method (SSDE). The SSDE provides sufficient uncertainty to the data encryption
process as it selects only significant data out of the whole message using natural
language processing (NLP). This in turn reduces the encryption time and enhances
the performance. The research work shows that proposed work is superior to the
existing work.

Keywords Cryptography � Tokenization � Selective encryption
Natural language processing � Stop words � Natural Language Toolkit

1 Introduction

Nowadays, world is drifting toward wireless network, and thus, ad hoc networks are
also acquiring importance. An ad hoc network is defined as a wireless network in
which all the nodes are able to communicate with each other directly without the
need of a central access point. The performance of ad hoc network is good when
less number of nodes are involved, but when the number of nodes increases, the
performance gets affected and becomes difficult to manage. As mobile ad hoc
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networks are widely used nowadays, so the security requirements for the network
are also increasing which can be provided by means of cryptography.

The encryption and decryption could be performed by the use of keys. There are
two types of key-based encryption: symmetric and asymmetric algorithms. In case
of symmetric algorithms, the keys are same, while asymmetric algorithms possess
dissimilar keys. Symmetric algorithms may have stream ciphers and block ciphers.
The key here is called secret key used in both sender’s and receiver’s end. One of
the examples of symmetric algorithm is DES.

In asymmetric algorithm, the public key is available at both ends, while private
key is available at only one side. When data is encrypted by public key, it can be
decrypted by only private key and vice versa. The algorithm, also called as public
key cryptography, provides the fit of authenticating the source as a means of digital
signature. An example for asymmetric algorithms is RSA.

Natural language processing (NLP) is related to the area of interaction between
humans and computers. The biggest challenges in natural language processing are
natural language understanding, word processing, information management, and
enabling computers to obtain meaning from humans.

The paper is organized in the following way: Related work is provided in
Sect. 2. In Sect. 3, proposed methodology SSDE is introduced, which is followed
by the result analysis in Sect. 4, and 5 contains the conclusion part.

2 Related Work

Yonglin et al. [1] exhibit a probabilistic methodology that increases the uncertainty
in the process of message encryption. Matin et al. [2] propose a method which
emphasizes on the security provided at the application level. The key size makes the
task difficult for the intruder to break. Zhou and Tang [3] study the issues related to
implementation of a RSA public key algorithm. Uma parvathi et al. [4] had a deep
study in symmetric encryption algorithms such as AES, Blowfish, and 3DES with
respect to power consumption. Roy et al. [5] introduced a selective video
encryption algorithm which deals with real-time security in which higher intense
bits were used to achieve higher visual results.

Shen et al. [6] presented a two-layer selection scheme for selective video
encryption method which was also compared with SEH264 algorithm. The pro-
posed method reduces the complexity by 50% over existing methods. Xu et al. [7]
exhibit a selective image encryption method based on hyper-chaos. Under this
algorithm, the image is divided into blocks, and coefficient blocks are obtained by
DCT transformation and quantization on the blocks. Massoudi et al. [8] provide
various evaluation standards for JPEG 2000 compressed image transfers such as
cryptographic security and format compliance.
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3 Proposed Methodology: Selective Significant
Data Encryption

3.1 Concept of Selective Encryption

Selective encryption algorithms reduce the overhead spent on data making it more
popular nowadays. The purpose of selective encryption algorithms is to provide
trustworthy safety so as to secure the transmitted message confidentiality. It also
improves the scalability of data transmission. NLP is used for selective encryption
of messages. Natural Language Toolkit 3.0 with python 3.5 versions is used for
analyzing messages under this proposed method [9].

3.2 Selective Significant Data Encryption

In SSDE, the significant data in the message is encrypted before sending over the
network, while the remaining data is kept as it is [10].

3.3 Algorithm of the Proposed Methodology

Step 1 Input messages.
Step 2 Remove special characters from the messages like *$&? etc.
Step 3 Process of tokenization in which it extracts all the words present in the

messages.
Step 4 Dropping stop words (common words) and collecting significant data

(key words) from the messages.
Step 5 Encrypt significant data (key words) using Blowfish method and send it

to the network.
Step 6 Stop words are sent without encryption on to the network.

The above Fig. 1 shows the flowchart representation of SSDE showing the flow
of control from one step to another.
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4 Result Analysis

In order to observe the characteristics of the proposed method SSDE, set of
experiments were carried out in a wireless environment. In this work, the proposed
method SSDE is compared with full encryption method and Toss-A-Coin method.
Each test is executed for 50 ns under identical conditions. The various parameter
used for evaluating the performance of SSDE are encryption time percentage,
decryption time percentage, and encryption proportion.

The SSDE method is compared with 2 approaches as stated above. The first
method (i.e., full encryption) encrypts all messages without leaving any text
unencrypted and thus termed as full encryption. In the second approach, half of the
data is encrypted and is termed as toss-a-coin method.

Figures 2 and 3 represent the comparison of encryption with simulation time and
decryption with simulation time, respectively, for the above three approaches.

It is shown from Fig. 2 that toss-a-coin and SSDE methods are efficient than full
encryption method, whereas Fig. 3 given below shows that full encryption method
takes more time than the other two methods (i.e., toss-a-coin and SSDE). SSDE is
encrypting the keywords (i.e., significant words) making the intruder’s task diffi-
cult, whereas toss-a-coin is less time consuming, but it does not focus on significant

Fig. 1 Flowchart for proposed methodology
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words. It encrypts random words making the intruder’s task easier. From the
security point of view, SSDE is more secure and efficient than toss-a-coin and full
encryption method.

5 Conclusion

This paper introduces a better solution for data encryption in wireless networks.
The performance of the method is evaluated by carrying various experiments.

The outcome shows the edge of SSDE over other methods in wireless network. It
can be used in social chatting apps, military security, corporate world communi-
cation, and government activities involving text data encryption. This method can
be used for text data only. In future, this method can be extended for other file
formats (i.e., audio, video).

Fig. 2 Encryption time percentage versus simulation time

Fig. 3 Decryption time percentage versus simulation time
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All Optical Health Monitoring System:
An Experimental Study on Visible Light
Communication in Biomedical Signal
Transmission

C.R. Uma Kumari and S. Dhanalakshmi

Abstract In the biomedical signal analysis and transmission, procreation of
radio frequency communication technology is recurrently perplexed by electro-
magnetic interference. This effect can be eliminated by using visible light as a
medium of transmission. In this work, Light Fidelity (Li-Fi) transmitter and
receiver sections have been designed using white light emitting diode (LED) and
photodiode, respectively. For demonstration, we transmitted electrocardiogram
signal from Li-Fi transmitter to receiver and the performance has been analysed
for various transmission distances. Further enhancement of this work has been
proposed as an all-optical health monitoring system that is suitable for hospital
environment. In hospitals, VLC is the efficient wireless data communication
technology in health monitoring. VLC ensures secured, faster way of commu-
nication and use of unlicensed visible spectrum. This enhanced scheme uses
biomedical sensors that detect specific biological, chemical, or physical changes
that occur in a patient’s body. Biological data are transmitted by an array of
LEDs. Biomedical signal processing in both transmitter and receiver sections is
performed by Arduino unit. The proposed research work focuses on developing
a high-speed eco-friendly local area communication network with low-cost,
off-the-shelf components for interconnecting electronic devices within hospital
environment.

Keywords Visible Light Communication (VLC) � Light emitting diode (LED)
Photodiode � Light Fidelity (Li-Fi) � Arduino unit � Biomedical signal processing
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1 Introduction

Visible light communication (VLC) uses light in the visible region as a medium for
transmission. VLC has some unique advantages such as security against hacking, as
transmitted light is confined within the systems’ coverage area and also it is less
hazardous to human health. Health monitoring system has drawn considerable
attention since past few decades. With advancement in wireless technology, health
monitoring system can be widely deployed to monitor health condition of a patient
inside and outside the hospitals. VLC along with Free Space Optics
(FSO) technology would play a vital role in future wireless communication domain.
The FSO market has achieved a growth of 51.8% during the forecast period, and
VLC market has faced 91.8% growth between 2015 and 2020. Sensors that form
Internet of Things require fast data rates that could be achieved by either VLC or
FSO. FSO makes use of ultraviolet (UV) rays, infrared (IR) rays, or visible light as
a carrier of data, whereas VLC uses light under visible spectrum (380–780 nm).

Visible light communication using white LEDs provide illumination along with
data transmission in the field of communication. VLC plays a major role in
RF-restricted areas such as hospitals, mines, and aircraft. All kinds of indoor
environment can be replaced by white LEDs as they have longer life time, high data
rate, and low energy consumption with no impact on health. Li-Fi can also be called
as a form of green technology. Underwater communication will be possible
between deep sea divers and explorers. Current research has been focused on
inter-satellite communication using VLC. Standard for VLC is IEEE 802.15.7 that
supports high-data-rate visible light communication [5] up to 96 Mb/s. It involves
ultraspeed modulation of light sources.

The following passages summarize some of the recent research works that were
performed in the area of VLC, FSO, and Li-Fi.

Allen et al. [1] make use of light emitting diodes that are operated in the range of
420–620 nm that generates photoacoustic signals that are employed in vascular
phantoms [1]. They observed changes in velocity with 200-ns pulses that operates
at less duty cycle. It enables energy of pulses in the range of 10 µJ. Dhatchayeny
et al. [2] demonstrated the EEG (electroencephalogram) signal transmission through
visible light. In their work, red–green–blue (RGB) LEDs and photodiodes with
colour filters were used for transmission and reception, respectively. This system
achieves a bit error rate (BER) greater than 1.5 � 10−5 at a signal-to-noise ratio
(SNR) value of 7 dB using 10 channels of raw EEG signals.

Han et al. [3] proposed a colour-clustered optical Red-Green-Blue (RGB)
Multiple-Input-Multiple-Output (MIMO) system. On-Off Keying (OOK) modula-
tion was adopted to modulate 30 RGB LEDs. Later, selection combining algorithm
was performed at receiver end that produces a diversity effect within one particular
colour cluster.

Josline Priya et al. [4] presented VLC technology-based downlink wireless
system that makes use of pulse width modulation (PWM). They demonstrated a
transmission at a distance of 30 cm with 9600 baud rate (peer to peer
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communication) and a baud rate of 9600 at a distance of about 10 cm (broadcast
communication).

Lawrentschuk et al. [6] stated that clinically relevant EMI was secondary to
mobile phones that potentially endanger patients. This was concluded by experi-
ments conducted in 45 out of 479 mobile phones that are operated at 900 MHz and,
similarly, 14 devices of 457 that are examined at 1800 MHz. In further studies, it
was predicted that clinically significant EMI occurred when mobile phones were
used within 1 m of any medical equipment.

2 Proposed Model

2.1 Li-Fi Transmitter Section

The Li-Fi system consists of two main parts: transmitter and receiver. Transmitter
part modulates the input signal with required time period and transmits the data in
the form of 1s and 0s using LED bulb. These 1s and 0s are flashes of the bulb. The
receiver part catches the flashes using a photodiode and amplifies the signal.

The proposed work uses PIC16F877A microcontroller for signal processing.
ECG sensor used in this work has the following specifications: current consump-
tion: 4 mA, gain: 1100, range: 1.5 mV (with VCC = 3.3 V) and ECG sensor senses
heart signal of human. A simple VLC system has two qualifying components: (1) a
light source (LED) equipped with a signal processing unit (PIC microcontroller)
and (2) at least one device that is capable of receiving light signals (PIN photo-
diode). LED bulbs are excellent to realize Li-Fi transmitter. LED cells can modulate
thousands of signals without the human eye ever noticing. Changes in light
intensity from the LED light source are interpreted by photodiode. It converts light
energy to electrical signal. Electronic signal is further demodulated to obtain sets of
binary data that can be used by any Internet-enabled devices.

Block diagram of transmitter is shown in Fig. (1). The signal from ECG sensor
is given to PIC16F877A. It converts analog signal to digital for processing. The
input voltage for microcontroller is 5 V. Further, MAX232 acts as a voltage reg-
ulator that converts 5–12 V, and the signal is passed to LM555 timer circuit.
LM555 timer generates carrier wave at 4.9 kHz. This carrier wave is modulated by
the processed ECG signal. On-off keying (OOK) modulation is implemented in this

Fig. 1 Block diagram of Li-Fi transmitter
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experiment. It is the simplest modulation technique where the presence of the
digital data is represented as binary one and absence of the digital data with zero.
The advantage of OOK modulation is the reduced power consumption compared to
other modulation techniques such as phase-shift keying (PSK), binary phase-shift
keying (BPSK) and quadrature phase-shift keying (QPSK). When compared to
RGB LEDs, the use of white LED is cost effective and less complicated. The
resistor in LED driver prevents enormous flow of current.

2.2 Li-Fi Receiver Section

Li-Fi receiver includes OPT101 which is a monolithic photodiode with on-chip
Trans-Impedance Amplifier (TIA), voltage amplifier (LM324), and microcontroller
unit followed bymonitoring unit. Connection of all the components is shown in Fig. 2.

The monolithic photodiode and single-supply Trans-Impedance Amplifier
(TIA) are driven in photoconductive mode to achieve perfect linear operation. TIA
that presents on the same chip converts electrical current into equivalent voltage.
The signal is then passed through High Pass Filter (HPF) to amend external noise
and light from other sources. The signal from photodetector will be in the range of
millivolts, and hence, it should be amplified. This amplification is performed by
LM324 (voltage amplifier circuit).

PIC microcontroller in this section is programmed to perform as a voltage
comparator to convert the data signal into digital format. Thus, the transmitted
signal is recovered back at the receiver side. Finally, the data streams are collected
from microcontroller with the help of RS232 interface. The installation cost of this
scheme is less compared with other RF communication systems.

3 Result and Observation

Whenever the ECG signal is transmitted, for a normal signal (high output value of
logic 1) ‘NOR’ will be displayed in the screen. If it is an abnormal signal, it will
display (low output value of logic 0) ‘ABN’ in the screen as shown in Fig. 3. There
is no delay in getting the output that leads to faster response.

Fig. 2 Block diagram of Li-Fi receiver
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The setup in Fig. 4 is compatible till the distance of 20 cm, after that amplitude
of the signal decreases. This is evident from Table 1.

The corresponding graph in Fig. 5 shows the variation in received signal
strength with respect to distance between transmitter and receiver.

Fig. 3 Display of monitoring unit

Fig. 4 Final setup after fabrication

Table 1 Distance versus
amplitude

Distance (cm) Received signal strength (mV)

0 50

5 30

10 30

20 10

30 8

40 4

50 2
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4 Enhancement of Proposed Scheme

4.1 All Optical Health Monitoring System

The previously mentioned experiment can be enhanced to a health monitoring
system by using an array of five light sources (either LEDs or LASER diode) for
transmitting and monitoring five different sensor outputs. This enhanced scheme
can make use of pulse width modulation (PWM). Similarly, in the receiver section,
an array of five photodetectors [either PIN or avalanche photodiode (APDs)]
receives the light. Signal processing in transmitter and receiver sections is per-
formed using Atmega 168 microcontroller that is built in Arduino module. Personal
computer (PC) is used as monitoring unit. The fact that optical signals do not create
electromagnetic interference (EMI) will make this health monitoring system well
suitable for use inside operation theatres and in intensive care unit (ICU).

Block diagram of all optical health monitoring system is shown in Fig. 6.

Distance (cm) 

Fig. 5 Plot of distance
versus received signal
strength

Fig. 6 Optical health monitoring system using VLC
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4.2 Sensor Unit

Any biomedical sensor can be used based on patients’ health monitoring system. The
selection of sensor should be done carefully such that the output from sensor is
compatible with the input ports of Atmega 168 microcontroller. Some of the com-
mercially available biomedical sensors that are used in this work are listed in Table 2.

4.3 Interfacing with Arduino Module

In this project, Arduino unit with Atmega 168 microcontroller has been used for
processing analog and digital outputs from biomedical sensor unit.

Atmega 168 has 28 pins out of which 6 pins support analog inputs as shown in
Fig. 7. All the signal processing is done in digital domain. To support digital inputs
and outputs, 14 pins are available. Because of all these features, Atmega 168 is well
suitable to use more number of biomedical sensors simultaneously.

As depicted in the pin diagram, four analog input pins (0, 1, 2 and 3) and one
digital input pin (2) are used in this proposed model to get output of sensors. Pulse
width-modulated (PWM) digital output can be taken from pins 5, 6, 9, 10, and 11 in
a serial manner.

4.4 Programming Arduino

User-defined program for biomedical signal processing is coded using Arduino
software (Arduino Duemilanove or Nano w/ATmega168). The ATmega168 on the
Arduino Nano comes preburned with a bootloader that can be used to upload new
code to it without the use of an external hardware programmer. It communicates
using the original STK500 protocol.

Table 2 Sensor unit

Biomedical sensor Parameter to be accessed Output form of sensor to be
interfaced with Arduino

ADS1292R
Electrocardiogram
(ECG) sensor

Electrical and muscular
functions of the heart

Analog

Electroencephalogram
(EEG) sensor

Electrical activity of human
brain

Analog

LM35 temperature sensor Body temperature Analog

BME441 Blood pressure
sensor

Blood pressure level Analog

Polar heart rate receiver Rate of heart beat Digital
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Bootloader can also be bypassed, and programming the microcontroller can be
done through the ICSP (in-circuit serial programming) header using Arduino ISP
(in-system programmer).

4.5 Interfacing Arduino Output with Light Source Array

Serial digital outputs from Arduino module are used to drive light emitting diodes
(LEDs) that produce modulated output. Spectral response curve of optical output
should be measured for each light source used in the array.

4.6 Selection of Light Source

Table 3 shows the list of LEDs that are used to transmit outputs of sensors, and the
corresponding wavelength range is also mentioned. Since there are differences in
wavelength range, wavelength division multiplexing (WDM) can also be employed
to enhance efficiency of this network.

Fig. 7 Pin mapping of Atmega168

Table 3 Light sources of
different colours

S.No Colour of LED Wavelength range

1 Red (ECG sensor) 610–760 nm

2 Yellow (EEG sensor) 570–590 nm

3 Green (temperature sensor) 500–570 nm

4 Blue (blood pressure sensor) 450–500 nm

5 Violet (heart beat sensor) 400–450 nm
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4.7 Photodiode Array

Modulated visible light that reaches receiver section is detected by an array of five
PIN photodiodes. Each PIN photodiode is equipped with an individual colour filter
corresponding to the colour of light sources used in the transmitter section. Output
current from all the detectors should be measured.

4.8 Trans-Impedance Amplifier (TIA)

TIA is implemented for current-to-voltage conversion. In this research, an array of
five LM358AN Trans-Impedance Amplifiers is used to amplify the signal that is
received from photodetector array. TIA section should be interfaced with Arduino
unit that is inbuilt with an Atmega 168 microcontroller in the receiver section.

4.9 Arduino Module and Monitoring Unit in Receiver

Processing of received signal is performed in digital domain in this microcontroller
unit. Noise cancellation should be done in this part of work. Digital-to-analog
conversion can be performed on specific data by suitable coding. Received data can
be compared against reference values that are coded in the Arduino program.

4.10 Transmission of Arduino Output
to Monitoring Unit Through MAX 225

This is the final step in which received data should be displayed and stored in a
personal computer (PC) or in a laptop. It can be accomplished by using MAX 225
IC that converts TTL output of Arduino to RS485 form that is compatible with the
monitoring system under consideration. MAX 225 is selected since it has five I/O
pins corresponding to five biomedical sensors. Output of MAX 225 is connected to
RS485 bus in monitoring unit.

5 Conclusion and Potential Applications
of Proposed Work

The proposed system can be deployed in homes and hospitals for health moni-
toring. LED bulbs were used to produce high data rates, which is faster than
average broadband connection. This system is ideally suited for healthcare
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environments. Like conventional broadband and Wi-Fi, Li-Fi also functions as a
bidirectional communication system. In the enhanced work, Arduino unit has been
used instead of PIC microcontroller for interfacing more number of sensors.

In terms of application, FSO market has got its place in the domains of Mobile
Backhaul, Enterprise Connectivity, Disaster Recovery, Defence, Satellite
Communication, Healthcare, Security and in Engineering and Design. In the same
essence, scope of VLC can be viewed in smart stores, consumer electronics,
defence and security, vehicle and transportation, aviation, hospital, underwater
communication and in hazardous environment (RF-restricted area).

6 Future Research

The proposed system makes use of LEDs and PIN photodiodes for transmission and
reception of visible light signals, respectively. This can be replaced using an array
of LASER diodes for transmission and avalanche photodiodes (APDs) for signal
reception, and its performance can be compared with that of LED and PIN pho-
todiode, respectively. If this technology can be put into practical use, every bulb
(either LED or LASER) can be used like a Li-Fi hot spot to transmit wireless data
and we will proceed towards a cleaner, greener, safer and brighter future.
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Optimum Error Control Code
for Underwater Acoustic Communication

Y. Venkata Ratnam, V. Malleswara Rao and B. Prabhakar Rao

Abstract Maintenance of quality of data is one of the challenges facing in ocean
observing communication systems. Underwater acoustic channels are characterized
by variable channel (by multipath reflections, Doppler shifts in frequency and
acoustic noise in the channel) conditions and variable distances between sensor
nodes due to water currents. Reliability is usually achieved by errorless communi-
cation. Errors can be reduced by using error-resistant modulation schemes or by
implementing error control coding (ECC) schemes. The cheapest of these, in terms
of cost and power, is ECC. Hence this project attempts to build such a mechanism for
the UWA system of interest. In this chapter, one type of channel coding is described.
Algorithms are developed for encoding and decoding of text data. Performance of
this code is analyzed in terms of bit error rate for different parameters such as
Doppler frequency shift, multipath delays compared with convolution-coded data.
A software package is developed in MATLAB over AWGN channel, Rayleigh
channel and Rician channel using M-ary FSK modulation scheme.

Keywords Error control coding (ECC) � M-ary FSK modulation
Bit error ate � Convolution codec � AWGN channel � Rayleigh channel
Rician channel � MATLAB

1 Introduction

In underwater due to attenuation of electromagnetic waves, it is not feasible to
travel over long distances, optical waves suffered by scattering hence needs accu-
rate fine laser beams [6], so acoustic waves become the better solution [1] for
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underwater communications. Due to multi-path delays, doppler frequency shifts,
Inter-Carrier Interference (ICI) and Inter-Symbol Interference (ISI), it is difficult to
transmit the acoustic signal at high data rate with adequate reliability in the ocean
acoustic channel [2]. Due to attenuation of high frequency wave in seawater, carrier
frequencies preferred for underwater are in the range of 10–20 kHz [3]. In the ocean
environment, the reliability of reception, bandwidth efficiency and energy efficiency
of acoustic signals are more challenging tasks than its propagation [6]. In such
cases, optimum Error Control Coding (ECC) schemes in connection with efficient
error-resistant modulation schemes are needed [8]. The cheapest of these, in terms
of cost and power, is ECC. Hence we develop an optimum code that provides low
bit error rate (BER) along with bandwidth efficiency.

Automatic repeat request (ARQ) stresses retransmission and hence provides high
reliability data delivery ratio; however, the throughput decreases quickly in high bit
error rate cases. In forward error correction codes (FEC), overheads are added for
error reduction leads to reduction in data rates. Block codes or convolution codes
are commonly used FECs used for low bit error rate of acoustic signal transmission
[5]. Error control techniques designed for terrestrial communication require some
sort of changes to suit ocean acoustic channels. In this chapter, an optimum code is
developed that provides low bit error rate (BER) over convolution codec.

2 Method of Implementation

2.1 Optimum Encoder

Message to be transmitted will be entered through a keyboard. This text data is
encrypted by using cryptography model into integer symbols [12] for safeguard
security. In this model, the text data is modeled as a random set of integer symbols,
which are combined to represent an “alphabet.” Each alphabet is expressed in terms
of any two integer symbols in the range of 0, 1, 2… 7. Each integer symbol is again
coded into any of the three symbols in the range of 0, 1, 2, 3, … 14, 15, becomes
integer symbol in an optimum error control code (Fig. 1).

Source       
Text Data Optimum M-ary FSK

encryption code modulation

Text data Optimum M-ary FSK  Rayleigh/
Sink              decode demodulation      Ricianfaded 

Decryption          channel

Fig. 1 Communication
system design model
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2.2 M-ary FSK Modulation

The software interfaced to the processor generates signal(s) (different frequencies of
M-ary FSK) corresponding to each integer symbol transmitted through either in
Rayleigh or Rician-faded sinusoidal waveforms in AWGN. The frequency bins in
the MFSK [11] signaling are orthogonal to each other, leads to no leakage of the
symbol energy from one channel to the other [10]. But in practice leakage takes
place because of time variant nature of the channel. In order to reduce the effect of
Doppler frequency shift, frequency interval must be much larger than the uncer-
tainty in the Doppler shift estimation [13]. Frequency range used for M-ary FSK
modulation is 9–13 kHz, 16 frequencies with interval of 0.25 kHz. The bit error
rate performance can be judged not only from the noise but also from the ISI and
inter-channel interference (ICI). Hence bit error rate modeling/prediction [14] in
Rayleigh channel and Rician channels is considered.

2.3 Optimum Decoder

The output of stage is set to 16 channels of filters. Each filter is a narrow band
amplifier (which is a notch filter) tuned to one of the frequencies of M-ray [7]. The
output of each notch filter is led to envelop detector then to priority encoder. The
output of envelope detector is almost DC voltage and is maximum at the frequency
for which notch filter is tuned. Through priority encoder, all the 16 channel outputs
are converted to a 3 integer symbols. Sets of 3 integer symbols in a sequence are
converted as message.

3 Simulations

This section covers results/simulations done on MATLAB. Analysis of perfor-
mance of the optimum code is done in terms of BER. This section covers the BER
plots for optimum coded and convolution coded of bits. Then a comparison is made
between them for Rayleigh-faded sinusoidal waveforms in AWGN channel shown
in Tables 1 and 2 with different Doppler frequency shifts (fd), noise, with and
without multipath delays, respectively, are considered. Rician-faded sinusoidal
waveforms in AWGN channel shown in Table 3 when different Doppler frequency
shifts (fd) in Hz, multipath delays and noise are considered.

From the above results, it is declared that for low Doppler frequency shifts (fd),
i.e., below 25 Hz, optimum error control code and convolution code perform well.
But for Doppler shifts (fd) below 125 Hz, optimum error control code provides low
BER over convolution code in both Rayleigh-faded sinusoidal waveforms in
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AWGN channel and Rician-faded sinusoidal waveforms in AWGN channel with
SNR of 5 dB.

In Fig. 2, fd versus BER plot for optimal-coded and convolution-coded data is
shown for Rayleigh-faded sinusoidal waveforms in AWGN channel with M-ary
FSK modulation. It is observed that as Doppler frequency shifts is increasing from
25 to 225 Hz bit error rate is also increasing from 0 to 1.7 � 10−2 in optimum error
control code whereas in convolution code bit error rate is increasing from 0 to
5.5 � 10−1. It is quite clear from the figure that optimum error control code pro-
vides low BER for Doppler shifts (fd) below 125 Hz over convolution code with
SNR of 5 dB without considering multipath effect.

In Fig. 3, fd versus BER plot for optimal-coded and convolution-coded data is
shown for Rayleigh-faded sinusoidal waveforms in AWGN channel with M-ary
FSK modulation, three path channel delay vector is [0, 1, 2 ms], and power gain
vector is [0, −1, −9 dB]. It is quite clear from the figure that optimum error control

Table 1 Comparison
between optimal-coded and
convolution-coded data while
not considering multipath
effect in Rayleigh channel

Optimum code Convolution code

fd Number of
errors

BER Number
errors

BER

25 0 0 0 0

75 0 0 45 0.12

125 1 0.009 283 0.5

175 3 0.0026 297 0.5228

225 21 0.0179 291 0.5028

Table 2 Comparison
between optimal-coded and
convolution-coded data while
considering multipath effect
in Rayleigh channel

Optimum code Convolution code

fd Number of
errors

BER Number of
errors

BER

25 0 0 0 0

75 2 0.0017 122 0.2075

125 3 0.0026 277 0.4711

175 14 0.0119 293 0.4983

225 61 0.0519 327 0.5561

Table 3 Comparison
between optimal-coded and
convolution-coded data
(13) while considering
multipath effect in Rician
channel

Optimum code Convolution code

fd Number of
errors

BER Number of
errors

BER

25 0 0 0 0

75 0 0 17 0.289

125 1 0.0009 238 0.4048

175 3 0.0026 256 0.4354

225 16 0.0136 282 0.4796
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code provides low BER even considering both different Doppler shifts (fd) and
multipath effect with SNR of 5 dB. It is observed that as Doppler frequency shifts
(fd) are increasing from 25 to 225 Hz, bit error rate is also increasing from 0 to
5 � 10−2 in optimum error control code, whereas in convolution code bit error rate
is increasing from 0 to 4 � 10−1.

In Fig. 4, fd versus BER plot for optimal-coded and convolution-coded data is
shown for Rician-faded sinusoidal waveforms in AWGN channel with M-ary FSK
modulation, three multipath channel delay vector is [0, 1, 2 ms], K-factor is 3.
Typically, Doppler frequency shift (fd) is increasing from 25 to 225 Hz, while bit
error rate is also increasing from 0 to 1.3 � 10−2 in optimum error control code
whereas in convolution code bit error rate is increasing from 0 to 4.7 � 10−1. It is
quite clear from the figure optimum error control code provides low BER even
considering both Doppler frequency shift (fd) and multipath effect with SNR of
5 dB over convolution code especially fd is varying between 75 and 175 Hz.
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Fig. 2 fd versus BER for while not considering multipath effect in Rayleigh channel
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4 Conclusions

This chapter covers the performance of error control code for reliable communi-
cation in adverse channels by using text data. It is shown that optimum error control
code provides much better error performance as compared with the data in which
convolution code is used. This developed code is sufficiently strong to overcome
both channel effects and ISI. It is shown that how the bit error rate is effected by
varying with Doppler frequency shift and multipath delays. It is also observed that
for low Doppler frequency shift when a text data is encoded before transmission
and decoded after reception, we get almost the same data using optimum error
control code which was transmitted through faded channels such as Rayleigh and
Rician. Hence it is concluded that optimum error control code performs well over
convolution code for underwater acoustic channel.
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Secure Energy-Efficient Clustering
Protocol for Wireless Sensor Network

N.A. Sangeetha and G.S. Binu

Abstract Every operation in wireless sensor network requires energy. So energy
conservation is a major problem in WSN. As a solution for this problem, a joint
optimization between medium access control and network layers can be done using
received signal strength as a cross-layer parameter. A special kind of clustering is
used for cluster formation, wherein each sensor node calculates its received signal
strength from the base station. This parameter also considered for new cluster head
selection. Moreover, security is also provided for data protection. Using an NS2
simulator, it is demonstrated that this cross-layer optimization reduces energy
consumption and delay and increases network throughput and packet delivery ratio
as compared with the existing method.

Keywords Wireless sensor network � Energy conservation
Cross-layer � Clustering � Encryption

1 Introduction

Wireless sensor networks (WSN) are highly dispersed networks of sensor nodes
which mainly used to monitor events in a particular environment. The main
drawback of wireless sensor network is that sensors are extremely sensitive to
energy consumption. So efficient energy consumption makes wireless sensor net-
work more powerful in terms of network lifetime. Mainly, sensors have three major
functions such as collecting data, process the collected data, and communicate the
processed data. Communication phase leads more amount of energy wastage. So
designing an energy-efficient communication protocols is a demanding area in
wireless sensor network for diminishing energy utilization.
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Wireless sensor network applications have great importance in nowadays
because of its ability to operate in harsh environment or unattended areas [1].
In WSN, clustering can be used to lower the energy consumption by conveniently
applying every node’s energy and split management duties to every node for
supporting the scalability of the management system in heavily deployed sensor
networks. Distribution of management tasks in this way utilizes node resources
effectively in a large scale WSN [2]. When clustering is applied, whole sensors are
not required to enroll in communication, only cluster head in each cluster requires
to take parts in transmission–reception process, so grouping of sensor nodes into
clusters leads to significant energy savings and prolonged network lifetime.
Security is an important concern in wireless sensor network because every com-
munication requires data to be secure. So security criterion such as confidentiality,
integrity, availability, and authenticity must be considered for developing a network
environment. Due to limited energy of sensor nodes, conventional security methods
with large overhead of computation and communication are not possible in WSNs.
The cryptographic algorithm called RSA [3] is presently the most used among
asymmetric algorithms. Complication of factoring massive prime numbers is the
principle used in this algorithm, when number increases, that much of difficulty
increases to calculates its factorization, so overall algorithm become very complex,
attacker cannot break the algorithm and there by increases its security. RSA is a
famous precaution in Internet transactions.

Wireless sensor network system performances were determined by multiple
factors, optimization of individual layer often leads to inefficient solution, so joining
properties of more than one layer leads to higher performance than their layered
counterparts. This is called as cross-layer design. Here, cross-layer interaction
between medium access control layer and Network layers are considered. Received
signal strength is taken as a cross-layer parameter. Here, encryption and decryption
are provided for data protection. Since clustering is applied here, encryption of
complete data causes an excess delay in the network and also leads to packet loss.
So data transferred between clusters only encrypted here. An RSA algorithm is used
for encryption and decryption.

1.1 Related Works

Many algorithms have been designed to choose cluster heads in wireless sensor
networks. In [4], a clustering-based data collection protocol called LEACH
(low-energy adaptive clustering hierarchy) is presented. This protocol is designed in
such a way so as to lessen the total energy expenditure by distributing traffic load
among different nodes at different times. This can be achieved by selecting cluster
heads and randomly rotating these cluster heads so as to uniformly share traffic load
among all sensors. In LEACH protocol, cluster heads were selected in a random
manner and do not require any contact with the base station or knowledge of the
network for its operation. ALEACH (Advanced LEACH) is a modified type of

380 N.A. Sangeetha and G.S. Binu



LEACH protocol in which nodes create independent decisions without any central
innovation [5]. An algorithm for rotating cluster heads for balancing the traffic load
is also proposed here. A single-level clustering algorithm is described in [6], where
the sensors join individual cluster head on gathering advertisement from them.
A hierarchical clustering algorithm is also proposed here where more than one level
of clustering is done. There are two types of cluster heads are here called level 1
cluster head and level 2 cluster head. The sensors first sense the data and send it to
their corresponding first level cluster heads, and these cluster heads will combined
this data and forward it to second level cluster heads and other. This distributed
algorithm helps to lower nodes energy decay and then improves network lifespan
more than LEACH. To alleviate hot spot problem [7], an unequal cluster-based
routing is proposed in [8]. Here, both rotation and selection of cluster heads with
higher residual energy are accepted. In this routing, networks are divided into
clusters of uneven numbers. By lowering higher relay nodes which are adjacent to
base station, reliable energy utilization can be maintained in the network. Akin to
LEACH, the process of unequal cluster-based routing also splits into different
rounds. The chance of being a master node is rotated among sensors in each round
to donate energy usage over the network. Energy-efficient unequal clustering [9] is
a disbursed cluster head competitive algorithm, where the cluster head election
mainly depends on residual energy of unsettled cluster heads. Moreover,
energy-efficient unequal clustering produces clusters of different sizes to weaken the
hot spot problem. Nearby clusters of base station have smaller sizes, thus will
exhaust low energy throughout the intracluster data processing, and can sustain
some more energy for the intercluster relay traffic. In [10], hybrid energy-efficient
distributed clustering protocol (HEED) is presented. This is a cluster-based protocol
in which cluster head election depends on the residual energy of sensor nodes and
nodes join the cluster heads in such a way so as to decrease the whole communi-
cation cost of networks. Cluster head selection is done with more number of iter-
ation, and it terminates with uniform cluster head distribution throughout the
network. HEED also considers node density, intracluster, and intercluster trans-
mission ranges. Proper limits for each of these criteria are also calculated, and with
these bounds, HEED provides better connectivity for the network. In [11],
time-controlled clustering algorithm (TCCA) is presented which uses the rotating
cluster head election for lowering the network wide energy consumption. Operation
of TCCA is done in two phases called cluster setup and steady-state phase. Data
collection, aggregation and data transfer occurs in second phase called steady-state
phase. Residual energy of nodes is also considered for cluster head election. TCCA
differs from other protocols because here the cluster formation is controlled by TTL
(Time to Live) messages.

From the literature, it is clear that there are so many algorithms are in wireless
sensor networks which reduce energy expenditure of nodes in an efficient way.
Residual energy is considered as an important parameter for cluster head selection.
Since optimization of single layer is inefficient for wireless sensor networks because
its performance depends on multiple factors. In [12], a literature review of various
cross-layer protocol is presented. Cross-layer protocols are classified based on the
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interaction among different layers such as physical layer, data link layer, network
layer, and application layer. The authors showed that wireless sensor network
mostly uses the cross-layering protocol which mainly takes the interactions among
medium access control layer and network layer. Here also proposed a cross-layering
protocol between MAC and Network layer and received signal strength is selected
as a cross-layer parameter.

2 System Model

In this section, a wireless sensor network with secure energy-efficient clustering
protocol is discussed.

2.1 Clustering-based Protocol

Consider a wireless sensor network subsist huge number of sensor nodes. After
deployment of nodes, some clusters are developed in network. The main assump-
tions taken are

(a) Static nodes are considered in the simulation
(b) Each node will aware of the location of all other nodes
(c) Each node has fixed transmission range

A wireless sensor network consisting of fifty nodes are considered. Clusters are
formed by using thesed fifty nodes in which each cluster will contain eight nodes.
At first, the sensor nodes divided into clusters. Then, cluster head is elected ran-
domly. Each cluster head in each cluster sends a status signal to all other nodes in
the cluster. Transmission of data is carried through these cluster head. Here used a
special kind of cluster head selection such as each node will calculate distance from
the base station. For calculating distance of each node use

D ðm; nÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx2 � x1Þ2 þðy2 � y1Þ2
q

ð1Þ

where m and n are two nodes in the network. By using this distance, calculate
received signal strength (RSSI) [13] of each node in network by using the formula.

RSSI ¼ A� 10N log d ðm; nÞ ð2Þ

where RSSI is the received signal strength, A is the received signal power in the
distance between two nodes, and N is the path loss index and relates to the back-
ground. In practical operation model parameters A and N are depends on some
obstacles in environment. So received signal strength of each node is obtained.
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During the next cluster head selection phase, this energy is also takes into account
in addition to residual energy. Hence, significant energy can be saved in the
network.

2.2 Security

Security is an important concern in wireless sensor network. Cluster security is
provided for data protection. Once the malicious node become cluster head, an
attacker can attack the whole network easily. So making the cluster head secure
leads to whole network protection [14]. Here, each cluster head collects the private
key of all other nodes and thereby certificate authority before transmitting the data.
Any node from the same cluster or intermediate node outside the cluster can share
information with cluster head only after the approval of certificate. In this way, any
untrusted node tries to take part in communication can be avoided. An RSA
algorithm is used here for data encryption and decryption.

3 Simulation Results

For the simulation, 50 sensor nodes are set up in a sensor field of size
1000 � 1000 m is considered. Simulation is done using network simulator NS2.
Sensors are deployed randomly in the network area. After the deployment of nodes,
six clusters are formed in which each cluster will contain eight nodes and one node
is set as a base station. Each node will produce data packets of length 30 bytes.
Basic energy of a node is set to 100 J. Energy consumed in transmitter and receiver
circuit for transmitting and receiving one packet is taken as 50 and 29 mw,
respectively (Table 1).

Figure 1 is a sensor network with 50 nodes are deployed. Then, six clusters
formed in which each cluster contains eight nodes. One node is set as base station.
Then, the cluster formation completed. The cluster head for each cluster is selected
randomly. Then, data transmission is only permissible through these cluster heads.
Then, received signal strength of each sensor node is calculated, and during the
second phase of cluster head selection, this parameter is also considered for the

Table 1 Simulation
parameters

Parameter Specification

Number of nodes 50

Packet length 30 bytes

Node initial energy 100 J

Simulation time 30 s

Field 1000 � 1000 m
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cluster head selection. Since node with highest residual energy and received signal
strength, more energy will be saved when compared with other protocol.

Figure 2a shows the average remaining energy of the nodes in network. Sensor
nodes are provided with battery power of 100 J. Average remaining energy for both
cross-layering protocol and cross-layering protocol with encryption are plotted.
Both protocol almost used same energy during the simulation. Because after 25 s
the cross-layering protocol uses about 94 J and that with encryption uses 96 J
energy.

Fig. 1 Network setup

Fig. 2 a Average energy consumption, b throughput
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Figure 2b depicts the throughput of the sensor network for both cases. Total
number of bits successfully received at receiver side in each time interval is called
as throughput. Initially, throughput got increased due to the efficiency of protocol
used. After 10 s, throughput gets decreased due to an increased delay in the net-
work. When security is added to the simulation, more time will consume for
encrypting and decrypting the data, thereby an increased delay was experienced in
the whole network. Hence, throughput of the network is less when compared with
the other protocol. Figure 3a shows the packet delivery ratio obtained from net-
work. It can be defined as the ratio of the number of forwarded data packet to the
destination. This shows the level of transported data to the destination.

PDR ¼ Total Number of packet received
Total Number of packet send

ð3Þ

When packet delivery ratio increases, that much of better performance have seen in
the protocol. Here, initially higher packet delivery ratio obtained due to efficiency of
cross-layer protocol and then decreased due to increased delay. But when
encryption and decryption are added to simulation, an increased delay is experi-
enced in the whole network, and hence, the PDR is less when compared to the first
case.

Figure 3b represents the average delay in network. The average time used by a
data packet to reach the receiver side is called as delay. Delay caused by route
discovery process and the queue in data packet transmission is also included. Only
the data packets that are successfully forwarded to destinations are counted.

Delay ¼ Total send time
Total received time

ð4Þ

Here when encryption and decryption are added to the simulation, an increased
delay is experienced in the network. So delay will be more when compared with
existing protocol.

Fig. 3 a Packet delivery ratio, b delay
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4 Conclusions

In this work, secure energy-efficient clustering protocol for wireless sensor network
is implemented. Here, clustering was performed in an efficient way in which an
RSSI-based cluster head election is performed. For electing cluster head, RSSI is
also considered as an additional energy parameter in addition to residual energy.
The algorithm provides less energy consumption when compared with the existing
method. An RSA algorithm is used for data protection. Data will be more secure
when encryption and decryption are added to the simulation, but it will cause a
decrease in packet delivery ratio and network throughput due to greater delay than
the other protocol.
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Simulink-Based Estimation of Spectrum
Sensing in Cognitive Radio

Kavita Bani and Vaishali Kulkarni

Abstract Cognitive radio is an upcoming new technology for future wireless
generations for its reconfigurability and adapting in nature under environment
change. Spectrum sensing (SS) is one of the great important functionalities of
cognitive radio to analyze and learn its surrounding radio environment. The main
objective of the spectrum sensing is to achieve maximum amount of probability of
detection and minimize complexity of the system. Here, there are three spectrum
sensing techniques analyzed which are classified based on its transmitter detection
such as energy detector (ED), cyclostationary feature detection (CFD), and matched
detector (MD). Spectrum sensing techniques are implemented in software
MATLAB and Simulink. Results of all these techniques are discussed here with
individual FFT spectrum graphs.

Keywords Cognitive radio (CR) � Primary user (PU) � Secondary user (SU)
Spectrum sensing (SS) � Energy detector (ED) � Matched detector (MD)
Cyclostationary feature detection (CFD)

1 Introduction

In Mitola’s dissertation [1], he has described the term ‘cognitive radio’ which can
adapt to changing conditions and cleverly change its transceiver parameters when
needed. Today, however, cognitive radio has become an all-round with broad
varieties of techniques which can enable radios for its self-configuration, wireless
access, and dynamically accessing the spectrum for a future device midmost
interference.

K. Bani (&) � V. Kulkarni
Mpstme, Mumbai, India
e-mail: kavitabhatu@gmail.com

V. Kulkarni
e-mail: vaishali.kulkarni@nmims.edu

© Springer Nature Singapore Pte Ltd. 2018
H.S. Saini et al. (eds.), Innovations in Electronics and Communication
Engineering, Lecture Notes in Networks and Systems 7,
https://doi.org/10.1007/978-981-10-3812-9_41

387



The definition of cognitive radio (CR) according to US Federal Communications
Commission (FCC) [2] is a radio which can make change in various transmitter
parameters by interacting the environment surrounding. The maximum number of
cognitive radio will almost certainly be software-defined radio (SDR), and CR is
not required to have software and fixed hardware.

Figure 1 shows spectrum measurement across 900 kHz–1 GHz band of USA.
Vacant spectrum is utilized by secondary users. CR is investigated by regulation
committee to enable the technology for opportunistic access which is lead to access
TV white spaces.

Amount of large parts of TV bands are available by geographically because
nowadays analog communication is switched over digitalization. The UK and the
USA have adapted the CR model and decided 802.22 standards for utilization of
these TV white spaces. So in future worldwide, CR is expecting to become main
area in advanced technology [2].

Spectrum utilization is one of the primary mottoes of the CR. By using cognitive
radio with MIMO radio, it gives flexibility in terms of carrier frequency, transmit
power, channel bandwidth, and multiplexing gain [3]. Spectrum opportunities in
opportunistic secondary spectrum allocation (SSA) can be done in spectrum holes
or white spaces, where a portion of the band is left completely idle by the primary
users such as radar systems or TV channel.

The wireless applications are growing more rapidly and without having space on
spectrum, there are not possible wireless telecommunications and wireless Internet
services. So available spectrum need to share very efficiently among the users.
Primary users (PUs) are having license for using available spectrum while some
times it is found that PUs are not using the spectrum which is allocated to them.
This case secondary user (cognitive user) can use the PU spectrum without causing
interference to PU signal level for particular time interval when PUs are not present.

Filled 
with 
secon
dary 
users

Fig. 1 Spectrum
measurement across the
900 kHz–1 GHz band
(Lawrence, KS, USA) [2]
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In village areas, where optical fiber is economically not possible to install and
where there is nearly no spectrum use. In many village areas, if we find the source
of broadcasting TV might be at far away and because available TV service will be
not or less. Here in this scenario, we can find out good amount of opportunities for
Internet facilities and telecommunication devices by using this vacant or less used
spectrum.

To sense the available channel or free channel from its spectrum, three spectrum
sensing methods are discussed here such as energy detector (ED), cyclostationary
feature detection (CFD), and matched filter or detection (MD).

2 Literature Survey

Geete et al. [4] have explained four primary role of cognitive radio are explained in
this paper, spectrum mobility, spectrum sensing, spectrum sharing, and spectrum
management. Spectrum sensing techniques such as matched filter, energy detector,
and cyclostationary feature detection (CFD) are examined under AWGN, Rician
fading, and Rayleigh fading channel environment.

Mehta et al. [5] have discussed that cognitive radio network (CRN) requires the
many advanced techniques such as interference management, CR reconfiguration
management and cooperative communications, and distributed spectrum sensing.
A method which is going to use for spectrum sensing, it should be dependable and
primary user should not have problem from secondary user (SU) disturbance. In
this paper, advantages and disadvantages of various SS methods are listed in terms
of operation, accuracy, complexity, and implementations. Among these all SS
methods, energy detector (ED) is very common detection technique because of low
complexity and implementation.

Lavanya et al. [6] have implemented based on transmitter detection, Eigen value
detection, energy detector (ED), and matched detector (MD) using MATLAB, and
results are compared. ED suffers from SNR wall problem; after 4 dB, ED perfor-
mance is high. While eigenvalue detection is good under low SNR values. For SS
approach, this adaptive SS technique reduces the complexity.

Singh et al. [7] have done Simulink models which are used for modeling ED and
CFD spectrum sensing techniques. Compared to ED, CFD is better under heavy
noise environment, which is shown through the results.

Bagwari et al. [8] have explained spectrum sensing techniques ED, CFD, and
MD, in terms of probability of detection (PD), probability of miss detection, and
probability of false alarm. ED is no longer good at low SNR values. ED and CFD
do not require the prior information about primary users (PUs) while information of
PUs is needed in MD. CFD is better than ED and MD, but computation time is
large and implementation is also complex.
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3 Spectrum Sensing Techniques

Spectrum sensing (SS) is one of the main functions of cognitive radio to acquire
knowledge about surrounding environment. The main aim of SS is to acquire
maximum amount of probability of detection and reduce the complexity. SS is
classified in three different techniques such as energy detector (ED), matched filter
or detection (MD), and cyclostationary feature detection (CFD) which is shown in
Fig. 2 based on to serve different purpose with advantages and disadvantages.

3.1 Energy Detector (ED)

Energy detection is a basic way of detection of primary user because ED has less
calculation and reducing complexities. In energy detection technique, receiver does
not require any previous knowledge of primary users’ (PUs) signals while in other
techniques such as matched filters and other approaches, is needed. This is given by
(1).

The purpose of the spectrum sensing is to find correct hypotheses among two,
which are described the following,

X tð Þ ¼ W tð Þ; H0 Null Hypotheses when Primary user is absentð Þ
X tð Þ ¼ h S tð ÞþW tð Þ; H1 OneHypotheseswhen Primary user is presentð Þ ð1Þ

where X(t) is received signal by the CR user, S(t) is the primary user’s signal, W
(t) is the AWGN channel noise, h represents the amplitude gain of the band. H0 is a
null hypothesis, which indicates only noise is present, means channel is vacant and
secondary user can transmit through the same band for particular time interval. ED
is finding primary user based on fast Fourier transform (FFT) [9] which can convert
a signal from time domain to a frequency domain and calculates the energy in each
frequency of the signal showing as the PSD (power spectral density).

Figure 3 represents the general flow of energy detector [10]. Initially, signal is
generated and applied to band-pass filter (BPF) to choice band of frequencies than

Spectrum Sensing in 
Cognitive Radio  

Based on 
Transmitter 
Detection 

Energy 
Detector 

(ED) 

Cyclostationary 
Feature 

Detection (CFD)  

Matched 
Detector 

(MD) 

Fig. 2 Transmitter based of
spectrum sensing techniques
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further done by squaring of the signal and after squaring, signal is integrated
through specified time interval to calculate the final received energy. At the end,
output of the integrator is compared with a throughput for determining that licensed
user is absent or not. The throughput can be a fixed or different depending on the
channel conditions.

3.2 Cyclostationary Feature Detection (CFD)

CFD working principle: Based on statistical analysis of licensed user’s graph,
Cognitive user can find the signal with or without interference of noise.
Autocorrelation function is used to extract the information about primary users.

Figure 4 shows block diagram of CFD technique. Input signal is given to
band-pass filter to select the specified signal and remove the other not required
signals from the band. Selected signal is then converted from time domain to
frequency domain by using FFT. Output of FFT is given to the correlation where
autocorrelation function is used to correlate signal with itself, by taking the average
value of signal compared with fixed value of threshold level for channel.

3.3 Matched Detector (MD)

The matched detector is very efficient technique for spectrum sensing under heavy
noise interference. Matched detector required the primary knowledge about the
licensed user’s signal for its linear filtering operation. Convolution is been applied
between received and detector signal which is nothing but a time-shifted property of
the reference signal.

Figure 5 outlines the principle of matched detector. The input signal is passed
through AWGN channel and further passed through band-pass filter to select the
channel. The output b(n) is given as in Eq. (2)

input 
signal BPF Squaring 

of signal integrator output 

Fig. 3 Energy detector block diagram

input  
 

signal  
   average 

over T  BPF FFT correlate Feature 
detection

Fig. 4 Cyclostationary feature detection (CFD) block diagram [11]
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b nð Þ ¼
X1

k¼�1
s k½ �h½n� k� ð2Þ

where s[k] is the received signal and h[n − k] is the matched detector signal with
time shifted.

4 Implementation of SS Techniques

SS techniques are implemented with the help of MATLAB and Simulink software.

 
Input 
signal  

AWGN  BPF  Matched 
filter output  

Fig. 5 Matched detector
block diagram

Fig. 6 Energy detector Simulink model for multi (five)-users
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4.1 Energy Detector (ED)

Figure 6 shows Simulink model of energy detector. Input signal is generated
through random number which is further passed into band-pass filter (BPF) to
choose a specific band of frequencies and block the other frequencies. After the
BPF, magnitude of the received input signal is squared using absolute (Abs) math
function. Then, window integrator is used to integrate the received signal.
Integrated signal undergoes rising edge detection, and for that, edge detector is used
which can detect rising edge, falling edge, or either edge. Then to generate output
signal, relational operator is used to compare the input signal and constant threshold
signal (0.1). Output of energy detector is plotted on time scope as well as on FFT
spectrum.

4.2 Cyclostationary Feature Detection (CFD)

Figure 7 shows Simulink model of cyclostationary feature detection (CFD).
Applied input sine wave signal to AWGN channel. Output of AWGN channel is
connected to peak notch filter which can reject very few ranges of frequencies and
select majority of all other range of frequencies. Now for quantization of input
signal, ADC quantizer is used. Uniform encoder converts quantizer output into
integers. FFT is then converted the signal from time domain to frequency domain.
At the end, signal is compared with specified threshold level and output is drawn on
scope.

4.3 Matched Detector (MD)

In Fig. 8, transmission side, square-root-raised cosine filter is used to shape the
pulse while at receiver side, the same matching receiver is used with
square-root-raised cosine filter. Rectangular 16-QAM modulation is used

Fig. 7 Cyclostationary feature detection Simulink model
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for amplitude and phase both modulation and demodulation. Filter roll-off factor
and group delay can be varied. FFT and vector output are shown in Results section.

5 Results

Figure 9 shows scope output of energy detector for multiuser. Five random users
have been simulated by varying seed of random numbers. It can be seen through the
scope that there are some spectrum holes at time interval, between 9.1 and 9.2,
where all the five primary users are absent.

Fig. 8 Matched detector (MD) Simulink model

Fig. 9 Scope output of energy detector for multi (five)-primary users
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Fig. 10 FFT spectrum output of energy detector for multi (five)-primary users

Fig. 11 FFT spectrum output of cyclostationary feature detection (CFD)
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Fig. 12 Vector scope output matched detector (MD)

Fig. 13 FFT spectrum output of matched detector (MD)
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Figure 10 shows the FFT spectrum output of energy detector for multi (five)-
primary users with different five colors, all PU’s peaks at −5 dB and frequency is
10 Hz, rest all peaks are noise.

Figure 11 shows the FFT spectrum output of cyclostationary feature detection
(CFD). Signal which is shown at peak is 2 dB while rest other peaks are noise.
And Fig. 12 shows vector scope output of CFD.

Figure 13 shows the spectrum output of matched detector. At 12-dB highest
peak, clear indication of primary user is present.

6 Conclusion and Future Scope

Estimation of different spectrum sensing in cognitive radio has been done in
MATLAB and Simulink. Detection of the PU signal is very important in the
cognitive radio to decide whether licensed user (primary user) are present or absent
in their allocated spectrum depends on the received signal detection.

ED is very common and easy to implement but suffers low at low SNR values,
while CFD can use at low SNR values, but processing time of CFD is more
compared to others. By having spectrum sensing techniques, energy detector (ED),
matched filter or detection (MD) and cyclostationary feature detection (CFD), FFT
spectrum scope output of matched detector or filter is very sharped and clear at
12 dB, higher in magnitude compare to other two techniques without having noise
disturbances.

In future, spectrum sensing techniques can be implemented by combining
adaptively two SS techniques under the environment it is needed.
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Efficient Pre-distortion Power Amplifiers
for OFDM Transmitters

P.R. Bipin and P.V. Rao

Abstract This paper presents a new linearization technique for power amplifiers.
Here, ABC, PSO, and modified ABC–PSO algorithms are used to solve the existing
problems in pre-distortion of power amplifiers. Algorithms are implemented in
MATLAB2014. The performance of the ABC, PSO, and modified ABC–PSO
algorithms are compared for the purpose of linearization. From the results, it can be
observed that the modified ABC–PSO algorithm has obtained better results by
acquiring better linearity and power gain.

Keywords Pre-distorter � Particle swarm optimization � Artificial bee colony
High-power amplifier � Wiener model

1 Introduction

Power amplifiers are used in almost all wireless communication systems to improve
the strength of the signal need to be communicated so that large distance com-
munication is possible. It also enables the effective reproduction of the transmitted
signals. However, the HPAs are habitually deformed and show a tendency to
generate the nonlinear outputs, thereby miserably failing to attain the saturation
level [1]. In order to rectify the issues due to the nonlinear effects in power amplifier
operation, a new method based is proposed here.
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From the large variety of linearization methods available in the literature,
pre-distortion technique [1, 2] is considered here in this paper to rectify the problems
due to deformations. In the newmethod proposed, theWiener HPAmodel is employed
to devise the high-power amplifier [3, 4]. The optimization process is carried out by
means of different optimization techniques [5–11]. The innovative technique here is
simulated with the help of MATLAB2012 and its effectiveness is assessed.

Section 2 discusses the proposed methodology used, Sect. 3 illustrates the
results obtained, and Sect. 4 concludes this paper by illustrating the merits of the
proposed technique compared to the results for methods for pre-distortion based on
other optimization algorithms.

2 Methodology

2.1 Power Amplifier Modeling

Among the various models available to model the power amplifier characteristics,
the Wiener model is the most commonly used model. Wiener model is illustrated in
Fig. 1, where NL indicates the nonlinearity part and LTI indicates linear
time-invariant system.

2.2 Proposed Methodology

In the proposed technique, the modified ABC–PSO [3] is used for improving the
power gain of the amplifier employed in OFDM transmitters with less nonlineari-
ties. For validating the performance of developed pre-distortion algorithm, a test
setup has been developed as shown in Fig. 2.

The OFDM signal has been generated for transmission, and it has fed to
developed pre-distortion amplifier. In the proposed algorithm, generated OFDM
signal has been send to Weiner model-based power amplifier.

LTI 

X(n) U(n) Y(n)
NL

Fig. 1 Wiener model
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3 Results and Discussion

Developed methodology has been modeled and validated in MATLAB2012, and
simulation results has been plotted. In Figs. 3 and 4, generated OFDM signal and
transmitted OFDM signal in channel are shown, where x-axis indicates time and y-
axis indicates amplitude. From Figs. 3 and 4, it is observed that the generated
OFDM signal’s power is very low.

Fig. 3 Generated OFDM signal
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Fig. 2 Proposed methodology
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For evaluating the power gain of the power amplifier for the OFDM signal, the
power spectrum of the OFDM signal is plotted in Fig. 5, and from this, it is
observed that the power gain is 110 dB.

Fig. 4 OFDM signal after passing through channel

Fig. 5 Power spectrum of generated OFDM signal
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The OFDM signal has been amplified with Wiener model-based power ampli-
fier, where nonlinearities are being added. Here, as shown in Fig. 6, the power gain
is reduced to −144.5437 dB after amplification.

In Fig. 7, the power spectrum plot of PSO algorithm is shown. With the help of
PSO algorithm-based pre-distortion, the power gain is improved to −98.0827 dB.
The gain has also been improved with the use of multi-balanced ABC–PSO

Fig. 6 Power spectrum of amplified signal

Fig. 7 Power spectrum using PSO algorithm
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algorithm. The power spectrum for output of developed power amplifier with
pre-distortion using modified ABC–PSO is plotted in Fig. 8. From Fig. 8, it is
observed that the power gain is improved to 4.8143E−06 dB due to the modified
ABC–PSO algorithm.

Table 1 illustrates the power gains produced by the power amplifier for
pre-distorters using different algorithms. The proposed pre-distortion using modi-
fied ABC–PSO algorithm gives better gain to the input signal and provides less
distortion and less nonlinearity.

4 Conclusion

For the development of efficient pre-distortion-based power amplifier, for OFDM
transmitters, several algorithms have been used such as ABC, PSO, and modified
ABC–PSO algorithms with Wiener model power amplifier. From the results, it can
be concluded that the pre-distortion using modified ABC–PSO algorithm has
provided the highest power gain by reducing the problems due to nonlinearity.

Fig. 8 Power amplifier with pre-distorter

Table 1 Power gain for
different pre-distorters

Pre-distortion algorithm Power gain (dB)

Wiener model PA −144.5437

ABC algorithm −101.0499

PSO algorithm −98.0827

ABC–PSO algorithm −98.0827

Modified ABC–PSO algorithm 4.8143E−06
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Link Statistical Pattern of Undersea
Communication Networks

Sudhir K. Routtay, Anita Mahto, Divya R. Kumar,
Karishma Gunesegar and Rumela Choudhury

Abstract In this chapter, we show the statistical patterns of undersea networks
found around the world. Though the continental networks have been studied to a
large extent, the undersea networks have not been studied for the statistical patterns.
In this work, we study 333 different undersea cable networks and analyze their
common characteristics. We present the obtained statistical patterns in terms of
best-fitting distribution.

Keywords Undersea communication networks � Statistical patterns
Statistical model for link lengths � Statistical models

1 Introduction

Undersea cable networks are instrumental in the intercontinental information
transfer. These networks are deployed along the seabed through the submarines.
These networks are extremely important in the modern communication. They
interconnect the continents through the high-speed optical communication net-
works. The Global Internet relies on these networks. Without these networks, the
Internet would have been limited only to the continents. For the planning and
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dimensioning of these networks, we need proper statistical models which are not
available at the moment. Here, we address the main issues of the statistical models
for these undersea communication networks.

Statistical models of networks are needed for several purposes such as cost
estimation and dimensioning. These aspects are important for the early-stage
planning of the communication networks. In [1], dimensioning for optical networks
is presented which is helpful in the estimation of the CAPEX and OPEX. In this
approach, the networks are planned and dimensioned without the complete infor-
mation of the networks. In [2], another similar approach is provided for the fast
estimation of optical network parameters. Authors in [2] use the methods developed
for fast estimation of the network needs and their associated parameters. Both
[1 and 2] are effective in the network-related estimations. Network classification
and characterization is important for the understanding and engineering of the
network dynamics. In [3], optical network classification has been presented on the
broad categories such as random, scale-free, small-world, and complex. This
classification is based on the measurements of the networks. In [3], the links too
have been characterized. In [4], a survey has been presented for the statistical
modeling of networks. Authors have presented and analyzed both the past and
present trends of network statistics and their importance. In [5], the historical
developments of network modeling and their use have been addressed. The author
in [5] addresses the very beginning of the network statistical modeling which was
started during the time of Euler. A link length statistical model has been developed
in [6]. This model does not need the complete information of the network and this
model can be estimated from just the node locations (i.e., number of nodes and
convex area). In [7], a method based on the circumferential ellipses of the networks
has been proposed and expression for convex area has been developed. In [8],
the statistical model developed in [6] has been used for the estimation of the
link-related parameters of optical networks. In this work, it has been shown that the
estimations based on the link statistical models provide much better accuracy than
the estimations based on just the average link length [8]. Statistical model for the
shortest path lengths of networks is also needed for the estimation of several
network parameters such as types of modulation techniques to be used in trans-
parent networks and estimation of the optimal routing paths. In [9], a statistical
model for the shortest path lengths of core networks has been developed which does
not need the complete information of the networks for its estimation. Topologies
used for optical network statistical analysis in [6–9] can be found in [10]. These
topologies are mainly the continental networks used for the communication within
the continents (only a few cases cover intercontinental communication). In [11], we
show the undersea cable networks which are the main intercontinental traffic
carriers.

In this work, we measure the link lengths of the undersea communication net-
works. We collect the data from several publicly available sources and also measure
them using realistic tools. We show the statistical patterns of undersea communi-
cation networks. The presented patterns are based on the real measurements.
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The reminder of this chapter is organized in 4 different sections. In Sect. 2, we
present the basics of the undersea communication networks. In Sect. 3, we present
the measurement of the network parameters used for this study. In Sect. 4, we show
the statistical patterns of the networks obtained from the analysis and modeling. In
Sect. 5, we conclude the work with main points of the analysis.

2 Undersea Communication Networks

Undersea communication networks are quite old when compared to the wireless
communications. The first transatlantic undersea cable was deployed in 1856 which
was used for telegraphic communication between Europe and America. After the
invention of the telephone, many such transatlantic and transpacific cables got
deployed. Since the 1980s, almost all the undersea cables deployed are optical fiber
cables and they provide huge data rates.

These days, undersea communication networks are found across all the oceans.
The transatlantic optical communication networks carry highest amount of data
when compared with the undersea networks of other oceans. This volume of data
carrying capacity is followed by the optical networks of the Pacific and then the
Indian Ocean. In this work, we have analyzed 333 different optical networks
deployed across different parts of the oceans. We collect these network topologies
from TeleGeography and several other sources [11].

In Fig. 1, we show the overview of the main undersea cables deployed along the
ocean floors. Most of the cables are found in the Atlantic Ocean followed by the
Pacific Ocean and the Indian Ocean. The global bandwidth for the Internet and
other forms of communications are mainly contributed by these cables for the
intercontinental data transfers.

Fig. 1 Overview of the main cable networks found in the world. The small circles represent the
cable landing points, and the colored lines are the approximate positions of the optical fiber cables
deployed along the seabed
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3 Measurement of Network Parameters

We collected 333 different topologies of undersea communication networks and
measured their nodal degrees and link lengths. Out of these 333 networks, we found
175 have just two links to connect the points (or gateways or hubs as they are
commonly known in networking terminology) across either shores of the oceans.
However, there are several networks for which there are several nodes along its path
from one end of the cable to the other end. We collected several such topologies to
check their statistical patterns.

In [11], some of the link information is provided along with the total length of the
fiber used. We measured the link lengths of the fibers using the distance measure-
ments tool Google Earth Professional (version 6.5). The sum of the entire individual
link measurements are the same as the total length of the fiber as provided in [11]. In
case of some small mismatches, we calibrate all the individual link lengths according
to the following expression shown in (1) where lo and lm are the rectified and
measured link lengths; So and Sm are the exact total sum of the link lengths (as given
in [11]) and the measured total sum of the link lengths in km (Fig. 2).

lo ¼ So
Sm

lm ð1Þ

4 Statistical Pattern Analysis

From the above measurements, we found link lengths of the networks. All the
available undersea networks were studied. Majority of the networks (175 out of
total 333 we have used for this work [11]) have just two nodes (one each on either
side of the coasts). This information is used for the final statistical pattern matching.

Fig. 2 Topology of Flag Europe-Asia undersea cable network. It has 16 nodes or cable landing
points in Europe and Asia
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We used both MATLAB and EasyFit to analyze the statistical patterns of the link
lengths of the undersea communication networks.

We statistically analyzed the link lengths using EasyFit and found that gener-
alized extreme value (GEV) is the best-fitting distribution for individual networks.
One of the obtained patterns is shown in Fig. 3. GEV distribution has three
parameters: the location parameter (it shows where the samples of the distribution
are located), the scale parameter (it is proportional to the standard deviation of the
samples), and the shape parameter (it determines the shape of the PDF of the
distribution). This distribution is a generalized form of three extreme value distri-
butions. The parameters of this distribution can be estimated from the average value
of the samples or the first moment [6].

The statistical validity of the obtained patterns has been assessed using the
goodness-of-fit tests. In this case, we choose Kolmogorov–Smirnov statistic
(KSS) to asses these statistical patterns. GEV distribution provides smallest average
KSS for the networks assessed in this study.

5 Conclusions

In this work, we collected the topological data of 333 different undersea optical
networks. We measured their link lengths. Based on the measured data, we did the
statistical analysis of the network parameters. For the link lengths of the undersea
cable networks, we found a generalized extreme value pattern which can be esti-
mated from the average link lengths. Overall, the obtained patterns are statistically
valid and significant for the characterization of the networks.

Fig. 3 Link length statistical pattern for ARCOS [11] network. GEV distribution is found to be
the best-fitting distribution for this case
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Cooperative Spectrum Sensing
in CR-VANET with Small-Sized Data Sets

S. Lakshmi Nandan and T. Sudha

Abstract The advent of cognitive radio (CR) technology in intelligent trans-
portation system (ITS) paved the way for new advancements in vehicular ad hoc
network (VANET) communication. The prompt sensing of spectrum is an impor-
tant issue in CR-VANET minimizing the interference to primary user (PU). In real
time, less time means small data. The employment of cooperative sensing along
with clustering in CR-VANET mitigates this problem. In this chapter, a clustering
scheme using limited data sets is used. Due to the dynamic topology of VANET, a
clustering algorithm is used considering node degree, speed and location. The
simulation results show that the proposed clustering detects the PU signal in a
relatively low SNR condition compared to single-user spectrum sensing.

Keywords Cognitive radio (CR) � Vehicular ad hoc network (VANET)
Cognitive radio vehicular ad hoc network (CR-VANET) � Spectrum sensing
Clustering � Cooperative spectrum sensing

1 Introduction

Nowadays the increasing vehicles on road led to the need for improving road safety
and in-vehicle entertainment in vehicular communication. Many applications are
developed in tune with this rising demand. These include safety and traffic moni-
toring, collision avoidance, vehicle to vehicle communication [1]. These applica-
tions in vehicular communication are effectively met by vehicular ad hoc network
(VANET). VANET is a network of vehicles formed either between vehicles or
between a vehicle and road side unit for increasing safety. The dedicated short
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range communication (DSRC) is used for point-to-point communication between
vehicle and road side unit [2–4]. The channels in 5.9 GHz are reserved for this
communication. The total available 70 MHz bandwidth is split into one control
channel and six service channels allotting 10 MHz bandwidth for each. The IEEE
1609 Dedicated short range communication group is developing wireless access in
vehicular environment (WAVE) supporting communication in dynamic environ-
ment based on IEEE 802.11p. The rising number of vehicles results in over-
crowding mainly in urban area for communication causing spectrum congestion.
Thus, the available bandwidth is not enough to meet the consumer needs. This led
to the advent of cognitive radio where the licensed spectrum band is monitored.

When the absence of licensed user (primary user) in a band is detected, the
vacant band is opportunistically utilized by secondary user (cognitive user). The
secondary users need to vacate the band when a PU is detected. The vacant
spectrum in the PU band is known as spectrum holes. The application of cognitive
radio (CR) is well utilized in vehicular ad hoc network (VANET) [5]. The high
mobility of vehicles results in dynamically varying topology in VANET. The
spectrum holes are identified by spectrum sensing techniques, also known as signal
detection. So the spectrum sensing should be fast for PU detection. The perfor-
mance of single-user spectrum sensing is affected by effects of multipath fading,
shadowing etc. To mitigate this, cooperative spectrum sensing is used. The sensing
results of individual nodes are forwarded to data fusion centers (FC). For efficient
organization of CR network, the vehicles are grouped into small groups called
clusters. This helps in formation of dynamic groups supporting QoS and for effi-
cient routing of nodes [6].

The CR is a fast emerging area of interest. In [7, 8], the functionality and
behavior are explored. In [8], the flexibility of software radio in CR is enhanced
through a Radio Representation Language. CR application is exploited effectively
in VANET. According to the works in [9, 10] the vehicles nowadays are a platform
for computing, communications (vehicle to vehicle, vehicle to infrastructure) with
sensing abilities. Thus, CR concepts are incorporated with VANET for improving
vehicular communication performance. In [11], the author studies the requirements
and several challenges in this field to understand how spectrum sensing is funda-
mental in CR network. The wireless and mobile environment poses limitation to the
spectrum sensing, and these aspects together with the cooperative spectrum sensing
are studied in [12]. It compares the stand-alone sensing with cooperative sensing to
conclude the former is less accurate as latter considers multipath fading, shadowing
and hidden terminal problem. Another work [13] considers the CogV2V framework
giving three contributions. First research explains a lightweight cooperative sensing
to exchange sensing information in vehicles and detect spectrum holes along the
path. The latter research leverages the vehicle mobility and how each vehicle uses
received signal information to decide in advance the channel to use in future
location. Third research proposes a framework integrated on existing IEEE
802.11p. The PU presence is detected using the spatial and temporal correlation of
received signal. Apart from this, signal correlation is used in [14] across different
bands for channel occupancy estimation. Single-user spectrum sensing is not only
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inaccurate but also unreliable. This is mitigated by employing a collaborative
spectrum sensing in [15] which uses belief propagation method. Here, each vehicle
combines its own belief of existence of PU along with beliefs of other vehicles to
generate a new belief. In [16], the limitation of spectrum sensing using limited
samples is solved using quickest detection where the change of two different ran-
dom variables with shortest delay is found. In [17], a cluster-based scheme uses
cluster heads to collect sensing data from vehicles in different cluster, but fails to
use the shadowing effect which differs from vehicle to vehicle due to dynamic
environment. The spectrum sensing method in [18] considers the single-user
sensing with limited samples from primary user, to reduce sensing time. This
research extends the aspects of sensing to VANET application.

This chapter aims to understand the performance of CR-VANET when coop-
erative spectrum sensing is used by clustering the vehicles over a Rayleigh fading
channel. A density-based clustering algorithm is used by vehicles performing
spectrum sensing individually using limited data sets. Limited data set helps to
perform sensing in limited time.

The remainder of this chapter is organized as follows: In Sect. 2, the system
model is described where the vehicles in a network are clustered to perform
spectrum sensing. The proposed algorithm for clustering and spectrum sensing
algorithms are explained in Sect. 3. Section 4 describes the cooperative spectrum
sensing process in CR-VANET. Finally, results are explained in Sect. 5.

2 System Model

This section describes a cognitive radio vehicular ad hoc network (CR-VANET)
system model. The vehicles in the network are clustered into groups. Spectrum
sensing is performed among the groups, and decision regarding the spectrum
availability is taken at the fusion center, i.e., the road side unit (RSU). There are two
communication links; one between cluster head and cluster member, and the other
between cluster head and RSU.

The CR-VANET configuration consists of vehicles equipped with CR devices.
The secondary users (CR users) monitor the licensed spectrum band continuously to
find vacant spectrum band. These available spectrum holes are allotted to the
secondary users. The cognitive users use this PU spectrum to transmit data among
other cognitive users. As shown in Fig. 1, the vehicles moving on the road com-
municate with neighbors and with the RSU (fusion center) in that area. The RSU
controls the vehicles within the transmission range. To improve the sensing per-
formance, the vehicles in an area are grouped into clusters according to a clustering
algorithm. There is a cluster head assigned to each cluster. Each vehicle in a cluster
communicates with the corresponding cluster head. The CRs (vehicles) individually
sense the spectrum. The spectrum availability information is then forwarded to the
corresponding cluster head. This information is passed on to corresponding cluster
heads via cluster head–cluster member link (ch-cm link). The cluster heads in an
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area forward the sensed information in each cluster to the fusion center (FC), i.e.,
RSU in that area via cluster head-RSU link (ch-RSU link) [19]. The sensed
information contains the vacant bands of PUs. According to logical AND operation,
the collected data from the cluster heads in the area is processed at RSU to obtain
final spectrum availability information. The RSU allocates these vacant bands to the
needed CR users.

2.1 Clustering in VANET

Clustering is done in VANET for efficient routing and supporting QoS. The
vehicular nodes are grouped into clusters each with a cluster head that coordinates
and manages the cluster.

A density-based clustering algorithm is used considering the degree, speed and
location of each node [20]. Two parameters are considered for clustering:

• The maximum radius of neighborhood.
• Minimum number of points in neighborhood to form a cluster.

Periodic messages containing position data of vehicles are transferred among
vehicles. The cognitive receivers set a transmission range for each considering the
maximum and minimum location data of vehicles at an instant. The nodes
(secondary/cognitive radio users) within this transmission range forms a cluster. For
coordinating, a cluster head is elected. As shown in Fig. 2, transmission range is
represented by r and r1, r2, r3 the distances of cluster head from the members. For
a vehicle from a distance r’ to cluster head is greater than r, hence not a member of
this cluster.

Stability of a cluster poses a challenge in a dynamic environment. For a stable
cluster, the number of clusters formed in a network should be minimal. The goal of
clustering is to minimize the effect of dynamically changing topology, considering
the node location, speed and degree.

Fig. 1 System model for CR-VANET
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2.2 Spectrum Sensing

Here a spectrum sensing algorithm is used for abrupt detection of PU as explained
in [24]. This is similar to collecting of small data sets of signal. A cumulative
spectrum sensing process considering small data sets is used. Each vehicle is
incorporated with a receive antenna to sense the PU presence. The continuous
received signal with unknown channel is x(t)

x½n� ¼ xðnTsÞ ð1Þ

represents the received signal sample with Ts the sampling interval.
The presence and absence of PU is represented by the hypothesis given below.

H0 representing the absence of PU and H1 the presence of PU

H0 : x½n� ¼ w½n� ð2Þ

H1 : x½n� ¼ s½n� þw½n� ð3Þ

where w[n] is additive white Gaussian noise, independent identically distributed
with zero mean and variance r2n. s[n] is the sample receive signal with signal
distribution unknown and noise considered white. To evaluate the performance of
the CR system, two probabilities are considered: probability of detection of primary
user, Pd defined by hypothesis H1 and probability of false alarm, Pfa.

The samples collected from the PU is converted to sample sensing segment, Cx,i

with Ntot data size.

Cx;i ¼ x i�1ð ÞNþ 1;x i�1ð ÞN þ 2; . . .; x i�1ð ÞNþN

� � ð4Þ

xi ¼ x½i�; x½iþ 1�; . . .; x½iþL� 1�½ �: ð5Þ

N represents sensing vectors (sample size), and L (smoothing factor) represents
consecutive output samples in each sensing vector.

Fig. 2 Clustering of vehicles
according to density-based
clustering algorithm
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Ntot ¼ N þ L�1: ð6Þ

Sample covariance matrix is calculated from the observed sampled signals.

Rx ¼ 1
N

XN
i¼1

ðxi � �xÞðxi � �xÞ: ð7Þ

Assuming sample mean to be zero, sample covariance matrix is simplified as

Rx ¼ 1
N

XN
i¼1

xi�xi: ð8Þ

N
L represents number of observations per variable is small or less than one. In such a
condition, estimation of covariance matrix is considered [16].

2.3 Rayleigh Fading Channel

The fading model for the primary signal received is given by,

f ðrÞ ¼ 2r
XC

exp
�r2

X

� �
; r� 0 ð9Þ

where X is the spread of distribution showing the average power gain for channel
and C is the gamma function [21].

3 Clustering and Spectrum Sensing Algorithm

3.1 Clustering Algorithm

The clustering algorithm in this chapter considers the node speed, degree and
location to form stable clusters according to Algorithm 2. The vehicles in each
cluster perform spectrum sensing individually, collected by FC to make the decision
about spectrum availability.

The vehicles in a cluster are managed by a cluster head. The slowest vehicle in
the cluster is elected as the cluster head [18]. For a vehicle to be stable neighbor of
the cluster, the distance of vehicles from cluster head should be at a threshold
distance denoted as epsilon,

e ¼ ððprodðmaxðxÞ �minðxÞÞ � k
� gamma(:5 � nþ 1ÞÞ=ðm � sqrtðpi:^nÞÞÞ:^ð1=nÞ ð10Þ
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here x denotes the node location array containing positions of all vehicles, and n
denotes the number of vehicular nodes.

The Eq. (10) represents probability distribution function of a circular uniform
distribution. Also the relative speed between the vehicles should be less than or
equal to a threshold velocity [22]. The vehicles outside the cluster are considered in
the formation of next cluster.

Algorithm 1: Density-based clustering algorithm

1: Epsilon = min distance for vehicles to be considered
2: Clusterset = empty
3: for each vehicle in group/road s
4: if vehicle not in any cluster
5: clusterHead = vehicle
6: related_neig = neighbors with distance < epsilon
7: depth_related_neighbors = neighbors of vehicles in cluster set with distance < epsilon
8: Clusterset(i) = clusterHead + related_neighbors + depth_related_neighbors
9: i = i + 1
10: continue

3.2 Spectrum Sensing Algorithm

Since the data set considered is small, the sample covariance matrix estimator is a
poor estimator to find statistical relationship between the samples. Hence
oracle-approximating shrinkage (OAS) estimator is considered which also mini-
mizes the mean square error.

ê ¼ ð1� qÞcRx þ qF̂ ð11Þ

F̂ is the shrinkage target and q is the shrinkage coefficient.

F̂ ¼
Tr cRx

� �
L

I ð12Þ

where I is an L dimensional unitary matrix.
Assuming samples to be independent and identically distributed Gaussian ran-

dom variable with covariance matrix Rx. But since Rx is difficult to obtain hence q is
found by repetitive iterations.

qOAS ¼ min
1� 2

L

� 	
Tr cRx

� �2
þTr2 cRx

� �
Nþ 1� 2

L

� 	
Tr cRx

� �2
�Tr2 bRx

� 	
L


 �
0
BBB@

1
CCCA: ð13Þ
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Finally estimated covariance matrix,

êOAS ¼ ð1� qOASÞcRx þ qOASF̂OAS ð14Þ

For detection, eigen values of estimated covariance matrix are considered. The ratio
of max–min eigen values (MME) is calculated from the values k1 � k2 � , …, kL

T ¼ k1
kL

: ð15Þ

This ratio is further used for calculating the detection metric, QN which is the
average of T values for all samples collected

QN ¼ 1
N

XN
k¼1

Tk: ð16Þ

As discussed in [23], the solution of CUSUM test is used that minimizes the delay
and algorithm for non-Bayesian quickest detection. It calculates the total stopping
data samples detecting PU signal. In case of harsh environment, total stopping data
samples are equal to the sample size.

The detection metric is compared with a threshold value. Since the information
of signal is unknown, the threshold is not set based on probability of detection (Pd),
but based on probability of missed detection (Pfa). The estimated covariance matrix
is equivalent to sample covariance matrix with a large data set, Neq. The distribu-
tions are similar. So the final detection metric, QN follows a Gaussian distribution
Nðl; rÞ. The multiple T values are generated from the advantage of sample and
estimated covariance matrix. Since sensing is a cumulative process, the variance of
random variable is reduced by a factor N to r. The pdf of H0 follows a Gaussian
distribution. The whole detection process is according to Algorithm 2 [24].

Algorithm 2: Spectrum sensing with limited data samples

1: Ɣ is set (decision threshold)
2: Cx,i the sensing segment
3: while k � N do
4: calculate sample covariance matrix, cRx

5: find the shrinkage target, F̂ and shrinkage coefficient, q
6: from above find the estimated covariance matrix, ê
7: find the maximum minimum eigen values of ê (MME) to find ratio, T
8: find detection metric, QN and compare with Ɣ
9: if QN [ Ɣ ! PU present
10: else if QN\ Ɣ ! PU absent
11: end
12: increment k, till k > N
13: end while
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The false alarm probability transformed to standard Gaussian distribution,

ð17Þ
Threshold is obtained as,

ð18Þ
From (16) it is clear that the threshold is not affected by noise power or environ-
mental changes.

4 Cooperative Spectrum Sensing with Small Data Sets

The spectrum sensing in VANET is performed individually by vehicles in each
cluster. The sensing result is forwarded to the corresponding cluster heads. At the
cluster head, the maximum of the sensing results of vehicles in each cluster is
found, i.e., aggregation of results. The results are forwarded to the RSU by the
cluster heads. RSU is the FC where the final spectrum sensing result is calculated.
A logical AND rule is used that finds the spectrum availability information.
Whenever a channel is needed, the vehicle sends a request to the RSU. The RSU
sends spectrum availability information to the cluster heads in its transmission
range. The cluster heads forward the information to the vehicles within each cluster.
This information is passed by RSU to the vehicles. This information can be used as
a history for the CR users in future [25].

5 Results and Analysis

Simulation results are obtained in MATLAB for single-user spectrum sensing and
cooperative spectrum sensing in CR-VANET with clustering are presented. The PU
signal considered is a TV (DTV) signal captured at Washington, DC, USA. An
Additive white Gaussian noise is used. The smoothing factor, L = 32 and proba-
bility of false alarm, Pfa = 1% is considered. A total of 100 sample size is used, i.e.,
131 total data. Table 1 presents the parameters used for simulation.

In CR-VANET, a number of vehicular nodes are considered. Each with a receive
antenna to capture PU signal and a transmit antenna to send the spectrum-sensed
results to RSU.

Figure 3 shows the performance of single-user spectrum sensing, i.e.,
non-cooperative spectrum sensing. A probability of detection against SNR in dB is
plotted. Hundred percentage probability of detection is achieved for an SNR of
−5 dB. In case of VANET, the effect of channel fading and the dynamic envi-
ronment highly deteriorate the sensing performance, which can be improved by
cooperative sensing. The clustering further improves the sensing performance.
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Figure 4 shows the clustering of vehicular nodes, the slowest vehicle in each
cluster as cluster head, denoted as ch, the cluster members with corresponding
cluster number and vehicle not in clusters with letter N. The increased vehicles in
cluster result in improved sensing.

Figure 5 shows the cooperative spectrum sensing in CR-enabled VANET net-
work over Rayleigh fading channels. The vehicles are clustered according to the
density-based clustering algorithm. With increase in number of vehicles, a better
sensing result is obtained. The results show that with cooperative spectrum sensing,
100% detection is possible in a relatively lower SNR compared to Fig. 3.

Table 1 Simulation Parameters

Parameter Value

SNR range −20:20 (in dB)

Network area for clustering 20 � 20 (in m) (two dimensional)

Node degree 100 vehicles

Node speed 40:60 (in km/h)

Node location 20 � 20 (in m) area
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Fig. 4 Clustering of 100 vehicles with 5 cluster heads
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6 Conclusions and Future Work

This study has verified that with the employment of cooperative spectrum sensing
with limited data sets in CR-VANET, the PU detection is possible in a relatively
low SNR compared to single-user spectrum sensing. The clustering mechanism
employed in this chapter further reduced the overhead problem in network, making
the sensing process less complex, resulting in accurate decision for primary user
detection.
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Performance Enhancement
of Eight-Channel WDM-RoF-PON System
at 80 Gbps Data Rate Using Raman
Amplifier

Jayesh C. Prajapati and K.G. Maradia

Abstract In today’s time due to the spread of smart phones, tablets, various
machine-to-machine (M2M) communication-based applications and the rapid
arrival of the internet of things (IoT)-based applications have raised request of huge
bandwidth. Services for applications like transfer of various types of images,
high-quality video streaming, and upcoming concepts of clouds in real time demand
wireless broadband access. To cater such demands wireless access schemes using
radio over fiber (RoF) technology can be used faithfully. RoF is becoming matured
technology in terms of security, reliability, and coverage. Use of Raman amplifier
can be done to mitigate limitations such electrical power attenuation, multipath
fading, and chromatic dispersion for comparatively long distances in many appli-
cations. In this paper we have proposed the design of WDM-RoF-PON link
operated at 80 Gbps data rate which comprises 8 multiplexed channels with
100-GHz channel spacing with PSK modulation technique. Due to their abundant
bandwidth RoF networks are expert of supporting multiple RF subcarrier signals at
a same time. Performance of proposed system is evaluated in terms of Q factor and
BER parameters which provides better insight into quality of received signals in
many applications.
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1 Introduction

Radio over fiber (RoF) denotes the technique by which radio frequency signals are
transmitted over optical fiber to provide wireless communication services up to user
ends. It is fundamentally an analog communication scheme. Such RoF architecture
is also called sometimes fiber wireless (Fi-Wi) architecture which is shown in Fig. 1
in which RF signals coming from a central base station (CBS) are travelling via an
optical fiber to a remote site (remote antenna) and then reaching to various users via
wireless channel.

It is known that optical fiber links have enough bandwidth up to tens of GHz to
transmit radio waves with little distortion and moreover they offer very low
attenuation. Optical fiber, moreover, offers very low attenuation (0.2 dB/km as per
theoretical limit), which would allow multi-GHz radio signals to be conveyed over
several kilometers with very low loss in contradiction of electrical wires. Loss in the
optical fiber is a function of the optical wavelength which does not be influenced by
frequency of the radio signal being transported. By reason of plentiful bandwidth
and frequency-independent low-loss properties, more than one RF carrier signals
can readily be frequency division (or subcarrier) multiplexed and transmitted
through a single optical fiber [1, 2].

Fig. 1 Basic block diagram of Fi-Wi access scheme with point-to-point fiber links [1]
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Millimeter-wave wireless systems can also be installed through RoF concept
which is a versatile and prominent also. While working in millimeter-wave bands
such signals are highly affected by attenuation effects but only optical fiber cables
can serve such signals with very small amount of loss with controlled and tolerable
amount of distortions [1].

Use of passive optical network (PON) with RoF network structures is one of the
solutions to device point-to-multipoint topology at receiver side [3]. Using such
concept received one channel signal can be delivered to many users means 1–2,
1–4, etc. We must have to pay attention to split loss for each such operation which
is also of major concern. Such arrangements avoid costly optic-electronic conver-
sions and require minimal number of optical transceivers and feeder fibers because
here cost is divided among connected N users [4]. PON can be installed anywhere,
and they don’t need power for its operation [5].

2 Working of RoF System

Figure 2 depicts an analog RoF system which consists of a central site (CS) and
remote site (RS) which is connected by an optical fiber feeder network. RF signal
processing functions such as frequency up-conversion, carrier modulation, and
multiplexing are performed at the Central Station which makes design of RS very
simple with reduced installation and maintenance cost [6].

Due to reduced complexity a single high-capacity CS can handle multiple BS to
avoid the problem such as cell-edge problem or dead-zone problem. RoF system is
combination of wired and wireless systems in which the signal from CS to RS is
guided through fiber and from RS to BS wirelessly. RoF is a capable technology for
millimeter-wave wireless systems also.

central base station  

Input 
Baseband 

Data Signal

Fc

E/O

FIBER 
FEEDER 

NETWORK

O/E

O/E

O/E

Mobile and 
Subscribers 

unit

REMOTE SITE

Fig. 2 Block diagram of RoF system
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3 System Simulation Arrangement

As shown in Fig. 3a, eight different channel signals were obtained from various
transmitters, and then they were modulated using PSK modulators for baseband
modulation, and then they were used to optically modulate signal from CW lasers
using MZM modulators. Then such modulated signals were multiplexed using one
8 � 1 WDM multiplexer. For simulation work, initially 2.5 Gbps per channel
transmission data rate was used which is the latest one used in GPON
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Fig. 3 a Simulation setup for eight-channel WDM-RoF-PON system. b View of subsystem at
transmitter side. c Simulation setup for eight-channel WDM-RoF-PON with split ratio 2 system.
d Simulation setup eight-channel WDM-RoF-PON system with Raman amplifier
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configurations and then same configuration was simulated using data rate 10 Gbps
per channel. Such multiplexed signal transmitted over fiber maximum up to of
32 km. EDFA with 5 m length used to compensate optical loss occurring with
signal for this much span of channel as shown in Fig. 3a. At receiver side, we have
demultiplexed signal using 1:8 demultiplexer, and then each received signal splitted
is through power splitter of 1:4; at ONU side, using PIN photodetectors optical
signal is detected and then passed through band-pass rectangle filters. As shown in
Fig. 3c from a received single using 1:4 PON concept at each channel total 32 end
users can be provided service signals form 8 channels WDM RoF system. Results
obtained using BER analyzer for intrinsic link and link with 5 m EDFA are as
shown in Fig. 4a.
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Fig. 3 (continued)
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(a)

(b)

(c)

Fig. 4 a Q factor improvement using 5-m EDFA. b Q factor improvement using Raman amplifier
(1450 nm, 100 mW power level). c Values of output OSNR with increased distance. d Values of
output OSNR with increased distance. e Values of BER with and without use of Raman amplifier
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4 Simulation Setup

During simulation of our proposed work, sequence length was 256 bits and samples
per bit used were 64 [7] which in turn given to PSK modulator after passing through
NRZ pulse generator. Then optical signals from CW lasers with frequency
193.1–193.8 THz were modulated using MZM modulators with power level of
each channel used 0 dBm. 100 GHz frequency spaced 8 multiplexed signals
launched to optical fiber. Using BER analyzer values of Q factors and BER
parameters were measured. Simulations were carried out for different distances up
to 35 km. We have also simulated same configuration of system with Raman

(d)

(e)

Fig. 4 (continued)
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amplifier (1450 nm and 100 mW power), and its arrangement is shown in Fig. 2d.
We have seen that PSK modulation technique is best for 2.5 GPON architecture,
and it has given better result at 10 Gpbs per channel [8] (Table 1).

5 Results and Discussion

From simulation results we concluded that eight-channel WDM-RoF-PON system
with PSK modulation scheme along with use of PON system having split ratio 4 gives
Q factor value 3.4101 and BER value 0.000323625 for 20 km channel span without
use of EDFA (Fig. 4a), (Fig. 4b) for channel number 5. Same system configuration
with use of 5 m EDFA gives Q factor value of 3.62698 and 0.000274287 BER value
for channel 5 which shows improvement. Same system configuration with use of
Raman amplifier (1450 nm and 100 mW) gives best possible Q factor value 6.47666
and BER value 4.61E−11 obtained for 32 km channel span as shown in Fig. 4b, e,
which clearly shows that use of suggested Raman amplifier offers significantly
improved results. Figure 4e shows results comparison of values of BER for
eight-channel WDM-RoF-PON system having PSK modulation scheme, with and
without use of Raman amplifier. Nearly constant maintained values of output OSNR
nearer to 50.35 for all eight channels show assured reasonable quality of all splitted
signals for distance up to 32 km, normally OSNR value decrease as distance increases.
This is shown in Fig. 4c. For such WDM RoF systems normally average values of
measured parameters for all channels can be taken for showing system performance
improvement. As shown in Fig. 4d constant maintained values for input OSNR and
output OSNR value show nearly equal quality of all signals at receiver side.

6 Conclusion

From simulation results we concluded with data rate 10 Gbps per channel,
eight-channel WDM-RoF-PON system using PSK modulation scheme with the use
of Raman amplifier gives significantly improved results in terms of Q factor and

Table 1 Simulation
parameters

S. No. Parameters Values

1 Data rate (per channel) 2.5 and 10 Gbps

2 Reference wavelength 1550 (nm)

3 Max PON splits 32 (Simulated)

4 Max distance/fiber length 32 (Developed) (km)

5 Fiber optic attenuation 0.2 dB/km

6 Fiber optic dispersion 16.75 ps/nm/pm

7 Laser diode power 0 dBm

8 PSK carrier frequency 5 GHz
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BER parameters which are well above acceptable levels which actually assure the
quality of received signals. Use of Raman amplifier (1450 nm and 100 mW) gives
Q factor value 6.47666 and BER value 4.61E−11 up to 32 km channel span which
shows clear improvement in the performance of proposed system. Obtained results
show that after using split ratio of 4 quality of all received 32 signals is good
enough which are nearer to acceptable levels. Maximum BER value 8.77586E−11
and minimum Q factor value 6.37987 were observed. Dispersive nature and non-
linear behavior of transmission channel are becoming limiting factors for the long
haul and high-speed optical communication applications. Influence of attenuation
loss and dispersion on traveling signal in optical channel can be compensated using
appropriately chosen EDFA and dispersion compensation techniques such as DCF.
Further enhanced performance of such system can be obtained with use of higher
order QAM modulation schemes like 8 QAM, 16 QAM, and 32 QAM along with
dispersion compensation techniques. Higher order modulation schemes may offer
higher data rate due to their better spectral efficiency. Use of appropriate optical
amplifiers can even give longer channel span. Use of pre-coding techniques and
filtering schemes at transmitter side, and appropriate DSP-based algorithms at
receiver end can give further enhanced results.
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Analysis of Statistical Pattern in Multi-hop
Cellular Networks

Alibha Sahu, Henna Kapur, Prathiba Anand and Sudhir K. Routray

Abstract Statistical models of communication networks are important to under-
stand the network dynamics and characteristics. In the early stage of network
planning, they play key roles in the network resource estimation. Network statistics
plays pivotal role in the network performance analysis. In this work, we analyze the
statistical pattern of link lengths of multi-hop cellular networks. For this work, we
use the real multi-hop wireless communication network (i.e., cellular network)
topologies. The link lengths were measured for various multi-hop wireless net-
works. The measured data were analyzed statistically, and we find appropriate
patterns for them.
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1 Introduction

Statistical analysis and modeling are important for understanding the complex
characteristics of communication networks. Planning and design of communication
networks is quite complex when complete information of the networks is not
available. These tasks can be simplified through the statistical models. In the
characterization and application of the networks too, statistical models can be uti-
lized. We do not have any statistical model for the multi-hop wireless networks. In
this work, we find such a model for multi-hop wireless networks.

From the recent works, it has been found that tools of statistical mechanics offer
suitable framework to describe complex interwoven systems [1]. The discovery of
small-world and scale-free properties of many natural and artificial complex net-
works has stimulated this interest even further. The ubiquity of complex networks
in science, technology, social science, and mathematics has naturally led to a set of
common and important research problems concerning how the network structure
facilitates and constrains the network dynamic behaviors, which have largely been
neglected in the studies of traditional disciplines [2–5]. Statistical models of
communication networks are important to understand the network dynamics and
characteristics. In the early stage of network planning, they play a key role in the
network budget estimation [5–9]. They are also used for performance evaluation,
parameter optimization, and testing of communication systems. In communication
traffic engineering, network statistics plays a pivotal role in network performance
analysis [3]. For complex systems, engineers do not have proper guidelines based
on which they can utilize them efficiently. There is need of a model that can predict
the outcomes in order to utilize them effectively and to avoid difficulties and
catastrophes [1, 5]. In [5–9], several model for the optical networks have been
developed which can help in the estimation and prediction of the network param-
eters. For multi-hop cellular networks, openly available information can be used for
real analysis [10–12].

In this work, we analyze the statistical pattern obtained from the measurement of
link lengths in multi-hop wireless network. We collect the network topologies from
[12]. Then, we measure the link lengths of each of these networks. We do the
analysis of these link lengths using appropriate statistical tool. Finally, we extract
the best fit probability density function (PDF)-based model for multi-hop wireless
networks.

The remainder of the paper is organized as follows. In Sect. 2, we present the
common properties of multi-hop communication networks in brief. In Sect. 3, we
present the measurement of the link lengths of multi-hop wireless communication
networks. In Sect. 4, we show the statistical analysis of the link lengths. In Sect. 5,
we present the results obtained from the analysis. Finally, in Sect. 6, we conclude
the paper with the main points.
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2 Multi-hop Cellular Networks

Multi-hop cellular networks (MCNs) are the networks that cannot always be
reached through the cellular network infrastructure with a single hop. Normally, the
communication in the cellular networks takes place through multi-hop paths. Each
base station provides coverage for certain number of mobile handsets. When one
mobile handset (also known as mobile station) communicates with another handset,
the communication normally happens through the base stations and the mobile
services switching centers which maintain the information of the mobile handsets
and base stations. The transmission ranging from the base station to the mobile
stations is quite small when compared with the total coverage area of a network
(i.e., coverage area of an operator). Therefore, most of the communications in the
multi-hop networks take place through multiple numbers of hops. The number of
hops in the communication process is affected by the physical separation between
the mobile stations and the algorithm used for their communication and routing.

In the present frameworks, in an MCN the mobile stations can directly commu-
nicate with each other, provided they aremutually reachable (commonly known as the
device-to-device communication). This provision too tends to multi-hop routing. For
multi-hopwithin the cell, the source and destination need to be present in the same cell
and the mobile stations are used to relay packets to the destination. If they are not
present in the same cell, it is sent to the nearest base station, and with the help of
multiple hops, the packet is forwarded to the final destination. Figure 1 depicts the
above cases, dotted line being the routing path of anMCN, solid line being the routing
path for single-hop paths, and the thick solid lines as the intercellular hop [7].

3 Measurement of Link Lengths

Link length is the distance between two nodes. The exact location of a node and its
neighbors are specified in terms of its latitudes and longitudes. We measured the
link lengths of the cellular networks used for this study using the latitudes and
longitudes obtained from the information in [12]. The process of finding the link
lengths is elaborated in the following parts.

Fig. 1 Different routing
paths for intra-cell and
inter-cell traffic
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The geographical locations of the primal nodes and their neighbors are first
identified, as shown in Fig. 2. Then, these locations are fed into Sun–Earth tools
(a software used for several location-related estimations including the distances
between two points [13]) in order to derive the distance between the said nodes, as
shown in Fig. 3. We repeat this process to find all the link lengths in the given
network. The same is done for the other networks as well. These data are then
analyzed statistically.

4 Statistical Analysis

Statistical analysis of networks is helpful in several aspects such as estimation and
characterization of the networks. Also, network-related problems such as estimation
of shortest paths, diameter, and clustering coefficients are important when it comes
to analyzing the behavior of communication networks and their applications [2]. In
this case, we use PDF to model the multi-hop networks. PDF-based models are
directly helpful in finding the network parameters and network characteristics. They
also help in the study of the random behaviors of a network.

PDFs of link lengths of all networks used for this study are obtained and ana-
lyzed using EasyFit (a mathematical tool for statistical analysis). We then arrange

Fig. 2 Location of the primal node and its neighbors
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the distributions increasing order of their Kolmogorov–Smirnov statistic
(KSS) value. The distribution with the least average KSS value is considered as the
best fitting.

5 Results

From the analysis of the link lengths, we found the following order of distributions,
as shown in Table 1. Since log–logistic (3P) has the least average KSS value, it is
considered to be the best-fitting PDF. We show the PDF of this distribution in
Fig. 4.

Log–logistic distribution has three parameters: the continuous shape parameter
(a), the continuous scale parameter (b), and the continuous location parameter (c).

Fig. 3 Link length measurement using Sun–Earth tools
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The first two parameters always take positive values. The PDF used for the mod-
eling of the link lengths has been shown in (1)

f xð Þ ¼ a
b

x� c
b

� �a�1

1þ x� c
b

� �a� ��2

: ð1Þ

6 Conclusion

After analyzing the link lengths of all the networks, we obtained log–logistic (3P)
as the best-fitting distribution. Thus, it shows a pattern followed by the link lengths
of these networks. Thus, a generalized model for the link lengths of all multi-hop

Fig. 4 PDF of log–logistic (3P) distribution fitted with the link lengths of a cellular network
topology in the city of Vancouver

Table 1 The list of top 5 distributions with best-fitting PDFs

# Distribution No of I/P Avg. KSS Max. KSS Min. KSS

1 Log–logistic (3P) 3 0.04918 0.11004 0.02739

2 Gen. Pareto 3 0.04967 0.08618 0.02317

3 Log-Pearson 3 3 0.05112 0.1064 0.03170

4 Lognormal (3P) 3 0.05136 0.09871 0.02813

5 Inv. Gaussian (3P) 3 0.05400 0.09790 0.03066

In this table, we also show the number of parameter of the PDF, average, maximum, and minimum
KSS values
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cellular networks can be estimated. This model can be used for the estimation of
link-dependent parameters of these networks.
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Implementation of Dual 16 QAM
Modulators Combined with 2 � 2 STBC
Block

B.K.V. Prasad, D. Mazumdar, G. Narendra,
G. Chaitanya and T.V. Mani Kanta

Abstract Quadrature amplitude modulation (QAM) is a common adaptive mod-
ulation technique for satellite communications and high-speed wireless networking.
In satellite communication and wireless networking, 16 QAM offers high data rates
combined with less power and better spectral efficiency than QPSK and BPSK.
16 QAM easily affected by noise; hence, one can use Space Time Block Coding
(STBC) to improve performance under noise. The objective of this paper was to
design and implement the transmitter part of communication system with 16-QAM
modulation cascaded with a 2 � 2 Space Time Block Coding (STBC) block.
A design has been implemented using System Generator (Sysgen™) tool from
MATLAB. The simulations of STBC were performed in Xilinx ISE Design Suite
14.2 using Verilog for STBC blocks. The complete HW is implemented in a Xilinx
Virtex 6 FPGA.

Keywords STBC � QAM � Xilinx � System Generator � MATLAB

1 Introduction

Modulation is defined as converting digital or analog information into a waveform
suitable for transmission over a wireless medium. QAM modulation is commonly
used adaptive modulation technique for its power efficiency and bandwidth [1]. The
adaptive modulation technique increases transmission rate by matching the mod-
ulation schemes to a data transmission requirement. The adaptive modulation can
also overcome the interference problems. In QAM modulation, two AM signals are
combined to form a single channel, therefore doubling the bandwidth. STBC is
performed using Alamouti Scheme [2], where the same signal is transmitted in two
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time slots, one with signal that to be transmitted and another with negative con-
jugate of the signal. STBC is designed to achieve the maximum diversity order for
the given number of transmit antennas and receive antennas [3]. It is common to
classify MIMO systems by using the number of antennas involved as an index. In
this case, (2 � 2) MIMO system is considered to implement STBC. This requires
two transmit side antennas, two receive side antennas, and the consideration of an
odd slot or even slot. There are many papers on QAM modulation and on different
STBC schemes, but to our knowledge, they are simulation oriented and many are
performed in Simulink tool in MATLAB. This paper presents the FPGA imple-
mentation of a 16 QAM transmitter and a 2 � 2 STBC transmit side block. The
complete block diagram of the system is shown in Fig. 1.

The detailed explanation of QAM along with (2 � 2) STBC block is discussed
on the very next sections, and the discussion of design and implementation and
results are followed.

1.1 16 Quadrature Amplitude Modulation(QAM)

Quadrature amplitude modulation (QAM) uses amplitude modulation as well as
phase modulation for the transmission of the data. If we transmit a symbol of ‘N’
bits which means ‘2N,’ different symbols are possible. The Simulink model of 16
QAM is given in Fig. 2. Figure 2 illustrates a complete 16 QAM-based commu-
nication system comprising a 16 QAM modulator, additive white Gaussian channel
(AWGN), raised cosine filter at the end of the channel, and a 16 QAM demodulator.

16 QAM is more tolerant of channel contortion when contrasted with 64 QAM,
and it additionally includes a lower BER [4]. The QAM provides effective trans-
mission to radio transmission framework using stage varieties and abundances and
has disadvantages too [5]. 16-QAM has spectral efficiency of 4 bits/Hz. Its spectral
efficiency is better than QAM and BPSK. It is not as good as 64QAM. But it has a

Fig. 1 Block diagram of dual 16 QAM modulation with single 2 � 2 STBC block
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better BER for a given Eb=N0 (bit energy divided by noise level) ratio. The BER
versus SNR curve of 16 QAM is illustrated in Fig. 3.

PE ¼ 3Q

ffiffiffiffiffiffiffiffiffiffi
4
5
Eb

N0

r� �
ð1Þ

2 STBC Architecture

The illustrative diagram of Alamouti STBC for 2 input–output channels connected
to two transmit antennas which communicate to two different receive antennas. The
block diagram of STBC block is represented in Fig. 4. Each symbol and its con-
jugate must be transmitted on succeeding time slots. The receiver looks at the
received signal for each odd and even time slot and reconstructs the signals which
have been received on succeeding time slots. The RTL schematic and output
waveforms of the STBC block is given in Figs. 5 and 6.

Fig. 2 Simulink model of 16 QAM modulator and demodulator
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y11
y12

� �
¼ h11 h12

h21 h22

� �
x1
x2

� �
þ n11

n12

� �
ð2Þ

where y1
1, y2

1 are received information at first time slot for first and second antennas
respectively, hij is channel transfer function for ith, jth receive and transmit

Fig. 3 BER versus Eb/N0 for 16 QAM

Fig. 4 STBC block diagram
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antennas, x�1, �x�2 are transmitted information at first time slot, n1
1, n2

1 are the noise at
two time slots of first and second antennas.

y21
y22

� �
¼ h11 h12

h21 h22

� � �x�2
x�1

� �
þ n21

n22

� �
ð3Þ

where y1
2, y2

2 are received information at second time slot for first and second
antennas, respectively; hij is channel transfer function for ith, jth receive and
transmit antenna; x1, x2 are transmitted information; n1

2, n2
2 are the noise at two time

slots of first and second antennas. After combining Eqs. 2 and 3, we obtain

Fig. 5 Schematic of STBC block

Fig. 6 Waveforms of STBC block
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The waveform in Figs. 9 and 10 represents the two time slots, each at the
posedge of the clock. At first posedge of the clock, the signal is sent at first time slot
and its conjugate is send at the second time slot, and both signals are combined. At
second posedge clock, the signal is sent at first time slot and negative of its con-
jugate is sent in second time slot, and both are combined and are represented.

3 Hardware of 16 QAM

LFSR generates a random signal, and it is given as input to the time-division
multiplexer and Bit Basher. The LFSR generates a random string of bits which are
converted into symbols 4 bits wide using a Bit Basher block. The Bit Basher output
is given to the select line of the multiplexer. Constant along with counter is given to
every ROM, and the ROMs are loaded with the sine values according to their
position. In sine wave conjugation, if x is always real, then the complex conjugate
of sin(x) is sin(x).

Fig. 7 Single 16 QAM
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sinðxÞ ¼ 1
2
� i � e �iað Þ � e iað Þ

h i
¼ �1

2
i � e �iað Þ � e iað Þ

h i
¼ 1

2
i � e iað Þ � e �iað Þ

h i
¼ sinðxÞ

The generation of 16 QAM signals requires 16 ROMs in this case. Depending on
the bit basher output, one ROM output is connected to the MUX output at a time.
All ROMs are connected to the multiplexer, and the ROMs are selected according
to the select line. The output of the multiplexer is given to the scope to give the
sinusoidal waveform of the modulated signal. The hardware design of single and
dual 16 QAM model along with STBC are represented in Figs. 7 and 8, respec-
tively. Figure 8 is the final FPGA block which combines a first modulator using 16
QAM, and it features a second modulator using 16 QAM. The separate outputs of
the first and second modulators are combined in the STBC block, and the STBC
implementation comprises two multiplexers and a conjugation generation logic.
Figure 7 illustrates the implementation of a single 16 QAM modulator in Sysgen™.

Fig. 8 Dual 16 QAM along with STBC

Implementation of Dual 16 QAM Modulators Combined with 2 � 2… 451



4 Results

The outcomes of two output of STBC block are shown in Figs. 9 and 10

Fig. 9 First slot output of STBC

Fig. 10 Second slot output of STBC
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5 Conclusion

The given signal is modulated using 16 QAM modulation and encoded with
Alamouti scheme of 2 input–output channels of STBC block. Through this scheme,
efficient transmission is done with high bit rate with less power. The given signal
will have less effect on the distortion of the channel.
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A Meandered Transmission Line-based
Microstrip Filter for Multiband OFDM
Applications

Samiappan Vinothkumar, Shanmugasundaram Piramasubramanian
and Muthu Ganesh Madhan

Abstract A meandered transmission line-based filter design is reported for
MB-OFDM-based UWB communications. The filter is realized for a center fre-
quency of 3.96 GHz and bandwidth of 1.6 GHz. The filter relies on transversal
signal interference concept and characterized by low insertion loss and sharp
roll-off. The basic filter design is made compact by meandering the lines along with
vias to suppress undesirable signal coupling. An insertion loss of 0.5 dB and return
loss better than −14 dB are measured in the pass band. Also, a roll-off rate of
188 dB/GHz is achieved in this design.

Keywords MB-OFDM � Meandered lines � Microstrip filters
Stepped impedance resonator � Vias

1 Introduction

Multiband Orthogonal Frequency Division Multiplexing (MB-OFDM) is an
effective scheme to implement ultrawide band (UWB) communications for short
distances. UWB technology has received considerable attention in recent days, due
to its wide bandwidth (3.1–10.6 GHz). In this approach, the complete UWB range
(3.1–10.6 GHz) is sliced into fourteen slots of 528 MHz bandwidth [1]. These slots
are clubbed into four groups, in which group A has a bandwidth around 1.6 GHz
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and a centre frequency of 3.96 GHz. There has been an increased interest for the
development of wideband and UWB filters in the recent days, due to its huge
application potential [2–8]. Since UWB is a low power and broad band technology,
these filters should have sharp roll-off to reject any interference from adjacent
bands. In general, filters with higher order provide better roll-off characteristics.
However, other schemes such as cross coupling between the resonators and the use
of shunt-open stubs on the input and output feed lines have also been reported [2].
But many schemes do not provide sharp roll of characteristics, required for
MB-OFDM-based UWB applications. Alternatively, signal interference technique
is investigated due to its good roll-off characteristics [9]. A number of authors have
reported band stop filters design based on this scheme. However, in the case of wide
band-pass filter, the reports are not many. Low impedance transmission line-based
technique is reported for the design of band-pass filters [10, 11]. In this paper, we
have utilized the signal interference technique to implement a two-stage filter for
MB-OFDM-based UWB communications. Further, the basic design is made
compact by meandered transmission line with vias in between. The filter provided a
bandwidth of 1.6 GHz at a centre frequency of 3.96 GHz. Experimental results of
the proposed design is found to agree well with the simulations.

2 Filter Design

2.1 Basic Design

A two-stage transmission line-based design is considered for this work. The design
includes shunt-open stubs in both input and output feed. A basic transmission line
stage with open stubs is developed as a first step as illustrated in Fig. 1. The inter-
ference of the signals from the parallel paths leads to the desired filter response [10].
This approach provides low insertion loss and sharp rejection characteristics.

The electrical length (hi) of the transmission line sections are fixed as h10 and h20
at f0, then h1, h2 at any arbitrary frequency, f, are given by Mandal et al. [10]

hi ¼ f
hi0
f0

� �
; i ¼ 1; 2 ð1Þ

Fig. 1 Transmission line
circuit of Cascaded
sections [10]
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For the basic filter section, the ABCD matrix is derived and conditions for
symmetric responses are set. The variations of zero positions with impedance ratio
(Z1/Z2) are evaluated. To improve the rejection level, cascading two or more basic
stages are carried out. This enables the improvement in the number of pass band
poles, and hence, the filter selectivity improves. Further, open stubs of equal
characteristic impedance Zs and electrical length hs are connected at the input and
output feed lines. The filter response is symmetric if the connecting length between
the two basic configurations hc is taken as 90° at f0. The value of Z1 and h1, Z2, and
h2 are fixed as 33 Ω and 90°, 95 Ω, and 270°, respectively, for the design. The
solution of Zc is found to be 56.5 X, for Zs = 50 and the impedances,
ZL = Z0 = 50 X. The design procedure follows the approach of Mandal et al. [10].
The centre frequency, the substrate details, impedances, and the corresponding
electrical lengths are provided as data to the ADS software, which develops the
transmission line segment with appropriate length and width. The layout corre-
sponding to a two-stage filter is depicted in Fig. 2. This structure provides the
required bandwidth along with good rejection in the stop bands. The substrate used
for the design is RT Duroid 5880 with dielectric constant of 2.2 and thickness of
0.381 mm. In this structure, the input and output stubs are folded in order to
minimize the filter area.

2.2 Meander-Based Design

The basic design explained in the previous section is a straight forward imple-
mentation; however, it occupies a large area. If the traces can be meandered, the
area required could be reduced, which makes the filter a compact one. Hence, the
cascaded filter transmission lines and the open stubs (basic filter) are meandered to
reduce the size. The filter layout with meandered transmission line and stubs is

Fig. 2 Basic filter layout with dual stage and stubs
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shown in Fig. 3. However, the coupling of signals between the traces, due to
meandering, has to be avoided, in order to obtain the desired response. If we could
block the signal coupling between traces by some means, a compact filter can be
realized. It is always better to have 40 dB isolation between the lines, so that the
signal would follow the intended traces without coupling unintentionally. A simple
simulation is carried out to study the effect of coupling between two lines in the
desired substrate. From the results, it is clear that when the transmission lines are
separated by 2.5 mm distance and with two traces grounded in between them give
better isolation. This is realized by providing via structures in the traces in between
the transmission lines, to avoid signal coupling in the meandered lines. The layout
of the single and dual trace in between the signal lines are shown in Fig. 4a, b,
respectively. Figure 5 shows the layout of the complete filter with reduced area
using vias. The vias are provided in areas where coupling between lines are pos-
sible. A 10 mm distance is left for the connector soldering feasibility. The total
reduction achieved by meandering is approximately 45% of the original design.

Fig. 3 Filter layout with meandered structures
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3 Results

Simulation of the final layout is carried out in ADS software for obtaining the filter
characteristics. As shown in the Figs. 6 and 7, the insertion loss ranges from 0.4 to
0.6 dB within the pass band and return loss better than 17 dB are observed.
Figure 8 shows the photograph of the fabricated meandered filter. The measured
insertion losses are 0.5 dB, while the return losses are better than −14 dB at the
center frequency of 3.75 GHz. Figures 9 and 10 illustrate the return loss (S11) and
transmission (S21) characteristics, respectively. Measurements are carried out using
Rohde and Schwarz ZVH-8, cable and antenna analyzer. The measured and sim-
ulated values are found to agree well. Moreover, the rejection characteristics in the
adjacent lower band are greater than 30 dB as shown in Fig. 10. On the higher band

Fig. 4 Layout of two transmission lines with vias on a Single trace. b Two
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(4.75–6 GHz), the rejection is around 22 dB. Figure 11 shows that the minimum
group delay is 0.8 ns and the variation in group delay is up to 5 ns. The impedance
of the filter is also measured and found to be around 50 Ω in the pass band.

Fig. 5 Filter layout with reduced area using vias

Fig. 6 Simulated return (S11) loss characteristics
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Fig. 7 Simulated transmission characteristics (S21)

Fig. 8 Photograph of the meandered filter
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In frequencies outside the pass band, the impedance is higher (�100 Ω at
3.15 GHz). The impedance in smith chart format is depicted in Fig. 12. Further, a
comparison of the roll-off characteristics, which indicate the rejection of adjacent
band signals, is also carried out for a number of UWB filter designs.

From Table 1, it can be inferred that the proposed filter provides approximately
2.4 times higher roll-off rate, compared to the best reported [3] UWB filter.
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Fig. 9 Measured return loss (S11)

Fig. 10 Measured transmission characteristics (S21)
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Fig. 11 Measured group delay

Fig. 12 Impedance characteristics

Table 1 Comparison with
the reported UWB filters

References Roll-off rate
a(dB/GHz)

Tu [2] 60

Chu et al. [3] 78

Kim and Chang [4] 36

Shaman and Hong [5] 29

Hammed and Mirshekar Syahkal
[6]

29

Kuo et al. [7] 52

Jin et al. [8] 32

Proposed filter 188
aRoll-off rate = amax − amin/fs − fc, where amax is the 30 dB
attenuation point and amin is 3-dB attenuation point; fs is the
30-dB stopband frequency and fc is the 3-dB cutoff frequency
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4 Conclusion

A basic filter configuration using two transmission line sections and two shunt-open
stubs is adopted for MB-OFDM-based ultra-wideband communications. The basic
structure is meandered and vias are introduced between lines, to realize a compact
filter. The main advantages of the filters are low-pass band insertion loss and sharp
rejection characteristics. The filter structures are simple and easy to realize. The
measured results show that the designed filter has 40% fractional bandwidth with a
center frequency of 3.96 GHz, insertion loss of 0.5 dB, and a return loss better than
of −14 dB. The roll-off rate of the proposed filter is 188 dB/GHz, which is quite
higher than other designs in the same class.
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Vulnerable Network Analysis Using War
Driving and Security Intelligence

Stuti Gupta, Bharat S. Chaudhari and Boudhayan Chakrabarty

Abstract Wireless network is growing explosively not only in the corporate
environment, but also at the consumer space. If the network is left open and
unsecured, anyone can not only use the network for downloading illegal content,
but also such a network can be used as a hacking medium to bring down other
networks. Such open networks needs to be protected against such bad people who
might take advantage of such an insecure network. Wireless networks can be
vulnerable to various types of attacks such as eavesdropping, hacking, and
freeloaders if there are no protections present in such wireless networks. IBM
QRadar is security information, and event management (SIEM) solution is used by
security professionals to protect their networks and themselves. In this paper, we
propose a system that uses war driving for collecting access point information and
QRadar to analyze vulnerable networks by correlating real-time traffic with the
information present within the network. The work undertaken integrates informa-
tion collected by war driving with IBM QRadar and then used to refine its corre-
lation using the network information from open networks. After detecting
vulnerable attacks and users, alerts are sent out to the security operation center.

Keywords War driving � Vistumbler � Security � QRadar
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1 Introduction

Nowadays. every office, residence, coffee houses, libraries etc. has wireless access
point for accessing internet. The main concern regarding these access points are the
security issues related with it. Wireless security prevents unauthorized damage or
access to computer using wireless networks; some access points which are not
protected via security standards are known as open access points. These access
points are vulnerable to different types of security threats. Anyone within the range
of an open wireless network can “sniff,” or capture and record, the traffic, gain
illegitimate access to internal network resources and also to the internet, and then
use the information and resources to perform illegal work. Such security breaches
issues are important for both enterprise and home networks. Hence, there is a need
of analyzing these open access points using security solutions to protect them
against misuse. SIEM technology provides real-time analysis of security alerts
generated by applications. QRadar is a SIEM solution. This paper makes use of
QRadar which is a product of IBM. QRadar is used for real-time monitoring,
correlation of events, notifications as well as analysis and reporting of log data.

A process of finding access points while driving in a vehicle is known as war
driving. Basic requirements of war driving are laptop and software used for war
driving. War driving was invented by Peter Shipley in 1999 or 2000. This paper
makes use of Vistumbler as software for war driving.

Vistumbler is war driving software used for scanning Wi-fi access points which
are within the range of Wi-fi adapter. After finding wireless access point,
Vistumbler displays various information about scanned access points such as net-
works SSID, MAC address, encryption being used, signal strength, and the net-
works channel. This paper makes use of Vistumbler for gathering information about
the access points.

SIEM is a system used for analyzing the information detected by Vistumbler.
SIEM provides long-term analysis of security events and real-time reporting. SEM
provides real-time monitoring of security events whereas SIM provides log man-
agement and reporting for security events. Two products, namely SIM (Security
information Management) and SEM (Security Event management), are combined to
form SIEM. A security information system has been developed to address two
requirements that emerged in the late 1990s and early 2000s. Mark Nicolette and
Amrit Williams invented SIEM in 2005 describing products ability to analyze and
represent network information and security devices.

Section 1 consists of introduction of proposed theory followed by Sect. 2 gives
the brief explanation about QRadar. Section 3 gives the details of proposed work
and presents the results, whereas Sect. 4 concludes the paper.
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2 Study of QRadar

This paper makes use of IBM Security QRadar is a SIEM solution. QRadar is used
in several small and large organizations for their security operation center for
collecting, normalizing, and correlating network data. Collection and analysis of
collected data, correlation of data across various system that include network and
security solutions, server, operating system, host, and applications are provided by
QRadar. QRadar has highly scalable database. It combines logsource event data
from various devices distributed among the network. Every activity is stored in raw
format within QRadar, and it correlates these activities for finding real threats.
QRadar collects various events such as security events and network events. Security
events are the events from virtual private networks, firewalls, intrusion detection
system, and intrusion prevention system. Network events are from router, hosts,
switches, and server. User or asset context is the contingent data from identity and
access management products and vulnerability scanners. Operating system infor-
mation is the information about vendor name and version number specifics for
network assets.

In this paper, various access points are detected using war driving. Vistumbler is
the war driving software which has been used for detecting access points. This
information regarding access point is sent to QRadar with the help of WinCollect
agent. QRadar will analyze this information by correlating it with the information
received from different log source devices with the help of rules. This will be
explained in next section of this paper.

The architecture of QRadar is shown in Fig. 1. employs multiple models of
event processor appliances, event collector appliances, a central console, and flow
processor appliances, all available as hardware-based, software-only, or as virtual
software appliances. Smaller installations can be started with a single all-in-one
solution and easily be upgraded to console deployments, adding flow and event
processor appliances as needed.

Fig. 1 Architecture of
QRadar
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3 Proposed Work and Results

We have developed a system for analyzing vulnerable network which is based on a
flowchart as shown in Fig. 2. The detection of access point has been achieved using
Vistumbler software which is a software used for war driving. Once Vistumbler
finds a wireless network, it will display the networks SSID, signal strength,
encryption being used, Mac address, the networks channel, and much more. Since
the output is from Windows machine, there is a requirement of an agent to send
Windows-based events. This agent is known as WinCollect agent. WinCollect is a
scalable IBM Security QRadar feature that collects Windows-based events. These
events would appear as unknown because device support module (DSM) is not able
to parse events properly. The events which are coming as unknown can parsed with
the help of Logsource extension. Logsource extension is based on java regular

Fig. 2 Flowchart of
proposed work
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expression which is used for extracting the information present in event payload
and mapping to QRadar fields.

The system for analyzing vulnerable network is used to check if any packets
matches the alerting rule and if any of the packets matches the condition present in
rule, then alert will be generated. Based on certain use cases, these rules have been
created. This has been shown in Fig. 3.

Use Case 1 Suppose a user is using an open access point and accessing enterprise
network, then there will be a policy violation since that user is trying to access a
secured network with an unsecured access point. On the basis of this use case, a rule
is created such that if payload of packet consists the information about an open and
unsecured network and also if those packets of data are coming from the logsource
WinCollect or any other logsource device present within the network, then the
username present in the payload will be added to a reference set 1. Also, if the
payload of the packet consists the information about the open access point and the
user name present in the payload matches the username present in the reference set
1, then there will a policy violation and alert will be generated. This has been shown
in logical diagram of rules in Fig. 3.

Use Case 2 In this scenario, if a device is accessing the secured network with an
unsecured access point, then it is policy violation since that device is using unse-
cured access point for communication within the network. On the basis of this use
case, a rule has been created such that if the packet of data consists the information
about open access point and also the information about the MAC address of the
device which is using that open access point, then that MAC address will listed in
reference set 2. Also, the events or we can say that the packets of data are coming
from different logsource devices present within the network and information about
the source or destination. If MAC present in the payload of those events matches

Fig. 3 Logical diagram of rules
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the MAC address that is present in the reference set 2, then an alert will be
generated. This has been shown in Fig. 3.

Use Case 3 In this scenario, the channel used for secure communication has been
considered. If the user is using a channel other than 802.11n, then there will be
security breach. Based on this use case, a rule has been created which states that if
events are coming from different logsource device present in the network and there
are three events detected from the same MAC address and the information present
in the payload does not contains the 802.11n as communication channel, then an
alert will be generated.

Use Case 4 In this scenario, if a device is trying to access the secured network with
an unsecured access point and that device is present within the organization, then
there will be a policy violation. On the basis of this use case, a rule has been created
such that if the events are coming from DHCP device and the MAC address that is
present in the payload of those event are one of the MAC address that is present in
the reference set 2, then the IP address present in the payload of DHCP events
would be added to reference set 3. Now if the events are coming from any device
and IP address present in the payload of such events is one of the IP address that are
present in the reference set 3 and if these IP address are from internal trusted
network then an alert will be generated.

These alerts are termed as offense in QRadar terminology. Whenever a rule
triggers, it generates offense as a response. On the basis of above mentioned use
cases and rules, alerts that are offenses have been generated which are shown in the
Fig. 4. Event named ExploitBackdoor are the events that are generating alerts since
someone is trying to access the secured enterprise network with open access points.
Another event that is Clint IP lease expired DNS deleted is generating offense since
device was trying to access the secure network and that device was present within
the network and was using open access point, so their IP address has been deleted
and those device would not be able to access the secured network.

Fig. 4 Generated alerts in QRadar
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4 Conclusion

This paper makes use of war driving for detection of open access points. Detection
of access points has been achieved using war driving software called Vistumbler.
The information about access points are given as input to QRadar. WinCollect
agent has been used to send Windows-based events to QRadar. These events are
correlated and normalized and stored in internal database providing real-time
analysis of events based on certain set of rules. These rules have been created on the
basis of four use cases and hence generating alerts when events triggers rule. The
main contribution of this paper is it will help to find out security breaches within the
network caused by using vulnerable access points and different devices present with
the enterprise network.
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Optimal Channel Estimation Using
DFT-Based Interpolation with Comb-Type
Pilots for OFDM Systems

Sireesha Biyyam and Anuradha Bhuma

Abstract Orthogonal frequency division multiplexing (OFDM) is the multicarrier
modulation scheme of choice in most of modern digital communication systems.
For coherent detection of OFDM signals that maximize the system bit error rate
(BER) performance, we need the knowledge of channel frequency response
(CFR) coefficients at the receiver. Therefore, channel estimation becomes a critical
task. In this paper, we present a novel DFT-based optimal channel estimation
procedure that has very low computational complexity. The assumption made in
this work is that the number of pilot symbols transmitted is at least equal to the
number of channel impulse response coefficients. This assumption is quite rea-
sonable in practice. The estimation is optimal, in the sense that the interpolation of
the CFR from pilot subcarriers to all subcarriers is exact, in the absence of noise at
pilot subcarriers. Simulation results demonstrate the advantage of our approach
over the other prevalent methods.

Keywords OFDM � Channel estimation � Interpolation � Error analysis

1 Introduction

Orthogonal frequency division multiplexing (OFDM) is a popular multicarrier
modulation scheme in wireless communications due to its high bandwidth effi-
ciency and ability to reject multipath interference [1]. Owing to its implementation
using IFFT and FFT blocks, it does not require oscillators to generate the carriers,
due to which it uses minimum hardware. The performance of OFDM depends on
the extent to which it is time and frequency synchronized as well the quality of
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channel estimation. Several pilot-based channel estimation algorithms are proposed
in the literature. In all the pilot-based estimation procedures, the estimated fre-
quency response coefficients will have two types of errors in which one is the error
due to interpolation and the other is the error caused by the noise at the front end of
the receiver.

The methods for channel estimation in an OFDM-based system with
frequency-selective Rayleigh fading can be broadly classified into two categories:
blind and pilot-based. Since blind channel estimation techniques are computa-
tionally demanding and suffer from slow convergence, pilot-based approaches are
typically preferred in practical systems [2].

Pilot-based channel estimation techniques for OFDM can be of two kinds:
block-type and comb-type [2]. Block-type approaches are ideal in the case of a slow
fading channel. Here, all the subcarriers of an OFDM frame carry known pilot
symbols that are used to obtain the estimate of the CFR across all subcarriers. This
estimate will be valid for a specified number of subsequent OFDM frames, after
which a pilot frame is once again transmitted. Comb-type methods are preferred in a
fast-fading scenario, so that channel estimation becomes necessary in every OFDM
frame [3–5]. In this case, pilot symbols are transmitted over specified subcarriers of
every OFDM frame. These pilot symbols are used to obtain the estimate of the CFR
across all subcarriers.

The process of estimating the CFR across all subcarriers in a comb-type system
involves two steps. The first task is to estimate the CFR at the pilot locations. Least
square and minimum mean-squared error estimators have been proposed for
accomplishing this task [3]. Once the CFR at pilot locations has been estimated, the
CFR at the other subcarriers is obtained by interpolation. Different interpolators
have been proposed toward this end. Some of the prominent ones are piecewise
linear interpolation, second-order interpolation, low-pass interpolation, and cubic
spline interpolation [5–8].

In this paper, we consider the problem of obtaining the CFR at all the subcarriers
from the CFR to the pilot subcarriers, using interpolation. In all the methods pro-
posed in the literature, the final estimate of the CFR contains errors from two
sources: error due to interpolation and error due to noise. We propose an impulse
response-based interpolation scheme that provides CFR estimate with zero inter-
polation error. We also show that with the proper choice of pilot locations, noise
enhancement can be avoided.

Impulse response-based channel estimation methods have been studied in the
literature [7, 9]. These schemes concentrate on performing smoothing/estimation in
time domain and then transforming the result back to the frequency domain. In our
approach, the focus is on the optimality aspect of the impulse response-based
estimation due to the absence of interpolation error.

The rest of the paper is organized as follows. In Sect. 2, we present the OFDM
system model and DFT-based optimal interpolation in Sect. 3. Numerical results
and discussion are presented in Sect. 4, and conclusions are given in Sect. 5.
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2 System Model

We consider an OFDM system with N subcarriers, in which P of them are allocated
to transmit pilot symbols. The channel is assumed to be a frequency-selective
Rayleigh fading one, with L independent channel impulse response taps. We
assume L � P and the variance of each tap equal to 1/L. The channel impulse
response vector is h ¼ h0; h1; hL�1½ �T . Let S be the symbol vector of size
N − P. By interleaving the P pilot symbols with this vector at specified locations,
we obtain the N-length vector X. Let p0; p1; . . .pP�1 be the pilot positions.

The transmitted vector y is the N-point IFFT of the vector X, after adding the
cyclic prefix of length Gl at least equal to the delay spread of the channel L − 1.
The transmitted symbols are

yðnÞ ¼ 1ffiffiffiffi
N

p
XN�1

k¼0

XðkÞ expj2pkn
N ; �Gl � n�N�1 ð1Þ

At the receiver, after removing the cyclic prefix and taking the N-point FFT, the
output symbols are

Y kð Þ ¼ H kð ÞX kð Þþ Z kð Þ; 0� k�N � 1 ð2Þ

Here, H(k) are the CFR coefficients given by

HðkÞ ¼ 1ffiffiffiffi
N

p
XN�1

l¼0

hðlÞ exp�j2plk
N ; 0� k�N�1 ð3Þ

and Z(k) are the noise output samples given by

ZðkÞ ¼ 1ffiffiffiffi
N

p
XN�1

n¼0

zðnÞ exp�j2pnk
N ; 0� k�N�1 ð4Þ

with z(n) as i.i.d complex Gaussian noise samples, each of zero mean and variance rn
2.

3 DFT-Based Optimal Interpolation

From Eq. (3), it follows that the CFR vector H can be expressed in terms of the
impulse response vector h, as

H ¼ DTh ð5Þ
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where DT is the truncated DFT matrix of size N � L, obtained by selecting the first
L columns of the N � N DFT matrix.

Now, consider the P � 1 vector HP that contains the CFR values at the pilot
locations p0; p1; p2; . . .; pP�1. We see that HP can be expressed in terms of h as

HP ¼ DPh ð6Þ

where DP is the P � L matrix obtained by selecting the rows p0; p1; p2; . . .; pP�1

out of the N rows of DT. Since it is assumed that P � L, DP is either tall or square.
Therefore, it follows that in the absence of noise, we will be able to recover the
channel impulse response from the CFR at pilot locations if the matrix DP is full
rank.

Lemma 1 The matrix DP is full rank.

Proof DP is constructed by selecting first L columns and rows p0; p1; p2; . . .; pP�1

of the N � N DFT matrix. Hence, it is a Vandermonde matrix, with a distinct
generator element for each row. Therefore, it is full rank.

Hence, the channel impulse response can be recovered as

h ¼ DyPHP ð7Þ

where DP
† is the pseudoinverse of DP, given by D

y
P ¼ DH

PDP
� ��1

DH
P . Here, DP

H is the
Hermitian of the matrix DP.

Once the impulse response coefficients are known, the CFR values at all sub-
carriers can be obtained by using Eq. (5). Therefore, we can finally express the CFR
at all subcarriers in terms of that at pilot subcarriers as

H ¼ DTD
y
PHP ð8Þ

3.1 Practical Analysis

In the previous section, it was seen that we can estimate exactly the CFR values at
all subcarriers from the CFR values at pilot locations if there is no noise, and if
P � L. Here, we consider the question of optimal CFR estimation in the presence
of noise. Recall that the received symbols are given by

Y kð Þ ¼ H kð ÞX kð Þþ Z kð Þ; 0� k�N � 1 ð9Þ

The symbols X(k) at k = p0; p1; p2; . . .; pP�1 are the known pilot symbols.
Therefore, from the knowledge of Y(k) at the pilot locations, the CFR values H(k) at
those locations can be estimated, using either ZF or MMSE criteria. Let ĤðkÞ,
k = p0; p1; p2; . . .; pP�1 be the estimated CFR at pilot locations. Therefore, we have
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ĤðkÞ ¼ H kð Þþ e kð Þ; k ¼ p0; p1; p2; . . . ; pP�1 ð10Þ

where e(k) is the estimation error. If the CFR values at pilot locations are assumed
to be estimated symbolwise, then the sequence e(k) will be a zero mean white
Gaussian sequence. Let its variance be re

2. In vector notation, we can write

Ĥp ¼ HP þ e ð11Þ

Let Re ¼ E eeH½ � ¼ r2eI be the autocorrelation matrix of the noise vector. Applying
DP
† on ĤP, we get

ĥ ¼ DyPĤp ¼ DyPHP þDyPe ð12Þ

where ĥ is the estimated channel impulse response. Now, applying DT on ĥ, we
have

Ĥ ¼ DTĥ ¼ DTD
y
PHP þDTD

y
Pe ð13Þ

From Eq. (8), this reduces to

Ĥ ¼ HþDTD
y
Pe ð14Þ

Ĥ ¼ Hþw ð15Þ

Therefore, in the absence of estimation error, we obtain the exact CFR at all
subcarriers. This means that we can perfectly interpolate the CFR at pilot subcar-

riers to all subcarriers, with zero interpolation error. The N � P matrix DTD
y
P is the

ideal interpolator from the CFR at pilot subcarriers to all subcarriers. The only

remaining error component w ¼ DTD
y
Pe is due to the estimation error. The variance

of this component depends on DyP , which in turn depends on the choice of pilot
positions. In the next section, we show that under some benign assumptions, the
matrix DP can be made unitary by a suitable choice of pilot locations, ensuring that
the variance of the error component w remains re

2.

3.2 Pilots on Harmonic Subcarriers

Assume that the number of subcarriers N is a power of 2, i.e., N = 2R, R being a
positive integer. Further, assume that the number of pilot subcarriers P is also a
power of 2, i.e., P ¼ 2R0 , where R0 < R is a positive integer. These assumptions are
seen to be satisfied in most practical systems. Define M = N/P. Let the P pilots be
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located at the subcarriers 0, M, 2M, …, (P − 1)M. (In this section, all the indices
start at 0.) Therefore, the matrix DP is constructed by selecting the first L columns
and the rows 0, M, 2M, …, (P − 1)M. Thus,

DP½ �kl¼
1ffiffiffiffi
N

p exp
�j2pkMl

N ð16Þ

where k = 0, 1, …, P − 1 and l = 0, 1, …, L − 1. Simplifying, we have

DP½ �kl¼
1ffiffiffiffi
N

p exp
�j2pkl
N=M ð17Þ

¼ 1ffiffiffiffi
N

p exp
�j2pkl

P ð18Þ

where we have used the fact that P = N/M. We now recognize Dp as the first
L columns of the P � P DFT matrix (with the scaling factor 1/√N) and hence
unitary. It is easily seen that DP

HDP = P
N I. Therefore, we have

DyP ¼
ffiffiffiffi
N
P

r
DH

P ð19Þ

Now, consider the variance of the error component w. Let Rw = E[wwH]

r2w ¼ 1
N
tr Rwð Þ ð20Þ

¼ 1
N
tr DTD

y
PE eeH
� �

DyP
� �H

DH
T

	 

ð21Þ

¼ 1
N
tr r2e

ffiffiffiffi
N
P

r
DH

P

ffiffiffiffi
N
P

r
DPD

H
T

 !
ð22Þ

Noting that DP
HDP = P

N I and DT
HDT = I, we get

r2w ¼ r2e ð23Þ

Thus, we see that selecting harmonic subcarriers as pilot locations ensures that
the error in estimating the CFR at pilot subcarriers does not get enhanced when
those noisy pilot CFR values are used to estimate the CFR at all subcarriers.

To summarize,

• If the CFR estimate at the pilot locations is noise-free, then our DFT-based
interpolation results in exact CFR at all subcarriers.
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• If the CFR estimate at the pilot locations has nonzero estimation error, then
positioning the pilots at harmonic subcarriers ensures that this estimation error
component is not enhanced during interpolation.

3.3 Other Interpolation Methods

In this section, we consider two popular approaches for interpolation.

3.3.1 Linear Interpolation

In this approach, a piecewise linear approximation is used to reconstruct the CFR
values. The CFR at any subcarrier is approximated as a linear combination of the
CFR values at the two neighboring pilots. Specifically, for the subcarriers between
the pilots pi and pi+1, we have

ĤðkÞ ¼ ĤðpiÞþ k � pi
piþ 1 � pi

Ĥðpiþ 1Þ � ĤðpiÞ
� �

; pi � k\piþ 1 ð24Þ

Applying Eq. (10) and rearranging, we get

ĤðkÞ ¼ HðpiÞþ k � pi
piþ 1 � pi

Hðpiþ 1Þ � HðpiÞ½ �

þ eðpiÞþ k � pi
piþ 1 � pi

eðpiþ 1Þ � eðpiÞ½ �
ð25Þ

¼ H pið Þþwint kð Þþwe kð Þ ð26Þ

where wint kð Þ is the interpolation error and we kð Þ is error due to the noise at pilot
locations. Thus, in contrast to our proposed DFT-based optimal interpolation, linear
interpolation suffers from two kinds of errors.

3.3.2 Spline Interpolation

Spline interpolation is a piecewise polynomial interpolation technique that offers a
better performance than polynomial interpolation. In this paper, we used the
MATLAB function spline() to implement cubic spline interpolation.
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4 Numerical Results and Discussion

In this section, we present the simulation results for an OFDM system with N = 64
subcarriers. The channel considered is a frequency-selective Rayleigh fading
channel with length L = 3 and uniform power delay profile. The number of pilots
used is P = 4. The pilot symbols are all equal to 1, and the pilots are placed at
harmonic subcarriers. For the cubic spline interpolation, spline() function of
MATLAB was used. For the BER simulations, BPSK modulation is considered.

• Figure 1 shows the mean-squared error (MSE) of channel estimation for the
proposed optimal interpolation scheme, along with the linear and spline inter-
polation schemes. We see that the MSE for our proposed optimal interpolation
scheme decreases linearly with Eb/N0, in the log–log scale. This follows from
the fact that the only error in optimal estimation is that due to noise at the
receiver front end, the error variance equals that of the receiver front-end noise
when the pilots are placed at harmonic subcarriers.

The linear and spline interpolation approaches, on the other hand, exhibit MSE
performances that degrade significantly as the Eb/N0 increases. The performance
gap between the optimal scheme and the other two schemes keeps increasing with
increasing Eb/N0. This phenomenon can be understood by considering Fig. 2.

Fig. 1 Comparison of the mean-squared error (MSE) of the proposed optimal interpolation
scheme with linear and spline interpolations
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• Figure 2 shows the breakup of the components of the MSE in the linear
interpolation scheme, in comparison with the MSE of the optimal interpolation
scheme. As can be observed from the figure, the contribution of the noise error
component to the MSE of the linear interpolation scheme decreases linearly with
Eb/N0, in a manner similar to that of the optimal interpolation scheme. But in
contrast to the optimal interpolation scheme, the linear scheme also has an
interpolation error component that is constant and independent of Eb/N0.

This component dominates at high SNR and makes sure that no performance
improvement is possible by increasing Eb/N0. The only way to reduce this com-
ponent is to increase the number of pilot symbols, thus reducing spectral efficiency.
Even with an increased number of pilot symbols, the interpolation error cannot be
made zero with linear interpolation, whereas the optimal interpolation scheme
achieves zero interpolation error with the minimal number of pilots P � L. The
case of spline interpolation in this context is similar to that of linear interpolation.

• Figure 3 shows magnitude of the actual frequency response of a randomly
generated channel, along with the different estimated responses. The figure also
shows the noisy version of the actual frequency response, whose values at pilot

Fig. 2 Comparison of MSE of the proposed optimal interpolation scheme with linear
interpolation, taking the noise error and interpolation error components of linear interpolation
into account
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locations are used by the different interpolation schemes. We see that the pro-
posed optimal interpolation provides the closest match to the actual CFR.

Both linear and spline interpolation schemes show considerable deviation from
the actual CFR especially at the subcarriers that are distant from pilot locations. An
interesting aspect that can be noticed is that the magnitude of the linear interpolation
is not piecewise linear between the subcarriers. But it can be seen that the real part
of the CFR for the linear interpolation scheme is indeed piecewise linear. Similar
comments hold for the imaginary part also.

• Figure 4 compares the BER performance of the OFDM system with N = 64 and
BPSK input, for the actual and estimated CFRs. It is seen that the BER for
optimal interpolation scheme has the same slope as the one using the actual
CFR. This is in contrast to the linear interpolation, whose BER curve flattens at
high SNR, resulting in significant performance degradation. As discussed
before, this happens due to the interpolation error component that remains
constant across SNRs.

Fig. 3 Comparison of the magnitude of the actual frequency response of a random channel with
that of different channel estimation schemes
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5 Conclusions

In this paper, we analyzed a DFT-based channel estimation technique for
comb-type pilot arrangement in an OFDM system. The CFR at pilot locations was
used to obtain an estimate of the channel impulse response, using which the CFR at
all subcarriers was estimated. We showed that this approach provides ideal inter-
polation, with zero interpolation error. The CFR values at all subcarriers are esti-
mated exactly provided the CFR estimates at pilot locations are noise-free. We also
showed that the effect of noise on the final CFR estimation can be minimized by the
proper selection of pilot locations. Simulation results indicate that our approach
provides significant performance gains over other interpolation techniques used in
channel estimation, like linear and spline interpolations.
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Investigation of Rectangular Dielectric
Resonator Antenna with Varying Probe
Length

Bidisha Biswas, Durjoy Roy and Manotosh Biswas

Abstract In this article, we have thoroughly investigated the change of resonant
frequency, input impedance, quality factor, bandwidth, and radiation characteristics
for a rectangular dielectric resonator antenna (RDRA) due to the change of probe
length. Due to non-availability of theoretical and experimental results for a RDRA
with varying probe length, we have employed Ansoft’s high-frequency structure
simulator (HFSS).

Keywords Probe-length variation � Resonant frequency
Input impedance � Radiation characteristics � RDRA � Theoretical

1 Introduction

Dielectric resonator antennas (DRAs), with the support of a ground plane, have
received increased interest in recent years for their potential applications in
microwave and millimeter wave communication systems. Analysis and studies on
characteristic equation, radiation patterns, and excitation methodology made DRAs
popular. Both the limitations of low gain and low bandwidth in patch antennas can
be eliminated by the use of a rectangular dielectric resonator antenna (RDRA)
operating in resonant modes. Several researchers have investigated the RDRA
[1–15]. But in these studies, the effect of probe length on the characteristics of
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RDRA has not been reported. Due to the change of probe length, the resonant
frequency, input impedance, bandwidth, gain, and radiation pattern are changed.
The RDRA designed without consideration of this probe-length effect will not
perform as expected once installed in a microwave and millimeter wave commu-
nication systems. So, the investigation of resonant frequency, quality factor,
bandwidth, input impedance, and gain of a RDRA is very important. To the best of
our knowledge, neither any theoretical nor any experimental results for resonant
frequency, quality factor, bandwidth, input impedance and gain of a RDRA are
available in open literature.

We have addressed this problem and provide the results for resonant frequency,
input impedance, bandwidth, gain, and radiation pattern of a RDRA with varying
probe length using an electromagnetic software (HFSS).

2 Design of RDRA

Figure 1 shows the grounded rectangular DRA with three-dimensional parameters
(a, d, h), and it is excited by a coaxial probe whose length (LP) is varying inside the
RDRA. The relative permittivity of the DRA is assumed to be erd. For the coaxial
probe structure where the probe is along the z-axis, the field for the fundamental
mode of concern here is TE111

x . In the conventional waveguide model, the calcu-
lation of the resonant frequency is based on a waveguide structure with a perfect
electric conductor.

(PEC) at z = 0, and the three PMC walls are located at y = ±a/2 and
z = h planes, respectively. We have previously stated that no design guideline is
available to compute the resonant frequency of a RDRA with varying probe length.
In order to obtain the dimension of the RDRA, initially we have employed the
expression without probe-length effect. Applying the boundary conditions of the
continuity of the tangential electric and magnetic field at x = ±d planes, the
eigenvalue equation determines the resonant frequency of the structure as

kxsin ðkxd=2Þ ¼ cx cosðkxd=2Þ ð1Þ

where

kx ¼ 2rd k
2
0 � k2y � k2z

h i1=2
ð2Þ

and

cx ¼ k2y þ k2z � k20
h i1=2

ð3Þ

k2x þ k2y þ k2z ¼ k20 2rd ð4Þ
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ky ¼ P=a ð5Þ

kz ¼ P=2h ð6Þ

The resonant frequency of the TE111
x mode of this antenna (Fig. 1) can be

obtained using the relation [7]

f xð Þ
111 ¼

c
2P

p 2rd
k2x þ k2y þ k2z
h i1=2

ð7Þ

In this analysis, we have taken a = d = h = 15 mm, erd = 8.9, tan d = 0.002,
probe dia g = 1.24 mm, the feed is located at a distance q = 6.0 mm from the

(a)

(b)

h

d

a

x

y
z

a

εrd

ρ

LP

h

Fig. 1 Antenna geometry and feed mechanism
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center of the RDRA toward the edge, and the probe length (LP) is varying inside the
RDRA.

3 Results and Discussions

Figures 2 and 3 show the variation of resonant frequency (fr) and input impedance
(R & X) as a function of probe length (LP). The fr decreases with the increase of LP,
and the input resistance at resonance (Rr) increases with the increase of LP. Good
impedance matching is seen for LP = 7.0 mm.
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Fig. 2 Variation of input
impedance with the variation
of probe length (LP) for a
rectangular dielectric
resonator antenna.
a = d = h = 15 mm,
erd = 8.9, tan d = 0.002,
q = 6 mm
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Fig. 3 Variation of resonant
frequency (fr) and resonant
resistance (Rr) as a function of
probe length (LP) for a
rectangular dielectric
resonator antenna.
a = d = h = 15 mm,
erd = 8.9, tan d = 0.002,
q = 6 mm
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The variation of total quality factor (QT) and percentage bandwidth with the
variation of LP is depicted in Fig. 4. The QT increases with the increase of LP,
whereas the percentage bandwidth is decreased with the increase of LP.

The variation of E-plane co-polarized and H-plane co- and cross-polarized gain
pattern with the variation of LP is depicted in Figs. 5 and 6, respectively. The E- and
H-plane co-polarized gain decreases with the increase of LP. The large value of LP
causes the distortion in E-plane co-polarized gain pattern. The H-plane
cross-polarized gain increases with the increase of LP (Fig. 7).
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Fig. 4 Variation of
bandwidth (B. W. %) and
total quality factor (QT) as a
function of probe length (LP)
for a rectangular dielectric
resonator antenna.
a = d = h = 15 mm,
erd = 8.9, tan d = 0.002,
q = 6 mm

-14

-12

-10

-8

-6

-4

-2

0

2

4

6

8

G
ai

n 
(d

B
i)

θ (deg.)

 LP = 15 mm
      = 12 mm
      = 9 mm
      = 8 mm
      = 7 mm
      = 6 mm
      = 5 mm

Eθ

-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180
-16

Fig. 5 Variation of E-plane
co-polarized gain pattern with
the variation of probe length
(LP) for a rectangular
dielectric resonator antenna.
a = d = h = 15 mm,
erd = 8.9, tan d = 0.002,
q = 6 mm

Investigation of Rectangular Dielectric Resonator Antenna with … 491



In Fig. 6, authors represent the effect of change of LP on peak gain. The peak
gain decreases with the increase of LP.

The numerical values for fr, Rr, QT, B. W. %, and gain of a RDRA with variable
LP are presented in Table 1.
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4 Conclusion

In this article, we have thoroughly investigated the effect of change of probe length
on the resonant frequency, input impedance, bandwidth, and gain of a rectangular
dielectric resonator antenna. The resonant frequency decreases, input impedance
increases, peak gain decreases, cross-polarized level increases with the increase of
probe length. The E-plane co-polarized gain pattern is distorted when the probe
length becomes larger.
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Design, Simulation and Performance
Comparison of 1, 2, 4 and 8 Elements
Quarter-Wave Transformer-Fed Circular
Patch Antenna Array at L Band
for Airborne Applications

U. Srinivasa Rao and P. Siddaiah

Abstract Of late, microstrip patch antenna in an airborne application is gaining
importance as one of the most powerful technological trends. It has the immense
potential, in airborne applications due to its low weight, low cost, its conformal and
low profile. Hence, the present technological trends focus on microstrip patch
antenna. However, it has disadvantage too; low gain, low efficiency, low directivity
and narrow bandwidth. Nevertheless, these disadvantages can be overcome by
implementation of many patch antennas in array configuration. Research studies
reveal that as we increase number of patch elements to form an array, an increment
in gain and decrement in beamwidth are noticed. However, this chapter elucidates
modeling and simulation of a microstrip line quarter-wave transformer-fed 1, 2, 4
and 8 circular patch antenna array. The substrate material used for these antennas is
RT/Duroid 5880 with a thickness of 1.588 mm, and dielectric constant (er) is 2.2
and has a design frequency of 2 GHz and VSWR � 2. The proposed antennas are
thus modeled and simulated using ANSOFT HFSS. The radiation characteristics of
the above arrays are compared.

Keywords Quarter-wave transformer (QWT) � Circular patch antenna (CPA)
Gain � Return loss � Beamwidth
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1 Introduction

Microstrip antennas are one of the most popular geometries inexpensive to fabricate
and can be easily made conformal to the host body. The attractive features of the
microstrip enhanced their application in the recent past and stimulated an
ever-increasing attention from all around to investigate their performance further.
The circular micro strip radiator is the smaller configuration of all the other shapes.
As, feed can be connected at any point along the periphery of circular micro strip,
circular geometries have certain advantages over others, in few applications like
arrays. This chapter presents the results of circular patch antenna fed with QWT.
The QWT is used to match a 50 Ω feed transmission line with the circular
microstrip patch. This model has been explained earlier in [1, 2]. This chapter also
discusses the design of 2, 4 and 8 element of circular patch array antenna useful for
airborne applications.

2 Design of QWT Fed Circular Patch Antenna

The geometry of QWT fed circular microstrip patch antenna is shown in Fig. 1 [3].
The design of the circular patch antenna is divided in three steps as given below.

A. Calculation of radius of Circular Patch

The expression for radius ‘R’ of circular patch is given by [4, 5]:

R ¼ F

1þ 2h
perF ln Fp

2hð Þþ 1:7726½ �
� �1=2 ð1Þ

where F ¼ 8:791�109
fr
ffiffiffi
er

p

R = Circular patch radius (mm);
h = Substrate Height (mm);
fr = Resonant Frequency (Hz);
er = Relative Dielectric Constant of the Substrate.

Using the above expression, the calculated radius is 28.52 mm for 2 GHz
operating frequency, dielectric constant is 2.2 and the height of the RT/Duroid 5880
substrate is 1.588 mm.
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B. Design of a Microstrip line feed

To excite the circular microstrip patch, a 50 Ω microstrip line is used. The width
of the microstrip line calculated with the known values of the characteristic
impedance Zo (50 Ω) and dielectric constant of the substrate er (2.2) using the
standard equations is given below [6].

Wf

h
¼ e

8eA

e2A�2 for Wf
h \2

2
p B� 1� ln 2B� 1ð Þþ er�1

er þ 1 ln B� 1ð Þþ 0:39� 0:61
er

n oh i
for Wf

h [ 2

8<
:

ð2Þ

where

A ¼ Zo
60

ffiffiffiffiffiffiffiffiffiffiffi
er þ 1
2

r
þ er � 1

er þ 1
0:23þ 0:11

er

� �
ð3Þ

Fig. 1 Geometry of the circular patch antenna
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and

B ¼ 377p
2Zo

ffiffiffiffi
er

p ð4Þ

The calculated width of 50 Ω microstrip line is 4 mm.

C. Design of the (QWT)

To match load impedance with source impedance, the simple device is QWT. From
the known values of characteristic impedance of transmission Zc is given by [7]:

where Z0 the characteristic impedance of the 50 Ω is line Zo and input impe-
dance of the circular patch antennas Zin, the impedance of the QWT is calculated as
given by [7]:

Zc ¼
ffiffiffiffiffiffiffiffiffiffiffi
ZoZin

p ð5Þ

With the above Eq. (5), the Zc of the impedance transformer is 130 Ω when Zo is
50 Ω and Zin is 340 Ω. The width of the 130 Ω QWT is calculated using (3), and
the calculated value is 0.74 mm. The geometry of the proposed circular patch
antenna is shown in Fig. 1.

Dimensions of proposed single circular patch antenna are given in Table 1.
The modeled structure of single circular patch antenna is as shown in Fig. 2 with

a maximum size of antenna as 200 mm � 350 mm � 24 mm.
The performance characteristics like return loss, bandwidth, VSWR, elevation

beamwidth, azimuth beamwidth, gain and efficiency of single element circular
patch antenna, respectively, are shown in Figs. 3, 4, 5, 6, 7, 8, 9.

The simulated result of return loss of the single CPA is obtained as −19.3 dB.
Bandwidth is the range of frequencies over which antenna works satisfactorily.

The simulated result of bandwidth of the single CPA is obtained as 436 MHz.
The simulated result of VSWR of single CPA is obtained as 1.8.
Beamwidth is in general angular separation between half power points. The

simulated result of elevation beamwidth of the single CPA is 86.6°.
The simulated result of azimuth beamwidth of the single CPA is obtained as

74.8°.

Table 1 Calculated
dimensions of proposed
single CPA

Parameter Value (mm)

Radius of CPA (R) 28.52

Substrate height (h) 1.588

Substrate length (Ls) 138.52

Substrate width (Ws) 60

length (Ltr) 28.62

width (Wtr) 0.74

Feed line length (Lf) 10

Feed line width (Wf) 4
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Gain is the maximum power directed in the desired direction. The simulated
result of gain of the single CPA is obtained as 5.78 dB.

Efficiency is the antenna parameter which indicates how effectively antenna
radiates. The simulated result of efficiency of single CPA is obtained as 98%.

Fig. 2 Structure of modeled single circular patch antenna
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Fig. 4 Bandwidth calculation of Single Antenna
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Fig. 8 Gain of Single Antenna

Fig. 9 Efficiency of Single Antenna
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3 Performance of 2 Elements Array Antenna

The structure of the 2 elements array is shown in Fig. 10, and the spacing between
the two elements is k/2, with a maximum size of 2 element array antenna as
300 mm � 300 mm � 24 mm. All the elements in the array are fed with same
amplitude and phase.

The performance characteristics like return loss, bandwidth, VSWR, elevation
beamwidth, azimuth beamwidth, gain and efficiency of 2 element circular patch
array antenna, respectively, are shown in Figs. 11, 12, 13, 14, 15, 16, 17.

Fig. 10 Structure of the 2 elements array
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The simulated result of return loss of the 2 element CPA array is obtained as
18.4 dB.

The simulated result of bandwidth of the 2 element CPA array is obtained as
423 MHz.

The simulated result of VSWR of the 2 element CPA array is obtained as 1.8.
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Fig. 12 Bandwidth calculation of 2 Elements Array Antenna
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The simulated result of azimuth beamwidth of the 2 element CPA array is
obtained as 44.1°.

The simulated result of azimuth beamwidth of the 2 element CPA array is
obtained as 70.6°.

The simulated result of gain of the 2 element CPA array is obtained as 8.9 dB.
The simulated result of efficiency of the 2 element CPA array is obtained as

97%.
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Fig. 14 Elevation beamwidth of 2 Elements Array Antenna
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Fig. 15 Azimuth beamwidth of 2 Elements Array Antenna
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4 Performance of 4 Elements Array Antenna

The structure of the 4 elements array is shown below Fig. 18, and the spacing
between the two elements is k/2, with a maximum size of 4 element array antenna
as 500 mm � 300 mm � 24 mm. All the elements in the array are fed with same
amplitude and phase.

The performance characteristics like return loss, bandwidth, VSWR, elevation
beamwidth, azimuth beamwidth, gain and efficiency of 4 element circular patch
array antenna, respectively, are shown in Figs. 19, 20, 21, 22, 23, 24, 25.

The simulated result of return loss of the 4 element CPA array is obtained as
−17.6 dB.

Fig. 16 Gain of 2 Elements Array Antenna

Fig. 17 Efficiency of 2 Elements Array Antenna
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The simulated result of bandwidth of the 4 element CPA array is obtained as
414 MHz.

The simulated result of VSWR of the 4 element CPA array is obtained as 1.9.
The simulated result of elevation beamwidth of the 4 element CPA array is

obtained as 20.5°.
The simulated result of azimuth beamwidth of the 4 element CPA array is

obtained as 20.5°.

Fig. 18 Structure of the 4 element array

1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00
Freq [GHz]

-22.50

-20.00

-17.50

-15.00

-12.50

-10.00

-7.50

-5.00

-2.50

0.00

dB
(S

(1
,1

))

HFSSDesign1XY Plot 2 ANSOFT

MX1: 2.0120

-17.6595

Curve Info

dB(S(1,1))
Setup1 : Sweep

Fig. 19 Return loss of 4 Elements Array Antenna
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The simulated result of gain of the 4 element CPA array is obtained as 9.8 dB.
The simulated result of efficiency of the 4 element CPA array is obtained as

97%.
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Fig. 20 Bandwidth calculation of 4 Elements Array Antenna
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Fig. 22 Elevation beamwidth of 4 Elements Array Antenna
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Fig. 23 Azimuth beamwidth of 4 Elements Array Antenna
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5 Performance of 8 Element Array Antenna

The structure of the 8 element array is shown below Fig. 26, and the spacing
between the two elements is k/2, with a maximum size of 8 element array antenna
as 900 mm � 300 mm � 24 mm. All the elements in the array are fed with same
amplitude and phase.

The performance characteristics like return loss, bandwidth, VSWR, elevation
beamwidth, azimuth beamwidth, gain and efficiency of 8 element circular patch
array antenna, respectively, are shown in Figs. 27, 28, 29, 30, 31, 32.

Fig. 24 Gain of 4 Elements Array Antenna

Fig. 25 Efficiency of 4 Elements Array Antenna
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The simulated result of return loss of the 8 element CPA array is obtained as
−13.5 dB.

The simulated result of bandwidth of the 8 element CPA array is obtained as
433 MHz.

The simulated result of VSWR of the 8 element CPA array is obtained as 1.5.
The simulated result of elevation and azimuth beamwidths of the 8 element CPA

array are obtained as 13.6° and 70.3°.

Fig. 26 Structure of the 8 element array

1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00

Freq [GHz]

-14.00

-12.00

-10.00

-8.00

-6.00

-4.00

-2.00

0.00

dB
(S

(1
,1

))

HFSSDesign1XY Plot 1 ANSOFT

m2

Curve Info

dB(S(1,1))
Setup1 : Sweep

Name X Y

m2 2.0050 -13.5682

Fig. 27 Return loss of 8 Elements Array Antenna

Design, Simulation and Performance Comparison of 1, 2, 4 and 8 … 511



1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00
Freq [GHz]

-14.00

-12.00

-10.00

-8.00

-6.00

-4.00

-2.00

0.00

dB
(S

(1
,1

))
HFSSDesign1XY Plot 2 ANSOFT

m1

MX2: 2.0285

MX1: 1.9715

-6.5106

-7.2982

0.0570

Curve Info

dB(S(1,1))

Setup1 : Sweep

Name X Y

m1 2.0050 -13.5682

Fig. 28 Bandwidth of 8 Elements Array Antenna
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The simulated result of gain of the 8 element CPA array is obtained as 14.1 dB.
The simulated result of efficiency of the 8 element CPA array is obtained as

97%.
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Fig. 31 Gain of 8 Elements Array Antenna
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6 Discussion

The radiation characteristics of the above arrays are compared. The proposed array
antenna is successfully modeled and simulated using ANSOFT HFSS, and the radi-
ation characteristics of the proposed array antennas are summarized in the Table 2.

7 Conclusion

The proposed array antennas are successfully modeled and simulated at 2 GHz in
ANSOFT HFSS. The gain of 1, 2, 4, and 8 element CPA arrays are 5.7, 8.9, 9.8,
14.1 dB and elevation beamwidth are, respectively, 86.6, 44.1, 20.5 and 13.6. Thus

Fig. 32 Efficiency of 8 Elements Array Antenna

Table 2 Performance comparison of the proposed CPA arrays

S. No. Parameter No. of Elements

1 2 4 8

1 Frequency (GHz) 2 2 2 2

2 VSWR 1.8 1.8 1.9 1.53

3 Return loss (dB) −19.3 −18.4 −17.6 −13.5

4 Gain (dB) 5.7 8.9 9.8 14.1

5 E Theta (°) 86.6 44.1 20.5 13.6

6 E Pi (°) 74.8 70.6 20.5 70.3

7 Efficiency (%) 98 97 97 97

8 Bandwidth (MHz) 436 423 414 433
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from the results, we conclude that as the number of elements increases, gain
increases while beamwidth decreases. The radiation characteristics obtained by this
proposed antenna are very much useful for airborne applications.
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Effect of Loading Dielectric Made
of Silicone Rubber on Microstrip
Antenna

Ishmeet Singh Riar, Suman Wadkar and Avinash Vaidya

Abstract The design of dielectric loaded microstrip antenna (MSA) is presented in
this paper. The substrate and dielectric load of MSA are made up of silicone rubber
polymer, which has measured dielectric constant of 5.01 at 1 GHz. The resonant
frequency of MSA is 24.35 GHz (K Band). Significant gain improvement of over
3 dB is obtained when the MSA is loaded with dielectric. The value of VSWR is
also less than 2 in frequency range from 24.25 to 24.45 GHz. Measured results
indicate that efficient directive radiation pattern is generated by the antenna in the
frequency band of interest and is suitable candidate for Digital Electronic Message
Service (DEMS) applications such as two-way high-speed communication and
transfer of graphic images. The design and simulation of the MSA is carried using
Computer Simulation Technology studio suite.

Keywords Silicone rubber � MSA � Dielectric cover

1 Introduction

There are many applications such as aircraft, satellite, mobile radio, and wireless
communication, where antenna size, cost, and ease of installation play a very vital
role and MSA is the best candidate which fulfills all these requirements effectively.
But it also suffers from some disadvantages such as low gain and narrow band-
width. But it is important to know that in long-range wireless communication,
high-gain antennas are required [1].
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Gain improvement technique based on Fabry–Perot Cavity (FPC) has also been
studied [2]. Between the ground plane and partially reflecting surface (PRS),
multiple reflections will take place when a PRS is placed above a ground plane at
approximately 0.5k0 and fed by an antenna. The improvement in the gain will take
place when partial rays emanating through the PRS into space have same phases in
the normal direction resulting in constructive interference [3]. To obtain improve-
ment in gain of MSA, initially, the PRS will be loaded on the MSA having air gap
between the PRSs. PRS reflection coefficient and feed antenna radiation are the
factors which decide the gain of antenna. Gain can be increased by using high
permittivity layer or k/4 thick layer, but it may not be always practical to have high
permittivity layer or k/4 thick layer [4].

The substrate and dielectric load are made up of silicone rubber polymer. It is
very important to know that to keep silicone rubber suspended in air is very tedious
task as it is very flexible. Therefore, instead of suspending silicone rubber in air, it
is directly loaded on MSA. The thickness of dielectric cover is varied, and its effect
on antenna characteristics is then studied. Because of dielectric cover, there is
change in the effective dielectric constant, and hence, resonant frequency will
change [5]. The thickness of the dielectric cover will decide the frequency at which
the MSA will resonate. It is studied that to achieve good efficiency, the dielectric
cover should have thickness of about half the operating wavelength [6]. In [7],
different antenna characteristics were studied, by varying the thickness of the
dielectric cover. Both radiation efficiency and resonant frequency decrease when the
antenna is loaded with dielectric.

To enhance the gain of MSA, first, the dielectric load of size as k � k, where k is
wavelength in dielectric, is considered. After loading the MSA with dielectric, the
thickness of dielectric cover is optimized so as to obtain improvement in the value
of gain. The size of dielectric cover is then incremented by k, i.e., the dielectric load
of size 2k � 2k is considered and again the height of the dielectric load is varied.
Same steps are followed when the size of dielectric cover is 3k � 3k. The results
show that when the thickness of dielectric cover is approximately half the wave-
length in dielectric, maximum enhancement in gain is obtained. To make the
antenna resonate at 24.35 GHz, the length of the patch is optimized.

2 Proposed Antenna Design

The 24.25–24.45 GHz frequency band is allocated newly to DEMS by Federal
Communications Commission (FCC) which is known as the “24 GHz band” [8].
The resonant frequency of the antenna is 24.35 GHz.

To design the MSA, it is important to know the dielectric constant of the silicone
rubber which is used as substrate and dielectric cover. The marker was kept at
1 GHz since the impedance analyzer was able to measure dielectric constant up to
maximum frequency of 1 GHz only. From the results, it is observed that silicone
rubber has dielectric constant of 5.01 and loss tangent of 0.01 at 1 GHz. But the
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frequency of interest is 24.35 GHz. Therefore, it is important to find dielectric
constant and loss tangent value at that frequency. These values are obtained by
using Computer Simulation Technology (CST) studio suite. Figures 1 and 2 show
that value of dielectric constant and loss tangent at 24.35 GHz is 4.96 and 0.0094,
respectively. The MSA is fed using quarter wave transmission line. The height of
the silicone rubber polymer substrate is optimized, and efficient radiation pattern is
obtained when the thickness of silicone rubber is 1 mm.

With the help of design equations of MSA [1], first, the simple MSA is designed
and then it is simulated using CST studio suite. It is observed that the gain of
antenna is around 4.09 dB with return loss of −51.49 dB. The MSA has the
impedance bandwidth of around 12.83%, and radiation efficiency is 74.4%. To
enhance the gain, MSA is first loaded with the dielectric cover of size k � k. The
dimension of the substrate is reduced to k � k, so that it is possible to load the
dielectric cover of the same size. It has been shown that good results will be
obtained from MSA if the size of the ground plane is greater than six times
the substrate height all around the periphery of the patch which is not possible when

Fig. 1 Variation of dielectric constant with frequency

Fig. 2 Variation of loss tangent with frequency
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the size of substrate is k � k as shown in Fig. 3a [1]. Figure 3b shows dielectric
loaded MSA. The gain of the structure is around 4 dB, and VSWR is 1.53 which is
less than 2.

Figure 4a shows the design of MSA when the size of substrate is 2k � 2k. The
structure is optimized to make it resonate at 24.35 GHz. The dielectric cover of
the same size is then loaded on MSA as shown in Fig. 4b. The thickness of
the dielectric cover is optimized to obtain significant improvement in gain.
Simulation results show that resonant frequency reduces to 23.88 GHz when the
MSA is loaded with silicone rubber dielectric cover. The length of the patch is then
optimized to make the antenna resonate at 24.35 GHz. The value of gain improves
to 5.66 dB, and VSWR is less than 2 over frequency band of interest.

When the MSA is loaded with dielectric of size 3k � 3k as shown in Fig. 5, the
resonant frequency reduces further to 23.61 GHz. After optimizing the design, the
gain of the antenna is 5.94 dB at 24.35 GHz and front-to-back ratio (F/B) is around
16 dB. Further gain can be enhanced if we increase ground plane size. When the
size of the ground plane is incremented by k, the gain improves from 5.94 to
6.84 dB. Also, the F/B ratio is increased to 25.67 dB.

(a) Withoutdielectric loading               (b) With dielectric loading

Fig. 3 MSA with substrate of size k � k

(a) Without dielectric loading (b) With dielectric loading

Fig. 4 MSA with substrate of size 2k � 2k
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Fig. 5 MSA with substrate of size 3k � 3k

Table 1 Effect of loading silicone rubber on resonant frequency and radiation efficiency

Structures k � k dielectric
loaded MSA

2k � 2k dielectric
loaded MSA

3k � 3k dielectric
loaded MSA

Resonant frequency (GHz) 24 23.88 23.61

Radiation efficiency (%) 47 66 70

Fig. 6 Radiation efficiency versus frequency for MSA loaded with dielectric of size 3k � 3k

Table 2 Comparison of different structures resonating at 24.35 GHz

Different techniques VSWR Gain (dB) % Bandwidth

Dimension of substrate
is k � k

Without dielectric loading 1.5 3.7 7.35

With dielectric loading 1.53 4 6.49

Dimension of substrate
is 2k � 2k

Without dielectric loading 1.095 5.41 12.2

With dielectric loading 1.176 5.66 6.37

Dimension of substrate
is 3k � 3k

Without dielectric loading 1.132 5.43 14.03

With dielectric loading 1.66 5.94 6.21

Dielectric loaded MSA with
ground plane of size 4k � 4k

1.57 6.84 5.49
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3 Results and Discussion

All the structures are optimized to resonate at 24.35 GHz before they are loaded
with dielectric cover. Table 1 explains the effect on resonate frequency when MSA
is loaded with silicone rubber. It is observed that there is reduction in resonant
frequency when MSA is loaded with dielectric. The radiation efficiency decreases
when MSA is loaded with dielectric cover of size k � k as compared to simple
MSA, but then it increases as the size of substrate and dielectric cover is

Fig. 7 VSWR plot for MSA loaded with dielectric of size 3k � 3k

Fig. 8 Radiation pattern for
MSA loaded with dielectric of
size 3k � 3k
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incremented by k. Figure 6 shows that the radiation efficiency of antenna is about
70% at 24.35 GHz.

The comparative study of all the designed structures is shown in Table 2. With
all structures resonating at 24.35 GHz, the improvement in the gain is highest when
silicone rubber of size 3k � 3k is loaded on MSA. The impedance bandwidth
decreases on loading silicone rubber on MSA for every design.

From the Fig. 7, it can be seen that VSWR is less than 2 over the frequency
range of interest. The radiation pattern of antenna is directive as shown in Fig. 8.
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3D Smart Map

Yash Jagtap, Hitesh Shewale, Dinesh Bhadane and M.V. Rao

Abstract 3D Smart Maps are an initiative of Adikara firm aimed to provide a
navigation tool which will help navigate even illiterate people in a temporary town
(Sadhugram) made for the sadhus and pilgrims who will come to take a holy bath in
river Godavari during Nashik-KUMBH 2015 (Kumbh is largest peaceful gathering
in the World). Fifty-two Maps were provided throughout Sadhugram (i.e. in 375
acres) for this purpose, and the Maps were designed so that it can even be read by
illiterate people and were very easy to understand and be interpreted.

Keywords 3D smart map � Illiterate � Navigation � 52 maps � Kumbh

1 Introduction

Kumbh is a Sanskrit word for pitcher, and Mela means fair. Crores of devotees
gather in a bathing ritual once in 3 years.

Mythological story about Kumbh Mela which revolves around the story of the
ocean churning which was done by gods and demons to obtain the amrita to live
forever. According to the divine counting (God’s Calendar), one day of Gods is
equal to the one year of humans and the God Jayanta ran for 12 days to avoid amrit
kalasha to fall in the wrong hands of demons. There are four places where Jayanta
had put down the amrit kalasha with jewels in these twelve human years which are
Haridwar, Prayag, Nashik-Trimbakeshwar and Ujjain, and at these four places at
the time the sun, moon and planets is in a unique astrological alignment, during
which kumbhmela is held here. This festival is considered to be one of the world's
largest peaceful gatherings. The number of pilgrims is usually in millions or also
crores [1].
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Mostly, the crowd which is in millions coming to the KumbhMela is illiterate
ones; thus, it becomes very difficult for the crowd to navigate. So, we identified this
problem and realized how many consequences it may result and took it as a
challenge and decided to eliminate this problem; thus, we decided to make 3D
SMART MAPS which can be readable by anyone it does not matter if he is literate
or not. He/she can read it. For this purpose, we (Yash Jagtap, Hitesh Shewale, Saish
Bhalerao, Rushabh Rambhia, and Shubhangi Kachhwa) decided to place info-
graphics for a presentation of information. We also identified the most places where
people are going to visit and set up maps right over there, so we set up total of 52
3D smart maps of which 4 are 15 feet by 20 feet, 12 maps are 10 feet by 10 feet and
36 maps are 6 feet by 6 feet, (The 3D smart maps were like Google street view but
all Animated) very effectively but we mainly focused on the Flex which was set up
in Sadhugram. We also thought that most of the public did not have smartphones
also and those who have they did have the Sadhugram map on it as it was made by
government. We saw that Sadhugram had become a small town, and the map of it
was not updated on Google Maps yet. So we made maps for all the 12 sectors of
Sadhugram and all sector offices had 15 feet by 20 feet maps and in sectors main
point where the most crowd is going to visit had 10 feet by 10 feet map and we
identified places surveying a bit and set up 3 maps per sector of 6 feet by 6 feet
accordingly in each of the sector. We were the only people who were allowed to put
up commercial maps or commercial flexes in Sadhugram. We then decided to make
the maps from the sponsorships of the Bhumi Project and the Sapat International
Pvt. Ltd.

Project’s planning started from January 2014 and successfully completed it by
September 2015. This project is done under MIT Kumbhthon. MIT Kumbhthon is
an innovation centre which is setup to promote social entrepreneurship in Nashik
[2]. Also, the intention was just to make Maps smarter and better.

2 Technical Aspects of 3D Smart Maps

3D Smart Map is effectively designed which made sure that proper message is
communicated to the users of the map. A viewer can easily distinguish between the
main figure on a map and the background information by using the concept of
figure-ground with differentiation, closed form, centrality, articulation and good
contour. Map designers developed a visual hierarchy on the map that corresponds
accordingly by considering the intended intellectual hierarchy [3].

Viewers interpret the figure objects in the map that are closed so incorporation of
the closure on a map is important [4]. The shape and location of figures is adjusted
by centring and alignment [5].

Articulation is art of differentiating figure from ground [5]. Like to pop outline
the continent pops out by texturing water [6].
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When viewer’s can trace the line throughout the map, it can be described as
good contour [7]. A simple black contour line can be drawn to differentiate a figure
entirely from the ground if it is not separated [8].

Intellectual hierarchy is also known as scale of concept [9], and it states that
some of the features of maps are more important then the other. Visual hierarchy
draws attention to the most important objects first [10].

The 3D Smart Map comes under the category of thematic Map, aimed at
delivering cultural and sociological aspects of the Sadhugram area.

A particular theme connected with a specific area is shown by a thematic
map. These maps “can portray physical, social, political, cultural, economic,
sociological, agricultural aspects” [11].

These maps have mainly focused on the accessibility and friendlessness of the
matter and audience and using it allows a person to be conscious about its sur-
rounding and makes him/her known to the place also delivers all the necessary data
which the cryptographer wishes to convey.

3 Problem Statement

Everyone is aware of the major events such as Kumbhmela, sunburn, pilgrimage
places where a lot of population is engaged which has many literates and illiterates
as well. Where there is population there are problems. Problems may arise like
heavy traffic at some areas as people wont be aware or familiar with the area which
would lead to confusion and irritation. Major events need proper management and
trained volunteers to guide the people. Now, in the case of trained volunteers, the
happening drawback is guiding a short group at a time and hence increasing traffic
on that way. Management plays an important role in this things, and hence,
everything should be well planned. It becomes a challenging situation of guiding
the population in lakhs and also to give comfort to the people avoiding problems.
Which? Where? How? These questions are the most frequently asked questions
from the people regarding the routes. Wrong direction takes people to wrong places
which create a mess mostly for the illiterate people. So by brainstorming on this, we
came out with a revolutionary idea and we called it as “3D SMART MAPS”.

Here in India, the number of people getting lost in usually in thousands and the
main reason behind it is lack of knowledge of streets and locality. Pilgrims find it
difficult to navigate themselves in places they visit.

Usually the childrens get lost at big festivals where are huge gatherings of large
number of people, thus there is a need to take special care for people’s navigation,
and make people familiar with locality as early as possible.
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4 Remedies

As per the above stated problem statement, there are many ways to tackle the
problem but every solution has its own advantages and disadvantages. So, we
proposed here a solution to use the 3D Maps efficiently to prove for the future
enhancements.

Prior to our 3D Map structure, defined by our team, the maps available (existing)
are tedious to visualize and also difficult to understand by illiterate or common people.
So, in an attempt to minimize confusion and to make event a huge success we
proposed this technique after studying limitations of the other solutions in market.

Some of the solutions are as follows:

1. Nashik Municipal Corporation (NMC) (Fig. 1).
2. Google Maps (Fig. 2).
3. GPS.
4. Handouts of Sandhugram.
5. Trained volunteers

Fig. 1 Map made by Nashik Municipal Corporation in Sadhugram
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5 Proposed Technique

So for the above problem statement, our solution (Fig. 3) was to prepare 3D maps
of Sadhugram. But first we were not clear on our idea. We first started with the map
of Nashik, then we got to know that it is quite confusing and this will not help
people. So we started searching for another option to help people of KumbhaMela.
Then, we came with different ideas such as mobile application, handouts, colour
coding Sadhugram and map having data of various sectors. But every idea had its
own pros and cons. Then, combining all these ideas, the team came with 3D map
which was a great idea.

Government allowed us to post the maps in all 12 sectors. And the sizes given by
them were in following manner:

Fig. 2 Sadhugram Google Map during Kumbh
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4 maps of size 20′ � 15′.
12 maps of size 10′ � 10′.
36 maps of size 6′ � 6′.

6 Raw Data Required

1. AutoCAD File of Sadhugram.
1. Infographics related to kumbh mela.
2. Data of toilets and drinking water, etc.

Fig. 3 3D smart map
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7 Softwares Used

We completed project with the help of following softwares:

1. Autodesk 3Ds MAX.
2. Autodesk Autocad.
3. Corel DRAW.
4. Adobe Photoshop.

8 Key Features

1. Compass point.
2. Full Sadhugram miniature map.
3. Index.
4. All amenities representation done in Sadhuram such as dispensary, water supply

and ration shop
5. Helpline numbers.
6. Wide audience reach due to presence of Map at every crossroads.
7. Use of colour coding system.

9 Conclusion

In the end after many ups and downs in the project, it was very successfully
completed with great feedback. We also got covered in newspaper several times.
We introduced a new technology in the market which leads to that not only the
literate could read the maps but now even illiterate people who cannot even read or
write can read the maps, and navigate. These 3D elevated smart maps proved to be
of much useful, and many people were benefited from this even the work of
government officials was tremendously reduced as the maps were so big that even at
a time 50 people were able to read the maps. So it was useful a lot! We also made
the small maps—the miniature version of full Sadhugram and highlighting only the
sector shown in map. Also, the close camera views of 6 feet by 6 feet gave sponsors
the wide area which they wished to cover and all liked the idea.

For now, the team targeting only kumbh but the team is planning to collaborate
with Cubix and Nashik city connect so as to make each and every gathering place in
3D. As it may help from even small children getting lost and even elderly people
who cannot see much can be able to navigate through towns. As for the technology
loving people, the team is planning to launch an App in near future in which a user
can get experience of actually in game movements and can move freely through and
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around the buildings and thus is planning to make a whole new system of navi-
gation and a new industry in travelling field (Prototype is ready).
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Software-Defined Network-Based
Intrusion Detection System

Yogita Hande, Akkalashmi Muddana and Santosh Darade

Abstract The traditional networks conflate control and data plane on a physical
device, normally comprise of software and hardware. The new emerging technol-
ogy software-defined networks (SDNs) detach control plane from the data plane.
SDN control plane exits controller has ability to control the entire network which is
a possible security concern as compared to traditional network with a distributed
control plane. In software-defined network, malicious flow exploits vulnerability of
the controller through SDN switches, which demands essential SDN-based security
model. This paper introduces the SDN architecture with their threat vectors. We
proposed the SDN-based intrusion detection system (IDS) which identifies mali-
cious behaviors or attacks and reports to network administrators as intrusion events.

Keywords Software-defined networking � Intrusion detection system � Security

1 Introduction

Software-defined networking (SDN) is one of the most innovative network tech-
nologies. The main idea of SDN is to decouple the control plane from the physical
infrastructure, which enables network administrator to define and configure network
through programming or using the software to define it. Software-defined
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networking [1] incites network operator to manage and configure the network
essential by enhancing the OpenFlow in switch product.

Considering the environment of SDN, security is the prime challenge in SDN
architecture. Centralized controller may exploit vulnerability due to continuous
update from network administrator or operator [2]. There is a need to analyze SDN
traffic which can degrade the SDN network performance and require effective
implementation of security model. The network assets and communication trans-
actions across the network must be protected from malicious attacks and uninten-
tional damage through some security professionals.

An intrusion detection system is defined as one of the solution for network
security to identify the abnormal activities. An IDS enables us to secure the system
from unauthorized users. It is considered as the backbone for securing the SDN
architecture. Here, we proposed the SDN-based intrusion detection system
(IDS) uses methods to monitor the network traffic for intrusion detection which
helps to provide the security toward SDN.

1.1 Software-Defined Networking

Software-defined network (SDN) is a dynamic, manageable, adaptable, and
cost-effective network. This SDN is encompassing several network technologies
aimed to make directly programmable, agile, centrally managed network infras-
tructure. The goal of SDN is to allow network administrator or operator to quickly
handle the business needs.

The SDN idea was proposed by Nick et al. [1]. They proposed an idea that
separates out the control plane from the data plane (forwarding plane) from network
device, where a control plane controls several devices (Switch’s). In
software-defined network, administrators can shape traffic by programming the
controller at control plane without interrupting network devices (switches) at data
plane. Control plane has a centralized controller, which sets forwarding rules in
switch to route traffic from source to destination. Data plane that consists of net-
work devices handles all packets according the flow entries set by the controller. All
flow entries at the switch level are managed by centralized logical controller.

With this ability, SDN technique is introduced to handle the cloud service pro-
viders challenges such as changing load traffic, more bandwidth requirement, and
security and scalability issues. Enterprise and organization use OpenFlow-based
SDN to balance the traffic load; redirect the traffic; manage on demand, bandwidth
requirement; and execute polices to scale the network.

The software-defined networking (SDN) approaches have been earlier adopted by
many companies for their business particularly cloud and telecom services. The tra-
ditional technologies are not capable to drive their current business challenges, so
modern network techniques are based on software. Service provider companies are
using SDN concepts such as Amazon, Rackspace, IBM SoftLayer also telecoms field
are also competitive in developing their software network strategies [3].
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1.2 Software-Defined Network Architecture

A software-defined network distributes the network into the control layer (control
plane), infrastructure layer (data plane), and application layer as shown in Fig. 1
The main concepts of SDN are to separate out the control plane from the data plane
from every network device [4–6].

On the top of SDN architecture, application plane exits many applications such
as load balancing, traffic management, and security. The application plane com-
municates their requirements and desired network behavior to control plane through
northbound interface (NBI).

Fig. 1 Software-defined networking architecture
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The control plane of SDN involves centralized logical controller which translates
received application layer requirements to SDN datapaths and provides SDN
application with the abstract view of network. This controller implements control
logic and allows controlling the data layer resources.

Data layer of SDN also called forwarding plane comprises of many network
elements (switches). Traditional devices expose datapath and forward the network
traffic over the network. In SDN, switches become simple forwarding devices that
forward the traffic as per rule set by the controller. The southbound interface
(SBI) is defined between an SDN control layer and data layer which attempt to
programmatically control the all forwarding.

Control plane and data plane separation allow the network administrator to easily
change the network policies, which enable network administrator to construct
flexible, scalable network by handling the business need through software rather
than hardware.

2 SDN Security Literature Survey

SDN is a programmable and agile network [9]; the network administrator,
researchers, and engineers programmatically generate strategies to simplify the
management of data centers. SDN model assists campus networks, enterprises,
wireless networks, and DCNs. IT organizations and network enterprises should be
aware of these challenges such as reliability, performance under latency constraints,
security, introduced in [7].

In [8], the author has made a comparative survey related to security in SDN and
believes that the architecture introduced by SDN for data centers must be assessed
to ensure their network security.

The author in [1] has proposed OpenFlow; it is a way for researchers to run their
experimental protocols on their heterogeneous network switches. They encourage
vendors to add OpenFlow to their network switches product that allows researchers
to evaluate their ideas in real-world traffic settings; however, the experiment may
not have shown any security features implementations with OpenFlow.

In [2], the author has presented many SDN challenges such as security.
Considering security as challenges for SDN, the need to develop new security
model for centralized controller may be vulnerable due to constant updates from
network administrator.

The author in [10] has proposed architecture for intrusion prevention using SDN.
He has defined two ways for the detection and prevention of intrusion, such as on
path and off path. They preferred off path intrusion detection system to increase the
network performance but have not mentioned the IDS functionality.

The author in [11] has proposed a concept of new openflow switch consists of
IDS for SDN security. They proposed a secure openflow protocol. An IDS uses the
database for IP verification and packet verification. Such type of IDS implemen-
tation may be complex, and it degrades the network performance.
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The proposed scalable intrusion detection system (IDS) architecture [12] on
SDN environment, using a virtualization infrastructure, inspects malicious flow
open source Suricata IDS which enables us to sample data packets belonging to
suspicious traffic flows. They propose sampling rate adjustment method in order to
order to maximize the detection rate.

3 Threat Vector to SDN Architecture

The trend may be toward implementing software-defined networking in enterprises
and organization to configure network and modify the network as per the business
needs which creates security challenge to SDN developer to secure the SDN
architecture. Enterprise and organization would be ready to replace their traditional
network with SDN network with security mechanisms that assure them that their
network could not be venerable.

Here, we are focusing on the threat vector [13, 14] on SDN with the security
countermeasures currently being considered. Each layer of SDN exploits the vul-
nerability by attacker [15].

3.1 Data Layer (Southbound)

Attacker could gain unauthorized access to network elements within network itself
and try to destabilize the network by performing denial of service attack (DOS) on
network elements (switches) connected to SDN network. Controller communicates
to network elements using southbound APIs and protocols. These southbound
communications could use OpenFlow (OF), Open vSwitch Database Management
Protocol (OVSDB), etc. Many of these protocols under the development have their
own way to secure the network element, but many of the protocols are not able to
cope with current security challenges. The network elements maintain flow table
having flow entries updated by controller used to route traffic over the network. The
attacker could initiate new flow entries which misguide the network elements. If the
attacker steers the traffic in their direction, it sniffs the traffic and performs
man-in-the-middle attack by eavesdropping southbound communication between
controller and network elements.

3.2 Controller Layer

SDN controller is the main and core component of a SDN network which manages
whole networks. The single point of failure of this controller can cost more in the
SDN environment, because it manages the global view of a network. If attacker
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targets it by performing DDOS attack, then it leads to complete networks failure.
Some potential attackers over the network pretending as a real controller harm the
controller itself. Few of the resource utilization attack inject by the attacker on a
SDN controller tries to utilize maximum SDN resources.

3.3 Application Layer

Application layer of SDN runs many applications may communicate with controller
through northbound APIs and protocols. The attacker could exploit vulnerabilities
of controller by using northbound APIs such as Java, JSON, and Python.

To detect and identify the attacks which we explained earlier, the security
mechanisms such as antivirus, firewall, and intrusion detection system will be
highly preferable. Also SDN can configure some authentication policies like
role-based access control (RBAC) to avoid unauthorized access of SDN controller.
Some security policies must be implementing at application layer to provide better
security.

4 Proposed SDN-Based Intrusion Detection System

The SDN architecture highly supports network monitoring and analysis mechanism
due to programming environment of SDN controller. SDN adapts security service
insertion [3] by developing intrusion detection system [IDS] to monitor incoming
traffic to SDN network. We propose SDN-based intrusion detection system
(IDS) which implement on SDN controller shown in Fig. 2. The role of this IDS
analyzes the traffic intended to the SDN network to identify the malicious flow. The
traffic coming from outside networks are received by SDN switches.

After receiving packets, SDN switches check action defined by the controller for
packets transmission through checking of flow table entries. If periodically updated
flow table does not contain flow entry for respective packets, those packets will be
forwarded to controller to set the datapath to corresponding packets.

The IDS designed on controller defines two methods which apply on the traffic
coming from switch to detect the intrusion that try to degrade the SDN network
performance. Following are the IDS methods.

4.1 Packet Countermethod

Packet countermethod of IDS maintains the count of IP packets received within
particular amount of period. Our IDS defines the threshold value which states the
maximum number IP packets handled by the network in defined period.
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The countervalue of IP packet greater than threshold value will be considered as
intrusion.

Tp is threshold value. Pc is packet counter, its counts packet received within
defined time period t.

Pc ¼
Z t2

t1

Xn
i¼1

Pi ð1Þ

Pc�Tp ð2Þ

Fig. 2 SDN-based intrusion detection system
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Calculated packet value Pc is compared with Tp. If the packets countervalue Pc
is greater than equal to threshold value Tp, then intrusion detected.

4.2 Time Interval Method

In time interval method, when the packets arrive to SDN network, IDS calculates
the interval time of packets. Interval is calculated by considering the arrival time of
previous packet and current packet. If the interval time of receiving packets is very
less than threshold value, then IDS perceives this situation as intrusion.

Ti is threshold value, and Cpa and Ppa are defining the arrival times of current
packet and previous packet, respectively. I is calculated interval time

I ¼ Cpa� Ppa: ð3Þ

I�Ti ð4Þ

If calculated interval I is less than equal to defined threshold value Ti, then
intrusion detected.

Our proposed SDN-based IDS detect the malicious flow by relating the
countervalue and time interval value to threshold values. The threshold values
can be defined according to network behaviors, or it will vary as per the network
type. Initially, our IDS considers these two methods to identify the intrusion
over SDN. In future, we will try to expose the more operative methods to detect
and prevent the intrusion over SDN network by focusing different problems like
scalability.

5 Conclusion

Security is a main challenge in software-defined network (SDN) due to centralize
controlling of the network through programmable controller. Here, we studied SDN
architecture with different SDN threats which are a major security issues in SDN.
We proposed SDN-based intrusion detection system (IDS) methods which is useful
to detect malicious flow of the network traffic.

In future, we will try to simulate our proposed IDS methods over mininet
emulator with Python-based POX controller. Also in future, we will represent some
more effective intrusion detection and prevention methods and algorithm to handle
malicious network traffic competently.
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CFIM: Toward Building New Cloud
Forensics Investigation Model

Ezz El-Din Hemdan and D.H. Manjaiah

Abstract In recent times, cybercrime investigation in cloud computing poses
complex challenges due to virtualization, volatile data, deleted data, and dynamic
and distributing nature of cloud computing. Performing cybercrime investigation in
cloud environment is called Cloud Forensics. With the intention of overcoming
these challenges, this paper introduces a Cloud Forensics investigation model
(CFIM) that can help to investigate cybercrimes in the cloud in forensically sound
and timely fashion. The proposed model is an intelligent system that is able to take
a snapshot periodically for each virtual machine running in the cloud, sends it
automatically to trusted center server (TCS) that is responsible for monitoring and
recording the status of the virtual machine and finally, sends it to the forensic server
(FS) to perform forensic analysis. This model can increase probability of tracking
attackers, determining weaknesses of virtual machines for future use, and also can
support in the process of extraction and collection of digital evidence.

Keywords Cloud computing � Digital forensics � Cloud forensics
Digital evidence and cybercrimes

1 Introduction

Recently, cloud computing has become one of the most popular and important
computing paradigms which has been adopted by several companies and organi-
zations because it provides and offers various benefits and advantages such as
optimizing the general usage of IT infrastructures, high degree of scalability and
availability of enormous computing, and storage resources. With the appearance of
cloud computing technology that depend on a theory of distributing of datacenters
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which are allocated around the world to provide numerous cloud services with
cost-per-use method, the cybercrimes are increased against cloud systems. This new
technology has changed the thinking of criminals and attackers through utilizing
massive capabilities because old-fashioned cybercrime techniques and methods
have to be modified to adapt with the new features of the cloud computing
infrastructure.

In the other side, there is one of the important sciences that can help to find and
trace criminals which is called “Digital Forensics.” The digital forensics science is
used to identify, extract, and analyze digital evidence to reconstruct crime events.
Digital investigators and practitioners have to change and expand their tools,
methods, and techniques to deal with these new types of crimes against the cloud
infrastructure and to reconstruct the crime events that occurred.

The process of performing digital forensics investigation in cloud environment is
known as “Cloud Forensics.” Cloud Forensics is challenging at best, but can be
performed in a way steady with law through proposing newmethods, techniques, and
tools. Several researchers have identified and explored security problems relating to
storing data in the cloud. Few number of research, however, have fully explained or
developed new methods, techniques, and tools to carry out forensics investigation of
cybercrimes in the cloud environment. In addition to this, there are little hypothetical
scenarios and case studies to illustrate and explain the complex challenging issues
related to Cloud Forensics investigation of cybercrimes in real cases.

Although cloud computing can offer various opportunities to provide and
improve digital investigation process in the cloud through utilizing massive capa-
bilities of the cloud computing like processing, computing, and storage resources
but still digital investigators are facing many legal, organizational, and technical
challenges in performing Cloud Forensics. These challenges specially include
dependence on the cloud service provider (CSP), less control in cloud infrastruc-
ture, physical inaccessibility of digital evidence, volatile and deleted data, legal and
trust issues, large bandwidth and multi-tenancy.

This paper presents a cloud forensic investigation model (CFIM) to investigate
cybercrimes which are in the cloud computing environment. The proposed model is
an intelligent system that can take a snapshot periodically for the state of each
virtual machine (VM) which is running in the cloud and sends it automatically to
trusted center server (TCS) that works as storage for VM snapshots. The VM
snapshot is very useful to digital investigators and examiners because it helps in
analyzing the VM in order to extract digital evidence related to crime in virtualized
environments such as cloud computing. The TCS server is responsible for moni-
toring and recording the status of the VMs and therefore sends it to the forensic
server (FS) in order to be used to perform the forensic analysis process remotely by
the investigator. The use of this model can to be mention as one of the terms in
service level agreement (SLA) between cloud user (CU) and cloud service provider
(CSP) to guarantee the success of the investigation process in the cloud using this
model integrated with cloud infrastructure in the future.

The proposed model can provide several benefits for carrying out digital forensic
in cloud in an effective manner as follows:
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• It will introduce a real example of Forensic as a Service (FaaS) by including the
FS in the CSP side for performing the digital investigation process and remotely
through using the enormous capabilities of cloud computing.

• One big problem that may face digital investigators is when the VM instance is
deallocated, the digital investigators may not know whether evidential data or
the entire VM instance could be recovered or not. The proposed model can
provide a solution to this problem by taking snapshot of the VM which contains
the status of VM during the malicious activities.

• It may also help to unravel the problem of volatile data that cannot sustain
without power where, if the user turn off his/her virtual machine, then all the
information is lost so there is the need to have the image of the VM instance.
This encourages attackers and criminals to exploit this vulnerability (i.e., loss of
volatile data) to do illegal activities and therefore makes the investigation pro-
cess almost difficult to extract digital evidence about the crime (i.e.,
anti-forensics). However, this can be solved using virtual machine snapshots.

• It would also support the problem requiring large bandwidth to download VM
instance where the size of the VM instance depends on the size of data inside it.
This can be solved through installing the FS in the cloud side.

• The model may also apply the concept of proactive measures by preserving
regular snapshots in running of virtual machines that can significantly help
response to handlers and forensic investigators if such types of incidents happen.

• The proposed model can be used within several organizations which will use
cloud services such as financial and healthcare systems.

The remainder of the paper is structured as follows. Section 2 provides a brief
overview about basics of cloud computing, digital forensics, and Cloud Forensics,
while previous and related works are presented in Sect. 3. Section 4 introduces the
proposed Cloud Forensics investigation model (CFIM), while a malicious scenario
is discussed in Sect. 5. The paper conclusion and future work on this innovative
research are presented in Sect. 6.

2 Overview

This section introduces a brief overview about fundamentals of cloud computing,
digital forensics, and Cloud Forensics.

2.1 Cloud Computing

Cloud computing is a revolutionary technology that offers individuals, govern-
ments, and organizations with massive resources as services accessible through
networks either internally or externally over the Internet. National Institute of
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Standards and Technology (NIST) defined cloud computing as “a model for
enabling ubiquitous, convenient, on-demand network access to a shared pool of
configurable computing resources (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction” [1].

From the aforementioned NIST definition of cloud computing, there are five
essential characteristics such as on-demand self-service, broad network access,
resource pooling, rapid elasticity, and measured service. Having said about the
characteristics so far, we are able to extract two cloud computing models which are
deployment models and service models. Each of them have different types under it.
Deployment models consist of four types, and these are private cloud, public cloud,
community cloud, and hybrid cloud. On the other hand, service models consist of
three types which are Software as a Service (SaaS), Platform as a Service (PaaS),
and Infrastructure as a Service (IaaS).

2.2 Digital Forensics

Digital forensics science is a sub-discipline of forensics science that concerns
identifying, collecting, extracting, preserving, and analyzing digital evidence that
are extracted from crime scenes in order to assist digital investigators and practi-
tioners to trace and catch criminals along with determining vulnerabilities in digital
systems such as personal computer (PC), mobile phones, tablets, networks, and
cloud systems. Digital forensics science was defined in 1999 by McKemmish [2] as
“The process of identifying, preserving, analyzing and presenting digital evidence
in a manner that is legally acceptable by court of law.” From this definition, it can
be concluded that the digital forensics consists of four crucial phases in performing
the digital investigation as shown in Fig. 1 as follows:

• Identification: It is the process of identification of a crime and digital evidence
that could be needed to verify the committed incident.

• Preservation: Here, the digital investigators and examiners preserve the col-
lected and extracted evidence as well as virtual hard disks, log files, mobile
phones, and any related proofs that are in the crime scene.

Fig. 1 Digital forensic investigation process
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• Analysis: This phase involves in understanding, explaining, and correlating
digital evidence data to reach a summary of findings, in order to help in proving
or disproving illegal activities.

• Presentation: In this phase, the investigators and experts prepare a forensic
report as an official document on summary/conclusions about the incident that
occurred. This report should be suitable to show as legal and admissible proof in
the court of law.

2.3 Cloud Forensics

Cloud Forensics is an emerging area that refers to the applications of concepts,
principles, and methods of digital forensics in cloud. Ruan et al. [3] considered
Cloud Forensics as subset of network forensics, and it is defined as “The application
of digital forensic science in cloud computing environments. Technically, it consists
of a hybrid forensic approach (e.g., remote, virtual, network, live, large-scale,
thin-client, thick-client) toward the generation of digital evidence. Organizationally
it involves interactions among cloud actors (i.e., cloud provider, cloud consumer,
cloud broker, cloud carrier, cloud auditor) for the purpose of facilitating both
internal and external investigations. Legally, it often implies multi- jurisdictional
and multi-tenant situations” [4]. From the above definition, it can be noticed that the
investigators will face sundry legal, organizational, and technical challenges such as
physical inaccessibility of digital evidence, dependence on CSP, volatile and
deleted data, less control in cloud infrastructure, trust issues and large bandwidth. In
cloud, strategies of digital forensic analysis ought to diverge according to each
cloud model. For instance, the control over network monitoring or process by
customers is more limited in SaaS and PaaS than IaaS where the customer has more
privilege over computing resources as given in Table 1. Table 1 displays how CSP
can accomplish and control cloud services. The traditional digital forensics for
computer systems would vary for the cloud models in a cloud environment.

Table 1 Cloud service
provider’s control over
services models [8]

Layer Model

IaaS PaaS SaaS

Applications ✕ ✕ ✓

Data ✕ ✕ ✓

Runtime ✕ ✓ ✓

Middleware ✕ ✓ ✓

Operating system ✕ ✓ ✓

Virtualization ✓ ✓ ✓

Servers ✓ ✓ ✓

Storage ✓ ✓ ✓

Networking ✓ ✓ ✓
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Collection process in the SaaS and IaaS models will not be similar where, in SaaS,
the CSP have control over application data, while in IaaS, the customer would have
control over data generated by the virtual machines. On the other side, in private
cloud, investigators have physical access to the evidence data, but they merely can
get physical access to the data in public cloud [8].

3 Related Work

Rani and Geethakumari [5] proposed an efficient approach for performing digital
forensic investigation in cloud based on virtual machine (VM) snapshots. The basic
idea of this approach is that the Cloud Service Provider stores snapshots for virtual
machines identified as criminal using an intrusion detection system (IDS).
Concurrently, the CSP ought to be demanded for log files of the suspected VM and
the investigator collects and analyzes the log files to find any evidence related to the
malicious activities. Dykstra et al. [6] suggested a cloud management plane for
using in the IaaS model where the CSP can make a vital task in data collection by
providing a web-based management console. Using this console panel, users along
with digital investigators extract related digital evidence from virtual machine
image, network, and process in an effective manner. There tricky aspect of this
solution is that it needs an additional level of trust in the management plane as well
as evidence collection methods; however, where investigators have physical access
to the system, this level of trust is not necessary.

Simou et al. [7] proposed a model for supporting the process of Cloud Forensics
and moved existing research one step more through recognizing the major ideas,
actors, and their interactions that take part in a Cloud Forensics process by pre-
senting a means of new meta-models. They also presented a running example as
well for well understanding the proposed concepts related to Cloud Forensics
investigation scenario. Povar and Geethakumari [8] emphasized on the procedures
of identifying and analyzing digital evidence in the cloud environment with regard
to the cloud customer as well as services provider. They proposed and introduced a
heuristic model for performing Cloud Forensics process. Their proposed model
emphasized on the necessities of modifications required in data collection,
preservation, and analysis in the digital investigation process. Zawoad et al. [9]
introduced open Cloud Forensics (OCF) model which considered the new role of
the cloud services provider (CSP) to support reliable and effective digital forensics
in the cloud. They suggested that the proposed model can be used by cloud architect
to design clouds that support trustworthy cloud forensic investigation.
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4 Proposed Cloud Forensics Investigation Model

This section explains architecture and description of the proposed model.

4.1 Model Architecture

The proposed model consists of the following components as shown in Fig. 2 as
follows:

1. Cloud User (CU): Request a cloud services provider (CSP) to create a virtual
machine (VM) with specific descriptions.

2. Cloud Services Provider (CSP)/Cloud Server: Responses to the CU and
creates the VM; hence, a direct connection between the CU and the required VM
would be established.

Fig. 2 Architecture of proposed model
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3. Trusted Center Server (TCS): Working in the background, it takes periodi-
cally snapshots for the VM for the purpose of forensic investigation based on a
request from the CSP.

4. Cloud Investigator (CI): Remotely controls the investigation process in
forensic server (FS) and prepares a final report about a committed crime that
occurred in the cloud environment.

5. Forensic Server (FS): Manage, handle, and process digital evidences.
6. Malicious User (MU): Perform and launch malicious and illegal activities.

4.2 Model Description

The description of the proposed model which is shown in Fig. 2 is as follows:

1. CU requests CSP for VM with specific descriptions.
2. The CSP responses to the CU’s request and the VM is created.
3. The CU starts to use his/her VM in the cloud side.
4. TCS starts to take periodically snapshots for the running VM.
5. Imagine an incident occurs against the CU’s VM (i.e., hacking scenario by the

malicious user).
6. The CU requests a cloud investigator (CI) to investigate the crime.
7. The CI connects to the forensic server (FS) in CSP side to request about the

CU’s VM.
8. The FS requests the CSP about the CU’s VM then the CSP requests the TCS to

communicate with FS.
9. The TCS sends the required VM’s snapshots and Base Files to the FS for

performing the investigation process phases which are identification, preser-
vation, analysis, and presentation to reconstruct the committed crime events.

10. A final report is then generated about the committed crime.
11. The CI sends the report to the CU or the court of law as admissible evidence

about the committed crime.

5 Malicious Scenario

This section discusses a hypothetical malicious scenario and the importance of
using the proposed model in cloud environment. The malicious scenario can happen
in the cloud as follows [10]: Bucky is a cloud user who runs a virtual machine
(VM) in a cloud. John is a malicious user. He rented also another VM in the cloud
to enable him to access cloud infrastructure. John decided to use Bucky’s VM to
launch many types of attacks to other VMs running in the cloud to steal their data.
One of the attacked VM’s owner stores important data which are stolen by the
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malicious attacker. Consequently, the owner requested a forensic investigator to
investigate the crime. The investigator discovers that the Owner’s VM records each
visiting activity information like IP address. Examining the visiting user records,
the investigator found that the attacking is done through Bucky’s VM. Eventually,
the investigator issued a subpoena to the corresponding cloud provider to provide
him the network logs for this particular IP addresses. On the other hand, there are
two scenarios might have occurred. Firstly, John managed to collude with the cloud
provider after the attack. Therefore, while providing the logs to the investigator, the
cloud provider supplied a tampered log to the investigator, who had no way to
verify the correctness of the logs. Under this circumstance, John would remain
undetected. Secondly, Even if the cloud provider was honest, John could terminate
her rented VM and leave no trace of the attack. Hence, the cloud provider could not
give any useful logs to the investigator. Finally, if the investigator can’t found the
truth, Bucky would be responsible for the malicious attack.

From the above malicious scenario, there are many challenges that may face
digital investigators ability to investigate this crime that occurred in the cloud
environment. There are two situations facing the digital investigators during the
investigation of the crime as:

1. John succeeded to conspire with the cloud service provider after the attack. And
so, while providing the logs to the investigator, the cloud provider provided a
modified log to the investigator, who had no way to verify the correctness of the
logs. Under this situation, John will continue unnoticed.

2. Although the cloud provider was sincere, John could lay off her rented VM and
not keep any traces related to the crime. Therefore, the cloud provider could not
provide any valuable logs to the investigator.

In the end of the investigation, if the investigators did not discover the truth, in
this case the cloud user, Bucky, would be responsible for the committed crime in
the cloud. To identify who makes the malicious attack, there is the need to intro-
duce new methods, techniques, or models to help digital investigators and exam-
iners in their mission in the investigation of cybercrimes to be able to implement
digital forensics procedures successfully in the cloud. From this scenario, we can
conclude that the benefits and advantages of using the proposed model in real cloud
scenarios are that it can save time and costs in performing digital investigation
process through recording and monitoring the running virtual machines. This will
help to identify malicious users in the cloud and discover any vulnerabilities and
weaknesses inside them.
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6 Conclusion and Future Work

In the last years, cloud computing adopted by several users, companies, and
organizations where the number crimes against it increased so that it is become very
urgent for providing cloud services to them with ensuring that the cloud providers
support and help to provide the digital investigation process in forensically sound
and timely fashion manner. This paper therefore introduces a cloud forensic
investigation model (CFIM) to investigate cybercrimes in the cloud computing
environment. This model will increase probability of tracking attackers, determine
weaknesses of virtual machines in the cloud for future use, and help in performing
the process of extraction and collection of digital evidence about committed
cybercrimes through providing vital and useful information. A hypothetical sce-
nario is discussed to clarify the value of using the proposed system in real forensic
investigation in the cloud. In future work, we scheduled to carry out the proposed
model in real cloud computing environment.
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TS Fuzzy Controller of Maglev System
Based on Relaxed Stabilization Conditions

Munna Khan and Amged Sayed Abdelmageed Mahmoud

Abstract This chapter addresses the synthesizing of modified TS fuzzy controllers
for magnetic levitation (Maglev) system which is a complex nonlinear system. The
applied TS fuzzy controller is based on piecewise Lyapunov function in modified
form to relax stabilization condition of the model. The proposed technique exploits
PDC controller to robustly stabilize the position of the iron ball of the Maglev
system in the existence of disturbances. Furthermore, this technique will ensure the
robustness, maximize the disturbance tolerance, improve the performance and
reduce H∞ performance index c. The simulation results for control of Maglev will
compare the effect of the proposed controller with other PDC controller to indicate
that the new algorithms give better results under external disturbances.

Keywords Takagi–Sugeno (TS) fuzzy system � Magnetic levitation (Maglev)
system � Parallel distributed compensator (PDC) � Linear matrix inequality (LMI)

1 Introduction

The stabilization of complex nonlinear systems has gained considerable attentions in
the automatic control research topic in past years. Recently, the Takagi–Sugeno
(TS) fuzzy approach [1] has been intensely considered for the stability analysis
problemof nonlinear dynamical systems [2–7]. It is simple and effectivemathematical
platform to handle the nonlinear systems as it allows nonlinear model to be presented
by blending a series of linear sets via the “IF-THEN” fuzzy rule. Based on TS fuzzy
model, the technique of PDC is used to control and stabilize complex nonlinear
systems by using state feedback controller for each rule in TS fuzzy model [8].
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Lately, stabilization issue of TS fuzzy approach is a principal point in this regard.
Therefore, significant results have been performed in order to attain and get the
strict and straightforward algorithms using Lyapunov function strategy. Also, using
linear matrix inequality (LMI) technique for the performance conditions and sta-
bility criteria is very effective, because the optimal procedure of the LMI approach
can solve the difficulties in finding a common positive-definite matrix of quadratic
Lyapunov function for stability conditions. Despite the efficiency of LMI-based
approach, there is a significant issue that the solutions related to LMIs are quite
conservative. Hence, considerable researches on relaxed criteria and stability con-
ditions for TS fuzzy system have been carried out to reduce the conservatism. For
example, the utilizing of order relation information of MFs to relax the conserva-
tivness is given in [9]. Where an improvement technique has been reported to relax
the conservative of TS fuzzy systems by exploiting Kronecker products for quad-
ratic Lyapunov function in [10]. Whereas, in [11], a multi-sample approach is used
to propose a new relaxed algorithm for TS fuzzy. A new relaxed condition based on
delay Lyapunov function is addressed in [12]. Moreover, such different kind of
techniques to reduce the conservatives like non-PDC scheme [13] and switched
PDC techniques [14–17] are frequently used to reduce the conservatism. The
relaxed conditions and schemes are worthy addressed not only for ensuring the
stability of TSF system, but also for improving other requirements such as speed
performance, the domain of attraction and input–output constraint.

Maglev trains, wind turbines, launching rockets, electrodynamics’ suspension
and the centrifuge of nuclear reactor are examples of important applications of
magnetic levitation systems. These systems are complex nonlinear and unstable
open-loop systems, so numerous results have been done for building the
high-performance feedback controllers to stabilize and control the Maglev systems.
Up until now, designing a robust controller to manage the magnetic levitation is a
challenging task, and there are various researches try to handle the Maglev systems
[7, 18–20].

The scope of this work is to propose TS fuzzy controller for Maglev system. The
proposed technique has a slack matrix which provides less conservative conditions,
therefore, yields good results. The main purpose of modified PDC is to robustly
stabilize the closed-loop system under different conditions. Based on LMI tech-
nique, the state feedback controller’s gain will be obtained. Finally, simulation
results are given to prove that the proposed technique guarantees the stability
condition of the closed-loop nonlinear system and ensures robustness to external
disturbance. The structure of this chapter is as follows. The Maglev model for
current-controlled scheme is introduced in Sect. 2. The discrete-time TS fuzzy
model is given in Sect. 3. The proposed PDC controller is reported in Sect. 4.
Section 5 simulation results are shown to emphasize the efficiency and explore the
effectiveness of the proposed method and compare it with PDC scheme. Finally, in
Sect. 6, the conclusion is given. Notation: The superscript “T” represents the
transpose of a matrix. An asterisk (*) located inside a matrix denotes the transpose
of its symmetrical term.
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2 Maglev Dynamics

The Maglev’s dynamics equations are presented as [7]

m€hþ f ¼ mgþEd

f ¼ a
i
h

� �2 ð1Þ

where md is the mass of the iron ball; h is the position of ball; E is the disturbance
force; g is the acceleration gravity; a is the electromagnet constant; i is controlled
current of the electromagnet. The control purpose is to stabilize the position of the
ball by the force of the electromagnet.

Define the state variable as of (1) as:

x1 ¼ h; x2 ¼ _h

Then the state equation

_x1 ¼ x2

_x2 ¼ g� k
m

i
x1

� �2

þ 1
m
fd

ð2Þ

3 TS Fuzzy Model

If d1k is Mi1… and dPk is MiP,

Then
xkþ 1 ¼ Aixk þB1iwk þB2iuk
yk ¼ Cixk þD1iwk þD2iuk

�
ð3Þ

Here i = 1, 2,…, rwhere r is the number of model rules; suffix k in sample time;Mij

is the fuzzy set; xk 2 Rn is the state vector; uk 2 Rm is the control input; yk 2 Rq is the
output vector; wk 2 Rs is the energy-bounded disturbance. Ai, B1i, B2i, Ci, D1i and D2i

are of appropriate dimensions; d1k,…, dPk are known premise variables at k sample.
The final outputs of the fuzzy systems are inferred as follows:

xk ¼
Xr

i¼1

gi dkð ÞAixk þB1iwk þB2iukÞ ð4Þ

yk ¼
Xr

i¼1

gi dkð ÞCixk þD1iwk þD2iukÞ ð5Þ
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Where dk ¼ d1k d2k � � � dPk½ �T

gi dkð Þ ¼

QP
j¼1

MijðdjkÞ
Pr
i¼1

QP
j¼1

MijðdjkÞ
ð6Þ

For all k. The term MijðdjkÞ is the grade of membership of ðdjkÞ in Mij. For brief
expression, we will denote gik ¼ gi dkð Þ. We have

Pr
i¼1

gik ¼ 1

gik � 0

8<
: 8i ð7Þ

For the above TS fuzzy model, Fuzzy controller can be constructed using the
parallel distributed compensation (PDC) concept. The PDC control technique is
synthesized by designing a linear compensator to control each of fuzzy rules. So the
fuzzy controller uses the same fuzzy sets of TS fuzzy model.

Control rule i : IF d1k isMi1 and � � � and drk isMir; then

uk ¼ �Fi xk; i ¼ 1; 2; � � � ; r

Where Fiði ¼ 1; 2; . . .; rÞ is the gain of feedback controller. Hence, the PDC
controller can be obtained by

uk ¼ �
Xr

i¼1

gik Fi xk; ð8Þ

By combining (3), (4) and (8) then the closed-loop discrete fuzzy system is:

xk ¼ A gkð ÞþB1 gkð ÞF gkð Þð Þxk þB2 gkð Þwk

yk ¼ C gkð ÞþD1 gkð Þð Þxk þD2 gkð Þwk
ð9Þ

Where

AðgkÞ ¼
Xr

i¼1

gikAi;B1ðgkÞ ¼
Xr

i¼1

gikB1i;FðgkÞ ¼
Xr

i¼1

gikFi

B2ðgkÞ ¼
Xr

i¼1

gikB2i;CðgkÞ ¼
Xr

i¼1

gikCi;

D1ðgkÞ ¼
Xr

i¼1

gikD1i;D2ðgkÞ ¼
Xr

i¼1

gikD2i
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4 Fuzzy Controller Design

In this part, state feedback controller is presented using PDC technique. The pro-
posed controllers will be used to control and stabilize unstable system. The pro-
posed PDC will exploit an LMI-based approach to calculate the controller’s gain to
solve the problem of state feedback controller for discrete-time TS fuzzy systems.

Theorem For a given H1 performance level c > 0 and for positive prescribed
value d, if there exists a symmetrical matrix G = GT > 0, Xij = Xij

T, E > 0, Yj,
1 � i, j � q, satisfying the following LMIs:

Xii � 0; ð10Þ

Xij [ 0; 1� i; j� q; ð11Þ

Dii\0; 1� i� q; ð12Þ

�2Dii [ Dji þDij
� �

; 1� i 6¼ j� q ð13Þ

Dij ¼
�Gj þEj AiEj þB1iYj

� �0
CiEj þD1iYj
� �0

0
� Gi � Ei � E0

i 0 B2i

� � �c2I D2i

� � � d

2
664

3
775þXij; 1� i; j� q

ð14Þ

Then the controller (6) with

Fi ¼ YiG
�1

Makes the TS fuzzy system asymptotically stable with guaranteed H∞ perfor-
mance level c.

Remark If we choose Xij = Xii = 0, 1 � i, j � q in the theorem, and Ej = 0
then the LMIs will be the same as PDC scheme which is based on piece-wise
Lyapunov function in [21].

5 Simulation Results

In this section, discrete-time TS fuzzy controller is employed to Maglev system to
robustly stabilize the system. The proposed fuzzy controller is used to control the
position of iron ball in Maglev exposed to disturbances with current-controlled
scheme. The efficiency of the proposed algorithm in the disturbance attenuation will
be addressed by changing the amplitude of the disturbance and compared the
response of proposed PDC controller with other PDC scheme [18]. It should be
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noted that the proposed controller has the same response or better than PDC
scheme. The modified algorithm has relaxed conditions and less conservative. So it
is more efficiency and effective to control the complex nonlinear system exposed to
external disturbance than ordinary PDC controller.

Consider a following discrete-time magnetic levitation TS fuzzy system model
in [7] with sampling time T = 0.2

xkþ 1 ¼
P2
i¼1

dki Aixk þBwiwk þBuiuk½ �

yk ¼
P2
i¼1

dki Cixk þDiuk½ �

Where the grade of membership functions is:

MiðxðkÞÞ ¼ exp � xðkÞ � mið Þ2
r2i

" #
i ¼ 1; 2

A1 ¼ �1:064 �0:006442
�20:64 �1:064

� �
;Bw1 ¼ 0:04123

0:4123

� �
;A2 ¼ �1:058 �0:005791

�20:58 �1:058

� �
;

Bw2 ¼ 0:04155
0:4155

� �
;Bu1 ¼ �0:010

�0:095

� �
;Bu2 ¼ �0:001

�0:014

� �
;C1 ¼ �0:006442 �0:006442

0 0

� �
;

D1 ¼ 0
0:004123

� �
;C2 ¼ �0:005791 �0:005791

0 0

� �
;D2 ¼ 0

0:00416

� �
m1 ¼ 0:32 m2 ¼ �0:18; r1 ¼ 0:21; r2 ¼ 1:76

Consequently, by using a modelling language YALMIP [22] with SeDuMi
solver [23], we solve the LMI of theorem, and the controller gain matrices for PDC
(8) are obtained as follows

F1 ¼ �156:2610 �4:2142½ �;F2 ¼ 103 � �1:2197 �0:0335½ �; c ¼ 0:004

With the initial position of ball at 1 cm, the response of the controlled system is
depicted in the Fig. 1. It is noticed that the proposed PDC controller and PDC
scheme stabilize and control the system. It is shown that the response obtained from
proposed PDC is better than PDC and the obtained H∞ performance via proposed
PDC equal 0.004, whilst the value using PDC equal 0.0448.

Furthermore, The Maglev is exposed to exogenous disturbance w = 20 sin
(10 k) � exp(−k/2) to notice the effect of disturbances on the controlled system and
compare the results with other PDC scheme. So Fig. 2 shows the disturbance
amplitude and depicts that the proposed PDC is more tolerable to disturbance than
other PDC scheme.

Note that, notwithstanding of high disturbance amplitude, the system is
quadratically stable as shown in Fig. 3. It is also shown that the position of ball in
case of a new controller does not exceed more than 0.1 m and response of the
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controlled system is decaying faster than PDC. So from the calculations and figures
above, it is regarded that the modified technique presents better response and gives
good results.
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6 Conclusions

A modified TS fuzzy controller for magnetic levitation (Maglev) system is
addressed. The discrete TS fuzzy controller is based on piecewise Lyapunov
function to reduce the conservativeness of the model. The proposed technique
exploits PDC controller to robustly stabilize the position of iron ball of the Maglev
system in the existence of disturbances. Furthermore, this technique will ensure the
robustness, maximize the disturbance tolerance, improve the performance and
reduce H∞ performance index c. The new algorithm has superior performance and
has better results under external disturbances.
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Firefighting Robot

Udayagiri R. Pranava, Vishal Guruprasad,
Preetham S. Nag and S. Suraj

Abstract The goal here is to design and construct the prototype of a remotely
controlled robot capable of extinguishing the fire. The robot consists of DC motors
to facilitate the movement of the robot. Two types of extinguishing actions have
been employed here. It incorporates a water pump to extinguish the fire. The water
pump is immersed in a water tank that is on board. Another type of extinguisher
contains a DC motor that actuates a water spray. This is used to mimic a traditional
carbon dioxide-based fire extinguisher. The robot can be controlled using radio
frequency transmitter. Based on which key is pressed the encode ion the transmitter
sends a command to the receiver. The receiver has a decoder with it, which decodes
the command and initiates the action to be taken, like rotating the DC motor in a
particular direction. The robot works on direct current supplied via a switched mode
power supply (SMPS).

Keywords Robot � Microcontroller � Relay DC motors � Extinguishing units

1 Introduction

In the event of a fire, there is a huge risk to the lives of both civilians and fire-
fighters. The primary motivation for this project is to reduce the chance of life.
Firefighters lay their lives on the line to protect people. The inescapable fact of the
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job of firefighters is a danger that they face while dousing flames. However, there
may be situations where it is too difficult for the firefighters to reach and extinguish
the fire. Also, a fire will cause significant loss to property. This is mainly caused by
spreading of fire rather than the fire itself. It is critical to containing the fire and try
to keep damages to a minimum. In situations where it is challenging and risky for
human beings to be involved, we can take the help of robots.

A robot is an electronic machine with mechanical capabilities, whose actions are
controlled by a computer code. Robotics deals with building, operating, and use of
robots in real life [1]. The research and development in the field of artificial
intelligence have given rise to robotics. Robotics is the emerging solution to
problems that cannot be solved by only humans. Robots are nowadays implemented
in various areas ranging from manufacturing toys to synthesizing medicines.

The firefighting robot constructed here is capable of being operated remotely. It
consists of a PIC18 series microcontroller as the heart of the device. The description
of the system is depicted (Fig. 1).

The microcontroller derives its power from an SMPS. An RF receiver and
decoder are connected as inputs to the microcontroller. Two basic operations are
done by the microcontroller. One is to control the DC motors and in turn actuate the
robot’s movement and the water sprayer. The DC motors are controlled via a series
of relays and motor driver. Another operation is to operate the submersible water
pump.

Fig. 1 Description of the proposed system
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2 Hardware

2.1 Microcontroller

A microcontroller is a single integrated circuit containing a processing core,
memory for storage, and other programmable peripherals. The robot constructed
here consists of PIC18 (L) 44K22 microcontroller. The PIC18 series microcon-
troller has several advantages over other microcontrollers. It has program memory
of 16 kilobytes, RAM of 768 bytes, and data EEPROM of 256 bytes. It has exe-
cution speed of about 16 million instructions per second. The most important
feature is the presence of two UARTs for serial communication. It also comes with
a module that can directly be interfaced with a computer via USB port [4].

2.2 Relay

A relay is an electrical switch. They are used to control several circuits using a
single low-power signal. The robot includes SC 12 V DC relay. It has a coil voltage
of 6–48 V [6].

2.3 Motor Driver

A motor driver amplifies small current signals to higher values to help operate a DC
motor. The ULN2003A motor driver has been incorporated here. The ULN2003 is
a high voltage, high current Darlington arrays. Each of these contains seven open
collector CE Darlington pairs [7].

2.4 DC Motors

A DC motor is used to convert electricity into mechanical power. They use mag-
netic fields to achieve the conversion. There are several different types of DC
motors. Heavy-geared motors are the ones employed in this robot. The largely
geared motor has a rated voltage of 12 V, speed of 84 rpm, and current of 1 A all at
no load. At maximum efficiency, the speed is about 75 rpm and current is 4 A.
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2.5 RF Transmitter and Receiver

The transmitter part consists of an HT12E encoder and TLP434A RF transmitter.
HT12E encoder IC has been used for transmission of data. They are employed in
systems incorporating radio signals and infrared signals. 12-bit parallel data are
encoded and transmitted via a radio transmitter in serial form. Out of the 12 bits,
address bits are eight and data bits are four. The output of the encoder is connected
to TLP434A which uses ASK modulation and transmits data via an antenna [8]
(Fig. 2).

There are ten possible movements of the robot, and six keys have been used to
achieve these. Four keys are used to move the robot. When these four keys are used
along with the ‘shift’ key, four different movements happen.

The receiver part consists of an HT12D decoder and RLP434A RF receiver.
HT12D is an IC used to decode data. The encoder and decoder pairs have the same
number addresses and data format. HT12D does serial to parallel data conversion
and decodes them. Three comparisons are made between serial input data and local

Fig. 2 Remote used to
control the robot
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addresses. The data code gets decoded after favorable comparison [9]. The RF
signal is received by RLP434A receiver. Both TLP and RLP operate at a frequency
of 434 MHz.

2.6 Extinguishing Units

A submersible water pump has been used in this robot. The pump has a power of
0.4–1.5 W and can pump out 80–120 L of water in an hour. There is one more type
of extinguisher used that mimics a carbon dioxide-based fire extinguisher. Figure 3
shows the robotic arm that can be controlled by the remote. This arm has a pipe
running along its length through which the water pump spurts out water. Figure 4
shows the sprayer. The sprayer is filled with water instead of carbon dioxide to
depict its operation.

2.7 Power Supply

The robot gets continuous power from an SMPS. Switched mode power supply
converts the available unregulated AC or dc input voltage to a regulated dc output
voltage. If input supply is drawn from the AC mains, the input voltage is first
rectified and filtered using a capacitor at the rectifier output. The unregulated dc
voltage across the capacitor is then fed to a high-frequency dc-to-dc converter.

Fig. 3 Robotic arm

Firefighting Robot 569



3 Software

3.1 Algorithm

In the beginning, all the input and output ports of the PIC18 microcontroller are
initialized. Any command is sent through the TLP434A transmitter. Data is
received via the RLP434A. Depending on what the data is intended for, individual
actions take place. Motors 1 and 2 are for forward, backward, left and right
movements of the robot. Rotating them clockwise will move the robot forward,
Rotating them anti-clockwise will move the robot back, and stopping either of them
will turn the robot left or right. Motors 3 and 4 are for angle and height adjustments
of the robotic arm, respectively. If data are received for switching on of the pump or
the extinguisher, own actions take place. If no data are removed, all the motors are
stopped. The flowchart is as shown. Coding is done in Embedded C in
MPLAB IDE platform.

Fig. 4 Water sprayer
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Figure 5 shows the completed robot.
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4 Conclusion and Future Scope

This project has been inspired by the motive to design a system that can fight fire
in situations that put the lives of firefighters in danger. This project has presented an
example as to how technology can be used to achieve practical solutions to real-life
problems. It aims to promote technology innovation to achieve a reliable and
efficient outcome from the various instruments. Through this, it can conclude that
robot could be placed where human lives are at risk. The robot can operate in the
environment which is out of human reach in a relatively short time. These robots
should be controlled by remote operators who have located far away from the fire
site using remote communication systems like RF. The conclusion is to minimize
the threat to human life and provide residential safety areas, labs, office estab-
lishments, industries and other buildings through an intelligent system that makes
use of personal discretion. The robot, in its present condition, can be run by a
continuous supply of power. It can be improved by replacing the power supply with
a rechargeable battery. A water sprayer has been used here to imitate a carbon
dioxide-based fire extinguisher. An actual carbon dioxide-based extinguisher can
also be included. The robot can be improved by adding a water tank of larger size.
To increase the extinguishing rate, a pump of a higher power may be added.
Firefighting robot can also be automated. This provides the robot the abilities like
detecting fire and maneuvering around obstacles. An independently working col-
lection of firefighting robots communicate and work in tandem to achieve the
desired result.

Fig. 5 Firefighting robot
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A Nearest Centroid Classifier-Based
Clustering Algorithm for Solving
Vehicle Routing Problem

V. Praveen, V. Hemalatha and P. Gomathi

Abstract A solution is designed for the vehicles to minimize the cost of distri-
bution by which it can supply the goods to the customers with its known capacity
that can be named as a vehicle routing problem. In Clarke and Wright saving matrix
method and Chopra and Meindl saving matrix method, mainly an efficient vehicle
routing can be achieved by calculating the distance matrix and saving matrix values
based on the customers’ location or the path where the customer’s resides. The
main objectives of this paper are to reduce the total distance and the total number of
vehicles which is used to deliver the goods to the customers. The proposed algo-
rithm is based on K-means clustering algorithm technique which is used in the data
mining scenario effectively. The proposed algorithm decreases the total distance
and the number of vehicles assigning to each route. The important thing needs to
consider is that this new algorithm can enhance the Chopra and Meindl saving
matrix method and Clarke and Wright saving matrix method.

Keywords K-means clustering � Centroid � Cluster � Saving matrix
Vehicle routing problem

1 Introduction

In general, there are many practical applications which can provide efficient dis-
tribution of goods to the customers. Goods in the sense it can be any home
appliance products which are used daily. The vehicle scheduling problem was first
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formulated in the year 1959 [1] and in that set of customers with each of its known
locations and known demand for any commodity, and that required goods can be
delivered to the customer from a single depot by some calculated amount of
delivery vehicles with some basic conditions and constraints are specified [2]:

(i) The demands of all customers are met;
(ii) Each customer is served by exactly one vehicle;
(iii) For each route, the total demands must not exceed the capacity of the vehicle

which is already defined.

From a depot, different products must be distributed to several retailers. An
efficient collection (or) distribution of goods keeps transport inventories low, and it
saves resources and energy. Therefore, vehicle routing is one of the important
topics for this kind of problems.

The vehicle routing problem is a common name given to a whole class of
problems involving the visiting of customers by using vehicles. These problems
derive their name from the basic practical problem of supplying geographically
dispersed customers with goods using a number of vehicles operating from a
common goods depot (or) warehouse.

An example for a single-depot-based vehicle routing problem is shown in the
Fig. 1. For a classical vehicle routing problem, the best solution is to serve the
goods to the customers exactly once by starting from and ending to the depot.

The main objective is to reduce the overall transportation cost by satisfying all
the constraints. The cost for transporting the goods can be reduced by minimizing
the total distance travelled and as well as the total number of vehicles. While
comparable to the classical vehicle routing problem, the majority of the real-world
problems are much more complex to solve. In general, the classical vehicle routing

Fig. 1 Example for vehicle routing problem
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problem is based on some constraints like the total vehicle capacity or some time
interval to reach the customers.

A single-depot vehicle routing problem uses a single depot (or) warehouse for
delivering the goods to the customers, and several algorithms and saving methods
are proposed for solving the single-depot-based real-time problems. In general, the
VRP is a Combinatorial Optimization Problem [3] and it consists of two main
things that are depot and destinations. A formal example for this kind of problem is
Soft Drink Company, in that they are traveling from the company to all the retail
stores to distribute the products and again came back to the company. The main
constraint followed here is to visit the customers exactly once.

Vehicle routing problem is also known as vehicle scheduling or delivery problem.
For example, garbage must be collected from households and industries to a dis-
tracting place, so for transportation that we need an efficient route to travel from one
place to another. It is very much useful for the daily transportation because it reduces
the cost of forming the routes based on the capacity of the vehicle.

The rest of the paper is organized as follows. Section 2 presents the literature
review about the existing methodologies. Section 3 presents a numerical example,
using Clark and Wright saving matrix method. Section 4 describes the proposed
methodology-based K-means clustering method. Section 5 describes the compar-
ison results. The final conclusion is presented in Sect. 6.

2 Literature Survey

The first article for the ‘truck dispatching problem’ was published by Dantzig and
Ramser who presented a larger truck dispatching problem, that is referred to as
D&R problem, and many more publications have been made which is completely
relevant to this article after it was published.

The Clark and Wright algorithm [4] is one of the most popular heuristic algo-
rithms in the vehicle routing problem. Cordeau et al. [5] present that parallel version
is much better because the merge yielding the largest saving is always implemented,
but the sequential version keeps expanding the same route until there is no longer
feasible route.

Chopra and Meindl [6] provide a solution for transport planning, in that they
present a routing and scheduling, transportation problem for a company in which
they solve with a method called saving matrix method. It can be classified into four
steps which are as follows: (1) identify the distance matrix for the given location,
(2) calculate the saving matrix using the distance matrix values, (3) assign cus-
tomers to vehicles or routes, and (4) sequence the customers within the routes. The
first two steps are explained clearly. The third step is that assign the customers to
vehicles and routes by which initially each customer is assigned to a separate route.
If the two routes can provide a feasible solution by which it does not cross the
limited capacity means, it can be combined. The procedure is continued until no
more feasible combinations are possible.
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For a transportation problem, Lumsden (2006) and Jonsson (2008) present a
similar explanation, but it is not clear. Rand [7] made an analysis and presents an
article about the different saving methods for the vehicle routing problems, in that
he argues about the parallel version, because it is not always better than the
sequential version. Parallel version is a heuristic, and there is no assurance from the
obtained results that it produces the optimal solution or near-optimal solution.

Mainly Chopra and Meindl saving matrix method [8] decreases the total length
of the trip about 7%, and even a better solution is obtained against this method by
decreasing the total distance of about 3%. Chopra and Meindl description presents a
clearer idea about saving methods than the original Clarke and Wright algorithm
(1964), even though so many wonder that how a vehicle routing is done effectively.
The method presented here is widely used in the teaching section since 2008,
because it provides an excellent result and is easy to implement when compared to
the Clarke and Wright saving matrix method. An important advantage for saving
methods in vehicle routing problem is its simplicity and robustness. So it is a best
suited one for vehicle routing problem.

Anders Segerstedt [9] provides an enhanced solution for Clarke and Wright
saving matrix method by introducing the search procedure method. It is same as
that of Clarke and Wright algorithm, but in addition to that, the final routes are
arranged in different orders to reduce the total distance. This method does not
provide solution for vehicle routing problems because it only produces an enhanced
solution for truck dispatching problem which was already solved by Dantzig and
Ramser in the year 1959.

3 Numeric Example

The ultimate base for the vehicle routing problem is travelling salesman problem
because the constraint ‘visit all the customers exactly once’ used in the vehicle
routing problem is as same as that of travelling salesman problem. Imagine that a
delivery boy must visit some ‘n’ number of customers and returned to the starting
point after visiting all the customers exactly once and the total cost for visiting all
the customers is the major problem.

Laporte [10] describes the Clark and Wright algorithm with the following steps:

Step 1 Select the warehouse as the central city and a distance matrix calculated.
Step 2 Calculate the saving Sij = ci0+c0j − cij sigh for all pairs of cities (cus-

tomers) i, j (i = 1, 2, … n; j = 1, 2,… n; ij).
Step 3 Order the savings, Sij from largest to smallest.
Step 4 Starting with the largest savings, do the following:

(a) If linking cities I and j results in a feasible route, then add this
link to the route;

(b) Try the next savings on the list and repeat (a).
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Do not break any links which are formed earlier. Start new routes when nec-
essary and stop when all the cities are on a route.

The solution is to obtain a minimum cost route to visit all the customers exactly
once. Suppose when the cost for traveling from city x to city y is equal to the cost of
city y to city x, then the problem is symmetric. If Cxy 6¼ Cyx, then the problem is
asymmetric. Starting from the central depot (or warehouse), goods or items are
delivered to the customers: 0–8. Initially, the distance for each customer is pre-
sented in the Table 1 as locations and the demands for each customer are also
given.

According to the existing scenario, both the Clarke and Wright saving matrix
method and Chopra and Meindl saving matrix method use the symmetric cost for
returning to the depot, i.e., the distance from 1 to 5 is the same as the distance from
5 to 1.

The location for the depot (or warehouse) is (40, 40) (x-axis and y-axis values),
and obviously, the demand is zero. Based on the customer location, initially dis-
tance matrix is calculated using the Eq. 1 and its cost are symmetric.

Equation 1, Distance matrix formula

Dðci; kÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxci � xkÞ2 þðyci � ykÞ2
q

ð1Þ

Equation 1 represents the distance between the customer ci and the depot k. The
calculated distance matrix values are shown in the Table 2. Based on the calculated
distance matrix values, the cost savings are calculated using the Eq. 2, and here
also, the values are symmetric which are shown in the Table 3.

Equation 2, Saving matrix formula,

Sðci; cjÞ ¼ Dðk; ciÞþDðk; cjÞ � Dðci; cjÞ ð2Þ

Once the values are found, it is arranged in a non-increasing order (from largest
to smallest), and then, the routes are combined one by one up to which the total
capacity is reached.

Table 1 Distance and
demands for customers

Customer Location Demand

1 (22, 22) 18

2 (36, 26) 26

3 (21, 45) 11

4 (45, 35) 30

5 (55, 20) 21

6 (55, 45) 16

7 (26, 59) 29

8 (55, 65) 37
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If the newly added route exceeds the total capacity, then the new link is dis-
carded and the previously formed links are undisturbed. Based on the total capacity
defined earlier, the number of vehicles may found along with the feasible route for
each vehicle.

The maximum vehicle capacity defined in this example is 70. Table 4 shows that
the result with the total distance of 224 and four vehicles is needed for that
transportation. Finally, the search procedure applies to the final routes, and it
reduces the total distance of 1% compared to the Clarke and Wright saving matrix
method, but the total number of vehicles is increased by one.

The search procedure method does not produce a better solution, but Chopra and
Meindl saving matrix method produces a result of about 3% decrease in the total
cost of the trip. This decrease is not enough when the vehicle is used daily for
delivering the goods to the customers, so for these kind of methods are proposed to
solve all kinds of vehicle routing problems.

Table 2 Distance matrix
calculation

Cij 0 1 2 3 4 5 6 7 8

0 – 26 15 20 7 25 16 24 29

1 – 15 23 26 33 40 38 54

2 – 24 13 20 27 35 43

3 – 26 42 34 15 39

4 – 18 14 31 32

5 – 25 49 45

6 – 32 20

7 – 30

Table 3 Saving matrix
calculation

Sij 1 2 3 4 5 6 7 8

1 – 26 23 7 18 2 12 1

2 – 11 9 20 4 4 1

3 – 1 3 2 29 10

4 – 14 9 0 4

5 – 16 0 9

6 – 8 25

7 – 23

8 –

Table 4 Solution for the
problem with four routes

Trip Total distance Total demands

Route 1 0-1-2-5-0 86 65

Route 2 0-3-7-0 59 40

Route 3 0-4-0 14 30

Route 4 0-6-8-0 65 53
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4 Proposed Method

The first parameter is the total distance travelled to deliver the goods or some
products to different distribution points. Because of routing problems, the main
thing that all need to focus is on the total distance. If the total distance is reduced at
some amount of range, definitely the total cost is reduced in parallel.

The second parameter is the total number of vehicles. This type of parameter will
help for a large instance set of problems which are mainly related to real-world
applications. When the total distance is reduced to a somewhat minimum, then the
time consumption is reduced because the time consumption is calculated based on
the total distance traveled to distribute the goods to the customers.

In existing methods, initially the distance matrix values are calculated using the
Eq. 1, and using that value, saving matrix values are calculated to find the most
efficient route for the vehicles which are going to deliver the goods to the cus-
tomers, and simultaneously, the total load does not exceed the maximum vehicle
capacity.

Some of the methods used to solve the vehicle routing problem are min–min and
max–min methods [11] which are effectively used to solve the task scheduling
problems with cloud computing. Using these two methods, these methods will
reduce the total cost when compared to the Chopra and Meindl saving matrix
method. Initially, the locations (x-axis and y-axis) are marked, and based on the
capacity (or limit) of the vehicle defined, the total number of vehicles needed to
travel can be found.

In min–min method, the distance matrix values are found as like the Clark and
Wright saving matrix and Chopra and Meindl saving matrix methods. The distance
from depot to all customers is found in the distance matrix calculation, and from
those set of values, the highest minimum values are selected and routed to that
customer. After reaching those highest minimum distance customers, again the
distance is calculated from that point to all the customers who are all unvisited. The
process is carried out by all the customers are reached by the vehicle. The return
path for reaching the depot is same because it follows symmetric method.

Max–min method is an exact opposite to the min–min method. Initially, the first
three largest maximum values are selected and that three customers are routed.
Once the routing is finished from the depot, again the distance matrix is calculated
from the present customer to all the customers who are all unvisited. This process is
carried out again and again until all the vehicles reached the depot.

These two methods can work well for large set of problems with ease, but the
results are same. In order to yield a better result compared to all these methods, a
new methodology is needed.
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4.1 Enhanced K-Means Clustering Algorithm (EKCA)

The third proposed methodology is based on k-means clustering algorithm method
for solving the vehicle routing problem with multiple depots [12]. By following the
k-means algorithm, the centroid values which can satisfy the termination condition
can act as a cluster points or depots.

4.1.1 Algorithm for Enhanced K-Means Clustering

The steps for enhanced K-means clustering algorithm are as follows:

1. Choose the number of clusters, k.
2. Randomly generate k clusters and determine the cluster centers, or directly

generate k random points as cluster centers.
3. Assign each point to the nearest cluster center.
4. Recompute the new cluster centers.
5. Repeat the two previous steps until some convergence criterion is met or the

assignment has not changed.
6. Apply search procedure.

4.1.2 Flowchart for Enhanced K-Means Clustering Algorithm

The flowchart for the enhanced K-means clustering algorithm (EKCA) is shown in
the Fig. 2.

4.1.3 Numeric Example

A set of 15 customers with their locations and demands are shown in the Table 5.
Initially, the customers are divided into two set of points. Each set of points refers to
one cluster point. When the clustering is performed for a set of values, there may be
two or more values that can be formed. Based on the algorithm of k-means clus-
tering, two centroid values are found with two sets of different customers. The final
cluster points and their values which satisfy the termination condition are shown in
the Table 6.

Each customer belongs to one centroid point, otherwise called as depot. Using
the Euclidean distance formula, the distance between the customers to particular

582 V. Praveen et al.



depots is calculated, and finally, the total distance and the total number of vehicles
needed to perform efficient transportation are found. This method definitely pro-
vides a good solution compared to the previous proposals by different authors.

Fig. 2 Enhanced K-means clustering algorithm
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Table 5 Customers with location and demands

Customers A (x-axis) B (y-axis) Demands

1 40 40 12

2 36 26 21

3 21 45 25

4 45 35 15

5 10 10 16

6 55 45 24

7 26 59 12

8 55 15 17

9 40 30 20

10 20 14 25

11 44 11 15

12 64 11 12

13 19 24 16

14 33 26 21

15 15 12 13

Table 6 Final centroid points with satisfied values

Cluster points Customers (A, B) Centroid value 1 (37, 40) Centroid value 2 (33, 15)

1 1 (40, 40) 3 25.961

1 3 (21, 45) 6.32 28.071

1 4 (45, 35) 2 25.079

1 6 (55, 45) 3.162 26.925

1 7 (26, 59) 5 30.265

1 9 (40, 30) 2.236 27.459

1 14 (33, 26) 0 25.317

2 2 (36, 26) 14.035 11.40

2 5 (10, 10) 26.076 10.44

2 8 (55, 15) 23.194 2.236

2 10 (20, 14) 25 3.162

2 11 (44, 11) 25.317 0

2 12 (64, 14) 27.01 5.385

2 13 (19, 24) 25.079 2

2 15 (15, 12) 25.317 0
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5 Comparison Results

The sample problems were solved by NetBeans IDE, and the proposed enhanced
k-means clustering algorithm shows the better result compared to Clarke and
Wright saving matrix method. The results for difference in total number of vehicles
and total distance are shown in the Figs. 3 and 4, respectively.
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6 Conclusion

While calculating the saving matrix approach for the Clark and Wright method, it
provides a good solution for the small instance set, but for a large instance set, it
does not yield a better result. The proposed method shows a better solution against
the previously proposed methods and k-means clustering methods which are mainly
used in the data mining concepts. Among all the existing methods, enhanced
K-means-based clustering method can reduce the total number of vehicles of about
40% (small set of problems) and total distance of about 7% while using multidepots
for delivering the products to customers.

References

1. Dantzig GB, Ramser JH (1959) The truck dispatching problem. Manag Sci 6(1):80–91
2. Afshar-Nadjafi B, Afshar-Nadjafi A (2014) A constructive heuristic for time dependent

multidepot vehicle routing problem with time-windows and heterogeneous fleet. J King Saud
Univ Eng Sci

3. Christofides N, Mingozzi A, Toth P (1979) The vehicle routing problem. In: Christofides N,
Mingozzi A, Toth P, Sand C (eds) Combinatorial optimization. Wiley, Chichester,
pp 315–338

4. Clarke G, Wright J (1964) Scheduling of vehicles from a central depot to a number of delivery
points. Oper Res 12(4):568–581

5. Cordeau J-E, Gendreau M, Laporte G, Potvin J-Y, Semet F (2002) A guide to vehicle routing
heuristics. J Oper Res Soc 53(5):512–522

6. Chopra S, Meindl P (2004) Supply chain management—strategy, planning and operation, 2nd
edn. Pearson Prentice hall, Upper Saddle River

7. Rand GK (2009) The life and times of savings method for vehicle routing problems 25
(2):125–145. http://www.orssa.org.za

8. Chopra S, Meindl P (2010) Supply chain management—strategy, planning and operation, 2nd
edn. Pearson Prentice hall, Upper Saddle River

9. Segerstedt A (2013) A simple heuristic for vehicle routing—a variant of Clarke and Wright’s
saving method. Lulea University of Technology, Lulea

10. Laporte G (1992) The vehicle routing problem: an overview of exact and approximate
algorithms. Eur J Oper Res 59(3):345–358

11. Sharma G, Bansal P (2012) Min–min approach for scheduling in grid environment. Int J
Latest Trends Eng Technol (IJLTET) 1(1)

12. Prins C (2009) Two memetic algorithms for heterogeneous fleet vehicle routing problems.
Eng Appl Artif Intell 22:916–928

586 V. Praveen et al.

http://www.orssa.org.za


Design and Evaluation of Turbine
Spirometer: A New Approach

Manisha Mhetre, Yogesh Patil and H.K. Abhyankar

Abstract Respiratory disorders are increasing day to day due to air pollution. Early
detection of the disease is very important from diagnostic point of view. Spirometry
is the technique to assess the lung disorder, asthma. Exhaled air flow rate and
volume is measured by exhalation through the spirometric pipe using sensor. This
paper presents a development of the turbine type of spirometer and its testing. Out
of many sensors, turbine type of sensor is one of the cost-effective and accurate
methods of air flow measurement, which is addressed in this paper. Turbine blades
are designed using simulation software for maximum Cp (efficiency), i.e., for wind
power conversion. After a number of iterations, blade angle, number of blades, and
pitch angle are optimized for this application. Turbine is manufactured by rapid
prototyping for the given designed parameters. Turbine efficiency obtained is good
for wind power conversion. Electrical power is measured by connecting generator
to the turbine and converted appropriately to the spirometric parameter.
Effectiveness of the turbine spirometer is tested by carrying out measurement using
Labview software with human begins with different BMI and gender. Values such
as forced vital capacity (FVC) and forced expiratory volume in one second (FEV1)
are measured and compared with standard spirometer. Results are encouraging.
Further designing will have development of cost-effective spirometer with a new
approach.
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1 Introduction

Now days, environmental conditions are affecting adversely human health condi-
tions. Air pollution has significant effect on respiratory system. Many communi-
cable lung diseases are increasing and need to be diagnosed in their early stages.
Unfortunately, there is a need of a cost-effective and easy device for the lung
assessment. There are many methods available for lung parameter measurements
such as body box plethsymography, spirometry, and X ray imaging. Out of these
spirometry is one of the important and less tedious methods of measurement. It
measures exhaled air volume and/or speed of air flow for analysis. Different sensors
are used for the measurement of air flow [1]. Out of these, turbine type is one of the
prime methods used in air flow detection. But due to inertia of the turbine, errors
occur in counting the number of revolutions for parameter calculations. This issue is
addressed by measuring generator power connected to the turbine instead of its
revolutions. Spirometer development is presented in this paper.

1.1 Spirometry

In a spirometry test exhaled air flow rate in a special spirometric pipe is measured as
it passes through the mouthpiece. Sensor signal is analyzed to calculate different
parameters and indicated by plotting flow versus volume (FV) or volume versus
time (VT) graphs of expiration. Figure 1 shows the two graphs.

Two important parameters forced vital capacity (FVC) and forced expiratory
volume in one second (FEV1) indicate severity of the disease as: FVC in between
60 and 79% of the standard value, then mild lung dysfunction. When FVC is in
between 40 and 59% of the standard value, moderate lung dysfunction and if the
FVC is below 40%, subject needs immediate medication. These values are having
diagnostic importance to indicate the lung conditions.

Fig. 1 Flow versus volume
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1.2 Different Types of Spirometers

Spirometers are classified on the basis of different types of sensors used for the
extraction of signal generated by the forceful exhalation of the subject. Volume and
flow type of spirometers are available with methods such as bell jar, ultrasonic,
turbine, venturi, wedge, and differential pressure. each having some advantages and
disadvantages [2, 3]. The most commonly used devices for spirometry test are
KOKO Legend and three-ball spirometer. The main barrier for the use of these
devices is cost. Also they are not portable. Three-ball spirometer can measure only
PEF without any electronics, which is considered to be a low indicator of lung
function. However, some devices are available on android and Windows platforms
which indicate functions of lung. But they are not trustworthy. The work presented
here is related to development of turbine type of spirometer. Up till now in turbine
type of spirometers, revolutions are generated in the turbine blades placed in the
spirometric pipe. These revolutions are detected and converted into the pulses
outside the pipe by either magnetic pick up or photometric principle. Moment of
inertia of the blades prevents sudden stopping of turbine when exhalation stops,
generating false reading. This drawback is removed by converting revolutions into
the power by connecting turbine to generator. After proper conversion parameters
are calculated. First of all, blade designing is carried out and presented next.

2 Experimental Setup

This test requires the subject to hold the mouthpiece in his mouth and breathe in
their full lung volume, and forcefully exhale at the turbine as long as possible.
Generator generates the electrical signal and sends the data to DAQ card, which is
given to the LABVIEW which will calculate exhaled flow rate and total exhaled
volume by estimating total power generated by generator. Peak slope of power
graph will give the peak exhalation flow.

2.1 Hardware Design

Figure 2 shows basic building block of turbine type of spirometer.
Turbine blades will convert the linear flow of forcefully exhaled air stream into

rotational movement. Turbines are classified on the basis of the alignment of axis

Fig. 2 Block diagram
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with respect to air flow as HAWT and VAWT. Due to high efficiency and low drag,
HAWT approach is used in this design.

2.1.1 Turbine Design

According to Betz limit maximum power that can be extracted from wind cannot
exceed 59.3% of the total power. In practice, the actual Betz Limit for a turbine is
between 0.35 and 0.45. This applies to all wind turbines regardless of size. To
extract maximum energy from incoming air steam the blade design should have
maximum efficiency. It is observed that lift force is directly proportional to the
angle of attack. At very large angle of attack the blade stalls and the lift decreases
again. Due to large angle of attack, drag increases. Twist of 10°–20° from root to tip
is applied to the blades. Best lift to drag characteristic is obtained by an airfoil that
is fairly thin (thickness might be only 10–15% of chord length).

2.1.2 Design Consideration for the Application

1. Outer Diameter: The human mouth can approximately hold maximum 80-mm
diameter mouth piece. Hence, mouth piece diameter can be maximum 80 mm.

2. Blade Thickness: Thickness is the most important issue during design. The
efficiency of the blade is related to thickness. Thickness provides strength to the
blade. If the thickness is more than the required power to rotate the blade is more
and the overall efficiency is decreased.

3. Blade Length: As the outer diameter is fixed hence the blade length and the hub
diameter are the two things that need to be decided within the diameter. The
combination of blade length and hub diameter should be selected such that the
efficiency should be higher.

4. Chord length: Base chord length is selected as 2.5 cm, and tip chord length is
selected as 1.25 cm.

5. Angle of Attack: Research has shown that the best range for the angle of attack
is from 20° to 30°. After the combination angle of attack was selected
as 20° with the twist of 10°. Hence, the angle of attack for base is 20° and for tip
it is 30°.

By using simulation software, following parameters are calculated and turbine is
manufactured with rapid prototyping. Turbine with generator is placed in a 40 mm
pipe and shown in Fig. 3.

Length of blade = 1.4 cm
Profile used at base and tip are same that are NACA5510
Chord length at base = 1.2 cm
Chord length at tip = 1.2 cm
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Lift coefficient = 0.699
Drag coefficient = 0.122
Thrust coefficient = −0.093

From Fig. 4, power coefficient in this case turns out to be 0.08256 at tip speed
ratio of 3. Hence power generated by this turbine at the wind speed of 12 m/s is 396
mW.

2.1.3 Power Calculations

Power generated by the kinetic energy of a free flowing wind stream is calculated
by using theoretical formulae and it is turns out to be:

Fig. 3 3-D image of turbine

Fig. 4 Power versus speed
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P ¼ 1
2
qsx3 ð1Þ

where

s ¼ Cross Sectional Area ¼ pR2q ¼ 1:22 kgm�3

R ¼ Blade Radius ¼ 2:1 cmx ¼ 9ms�1

Hence, the total power generated by the kinetic energy of a free flowing wind
stream in this case is 615:75mW:

2.1.4 Power Coefficient (Cp)

Power extracted by the turbine relative to that available in the wind stream is
calculated with the help of theoretical expression. Maximum efficiency is.

For this case Cp ¼ 0:4497. Hence maximum power extracted through turbine is:

Pmax ¼ 276:90mW

2.2 Generator

Simple two-wire brushless DC motor is used as a generator here. It has usually 4
magnets around the perimeter. The stator of the motor is having the electromagnets,
generally 4 of them, placed in a cross pattern with 90° angle between them. The
advantage is that, the rotor carries only the permanent magnets; hence, it needs of
NO power at all. As brushes are absent in brushless DC motors, they are more
reliable and requires less maintenance. Brushless motor requires very less power for
its operation.

2.3 Labview Analysis

Total signal analysis is carried out with the help of LABVIEW [3]. Basic block
diagram for the flow of signal is shown (Fig. 5).

Total lung capacity can be compared to the total power generated by turbine type
spirometer. Hence for calculation of total power, mean square value of input signal
generated through forceful exhalation has to be calculated. The peak slope of power
graph is nothing but peak exhalation flow which can be calculated by taking
derivative of power graph. Frequency analysis is carried out to determine the power
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calculations. FFT is used for the detection of frequency components present in
signal. Further analysis is carried out to calculate power spectral density.

3 Results

Following graphs (Fig. 6) are obtained during analysis. First graph shows the
original signal acquired by turbine. Because of environmental noise, original signal
should be filtered. Second graph shows the filtered signal. And third graph shows
total power generated by turbine during test.

A pilot study has been performed with the participation of different subjects to
evaluate the performance of developed spirometer. Total five subjects (three males,
two females) with age varying from 20 to 30, weight varying from 55 to 60, height
varying from 5.1 to 5.9 were asked to exhale through the spirometer. Standard
procedure has been followed while taking the reading. Results are shown in a
Table 1.

Table 1 shows the results in detail.
Body mass index versus power and FVC shows the dependency of physical

parameter on lung capacity. These results are compared with standard spirometer

Fig. 5 Signal flow

Fig. 6 Output waveforms
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and found in close relation. But it needs proper calibration and implementation
using microcontroller.

4 Conclusion

Turbine type of spirometer with new approach is successfully implemented.
Simulation and rapid prototyping of blade shows good wind power conversion
efficiency. Use of off the shelf generator for power generation proves low-cost
development of turbine. Errors due to sensor are minimized in the system which is
helpful in further spirometer development. Basic generator design for maximum
exhaled air power efficiency is tested and simulated. Thus, prototype developed is
found satisfactory.
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