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Abstract Large data repositories helped us in support systems but created a huge
problem for meaningful information retrieval. Filtering of data based on user
requirements solved this problem. This process of data filtering when combined
with prediction developed recommendation systems. Initial work in recommenda-
tion systems can be listed in the areas of cognitive science, approximation theory,
marketing models, and automatic text processing. This paper focuses on recom-
mendation system for books. In this paper, training and testing models are designed
to predict user ratings for new users. The predicted user ratings are used to propose
three types of recommendations based on three different user attributes.

Keywords Recommendation system ⋅ Collaborative filtering ⋅ Pearson
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1 Introduction

In present world each person wants quick supplies for his requirements in every
field of life including shopping or renting of books. Recommendation systems
provide best possible solution to this problem. These are kind of expert systems
which help in gathering the related information [1]. Most of recommendation
systems work for almost similar purpose that is to recommend items which are most
relevant to the users. To fulfill this purpose recommendation systems use different
approaches including collaborative, item-based, and hybrid filtering.
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In this paper we are using collaborative filtering approach to provide recom-
mendations to the users. We are training a book rating data with our training model.
This trained data will be sent to testing model. The testing model will predict user
ratings for new users. On the basis of these predicted values, a system is proposed
to recommend books to new users on their personal attributes which are age,
location, and interest. Using these three attributes we are proposing three different
models. All models include dataset provided by our training and testing models. To
create this training model we used a real-time dataset of books as described in
Fig. 5. It has large number of entries which are feasible for our analysis. Main
objective of this proposal is to assist new users of any book repository in finding
their desired books. Research works have been accomplished by many researchers
with similar objective as shown in Table 1. Main purpose of this research work is to
design a different approach in the creation of recommendation systems. Our work
will provide a base in creation of recommendation systems using User k-NN pre-
diction model.

2 Theoretical Background

2.1 Recommendation System Overview

Lot of work has been done in recommendation systems but interest remains same as
it is a problem-rich field and having limitless possibilities both in research and
industry. It has large number of practical implementations to solve the problem of
information overloading and providing personalized information [2]. Following list
of different research works in the field of recommendation systems will support the
fact that the recommendation system using user k-NN prediction is least touched
and thus have large opportunities for research work (Fig. 1).

Initial work in recommendation system can be listed in the areas of cognitive
science [3], approximation theory [4], marketing models [5], and automatic text
processing [6]. This work later became the rating estimation for new entries on the
basis of different attributes and likes of already present entries similar to them.

Table 1 Output for recommendation

User Id
Prediction

Age Author Book Title

4017 48 A. Manette
Ansey

Midnight Champagne: A Novel
(Mysteries & Horror)

New Orleans,
Louisiana, USA

4.102143

4017 48 A. Manette
Ansey

Sister (Mysteries & Horror) New Orleans,
Louisiana, USA

3.450125

4017 48 A. Manette
Ansey

Vinegar Hill (Oprah’s Book Club
(Paperback))

New Orleans,
Louisiana, USA

3.355193

4228 41 A. Manette
Ansey

Unwanted Company Austin, Texas, USA 3.151324
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Recommendation systems can be categorized based on how recommendations
are made [7]:

• Content-based recommendations: Items are recommended on the basis of past
preferences of the user.

• Collaborative recommendations: Items are recommended on the basis of past
preferences of users with similar taste.

• Hybrid recommendations: These are the combinations of both content-based and
collaborative recommendations.

We are using collaborative recommendations and user k-NN method for our
system which is explained in Sects. 2.3 and 2.4 respectively.

2.2 Performance Measures

RMSE: Root-mean-squared error is a very good general-purpose error matric for
numerical predictions [8]. Its value lies between 0 and∞, 0 is the best value for any
prediction and ∞ is the worst. Hence, this value should be minimized to prove
performance of our model better.

Fig. 1 Literature survey
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MAE: Mean absolute error measures the average of magnitude of errors in a
specific prediction [9]. Value of MAE also lies between 0 and ∞, 0 is the best
values for any prediction and ∞ is the worst. So, our motive is to minimize this
value for the better performance.

2.3 Similarity Measures

There are two main similarity measures which are present in Rapid Miner:

• Cosine-based similarity: This treats the two items as different vectors and the
similarity is calculated on the basis of angle between these two vectors. It is also
known as vector-based similarity.

• Pearson-based similarity: It checks how much the rating provided by a common
user is different from the average rating of that item.

We used Pearson correlation mode because it provided more accurate results
than Cosine for our dataset. Value of RMSE in case of Pearson is less than Cosine
by a percentage of 10.66 as shown in Figs. 2 and 3.

2.4 Collaborative Recommendation

Collaborative recommendations are provided on the basis preferences of users
which are similar in taste to new users [10]. We chose this over content-based
because content-based cannot find out the quality of the item [11]. Collaborative
recommendations work on collaborative filtering (CF) algorithm which works as
follows [12]:

Fig. 2 RMSE of Pearson

Fig. 3 RMSE of Cosine
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• Similarity values are calculated between two or more items in a dataset using
one of the similarity measures. These measures are explained in Sect. 2.4.

• These similarity values are used to predict ratings for the entries not present in
dataset.

In this paper, collaborative filtering is used along with the user k-NN to provide
an approach for recommendation system. Collaborative filtering solves most of the
shortcomings present in the content-based filtering [13]. Since feedback of other
users creates difference between recommendations, there is a possibility of main-
taining the effective performance. The approach of this research is as follows.

2.5 k-NN Algorithm

K-nearest neighbors is the method used for both regression and classification [14].
It is a type of instance-based learning and also called lazy learning. Following is the
algorithm for k-NN approach.

It is a technique which uses K-instances as represented points in a Euclidean
space.

• In K-NN classification, an object is classified by a majority vote of its neighbors,
and the object is assigned to the class most common among its K nearest
neighbors for discrete value.

• For real value, it returns the mean values of the K nearest neighbors (K is a
positive integer, typically small). If K = 1, then the object is simply assigned to
the class of that single nearest neighbor.

3 Methodology

The methodology to adopt for the research is depicted in Fig. 4:
Datasets from three excel sheets of BX-Book-Ratings, BX-User, and BX-Books

details are integrated using data integration techniques.

1. The integrated data is pre-processed.
2. User k-NN algorithm is used for predictive analysis of training samples book

ratings.
3. The predictive model is designed using rapid miner.
4. The model is tested using testing samples.
5. Performance of the model will be measured using performance measures named

RMSE, MAE, and NMAE.
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Fig. 4 Methodology
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3.1 Data Integration

There were three files in the initial dataset with different attributes in them.
Description of those files is provided in Fig. 5. To select most suitable attributes
Pearson R Test is performed to calculate the similarity between attributes.

Attributes with high similarity were reflected as single attributes. Formula for
Pearson R Test is given below:

r=
∑ x− xð Þ y− yð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑ x− xð Þ2 y− yð Þ2
q .

Manual integration is also performed to get most suitable attributes. For
example, there were image URL in BX-Books excel files which are not usable to
this research. Other attributes such as publisher details and year of publication were
not relevant to this approach, and hence removed from the attribute list.

3.2 Data Pre-processing

• The dataset of book rating, user details, and book details had 1,149,780 ratings
for 271,379 books.

Fig. 5 Metadata of dataset
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• The user ids are made anonymous and mapped to integers.
• Six attributes User Id, ISBN No, Book Ratings, Title, Author, and Location

were selected from set of different attributes.
• Data cleaning was performed and repeated; invalid and null values were

removed.
• The dataset is reduced till 5000 user ids for better understanding of results.

4 Experimental Setup

4.1 Dataset Used

The dataset was collected in 4-week crawl from the Book-Crossing community. It
was downloaded from official website of IIF [15]. The metadata of the original
dataset is given and the pre-processed dataset is shown in Fig. 5.

4.2 Tool Used

The Rapid Miner data mining tools are used for the purpose of research and
analysis in data mining. It is a tool with integrated environments for data mining,
machine learning, predictive analysis, and text mining. It is used for information
mining process including results, presentations, validation, and optimization. It
provides a large pool of data loading, data transformation, data modeling, and data
visualization methods [16].

4.3 Model Construction for Training

Model constructed in Rapid Miner for training of data which will be used to predict
user ratings is shown in Fig. 6. Following steps describe the working and flow of
the model:

1. “Read Excel” is used to import an excel file in the Rapid Miner process.
2. Set Role method specifies the role of each attribute present in the excel file [17].

In this model Book Ratings are specified as “label”, ISBN as “item identifica-
tion”, User Id as “user identification” and all other attributes as “regular”.

3. User k-NN is a model for rating prediction and can be used after installing an
extension called “Recommender” in your Rapid Miner tool.

4. Apply Model implements the model selected and provides the final result of that
model. Here User k-NN model is User k-NN and result is prediction.

5. “Performance” shows the accuracy and validity of your model.
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4.4 Model Construction for Testing

Model constructed in Rapid Miner for testing of data is shown in Fig. 7. This model
tests the prediction of ratings for the new users. Following steps describe the
working and flow of the model:

Fig. 6 Model designed for training of data

Fig. 7 Model designed for testing of data
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1. “Read Excel”, “Set Role”, “User k-NN”, “Apply Model” and “Performance”
work same as in the Training Model.

2. “Filter Example” method separates empty values of user ratings from non-empty
values.

3. Empty values are sent to “Apply Model2” which uses the training data and
provide prediction for the empty values of user ratings.

5 Result and Analysis

5.1 Output

Outputs of training model and testing model are shown in Figs. 8 and 9, respec-
tively. The model designed for rating prediction trained our dataset on basis of user
ratings. Results of the training model are further used in testing of the data. The
model designed for testing of data uses output from training model and provides
prediction to new users. These results are used in further analysis in the paper.

5.2 Work Flow of Proposed Model

• The new user will enter a search item to the system.
• It can be author’s name or a book title.

Fig. 8 Output of training model

552 Rohit et al.



• Then the user is asked for the required attributes which are age, location, and
area of interest.

• Then the dataset which was created by the models will come in picture and will
be used for the recommendation.

• Highest rated books of that author will be recommended to the user if he
searched by the author.

• If he searched by title, then the books which are categorized in that group are
recommended to the user.

Example: New user XYZ asks for following author:
“Manette Ansay”
Then all the books written by A. Manette Ansay will be searched from the

dataset created by testing model and following is the sample of that data:
Here we have four books by requested author but the three books with highest

rating will be sent as recommendation. The recommendations will be

1. Midnight Champagne by A. Manette Ansay
2. Sister by A. Manette Ansay
3. Vinegar Hill by A. Manette Ansay

Fig. 9 Output of testing model
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5.3 Performance Measures

Performance of prediction model is measured on factors defined in Sect. 2(B).
Following table mention performance measures for both models (Table 2):

5.4 Analysis

We are following below-defined procedures for our further analysis and research
work. On first access user is asked for following attributes:

• Age
• Location
• Area of Interest

These three possibilities are proposed using above-defined attributes and data
created by our training and testing models.

Case study 1: Recommendation using age. When recommendations are provided
to new user it cannot use ratings as a total base. Suppose new user is 25 years old
and recommended item is rated high by persons of more than 60 years old. Then it
will not be a fair recommendation for that user. So using output of testing model,
new proposal is made which uses age of new user as a main attribute.

In Fig. 10, predictions provided by testing model are put together with users
with different age to show the distribution between them.

The model shown in Fig. 11 uses age as an attribute of test data and finds similar
objects in data trained by our model.

1. Age groups are created of range 10 using data of Fig. 10.
2. Suppose user lies in Group 1 which is of 0–10, then three books with highest

ratings in that age group are fetched from training dataset.
3. These results are provided to the recommender system and will be produced as

recommendations to the new user.
4. Next top three books are recommended in case user does not like provided

recommendations.

Case study 2: Recommendation using location: As stated in case study 1, it is
necessary to have an attribute which helps in providing more relevant recom-
mendations. In this case, it is location of new user. On the basis of this, a proposal is
made for better recommendations.

In Fig. 12, predictions provided by testing model are put together with users
with different locations to show the distribution between them.

Table 2 Values of
performance measures

Models RMSE MAE NMAE

Training model 3.025 2.652 0.295
Testing model 2.990 2.631 0.292
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Fig. 11 Recommendation using age

Fig. 10 Age-wise distribution of prediction
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The model in Fig. 13 uses location of users as an attribute of test data and finds
similar objects in data trained by our model.

1. Addresses of users in training data and new users are converted to latitude and
longitude values using data provided by Fig. 12.

Fig. 12 Location-wise distribution of prediction

Fig. 13 Recommendation using location
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2. 10 values which are closest to the values of new user are selected.
3. Three books with highest ratings in those 10 entries are selected and sent to

recommender system.
4. These results will be produced as recommendations to new user.
5. Next top three books are recommended in case user does not like provided

recommendations.

Case study 3: Recommendation using interest:
This model uses Area of Interest as an attribute of test data and finds similar objects
in data trained by our model (Fig. 14).

1. All books present in training data are categorized in different genres.
2. System provides list of genres and new user selects one of them according to

related interest.
3. Three books with highest rating in that genre are selected and sent to recom-

mender system.
4. These results will be produced as recommendations to new user.
5. Next top three books are recommended in case user does not like provided

recommendations.

Fig. 14 Recommendation using interest
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6 Conclusion

Predicted user ratings are well distributed with respect to our three main attributes.
All case studies are applicable for development of proposed models except case
study 3. It cannot be certified for development as the dataset does not have cate-
gorized entries on the basis of area of interest. In future the dataset used can be
categorized on the basis of different genres, then it will be used for recommendation
on the basis of area of interest.

Acknowledgements We sincerely thank Mr. Cai-Nicolas Ziegler and Book-Crossing community
for collection of dataset. This data is freely available for research and we acknowledge the hard
work done in the collection of data [18].

References

1. Zhang Haiyan, “Research on the Recommendation System Based on Social Tag (in Chinese)”,
Information Studies: Theory &Application, vol. 35, no. 5, pp. 103–106, 2012.

2. Adomavicius, G., & Tuzhilin, A. (2005). Toward the next generation of recommender
systems: A survey of the state-of-the-art and possible extensions. Knowledge and Data
Engineering, IEEE Transactions on, 17(6), 734–749.

3. Rich, E. (1979). User modeling via stereotypes*. Cognitive science, 3(4), 329–354.
4. Powell, M. J. D. (1981). Approximation theory and methods. Cambridge university press.
5. Lilien, G. L., Kotler, P., & Moorthy, K. S. (1992). Marketing models. Prentice Hall.
6. Salton, G. (1989). Automatic Text Processing. Addison Welsley. Reading, Massachusetts, 4.
7. Balabanović, M., & Shoham, Y. (1997). Fab: content-based, collaborative recommenda-

tion. Communications of the ACM, 40(3), 66–72.
8. https://www.kaggle.com/wiki/RootMeanSquaredError.
9. http://www.eumetcal.org/resources/ukmeteocal/verification/www/english/msg/ver_cont_var/

uos3/uos3_ko1.htm.
10. Tewari, A. S., Kumar, A., & Barman, A. G. (2014, February). Book recommendation system

based on combine features of content based filtering, collaborative filtering and association
rule mining. In Advance Computing Conference (IACC), 2014 IEEE International
(pp. 500–503). IEEE.

11. Sarwar, B., Karypis, G., Konstan, J., & Riedl, J. (2001, April). Item-based collaborative
filtering recommendation algorithms. In Proceedings of the 10th international conference on
World Wide Web (pp. 285–295). ACM.

12. Xin, L., Haihong, E., Junde, S., Meina, S., & Junjie, T. (2013, December). Collaborative
Book Recommendation Based on Readers’ Borrowing Records. In Advanced Cloud and Big
Data (CBD), 2013 International Conference on (pp. 159–163). IEEE.

13. Su, X., & Khoshgoftaar, T. M. (2009). A survey of collaborative filtering techniques.
Advances in artificial intelligence, 2009, 4.

14. Keller, J. M., Gray, M. R., & Givens, J. A. (1985). A fuzzy k-nearest neighbor algorithm.
Systems, Man and Cybernetics, IEEE Transactions on, (4), 580–585.

15. http://www2.informatik.uni-freiburg.de/∼cziegler/BX/.
16. https://RapidMiner.com/products/studio/.
17. http://docs.rapidminer.com/studio/operators/.
18. Cai-Nicolas Ziegler, Sean M. McNee, Joseph A. Konstan, Georg Lausen; Proceedings of the

14th International World Wide Web Conference (WWW ‘05), May 10–14, 2005, Chiba, Japan.

558 Rohit et al.

https://www.kaggle.com/wiki/RootMeanSquaredError
http://www.eumetcal.org/resources/ukmeteocal/verification/www/english/msg/ver_cont_var/uos3/uos3_ko1.htm
http://www.eumetcal.org/resources/ukmeteocal/verification/www/english/msg/ver_cont_var/uos3/uos3_ko1.htm
http://www2.informatik.uni-freiburg.de/%7ecziegler/BX/
https://RapidMiner.com/products/studio/
http://docs.rapidminer.com/studio/operators/

	53 Proposed Approach for Book Recommendation Based on User k-NN
	Abstract
	1 Introduction
	2 Theoretical Background
	2.1 Recommendation System Overview
	2.2 Performance Measures
	2.3 Similarity Measures
	2.4 Collaborative Recommendation
	2.5 k-NN Algorithm

	3 Methodology
	3.1 Data Integration
	3.2 Data Pre-processing

	4 Experimental Setup
	4.1 Dataset Used
	4.2 Tool Used
	4.3 Model Construction for Training
	4.4 Model Construction for Testing

	5 Result and Analysis
	5.1 Output
	5.2 Work Flow of Proposed Model
	5.3 Performance Measures
	5.4 Analysis

	6 Conclusion
	Acknowledgements
	References


