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Preface

The ICCCCS is a major multidisciplinary conference organized with the objective
of bringing together researchers, developers and practitioners from academia and
industry working in all areas of computer and computational sciences. It is orga-
nized specifically to help computer industry to derive the advances of next
generation computer and communication technology. The invited researchers pre-
sent the latest developments and technical solutions.

Technological developments all over the world are dependent upon globalization
of various research activities. Exchange of information and innovative ideas are
necessary to accelerate the development of technology. Keeping this ideology in
preference, Aryabhatta College of Engineering & Research Center, Ajmer, India
has come up with an event—International Conference on Computer, Communi-
cation and Computational Sciences ICCCCS-2016) during August 12-13, 2016.

Ajmer is situated in the heart of India; just over 130 km southwest of Jaipur,
a burgeoning town on the shore of the Ana Sagar Lake, flanked by barren hills.
Ajmer has historical strategic importance and was ransacked by Mohammed Gauri
on one of his periodic forays from Afghanistan. Later, it became a favorite resi-
dence of the mighty Mughals. The city was handed over to the British in 1818,
becoming one of the few places in Rajasthan controlled directly by the British
rather than being part of a princely state. The British chose Ajmer as the site for
Mayo College, a prestigious school opened in 1875 exclusively for the Indian
Princes, but today open to all those who can afford the fees. Ajmer is a perfect place
that can be symbolized for demonstration of Indian culture, ethics and display of
perfect blend of wide plethora of diverse religion, community, culture, linguistics,
etc., all coexisting and flourishing in peace and harmony. This city is known for the
famous Dargah Sharif, Pushkar Lake, Brahma Temple and many more evidences of
history.

This is the First time Aryabhatta College of Engineering & Research Center,
Ajmer, India is organizing International Conference on Computer, Communication
and Computational Sciences (ICCCCS 2016), with a foreseen objective of
enhancing the research activities at a large scale. Technical Program Committee and
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Advisory Board of ICCCCS include eminent academicians, researchers and
practitioners from abroad as well as from all over the nation.

In this volume, selected manuscripts have been subdivided into various tracks
named ‘Intelligent Hardware and Software Design’, ‘Advanced Communications’,
‘Power and Energy Optimization’, ‘Intelligent Image Processing’, Advanced
Software Engineering’, ‘IoT’, ‘ADBMS & Security’, ‘Evolutionary and Soft
Computing’. A sincere effort has been made to make it an immense source of
knowledge for all and includes 147 manuscripts. The selected manuscripts have
gone through a rigorous review process and are revised by authors after incorpo-
rating the suggestions of the reviewers.

ICCCCS 2016 received 429 submissions from around 729 authors of 12 dif-
ferent countries such as USA, Iceland, China, Saudi Arabia, South Africa, Taiwan,
Malaysia and many more. Each submission has been checked with anti-plagiarism
software. On the basis of plagiarism report, each submission was rigorously
reviewed by at least two reviewers with an average of 2.45 reviewers per review.
Even some submissions have more than two reviews. On the basis of these reviews,
140 high-quality papers were selected for publication in this proceedings volume,
with an acceptance rate of 32.6%.

We are thankful to the speakers, delegates and the authors for their participation
and their interest in ICCCCS as a platform to share their ideas and innovation. We
are also thankful to the Prof. Dr. Janusz Kacprzyk, Series Editor, AISC, Springer
and Mr. Aninda Bose, Senior Editor, Hard Sciences, Springer for providing con-
tinuous guidance and support. Also, we extend our heartfelt gratitude to the
reviewers and Technical Program Committee Members for showing their concern
and efforts in the review process. We are indeed thankful to everyone directly or
indirectly associated with the conference organizing team for leading it towards the
success.

Although utmost care has been taken in compilation and editing, however, a few
errors may still occur. We request the participants to bear with such errors and
lapses (if any). We wish you all the best.

Organizing Committee
ICCCCS 2016
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Biogeography-Based Optimization
for Cluster Analysis

Xueyan Wu, Hainan Wang, Zhimin Chen, Zhihai Lu,
Preetha Phillips, Shuihua Wang and Yudong Zhang

Abstract With the aim of resolving the issue of cluster analysis more precisely and
validly, a new approach was proposed based on biogeography-based optimization
(abbreviated as BBO) algorithm. (Method) First, we reformulated the problem with
an optimization model based on the variance ratio criterion (VARAC). Then, BBO
was presented to search the optimal solution of the VARAC. There are 400 data of
four groups in the experimental dataset, which have the degrees of overlapping of
three distinct scales. The first one is nonoverlapping, the second one is partial
overlapping, and the last is severely overlapping. BBO algorithm was compared
with three different state-of-the-art approaches. We ran every algorithm 20 times. In
this experiment, our results demonstrate the maximum VARAC values that can be
found by BBO. The conclusion is that BBO is predominant which is extremely
quick for the issue of clustering analysis.
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1 Introduction

In the context of a group, cluster analysis is defined as a case of substance with the
mode that a lot of targets in a large cluster which are closer to another side than
others in the additional clusters [1]. Cluster analysis is a way of unsupervised
studying, and in lots of areas, it is also used for statistical data analysis in a common
technique, consisting of breeding value [2], food quality monitoring [3], gene
engineering [4], pediatric immunization distress [5], chronic rhinosinusitis [6],
community analysis [7], etc.

Currently, various algorithms were proposed for cluster analysis. They can be
basically classified into the following four categories: centroid-based clustering,
distribution-based clustering, density-based clustering, and connectivity-based
clustering.

In the research, the most attractive to us is centroid-based methods. In this type,
there are two representative algorithms, one is fuzzy c-means clustering (FCM) [8],
the other is k-means clustering [9]. These are iterative methods and affected by a lot
of factors, for example, if the initial partition is not determined properly, they may
stop at local best instead of global optimal solution.

To solve above the problems, Cotta and Moscato [10] proposed that the best way
to detect the global optimum clustering is branch and bound algorithm. But it
requires too much calculating time. In the past few years, to solve the problem of
clusters, evolutionary algorithm has been proposed, because it is insensitive to
initial values. Jarboui et al. [11] put forward an original clustering approach on a
foundation of the combinatorial particle swarm optimization (CPSO) algorithm.
Gelbard et al. [12] proposed cross-cultural research to cluster analysis with the
methodology named Multi-Algorithm Voting (MAV). Niknam and Amiri [13]

Z.Lu
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thought the k-means algorithm is extremely dependent on its initial state and
integration of the local best solution. Hence, they put forward to a fresh hybrid
evolutionary algorithm. Huo [14] raised chaotic artificial bee colony (CABC) as one
method for the issue of cluster division. Abul Hasan and Ramakrishnan [15]
underwent a survey on cluster analysis about hybrid evolutionary algorithms. They
believed that optimization algorithms are required for cluster analysis to obtain
better results. Zhang and Wu [16] proposed bacterial foraging optimization
(BFO) for cluster analysis. Kuo et al. [17] put forward an original approach named
dynamic clustering on the basis of PSO and GA (DCPG) algorithm. Firefly algo-
rithm (FFA) was used by Zhang and Li [18]. They took 400 data and divided them
into four groups for testing. Yang et al. [19] proposed and explored the idea of
exemplar-based clustering analysis optimized by genetic algorithms (GA). Wan
[20] made a full use of the assembling analysis and researched k-means with
particle swarm optimization (KPSO). Palaparthi et al. [21] researched a
multi-objective optimization (MOO) channel in relevance with cluster analysis to
research the vocal folds’ form-function connection. On the basis of the algorithms
of improved genetic, Cao and Mu [22] put forward to a weighted k-means clus-
tering algorithm. Ozturk et al. [23] proposed a modified binary artificial bee colony
algorithm. Zhou and Zhang [24] proposed a very advanced algorithm called
quantum-behaved particle swarm optimization (QPSO).

Nevertheless, those above approaches are vulnerable to several disadvantages:
(1) They may converge to local optimal solutions, corresponding to suboptimal
results. (2) They may cost too lengthy time and cost large memory. Hence, a new
algorithm, viz., biogeography-based optimization (BBO) [25] was suggested in
settling the issue with this research.

The remaining portion of this paper is as follows: In Sect. 2, we define the
mathematical model of partitional clustering, as well as propose the clustering
criterion and encoding strategy. In Sect. 3, we describe the novel BBO method. In
Sect. 4, we describe the experiment, this section includes three types of artificial
data which have different overlapping degrees. In Sect. 5, we discuss about the
experiment results. Finally, in Sect. 6, we conclude this paper.

2 Model Definition

Hypothesis: there are n samples Q = (g1, ¢2, .., ¢,,) in a d-dimensional metric
space. Every sample belongs to one of the m sets. Every ¢; € R“ indicates a
particular feature vector that is composed of d dimension. The clusters are denoted
as F = {fi.fa, ....fx}, where k represents the number of clusters. They should
submit three declarations as follows:
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fi#¢ fori=1,2,...,m
finfi=¢ (i#)) (1)
Uﬁ:{Ql»q%q% ---,qn}

The aim of this study is to look for the most appropriate partition F* that
corresponds to the best sufficiency among all possible solutions [26].

The search space is set to be n-dimension, which is consistent with n-objects.
Every dimension not only expresses a sample but also expresses the i-th individual
Y; = {yi1,yi2, - .., yin} that conforms with the affection of n samples, such as y;
€{1,2, ...,m}, in which j indicates the j-th sample [27].

Suppose n = 6 and k = 2. Suppose the first cluster A contains the first, second,
and third object, and the second cluster B contains the fourth, fifth, and sixth object.

Figure 1 illustrates the encoded representation of the cluster solution.

Some criteria have been put forward to estimate the sufficient where a predefined
dataset could be assembled. Among the partitional clustering strategies, “V Ariance
RAtio Criterion (VARAC) [28]” is one of the most popular used, which is defined as

E n-d
VARAC= - X — 2
R d-1’ @
where R and E, respectively, represents the transformation between intra-cluster
and inter-cluster. Their definitions are as follows:

1

R= ¥ 3 (4-a) (4-a) 9

E= il n(2-a)" (g-a), )

where ()" represents the transpose operation, n; stands for the cardinal of the cluster
S qj’: represents the i-th target allotted to f;, which is one of the clusters, g; represents
the center of the j-th cluster, and g represents the center of the whole data, (d — 1)
denotes the between-cluster variation freedom degree, while (n — d) represents the
within-cluster variation freedom degree.

Cluster Object

Yir | Yi2 | Vi3 | Yia | YVis | Vi6

- S E::::i> Y; 11121212

B 4,5,6

Fig. 1 Encoded representation
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Generally speaking, it is expected that tight and divided clusters have important
value of small R and large E. Therefore, if data partition result is much better, the
value of VARAC is much larger. In order to avoid the rate to increase monotoni-
cally as the quantity of the clusters, the term (n — d)/(d — 1) is normalized, which
make VARAC by means of an optimization of the clusters, it can achieve maximize
criterion.

3 Biogeography-Based Optimization

We gave an analogy in Fig. 2 with the well-known GA as a counterpart for making it
easy to understand. As is shown in Fig. 2, the population of candidate solutions is
represented as habitats in BBO [29-31]. The solution vector components are con-
sidered to be suitability index variables (SIVs). Those good solutions are considered
habitat with high habitat suitability index (HSI), and vice versa [32-34]. BBO has
been proven to give better performance than genetic algorithm (shorted as GA) [35],
artificial bee colony (shorted as ABC) [36], firefly algorithm [37], bacterial
chemotaxis optimization [38], particle swarm optimization (shorted as PSO) [39],
and ant colony optimization [40]. Table 1 demonstrates the pseudocodes of BBO.

4 Experiments

The experiments were performed on a computer with i7 processor and 16 GB
memory, under Windows 7 operating system.

Problem i 3

i —>Em
% ——>{ Individual |« — |

Population <« —> EGosste]

Fitness H———>

‘['Objective Function

Fig. 2 The connection of optimization problem, GA, and BBO
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Table 1 Pseudocodes of the proposed BBO

Step A | Parameters Initialization. It covers a problem-oriented approach that maps solutions
to habitats and SIVs. The maximum number of species Sp,.x, the modification rate
P04, the maximum mutation probability /., elite count p, and the maximum
migration probabilities

Step B Initialize a set of habitats randomly

Step C Calculate each habitat’s HSI, and calculate S, 4, and p of every habitat

Step D | Update the whole ecosystem using migration according to Py,oq, 4 and u

Step E Implement the mutation procedure on the ecosystem according to mutation rates

Step F Do elitism implementation

Step G Once satisfying the termination criterion, offer the optimal habitat obtained.
Otherwise, return to Step C

X%
x

[N

o
xo

£y
Pyx
k¥

¥

%

20

:
x

x %

(a) Type 1 (b) Type 2

Fig. 3 Three different types of artificial data [18]

4.1 Artificial Data

Let k equals to 4, n equals to 400, and d equals to 2. Figure 3 shows their distri-
bution plots. Three types of artificial data were generated. Type 1 was defined as
nonoverlapping, Type 2 was defined as partially overlapping, and Type 3 was
defined as severely overlapping. Those variables were randomly from a source that
adheres to multivariate Gaussian distribution.

4.2 Algorithm Comparison

Our BBO was tested, and we made a comparison with four state-of-the-art algo-
rithms: chaotic particle swarm optimization (CPSO) [11], genetic algorithm
(GA) [19], and firefly algorithm (FFA) [18]. Every approach ran 20 times for fair
comparison. Table 2 shows the experiment results.
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Table 2 The results found Type VARAC CPSO FFA GA BBO
by VARAC among 20 runs [11] [18] [19] (our)
1 B 1683.2 1683.2 1683.2 | 1683.2
M 1534.6 1683.2 1321.3 1683.2
w 1023.9 1683.2 |451.0 1683.2
2 B 620.5 620.5 620.5 620.5
M 607.9 618.2 594.4 618.7
w 574.1 573.3 512.8 592.8
3 B 275.6 275.6 275.6 275.6
M 203.8 221.5 184.1 240.1
w 143.5 1339 129.0 159.3

B = Best, M = Mean, W = Worst
The bold values means the best among all four algorithms

5 Discussion

In Table 2, the consequents show that all four algorithms could reach the maximal
VARAC of 1683.2 at least once in the case of Type 1 instances. Additional to it,
both FFA and BBO succeed for all 20 runs. However, there are still Type 2
instances exists. In these cases, all of the four algorithms: CPSO, FFA, GA, and
BBO could reach the 620.5 VARAC within 20 runs, which is the best. The average
VARACS of these approaches are 607.9, 618.2, 594.4, and 618.7, respectively,
while the lowest VARACS are 574.1, 573.3, 512.8, and 592.8, respectively. This
indicates that the BBO outperforms the rest three algorithms. Finally, for Type 3
instances, though the four algorithms can reach the same maximal VARAC of
275.6, the average and worst VARACs of BBO does better than CPSO, FFA, and
GA. This further validates the superiority of BBO.

6 Conclusions

In this paper, our group put forward a novel clustering method with the combination
of VARAC and BBO. The experiments have proved that the proposed BBO out-
performs the currently most advanced approaches.

Future research includes the following aspects. First, we shall retest the proposed
algorithm when larger datasets are available for us. Second, the performance on
severely overlapping data is less stable compared to other results, which may be
further improved. Third, the proposed algorithm will be further optimized to suit
various application scenarios. Fourth, more advanced optimization methods, such
as Jaya algorithm [41], chaotic immune PSO [42], and real-coded BBO [43], shall
be tested.
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BTpower: An Application for Remote
Controlling PowerPoint Presentation
Through Smartphone

Md. Asraful Haque, Abu Raihan and Mohd. Danish Khalidi

Abstract This paper presents an interesting android-based application “BTpower”
which turns our phone into a remote. The app lets us control PowerPoint presen-
tation from across the room, so we can walk around freely during presentations. The
ppt/pptx file will be stored on the mobile. Bluetooth is used for connectivity pur-
pose. The application provides a user-friendly interactive interface by which we can
interact with Microsoft Office PowerPoint on our PC. With BTpower, we can start
our PowerPoint presentation, jump to the next or previous slides, resume, or exit the
slide show with a touch of our finger—all from our phone.

Keywords Android app + PowerPoint tools « Bluetooth - Remote desktop -
Mobile communication

1 Introduction

The term “BTpower” has been derived by combining two words Bluetooth and
PowerPoint. The use of smartphones, tablets, and other touch screen devices is
gaining popularity with an unbelievable pace over the years. The smartphone
applications can transfer commands to PC using the device communication
mechanisms such as Bluetooth and Wi-Fi [1]. Controlling electronic devices and
computers wirelessly is an important aspect of the technology [2]. Bluetooth has a
tremendous potential in moving and synchronizing information in a localized set-
ting. One can interact with electronic devices using Bluetooth of a smartphone.
Many applications have come up in the market in Google play store, IOS play store,
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and for windows phone for serving this purpose. These applications provide options
like streaming audio, video files of your computer controlling mouse and keyboard.
One of the most widely used mobile OS these days is Android. Android is a
powerful operating system supporting a large number of applications in smart-
phones. BTpower is an android-based application used to control PPT presentations
remotely inside a house, an office, or a conference room. Many times while giving
presentations either one has to be dependent on other person to change slides or he
has to change it manually [1]. With BTpower, we can start our presentation, jump to
the next or previous slides, resume, or exit the slide show with a touch of our finger
—all from our phone. The connectivity is made between mobile and computer
using Bluetooth.

The rest of the paper is organized as follows. The next section, Sect. 2, briefly
describes some related work. Section 3 explains the implementation process of
BTpower. Section 4 provides a user manual with some snapshots. Section 5
mentions the required technologies to execute the application. Section 6 concludes
the paper with some future remarks.

2 Related Work

Many mobile applications are available in the market of Google play store, IOS play
store, or Microsoft Windows store for controlling a PC from a smartphone. Some of
them are Office remote, MyPoint etc. Office Remote is an application of Windows
phone for controlling Microsoft Office, providing convenient touch-based control of
Word, Excel, and PowerPoint documents projected from our PC. MyPoint is a
PowerPoint remote application compatible with iOS. BTpower is an android-based
application. The functionality of MyPoint is similar to our work. Yenel et al.
developed a useful mobile software, called PocketDrive to access PC applications in
2007 [2]. Additionally, PocketDrive supports zooming and presentation mode with
user-friendly GUI for fast forward and backward jumping on a presentation. The last
few years have seen a growing interest in developing different mobile applications
for controlling PC and thus making smartphone smarter. Chintalapati and Rao [3],
Yang and Li [4], Mishra et al. [S], and many more researchers also suggested similar
type of applications, which enable a cell phone to act as a remote controller device
for desktop PCs and their applications. Our application is slightly different in this
context. The application’s purpose is to display the PowerPoint presentation on a
computer or a projector and also to provide a user-friendly interactive interface in the
mobile. The ppt/pptx file will have to be stored on the mobile. There is no need to
copy the file into the computer. So we can present the data on anyone’s computer
without sharing it. The application will be accessible to the MS Office of the target
PC over a Bluetooth connection.
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3 Implementation

The purpose of the proposed system is to use a mobile phone as a remote for
PowerPoint presentation. The ppt/pptx file stored in the mobile will be projected on
a PC monitor or projector. The connectivity is made using Bluetooth. For estab-
lishing connectivity a server code in java is required to be run on PC. One way to
send and receive data in Java Bluetooth is to use the RFCOMM protocol [6, 9].
Using RFCOMM, the application establishes a serial communication between
smartphone and PC. After making the connections through Bluetooth, commands
are transferred from android application to the computer and the computer responds
according to the commands send through the mobile. So the system consists of two
parts: an android application for our mobile and a server code to run on computer.
Android application is implemented by using Bluetooth adapters, socket, and
threads. The server code in PC is implemented using java bluecove directory. This
bluecove package is used for connecting the PC Bluetooth to other Bluetooth
devices. A waitthread and a process connection thread are used in server code for
interacting with mobile’s Bluetooth device by accepting requests and data. Java
robot class is used for PC control (Fig. 1).

We used Eclipse for development purpose since it includes a base workspace
and an extensible plug-in system for customizing the environment. With the help of
Android SDK emulator we prototyped, developed, and tested our application.
Android applications are composed of one or more application components, i.e.,
activities, services, content providers, and broadcast receivers [7, 10]. Each com-
ponent performs a different role in the overall application behavior. There are
mainly four modules in our application as follows.

Bluetooth
Adapter
Broadcast Local Device Slide Show
Receiver
BlUECtooth File Directory e Robot Class
Device List Connection
RFCOMM Process Conn.
==n{ Output Stream |==p! Input Stream =
Socket | e 4 Thread

Fig. 1 Block diagram of the application
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3.1 File Selector

It allows a user to select the required file among the .ppt/.pptx files stored in the
android mobile. The files of .ppt/.pptx extension are added to the file list view.
When user selects the file, its name is passed on along with its address in the
directory to the next activity.

3.2 Bluetooth Device List Activity

It provides an interface to the user to select the target device among all Bluetooth
devices present in his surroundings. First, the Bluetooth adapter is turned on. The
list of paired devices is displayed. Through the scan button the user can search for
nearby unpaired Bluetooth devices. To search new devices, a broadcast receiver is
used. If a new device is found it is added to the available device list view. Now the
user has to select a device from the list of available devices. Once a device is
selected, the next button is pressed. Now two arguments, the address of the selected
Bluetooth device and the filename along with its address are passed on to the next
intent. The components used in the module are:

1. BluetoothAdapter: It represents the local Bluetooth adapter, i.e., Bluetooth radio
which is the entry point for all Bluetooth interaction. Using this, we can discover
other Bluetooth devices, query a list of paired devices, instantiate a Blue-
toothDevice using a known MAC address and create a BluetoothServerSocket
to listen for communications from other devices.

2. BluetoothDevice: It represents a remote Bluetooth device. It is used either to
request a connection with a remote device through a BluetoothSocket or to
query information about the device such as its name, address, class, and bonding
state.

3.3 Slide Show Activity

This activity acts as an interface between our mobile and computer. First, the
connection is established between the PC and the mobile through a connection
socket. Then data is sent from mobile to PC through an output stream and the data
is received by the PC through an input stream. Six buttons are provided in the
remote interface. One is share button (Up-arrow) used to send the ppt file to the PC.
Once the bytes are completely received the slideshow is opened in the computer.
Now four buttons—play, pause, previous, next are provided to control the slide-
show on the pc. These buttons send signals to the computer in integer values and
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the computer responds to it accordingly. Once the slideshow is completed the file
can be deleted by using exit button. Components used are:

1. BluetoothSocket: It is similar to a TCP Socket. It allows an application to
exchange data with another Bluetooth device via InputStream and OutputStream.

2. UUID: A Universally Unique Identifier (UUID) is a 128-bit number used to

uniquely identify information. In this case, it is used to identify our application’s

Bluetooth service. To generate a UUID for our application, we can use one of

many available random UUID generators on the web, then initialize it with from

String (String).

FileInputStream: An input stream that reads bytes from a file.

4. ByteArrayOutputStream: It implements a specialized OutputStream for class in
which the data is written into a byte array. The buffer automatically grows as
data is written to it. When the writing is considered to be finished, a copy of the
byte array can be requested from the class.

et

3.4 Server Code

Program listings or program commands in the text are normally set in typewriter
font, e.g., CMTT10 or Courier. Once the connection is established, remote Blue-
tooth server class starts the Waitthread class which then initiates the process con-
nection thread. The server code is run through the bluecove-2.1.0 java package.
This package provides tools to manage the PC connection through other remote
Bluetooth devices by assigning a UUID to the PC. Components used are:

1. Waitthread: This java file starts a thread that waits for a connection that has the
same UUID as the computer. It sets the local Bluetooth device discoverable. If
the device is found and paired, the process connection thread is started. If a new
device tries to connect a pairing request is made before establishing connection.
Once wait is over the object of the process connection thread is passed to a
newly created processor thread.

2. Process Connection Thread: It contains commands and functions that respond to
the data send by the mobile application. First, all the bytes of the ppt/pptx file
are read and then the file is opened in slideshow mode. The commands are read
as integers. This thread uses Robot class to press the computer right and left
arrow keys to move to the previous and next slides. It uses Runtime class to
open the PowerPoint file in slideshow mode.
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4 User Manual

The application is very easy to use. Following are few simple steps to make the
application operational:

Step 1:
Step 2:
Step 3:

Step 4:

Step 5:

Execute the jar file on PC.

Open the app on the smartphone. First choose the file stored in the
mobile phone for presentation. User has to select .ppt/.pptx file only.
Now turn on Bluetooth. It will show the available nearby Bluetooth
devices which are turned on. User has to select the target PC from the list
(Fig. 2).

Now application will provide a remote interface to the user. It has total
six buttons for controlling presentation. Share button is used to tem-
porarily transfer the data to the remote device. Play button is used to start
the presentation. Next and Previous buttons are for slide movements.
Pause button is used to stop the slide show and back to the editable
window. One power button is also there to exit from the application and
delete the ppt/pptx file from the remote device.

Smartly present your information through a projector/monitor (Fig. 3).

5 Requirement Specification

The proposed application was successfully tested on a personal computer with the
use of a smartphone. During the testing stage, first devices were connected via
Bluetooth after executing the server code on PC. Application successfully enables
user to remotely access their presentation in a convenient way. We identified the
following as the requirements of a system that turns a smartphone into a remote.

(b)

o AL

BB srrower

— e Bluetooth is enabled Turn OfF
46602292 _invoice pdl
PassTransistorLogic. ppt
ché.ppt

chd.ppt

coding ppt

SIR-PC
GABAOA AT ADA

MNext Sican Devices Start Present

Fig. 2 a Step 1: jar file execution, b Step 2: file selection, ¢ Step 3: device selection
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(a) (b) (c)

et Chairman and all Me BA Expert Team

Fig. 3 a Step 4: remote interface for data sharing, b Step 4: remote interface for presentation,
¢ Step 5: slideshow

Mobile:

1. Bluetooth version 3.0 or above.
2. Android version 4.0 or above.
3. 2 MB space for installation.

Computer:

Windows 7 or above operating system.

Bluetooth version 3.0 or above.

Microsoft office 2007 or above to open ppt file.

Java jdk 7u45 or above for running the server code jar file.

Hwh e

6 Conclusion

With this application user can display the presentation stored on his/her mobile
through a projector/monitor by connecting his/her mobile to a computer wirelessly
via Bluetooth. The interface with next, previous, pause, and play buttons provide
user’s full control on the slide show. We can roam around the room carrying our
mobile and giving our presentation (Obviously room size should not exceed the
Bluetooth range, i.e., 10 m). This application can be used in colleges, offices,
business meetings, and community interaction programs. There is no need of any
additional hardware devices. But it needs to be mentioned that the application is in
its initial version of development. So there is a huge scope for further enhancement.
Functionalities of BTpower can be extended by including other application inter-
faces such as whole MS Office package, audio—video players, or virtual keyboard.
One major limitation of BTpower is that the application establishes a serial com-
munication using RFCOMM sublayer of Bluetooth for message exchange between
smartphone and PC. The ppt/pptx file is actually temporarily transferred at the time
of presentation. The RFCOMM sublayer of Bluetooth and the layers below it do not
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guarantee the full proof reliability for the delivery of the bytes and packets [8].
Another limitation is the running of server code which does not ensure security of
the PC to which the mobile connects. Any future modification should deal with
these issues.
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Crowd Monitoring and Classification:
A Survey

Sonu Lamba and Neeta Nain

Abstract Crowd monitoring on public places is very demanding endeavor to
accomplish. Huge population and assortment of human actions enforces the
crowded scenes to be more continual. Enormous challenges occur into crowd
management including proper crowd analysis, identification, monitoring and
anomalous activity detection. Due to severe clutter and occlusions, conventional
methods for dealing with crowd are not very effective. This paper highlights the
various issues involved in analyzing crowd behavior and its dynamics along with
classification of crowd analysis techniques. This review summarizes the short-
comings, strength and applicability of existing methods in different environmental
scenarios. Furthermore, it overlays the path to device a proficient method of crowd
monitoring and classification which can deal with most of the challenges related to
this area.

Keywords Crowd monitoring « Behaviour analysis « Crowd classification

1 Introduction

Crowd phenomenon has been an important research issue in the era of computer
vision since past few years. Due to growing population, understanding and moni-
toring crowd behavior has now become an essential exercise and challenge for the
security agencies across the world. Thus, various groups of researchers and intel-
lectuals set their mind to find proper solution in such field so as to control and
manage crowd in their specific manner. To monitor a large area of crowd there has
been an exponential increase in surveillance cameras installed around the world,
limited number of human resources is not sufficient in analyzing these large number
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of video frames simultaneously. So there must be an automated way for crowd
monitoring and classification. Intelligent surveillance system is one of the extremely
important applications of crowd analysis.

Researchers have proposed several methods and techniques to understand crowd
behaviors for developing a safe and secure environment in order to avoid crowd
congestion, public riots and terror attacks etc. In crowded scenes, standard com-
puter vision techniques are not applicable in first hand manner due to severe
occlusion and complex background scenarios. Many computer vision algorithms
exist in literature for tracking, detecting and in analyzing behavior of crowded
scene. Although, they provide a good result in a low to medium density of popu-
lation, but it is still a challenge to deal with a dense crowd. There is an adequacy to
present a review of crowd monitoring and classification. Most of the recent surveys
focused on the activity analysis of a single person or small group of people, rather
than focusing on a crowded scenario. The survey papers by Zhan et al. [1] and Teng
et al. [2] are the only two focusing on crowd video analysis as per best of our
knowledge. Zhan et al. [1] focused on pedestrian detection and tracking in severely
occluded scene but crowd behavior understanding and abnormality detection are
not at all covered by them. Although, Teng et al. [2] focused on crowd behavior
recognition, motion pattern segmentation and anomaly detection but did not pro-
vide generally accepted solution for an unseen crowd scene. This survey suggests
many open issues for further research in crowd monitoring and classification.

2 Crowd Scene Monitoring Applications

Crowd monitoring has wide range of applications in the real-world scenarios.

1. Intelligent Surveillance: For security point of view, the very crowded places
should be under camera surveillance such as railway stations, stadiums, subways
and shopping malls etc. The normal surveillance system should be replaced by
intelligent surveillance which can perform crowd behavior analysis and control
the crowd by alarming.

2. Crowd Management: Crowded scene analysis helps to develop crowd man-
agement strategies. In mass gathering situations, these strategies control the
crowd motion in order to avoid the overcrowded situations and public stampede.

3. Public Space Design: Monitoring and classification of crowd and their relevant
dynamics can provide prior instruction in public space designing by ensuring
safety measures and comfort level in the construction of railway stations, airport
and terminals etc.

4. Entertainment: Computer games could be designed to simulate crowd analysis
techniques to derive a correct mathematical model of crowds.
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2.1 Motivations to Crowd Monitoring and Classification

In the video scene analysis and understanding, the focus is on object detection,
tracking and behavior recognition [3, 4]. The conventional methods are not
appropriate or sometimes fail for densely crowded scenes which have severe
occlusions, ambiguities and are extremely cluttered, where undetected anomalous
activities might lead to adverse situations which are terrible. Some incidents of
crowd disaster at mass events are illustrated in Fig. 1. A crowd has both dynamics
and psychological characteristics so analysis of behavior is a very complex task.
Human crowds are often goal oriented. It is a very difficult to model dynamics of a
crowd at an appropriate level. There is a need to detect, count and classify the
behavior of crowd in most surveillance scenario. The rest of this paper is structured
as follows. In Sect. 2, we introduce the features which are generally used in the
literature of crowd scene analysis. Section 3, categorizes crowd analysis and the
relevant approaches are detailed. The commonly used database for crowded scene
analysis is summarized in Sect. 4. In Sect. 6 we conclude this paper by furnishing
some encouraging future directions.

3 Feature Categorization in Crowded Scene

A proper feature categorization can benefitted the subsequent tasks. In crowd scene
analysis, motion features play a vital role. Representation point of view, motion
features can be classified into three levels as: flow-based features, local
spatio-temporal features and trajectory/tracklet. In flow based features, each and
every pixel is analyzed. In local spatio-temporal features, local information is
extracted from 2-D patches or 3-D cubes. On a next stage, being a basic feature of
motion representations, trajectory/tracklet evaluates the individual tracks. These
feature representations have been used in crowd analysis and perform various tasks
as crowd counting, crowd behavior recognition and crowd anomaly detection.

(a) (b) © (@

Fig. 1 Examples of crowd calamities incidents at mass gathering events: a Love Parade
disaster-Duisburg, Germany (2010). b Boston marathon bombing Massachusetts, United States
(2013). ¢ Mina, Mecca-Saudi Arabia (2015). d Khmer water festival-Penh, Cambodia (2010)
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3.1 Flow-Based Features

When we look at the crowd, our concern is to detect what actions are performed not
who is performing it, where a certain set of activities of an individual may visible
proportionately random, but to analyze whole crowd scene they have some pattern
in their actions [5]. Various flow based features have been presented in recent years
[6, 7]. Motion feature can be computed by the conventional optical flow method if
the brightness of an image at a time t is represented by I(x, y, t) then

di aIdx+aIdy+aI ol +aI +aI
—_ = —— _ — = —Uu —V -
dt oxdt odydt ot ox ay ot

We calculate motion vector (u, v) for all points in an image. The equation is
solved by Optical Flow Constraint (OFC) [6], where image brightness is supposed
to be constant with respect to time. Flow-based features are further divided into
three categories.

e Optical Flow: Optical flow is used for motion detection in video sequences by
using flow vector of moving objects. However, long range dependencies are not
captured by optical flow.

e Particle Flow: The computation of particle flow is done by moving grid with
the help of optical flow. The trajectories provided by particle flow are related
with an initial and later position of a particle. It has shown very excellent results
on abnormal behavior detection and crowd segmentation.

e Streak Flow: Mehran et al. [8] introduced streak flow which helps in compu-
tation of an accurate motion field in crowded video. It also provides temporal
evolution of moving object in a period of time and measures flow in visual-
ization and fluid mechanics.

3.2 Local Spatio-Temporal Features

When an optical flow method could not provide sufficient motion information due
to an unstructured crowded scene with high density. In such situations, local spatio
temporal features are one of the solutions to gain motion flow of crowd. In the
estimation of pedestrian movement, the nonuniform motion is produced by any
number of objects in each local area. In these kinds of scenarios, only dense local
pattern is utilized. To provide the spatio-temporal relationship, two methods are
existing such as spatio-temporal gradients [9, 10] and histogram functions [11].
They extract whole motion of crowd video and specify its spatio-temporal distri-
butions based on local 2D patches or 3D cubes. The spatio-temporal gradient, for
each pixel i in each patch is calculated as:
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where X, y and t are the video’s horizontal, vertical, and temporal dimensions,
respectively. Motion histogram plots the motion information defined in local
region. In fact, it is not suitable for crowd motion analysis because computing
motion is not only time consuming but also erroneous. In contrast of motion his-
togram, a novel feature descriptor called multi-scale histogram of optical flow
(MHOF) is proposed by Cong et al. [11]. Spatio-temporal features are widely used
in crowd anomaly detection due to their strong descriptive power.

3.3 Trajectory/Tracklet

Comparing with other features, trajectory is more attractive and semantic than flow
based and spatio temporal representation. We can observe crowd scene activities by
motion features due to its repetitive pattern. The features such as acceleration,
motion energy and relative distance between objects etc. are extracted from tra-
jectories of crowd video. However, as previously mentioned, object detection,
feature extraction and tracking are not performed accurately due to severe occlusion
and clutter. To overcome these difficulties and obtaining complete trajectory, a
motion feature is introduced in [12]. They are a piece of trajectory acquired from
the tracker within a short interval termed as tracklet.

When severe occlusion and clutter scene are aroused, tracklets are terminated
because they are more stable and rarely change with scenes. In [12—14], they used
track-lets to obtain complete trajectories for tracking or activity recognition. In [12]
various tracklet based methodologies are proposed to analyzing and clustering
semantic regions in unstructured areas. In their work, they extract tracklets from
dense crowd video then apply a defined model and it executes the spatial and
temporal coherence between tracklets and eventually obtains a behavior pattern to
analyze densely crowded scenes. An approach to segment video in the form of
trajectories that helps in further analysis of activities present in a video is proposed
in [15].

4 Crowd Analysis and Monitoring

The research on crowd analysis is comprehensively divided into three parts: People
counting/density estimation, people tracking and behavior understanding or
anomaly detection. A taxonomy of crowd analysis and monitoring is systematically
represented in Fig. 2 with subcategories so the readers can easily understand the
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Crowd Analysis

g1

People Counting I People Tracking

| Behavior Understanding

| Detection | I Clustering | Regression l Object Level Approaches | | holistic Level Approaches

Monolitic Detection, J,
Part based detection,
Shape matching detection,
Multi-Sensor,
Transfer

k.
| Global Approaches | | Local Approaches |

Fig. 2 Systematic representation of crowd monitoring and classification

crowd phenomenon. Brief explanations of these categories of crowd classification
are provided in the following subsections.

4.1 People Counting or Density Estimation

People counting are mainly focused on overcrowded areas for both security and
safety purposes [16]. People counting or density estimation is a dominant problem
to define the level of a crowd as dense or sparse. People counting can be applied on
static images and video sequences in both outdoor and indoor scenarios. In recent
years, people counting can be arranged as: counting by detection, counting by
clustering and counting by regression [17]. The various crowd counting strategies
are illustrated in Table 1 along with its advantages and shortcomings.

4.2 People Tracking

In people tracking, we need to locate the position of an individual in successive
frames. The problems of people counting and tracking are correlated, as both have
the target of identifying people in crowded scene. However, the problem of
counting generally needs to approximate the number of participants present in
crowd, instead of their position. On the other side, the tracking problem involves to
locate each individual in the frames as a function of time. Mikel et al. [29] combine
crowd density and tracking of individual people by optimizing joint energy func-
tion. A ground truth density Fo(p) is proposed by them as a kernel density esti-
mation based on the positions of annotated points as
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Table 1 Comparative study of people counting literature with advantages and disadvantages

Reference | Methods Advantage Disadvantage | Datasets
and year
2015 [18] | DPM + SIFT + GLCM + Fourier | Combination | Perform UCF
of multiple count only dataset
features on still
images
2011 [19] | BP-neural network High False Masjid
accuracy in detection in al-Haram
low density dense crowd
2013 [20] | Kinect + HOG + SVM Overcome Constraint to | Real time
occlusion and | kinect video
overlaps camera
2013 [21] |HOG + SIFT + MRF Count in No explicit 50 crowd
extremely density images
dense crowd | function, with 64 K
count in still | annotated
images only | Humans
2010 [22] | SURF + SVR In several Problems due | PETS2009
cases more to partial
accurate than | occlusions
Albiols [23] and
perspective
2014 [24] | Channel state information (CSI) Device free Cannot work | Own data
crowd well in a dim | set
counting or dark
environment
2015 [25] | Multi-view head shoulder Both static Limited to Indoor
detection and moving sparse videos:
crowd count | crowd, poor | classroom,
performance | meeting
on people room
with strange
clothes
2015 [26] | Part based detection Detect Difficult in Internet
partially low source:
visible resolution, flickers
humans camera
position
2013 [27] | CNN + Deep learning Introduction | Time Millions of
of a novel consumes for |images for
loss function | training a very deep
network
2015 [28] | Deep convolution neural network | Solve the Pre-trained UCF CC
(CNN) cross-scene CNN model |50 dataset,
crowd required UCSD
counting dataset

problem
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1 llei =l
Fo(p)=—= ). exp| ——
)= 7% p( 292
where § is size of feature in feature map, € is ground-truth annotations of feature
positions and p is pixel in an image. In [1], object tracking algorithms are com-
prehensively covered along with taxonomy of approaches with some references on
crowd tracking.

4.3 Crowd Behavior Analysis

To understand and monitor the crowd behavior is still a challenge despite the
various advances in human behavior analysis. Abnormal behavior can be defined in
various ways due to its personalized essence. It has been seeding much confusion in
the literature. Some researchers describe the abnormality in terms of frequency. The
event which occurs infrequently is called as abnormal or which happens rarely.
Crowd can be classified as structured or unstructured as shown in Fig. 3. It is easy
to analyze structured crowd but an unstructured crowd is very dangerous due to
random motion. In behavior understanding we mainly focus on velocities, direction
of flow and abnormal events like fighting, running etc.

Validation of crowd behavior is again a challenging problem because ground
truth video footage containing specific abnormal behaviors in the typical crowd are
not easily accessible and available. To resolve the problem of validation of
ground-truth video, Andrade et al. [30], [8] achieved controlled situation with
known ground truth data set to test their algorithm by using crowd simulation
algorithm. However, [8] discriminate normal and abnormal behavior of crowd by
exploring some concepts which are related to crowd simulation. They divided
crowd behavior analysis approaches in object-based and holistic based. Object
based approach defines crowd as a collection of individual person whereas in a
holistic approach, focus on individual difference is ignored. This approach con-
siders the entire individual in a crowd to have similar motion characteristics.

(a) - (b)

Fig. 3 Illustration of crowded scenarios: a structured event, b unstructured event
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Table 2 Crowd video dataset

Dataset Description Size Label | Accessibility

UCF Videos of crowds, vehicle flows and other |38 video | Partial | Yes
high density moving objects

UMN Scenarios of 3 different indoor and 11 videos | All Yes
outdoor events

UCSD 34 training video clips and 36 testing 98 video | Partial | Yes
videos clips

CUHK 1 traffic video sequence and 1 crowd 2 videos | Partial | Yes
video sequence

QMUL 3 traffic video sequence and 1 4 videos | Partial | Yes
pedestrian’s video sequence

PETS2009 8 video sequences of different crowd 8 videos | All Yes
activities with calibration data

Rodriguezs Large collection of crowd videos with 520 Partial | No
100 labeled object trajectories videos

UCF Behavior image sequences from the web | 61 All Yes
videos and PETS2009 sequences

Violent-flows | Real-world video sequences of crowd 246 Partial | Yes
violence videos

5 Crowd Video Dataset

When we deal with crowd video analysis, we need to validate our results with some
real-world database for which some datasets are publically available and accessible.
Table 2, illustrates some set of real-data bases with its brief descriptions which
includes size, label and accessibility.

6 Summary and Future Scope

This paper explores the various aspects related to crowd modeling and crowd analysis
which uses various techniques for various applications in the real word. A detailed
comparison of the state-of-the-art methods related to people counting has been
summarized along with its advantages and shortcomings. This survey presents a
futuristic view of the crowd monitoring and classification. An integrated framework is
required for crowd management which can deal with any type of crowd analysis
ranging from the panic situations to the large scale misbehaved crowds. It is done in
order to identify the common lacunae of the existing techniques and to overlay a path
for the further research in this area. Though, various researches have been concluded
but some issues are still untouched, which demand further research as:
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e Multi-sensor Information Fusion.

e Tracking-Learning Detection Framework.

e Deep Learning with neural network for crowd analysis.

e Wireless Sensor Networks for density estimation.

e Real-Time Processing and Generalization.
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A Roadmap to Identify Complexity
Metrics for Measuring Usability
of Component-Based Software System

Jyoti Agarwal, Sanjay Kumar Dubey and Rajdev Tiwari

Abstract Component Based Software System (CBSS) is widely popular in the
modern era because of the reduction of development cost, time, and effort. To
increase the success rate and acceptability of CBSS among the users, it is important
to increase the quality of CBSS. Usability is one of the important quality factors,
but challenges exist in measurement of usability. Complexity plays important role
in acceptance of usable software system. So, to measure the usability, it is important
to measure its complexity by using complexity metrics. Various complexity metrics
have been proposed in the literature. The main objective of this research paper is to
identify the complexity metrics of traditional and object-oriented software system
and to provide a roadmap for the requirement of complexity metrics for CBSS.
Present paper may help system designers, developers, and analysts to select the
appropriate complexity metrics for CBSS on the basis of provided analytical results.
Based on the selected complexity metrics, usability can be measured in easier way.

Keywords Component - Complexity + Objectoriented - Usability « Metrics -
System

1 Introduction

Usability is considered as the important quality factor in all quality models and also
accepted by mostly all the researchers. It plays major role in success/failure of any
software system. If usability of software system is complex, then it will not be the
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choice of users. Usability techniques increase the user efficiency and lower the cost
of software development. In modern era, software industries are focusing on the
Component Based Software System because CBSS is developed by using existing
software component which reduces the development time, cost, and effort. For
developing efficient CBSS, it is important to improve the usability of CBSS so that
users can easily accept it and success rate of the software system can be increased.
For Component Based Software System, usability depends on various factors like
component interface, complexity, learnability, operability, attractiveness, etc.
Complexity has considered as a synonymous with understandability or maintain-
ability [1]. Complexity is also considered as an important sub-factor of usability for
CBSS [2]. This paper presents the idea to measure the usability of CBSS by
measuring the complexity of CBSS. Different metrics have been proposed by the
researchers for traditional and object-oriented software system and usability of such
software system has been also evaluated by using the appropriate metrics. In this
paper, focus is given for selecting the appropriate complexity metrics for measuring
the usability of CBSS and to provide a solution for the need of different software
metrics for different software systems. These complexity metrics will be helpful to
select the correct metrics to measure the usability of software system as per the
research requirement. The ideal software metrics should be simple, precise,
objective, obtainable, valid, and robust [3].

The main contribution of this research paper is to systematically analyze the
metrics for traditional, object-oriented, and CBSS and to enlighten the reasons for
the requirement of different complexity metrics for different software systems.
Present paper will be useful for the researchers to find the applicability of com-
plexity metrics in various scenarios.

The paper is structured as follows: first the review process is described, and then
literature of the software metrics is done. After literature review, analysis of the
framed research question is provided and then conclusion of the paper is given.

2 Review Process

2.1 Inclusion and Exclusion Criteria

Various keywords pertaining to component, complexity, object-oriented, usability,
metrics, were used to search relevant papers from different digital libraries. Review
process includes those research papers and articles which describe the metrics for
traditional, object-oriented and CBSS. Research papers which focus on the evalu-
ation of the predefined software metrics and not written in English were excluded.
In total, more than 50 research papers and articles were collected, out of them 35 are
used in the present paper. Classification of the included research papers is shown in
Table 1.
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Table 1 Classification of research papers

Category Total no. of papers % Proportional
Traditional Software System 12 34.29
Object Oriented Software System (OOSS) 10 28.57
Component Based Software System 13 37.14

2.2 Research Questions

Following research questions are framed based on the studied research papers:

RQ1: Why different complexity metrics are used for different software system?
RQ2: What are the different metrics for traditional, object-oriented, and CBSS?
RQ3: What are the complexity metrics to measure the usability of CBSS?

RQ4: Which and how many journals/conferences include papers on software
metrics?

RQ5: What is the research progress for software metrics in successive years?

3 Literature Review

The present section provides the complexity metrics for traditional, object-oriented,
and component-based software system. This literature will be helpful to select the
appropriate metrics for the software system.

(a) Complexity Metrics for Traditional and Object-Oriented Software System

Different authors have been proposed various metrics for traditional software
system [4—11]. These software metrics are used for measuring different attributes of
traditional software system. Source Line of Code (SLOC), Function Point (FP) and
Cyclometric Complexity (CC) are important traditional software metrics.

Tegarden et al. [9] defined that traditional software metrics can be used to
measure the complexity of OOSS, however additional metrics are required to
measure all aspect of OOSS. For this purpose various metrics have been proposed
[12—18]. These metrics are proposed based on the method, complexity, attribute,
class, coupling, inheritance, polymorphism, etc. Object-oriented complexity metrics
have been further classified into method complexity metrics, class complexity
metrics, and system complexity metrics [19]. Chidambar and Kemerer (CK) metrics
are the most popular metrics among all the object-oriented software metrics [20—
22].

(b) Metrics for Component-Based Software System

The classification and analysis of CBSS metrics are shown in Table 2 and Fig. 1,
respectively.
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Table 2 Classification of different metrics for CBSS
Category Metrics Source
Class Weighted methods per class [23]
Lack of cohesion method
Weighted class per component and number of classes [24]
Response set for a component
Size Line of code [23]
Size critically metric
Coupling External coupling between objects [24]
Coupling metric [25]
Interface count [26]
Components path
Architecture coupling
Coupling between objects [23]
Cohesion Component cohesion [24]
Cohesion metric [25]
Interface Component interface metric [25]
Architecture component interaction factor [26]
Architecture interface count
Component incoming and outgoing interaction density
Component average interaction density
Link and bridge critically metric
Complexity Total number of components [27]
Average number of methods per component
Total number of implemented components
Total number of links
Average number of links between components
Average number of links per interface
Total number of interfaces
Average number of interfaces per component
Depth and width of the composition tree
Component complexity [28]
Dependency oriented complexity metrics [29]
Component dependency metrics [29]
Self-component complexity metrics [25]
Average interface complexity of a component [30]
Average incoming and outgoing interaction complexity
Interface complexity metric [31]
Interface method complexity metric [32]
Component coupling complexity metric
Component plain complexity metric [33, 34]
Component static complexity metrics
Component dynamic complexity metrics
Component cyclometric complexity metrics
Coupling complexity for black box components [35]
Component interaction density [23]
Component packing density

(continued)
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Table 2 (continued)

Category Metrics Source
Inheritance Maximum of depth inheritance tree and mean of unrelated tree [24]
Number of children for a component
Depth of inheritance [23]
Inheritance critically metric
Interaction Actual interaction metric [25]
Component fan-in factor (CFIF) [26]
Fig. 1 Classification of Metrics for CBSS
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4 Result Analysis

In this section, the result analysis of the framed research questions is given:
(a) Applicability of Complexity Metrics for Different Software System (RQ1)

From the literature review, it is analyzed that we need different complexity
metrics for different software systems. Complexity metrics for traditional and
object-oriented software system cannot be used to measure the complexity of
CBSS. The reasons are given by Rana and Singh [23]:

(a) Traditional metrics are based on the size of code, so these metrics cannot be
applied to CBSS because the component size is not known to the developer.

(b) Traditional metrics are based on small programs but CBSS metrics should
depend on interoperability aspects of the components.

(c) Traditional cyclometric complexity metrics cannot be used for CBSS because
operator, operand, and independent paths cannot be counted for CBSS. Tra-

ditional metrics do not focus on interfaces and integration, which is important
for CBSS.
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(b) Metrics for Different Software System (RQ2)

The different complexity metrics are required for traditional, object-oriented, and
component-based software system. These metrics are described in the literature
review.

(c) Complexity Metrics to Measure Usability of CBSS (RQ3)

Complexity metrics to measure the usability of CBSS can be selected from
Table 2. Complexity of CBSS depends on component and the interaction process
among the components. Complexity can be considered as design complexity or
interface complexity. Inheritance also affects the complexity of the components so
the metrics related to the interface, coupling, interaction, and inheritance in Table 2
can also be used to measure the usability of CBSS.

Table 3 Relevant journals/conferences for software metrics

Journal/conference | Traditional | Object-oriented | Component Total no. of %
software software system | based software | relevant Proportion
system system papers found

IEEE Transaction | [4, 7] [14, 17, 18] - 5 14.29

Elsevier [6, 8] [12, 19] - 4 11.43

ACM [5] [21, 22] [2, 26, 29, 34] | 7 20

International [9] [13, 16] [24, 28, 31] 6 17.14

Conference

Books, Thesis [11] [15, 20] - 3 8.57

Other [3, 10] [11] [23, 25, 27, 10 28.57

International 30, 32, 33, 35]

Journals

Fig. 2 Number of research No. of papers in Relevant Journals/ Conferences
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Table 4 Research progress Year Total number of papers % Proportion
for software metrics in ] | 142
successive years 976-1986 > 29
1986-1996 8 22.85
1996-2006 4 11.43
2006-2016 18 51.43
Fig. 3 Research progress for Research Progress in Successive Years
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(d) Relevant Journals/Conferences (RQ4)

The distribution of the research papers in different journals/conferences is given
in Table 3 and graphical representation is shown in Fig. 2.

(e) Research Progress for Software Metrics (RQS5)

Research progress for the complexity metrics of software system in the suc-
cessive year (1976-2016) is shown in Table 4 and its graphical representation is
shown in Fig. 3.

5 Conclusion

Complexity has been proved as an important sub-factor of usability. Present paper
provides a list of various complexity metrics for traditional, object-oriented, and
CBSS. It is identified that different complexity metrics are required for different
software systems. The reasons for the same have been identified and mentioned in
the analysis section. A number of complexity metrics have been proposed by the
researchers for CBSS but still there is scope to identify the complexity metrics for
black box components, for which information of the source code is not required to
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the developers. In future, usability of CBSS can be measured in terms of complexity
by selecting the complexity metrics from the given list and similar work can also be
done for other important usability sub-factors.
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Smart Bike Sharing System to Make
the City Even Smarter

Monika Rani and O.P. Vyas

Abstract In the past few years, the growing population in the smart city demands
an efficient transportation sharing (bike sharing) system for its development. The
bike sharing as we know is affordable, easily accessible and reliable mode of
transportation. But an efficient bike sharing system should be capable not only of
sharing bike but also of providing information regarding the availability of bike per
station, route business, time/daywise bike schedule. The embedded sensors are able
to opportunistically communicate through wireless communication with stations
when available, providing real-time data about tours/minutes, speed, effort, rhythm,
etc. Based on our study analysis data to predict regarding the bike’s available at
stations, bike schedule, a location of the nearest hub where a bike is available, etc.,
reduces the user time and effort.

Keywords Smart cities + Bike sharing « NS2 simulator

1 Introduction

Smart city demands for energy-efficient transport system also an emphasis on
sharing system for utilization of vehicle (e.g., bicycle, motor bikes, etc.). Sharing
bike system has various benefits like appropriate resource management, reduces
pollution, and leads to improved health. To motivate the bike user first we need to
explore various parameters like a number of stations, the number of routes, and the
number of available bikes per station using the appropriate statistical approach.
Once we obtain the correct status regarding the parameters, then the serving of
bikes to the growing population in the smart city become quite an easy job.
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The motivation of our work is to enhance the efficiency of bike sharing system
by making bikes smart by deploying sensors on bikes which will help in collecting
real-time data and to forward them to nearby stations. In the recent years popularity
of a bike sharing program has shown a vital growth. Another reason is easily
accessible and economical in promoting short-term bike rental system. There would
be less congestion for commuters in traffic of the car parking. Tourists can also
enjoy hassle-free travel without changing multiple busses and taxis. The environ-
ment also gets the benefit of less smog after a weekday commute. Cities are
managing development and urban living culture is facing major challenges in our
daily lives. Based on statistical data of 2007, half of the population of the world was
living their lives in cities. UN population fund forecasts that by the end of 2030
nearly 60% of the world population would live their life in cities [1]. Out of all
major issues, we can outline air quality, environmental crisis, and transportation
issues. Use of a bicycle is an important mode of transportation that could be helpful
to many urban transportation issues. As the use of motor vehicles is increasing,
problems as cost, congestion, accidents, loss of amenity and space, noise, air
pollution, and energy consumption have an adverse effect on the natural environ-
ment. In future, use of the bicycle as transport should be the transportation solution
for cities as it has no adverse effects [2, 3].

One more critical issue in any modes of transportation is of pod cars to bike; the
issue is about picking people from the transport hub as a railway station, bus depots,
and to their destination; this problem is called last mile problem [4]. Ever wondered
if we could take our vehicle out and then forget it after reaching the destination or if
you do not have to plea anyone to drop you down or pick you up. Bike sharing is
required where a person can borrow a bicycle from one of our stations in the city
and can return to another station. For the same smart bike sharing system to
develop, the concept of riding a bike from one point and returning it back at another
point can help to solve last mile problem. An efficient bike sharing system collects
the real-time data using sensors deployed on them and sends the data to stations on
the way. Smart bike sharing not only solves the issue of the last mile, but also a
problem of area/acres requires for car parking and reduces the waiting time for a
local bus.

Our problem was to increase the efficiency of bike sharing systems and increase
the participation of people in these sustainable systems, thus moving towards the
concept of the smart city. Due to growing population and change in the trans-
portation usage in urban cities, some people have demanded usage of bike sharing
system in the last few years [5, 6]; however, still there are some people who are the
reluctance to a combination of the mode of transportation of traditional days [7].
Some explanation was given by people for choosing a traditional transportation,
over bike sharing system is that the bike riding is not safe and one has to travel a
longer distance also; the weather is another deciding factor. The transportation
authorities and local council need to encourage the use of a bike and also need do
develop separate infrastructure and alternative routes for bikes to provide safety and
provide shorter distance [8, 9]. Also, it might be the case that at any point of time
the sharing station can be empty and there is no bike to rent; on the other hand it
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also be possible that people unable to park the bikes due to the station is full and
there is no availability of parking slots. The problem can be extended to use other
public transport systems so that whole city transport can be transformed to make the
city, even smarter. These problems gave us the motivation to innovate and
implement a bike sharing system that is different and better than existing systems.

The paper is structured into five sections; initially, we focus on the introduction
of the paper in Sect. 1. In Sect. 2, we describe related works, where we have
explained the works that have been done on a bike sharing system and proposed in
the relative fields of sensors and smart cities. Section 3 describes a website to
enable users of the system to book the bikes from any station, see the station map
and check the current availability and see their previous rides, virtually demon-
strating the system using NS2 simulator and collecting the simulation data along the
way. The section also depicts experimental results that prove the usefulness of the
smart bike sharing system. Basically, our analysis of data is from a similar existing
system for minimizing the redistribution problem and proposing such analysis when
actual data is collected in our system. Section 4 focuses on contribution of work
and limitations of work. Finally, Sect. 5 draws the conclusion and future research
opportunities in the bike sharing system for smart cities.

2 Literature Review of Related Work

Much has been said about how making a city smart and many international con-
ferences have taken place on this issue for a sustainable future. Many researchers
have published their research on using a bike sharing system to make the city
smarter and how to analyze the bicycle sharing data for generating insights into
sustainable transport systems. We have primarily taken guidance from one research
paper which deals with how the bikes will send the data on the way and what will
be the protocol that will govern this transmission [10] and also took some moti-
vation for better analysis from another research paper which has discussed an
analysis of various bike share systems currently existing in various countries [11].
The bike sharing system can use various technologies to make it smart and real-time
example, advances sensors, collaborative agents, and ontologies for storing user’s
and heterogeneous station details [12, 13]. The former research paper has thor-
oughly covered the topic that was needed at work and some of the terms use like
bike availability, busiest station, load factor, etc., and also characteristics of docking
stations are described as follows: Aggregate characteristics, spatial characteristics,
temporal characteristics, demographic and community detection of data, and the
redistribution problem.

Several cities in the United States and Europe have started implementing bike
sharing programs in their cities, a few of which we encountered during our research
on the project are as follows: Germany has bike sharing programs in many cities,
including Aachen, Berlin, Cologne, Diisseldorf, Frankfurt, Hamburg (StadtRAD
Hamburg), Karlsruhe, Kassel (Konrad), Mainz (MVGmeinRad), Munich, and
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Stuttgart. Station-based system metropolradruhr is located in the Ruhr Area. Bike
sharing stations are also located in over 50 ICE railway stations [14, 15]. French
cities offering a sharing system include Marseille, Lyon, Bordeaux, Nice, Toulouse,
Rennes, Rouen, La Rochelle, Orléans, Montpellier, Nantes, Lille, Strasbourg,
Clermont-Ferrand, Avignon, Saint—Etienne, ChalonsurSadne, Belfast, and
Aix-en-Provence. Similar work has been done in cities like California and San
Francisco [16, 17]. For the simulation, we referenced the standard tutorial for NS2
by MarcGreis [18].

3 Methodology

For a website to enable users of the system to book the bikes from any station, see
the station map and check the current availability and see their previous rides. For
the same a workflow of a bike sharing system for users is shown in Fig. 1 which is

——» Login
Y
No Start Station Data Packet
y Yes ‘
Y Intermediate Data Packet
" % Stati 1...
SignUp Booking Bike et}
‘ Last Station
Charge
Calculation
Bike Booked |—
End Ride

Fig. 1 Workflow of smart bike sharing system
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capable of keeping detail regarding reserve bikes, see their previous rides (as shown
in Fig. 2) and get to know about how bike sharing works. The deployed sensor on
the bikes which is used to collect the data this data can be further used for predictive
user requirement like a number of bikes available at a particular station, route
business, and the average time taken between two stations [19]. Simulating the
smart bike share system with the help of NS2 simulator and plotting the graphs of
data send by bikes and data received at a station as shown in Fig. 3. Analysis of
data is from a similar existing system for minimizing the redistribution problem and
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Fig. 3 NS2 simulating the smart bike share system
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proposing such analysis when actual data is collected in our system, equipping
bikes with sensors to retrieve the information to draw an inference for various
aspects like air pollution, noise pollution, and other effects on human and its
lifestyle.

3.1 Data Analysis

There is the following analysis that has been done on available data in our paper:
The description of the data set (http://www.kaggle.com) [20] which consisted of
following files and further described are attributes of each file.

i. 201402_status_data.csv—approx. 17 million records of Status Data
(Bikes_available, Dock_available, and Time)
ii. 201402_station_data.csv—69 records—Station Data (Station_ID, Name,
Latitude, Longitude, Dock_count, Landmark, and Installation)
iii. 201402_trip_data.csv—approx. 144,000 records of individual trips. Trip Data
(Trip_ID, Duration, Start _Date, Start_ Station, Start_Terminal, and End_-
Date, End_Station, End_Terminal, Bike_No., Zip_Code, Subscription_Type).

e Prediction of bike availability

We have analyzed our available data to get the prediction that what will be the
condition of bike availability in the future at a particular station, and this analysis
will help to inform the users that at a particular time bike will be available or not on
that station also informs users about the estimated waiting time for a bike, example
as a number of bikes that should be available at the station shown in Fig. 4.

NUMBER OF BIKES SHOULD BE AVAILABLE AT A STATION
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o (20] {40) @
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Fig. 4 Number of bikes that should be available at the station tomorrow
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We have used the concept of weighted arithmetic mean [21] on some parameters
that are listed below (Suppose today’s date is Wednesday, 18th November 2016):

i. No. of bikes at a Day of the Week (DoW) (25% weight)—We analyzed
previous data for last 6 Wednesdays.
ii. No. of bikes in Current Week (CW) (50% weight)—Analyzing the trends of
the current week and giving them a weight of 50%.
iii. No. of bikes on the Day of the Month (DoM) (25% weight)—Analyzing the
data for the current date of last 6 months (last 6 18’s in the current year).

No. of bikes that should be available today at stations X:

N = 0.25*DoW + 0.5*CW + 0.25 * DoM.

e Busiest station

We have analyzed the data to find the busiest stations (busiest means where bike
incoming and bike outgoing is more) as shown in Fig. 5. Analysis of data of last
6 months revealed the stations that are most busy. For a station X busyness is
denoted by K, and the total no. of incoming bikes in a station X (Incoming
data = L) and total no. of outgoing bikes from station X (Output data = M). For a
station X, the busyness is calculated as

K=L+M.

The busiest station at a particular time or day: At a particular time, when station
has more rush, this information will help the user to know about the availability of
bike at a given time. We have analyzed data for last 6 months and calculated
density of busyness of all stations at a particular hour. The busyness of a station X
at the hour t is defined as the sum of no. of all incoming + outgoing bikes from

Frequency of stations busy at a particuler time
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Fig. 5 Number of stations that are busy at a particular time
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station X in the interval t to t + 1. For example, our approach tries to provide useful
information like the number of bike trips from each station and the density of
busyness of stations at a particular time as shown in Figs. 6 and 7 respectively.
Also, we can calculate which station has a maximum number of incoming bikes at a
particular time.
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Fig. 6 Number of bike trips from each station
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Fig. 7 Density of busyness of stations at a particular time
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e The Average time took between two stations

The average time is taken by the user from a station to reach other stations. We
analyzed trip data and took the arithmetic mean of all the trip times for trips
between X and Y (Xy;, Xy, Xy3...Xy,) and Y to X (yX;, yXo, yX3...yX,) in the past
6 months, which gave us an average trip time between two stations. For calculating
trip times between stations X and Y:

((Xy15XY25 XY3 - - - XY) + (¥X1, ¥X0, YX5 - - - yX) ) /N + M.

e The Busyness of all routes

To analyze the busyness of all routes, we analyzed trip data between two sta-
tions. This information helps the user to reduce their trip time. The busyness of a
route between two stations is defined as the total number of trips between those two
stations over the past 6 months.

e Load Factor

The load factor of a particular station is shown in Fig. 8. The calculated load
factor (P) of a station represents the load that a station is bearing. Load factor is
calculated by the sum of a number of available bikes and a number of empty docks,
whereas number of available bikes and number of empty docks are denoted by Q
and R, respectively. Load factor increases are directly propositional to load
increases on a station. The load factor for a station is calculated as

P=Q+R.
e Estimated time of availability of a bike

Load factor for Station ID 57

Load Factor Value

o -
Mar Apr May Jun july

Months

Fig. 8 Load factor of a particular station
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We try to calculate the probability of availability of a bike for each of the next
30 min as shown in Fig. 9. The data set is (status_data describe attributes
Bikes_available, Dock_available, and Time). The attribute time is used to calculate
the probability of availability of bike. The attribute time is actually timestamp of the
form (YYYY-MM-DD HH: MM: SS). Let Max_bikes (U) denote the maximum
number of bikes that can be present at a station X for which the probability is to be
calculated. Suppose today’s date is June 1, 2016 (Wednesday) and the time at
which a user arrives at a station and finds zero bikes available is 15:45:00. In our
bike sharing system, we attempt to predict and recommend to the user whether
he/she should wait for an incoming bike or not. The prediction is based on cal-
culating the probability for an availability of a bike for the next 30 min. To cal-
culate the probability for an availability of a bike for the next 30 min we account
three factors of the current timestamp (at which user finds zero bikes available).

i. No. of bikes on the day of a week (Wednesday) at the current time (t) (for the
last 6 Wednesdays) denoted by V1.
ii. No. of bikes in the current week at the current time (t)—this includes all the
days of the current week denoted by V2.
iii. No. of bikes on the day of a month (1st of every month) for the last 6 months
at the current time (t) denoted by V3.

Let t denote the time at which the probability is to be calculated, t ranges from
(time of user arrival) to (time of user arrival + 30 min). Let w1, w2, and w3 denote
the weights assigned to the factors (V1, V2, and V3) experimentally. Therefore,
probability of availability of a bike at t’th minute (T) can be calculated by

T=(wl*V1 + w2*V2 + w3*V3)/U.

Probablity of availability of bike at a particuler time
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Fig. 9 Probabilities of availability of a bike for each of next 30 min
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3.2 Simulating the Smart Bike Sharing System Using
the NS2 Simulator

Better understanding of bicycle habits, path, and utilization rate, making bikes
intelligent by deploying sensors that send real-time data to base stations, we have
simulated the system with the help of network simulator. Key features of simulation
are as follows:

e Bike starts from the source and ends at, a destination, both of which are not
known a priori. We have tried to show that our system will work under any
random scenario which may occur in practice. Simulator starts n (taken as
command line argument) bikes from 6 previously defined stations and marks the
destinations of the bikes also (randomly). Then each bike starts a trip at a
random time (which is the case that will occur in practice).

e On the way to the destination, a bike collects data via sensors and sends the data
to stations following AODV (Ad hoc on demand Distance Vector routing)
protocol [22].

e When a bike comes in the range of a station, it makes a TCP connection with the
station and sends the data to it.

e If a bike comes in the range of multiple stations, it sends equal amounts of data
to all of them, thus leading to more network utilization. After simulation, we get
the following data in the trace file:

i. The Amount of data sent by each bike.
ii. The Amount of data received by each station.

4 Discussion

4.1 Contribution of Work

We have tried to give extended functionality and eliminate the flaws of some of the
existing bike share systems. The facilities provided by our system are as follows:

i. Bikes can be booked sitting at home using our website so that users do not
have to wait in case of unavailability.

ii. Previous years’ data have analyzed to avoid unavailability.

iii. Hubs will be scattered densely all over the city. Users can take a bike from any
hub and return it to any hub in the city.

iv. The whole system will be automatic, and there will be no need of human
assistance on each hub.

v. Sensors will be deployed in bikes that will collect data on the way and send to
the nearest station.
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4.2 Limitations of Work

i. The current system does not identify the type of data sent by the bike.

ii. Continuously updating the data received from bikes in the database, and
analyzing the data set of about over 17 million records, the availability of data
with respect to a particular country is a challenge.

iii. When the bike is not in range of any station, it will not be able to send the data
and we will try to use the protocol required for multi-hop communication.

5 Conclusion and Future Work

In this paper, we have represented detailed design, implementation plan and
evaluation of smart bike sharing system along with sensor networking techniques.
The bike sharing system represents the first comprehensive mobile sensing system
conveying the cyclist experience. Bike sharing provides the collection and com-
munal environmental sampling. It also supports two modes of operation in support
of delay tolerant and real-time sensing. Collected data could be presented both
locally to the cyclist and to others as well through back-end services. Bike sharing
portal concept promotes social and friendly network among cyclists. Our smart bike
sharing system allows the users to easily book a bike using the website at any time
without human intervention. There is no need of human for conducting this smart
bike sharing system. A user can take a bike from the station using his/her smart card
(a smart card that will be given to the user after the SignUp) and start the ride and
after completing the trip drop the bike to the station which is near to his/her
destination. The simulator in our system is using the sensor to trace the bike and to
update the information of the bike position at each time. The sensor will send
packets to its nearest station and all these stations will be connected to the website
and send the information regarding the bike’s status to the app which will update
the record.

The data sent by the bike can include Traffic data, Air Quality data, Road
Conditions data, etc., which will benefit the operator in solving the redistribution
problem as well as users of the system thus saving on operational cost as well as the
time of users. In the future when conventional sources of energy would be scarce,
bike share system will provide an effective means of transport and within the city, it
can be made compulsory to travel through bicycles. In future, our smart bike
sharing system can be improved using collaborative software agents on users and
station details store on ontologies. Ontologies can easily expand with the addition
of users and stations in the system, and provide a secure environment, and
machine-readable data for agent’s interaction. Software agents can monitor data
packets at heterogeneous stations to provide real-time information.
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Effects of Mean Metric Value Over CK
Metrics Distribution Towards Improved
Software Fault Predictions

Pooja Kapoor, Deepak Arora and Ashwani Kumar

Abstract Object Oriented software design metrics has already proven capability in
assessing the overall quality of any object oriented software system. At the design
level it is very much desirable to estimate software reliability, which is one of the
major indicators of software quality. The reliability can also be predicted with help
of identifying useful patterns and applying that knowledge in constructing the
system in a more specified and reliable manner. Prediction of software fault at
design level will also be helpful in reducing the overall development and mainte-
nance cost. Authors have classified data on the basis of fault occurrence and
identified some of the classification algorithm performance up to 97%. The clas-
sification is carried out using different classification techniques available in Waikato
Environment for Knowledge Analysis (WEKA). Classifiers were applied over
defect dataset collected from NASA promise repository for different versions of
four systems namely jedit, tomact, xalan, and lucene. The defect data set consist of
six metrics of CK metric suite as input set and fault as class variable. Outputs of
different classifiers are discussed using measures produced by data mining tool
WEKA. Authors found Naive Bayes classifier as one of the best classifiers in terms
of classification accuracy. Results show that if overall distribution of CK metrics is
as per proposed Mean Metric Value (MMYV), the probability of overall fault
occurrence can be predicted under consideration of lower standard deviation values
with respect to given metric values.
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1 Introduction

Since the advent of software designing, metrics has been an integrated part of
software development. Metrics are the measure to ensure the complexity level and
reliability of a software product. By the time different software development
methodologies came into existence, different measures have been involved to
ensure better software quality. The software development process has major impact
with the advent of Object Orient methodology. In Object Oriented programming
paradigm object represents a real world entity. A Class is a template that describes
properties and behavior of the entity. An object is an instance of the class. This
Object Oriented approach added different dimension to software development
process and helped the software industry to meet its current design parameters and
user requirements. Object Oriented Metrics are the measures to judge the Object
Oriented design level complexity and thus ensure the reliability and robustness of
any software product at early stages of its development. Standardization of Object
Oriented metrics is in demand as the complexity of software development process is
increasing and distributed in nature over time. Various studies have been conducted
to ensure the effectiveness in predicting the quality of the software at early
development stages [1]. Quality of software design also ensures less occurrence of
fault in the final software product [2, 3]. Through massive literature survey it is
found that various researchers have proposed their own standardize threshold value
for Object Oriented metrics that categorizes good and bad software design.

A NASA study [4] was conducted to find easy-to-use minimum set of software
metrics capable of measuring the overall quality of object oriented software. NASA
study validates that higher quality systems has Object Oriented metrics values
within a specified range for metric set of CK metric suite. Different researchers have
established the correlation between Object Oriented and class fault proneness [5-8].
But till now a threshold value is not set that could ensure less occurrence of faults.
A threshold value is heuristic value that sets the boundary of Object Oriented
metrics like the depicted range of threshold value for Weighted Methods per class
(WMCO), is beyond 20, hence one can say that probability of fault occurrence is
high.

In present research work, experiments have been conducted with supervised
techniques present in WEKA, on different data sets from NASA promise defect
repository. Supervised techniques are used to when target output is very clear, like,
to solve classification and prediction problems. Classification accuracy of these
classifiers is compared. The defect set considered contains different CK metrics and
output variable as faulty and non-faulty class. Classification accuracy means how
well a classifier is in categorizing test data as per the learning from training data
sets. If a class A with certain values of CK metrics (WMC, CBO, RFC, NOC, DIT,
LCOM) has faulty status (Y), the classifier should keep this class in category of
faulty classes. On the basis of correctly classified percentage, author found best
performance of Naive Bayes classifier. Threshold range of CK metrics for indi-
vidual module is proposed by many researchers in literature, but authors suggest
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that instead of looking for threshold values of CK metrics, for individual module
and its probability of fault occurrence, controlling the distribution of metric values
across the modules of a system, probability of fault occurrence at system level can
be reduced.

2 Background

A wide variety of Object Oriented metrics have been proposed to assess the
testability of an Object Oriented system. Most of the metrics are focused on the
Object Oriented properties like encapsulation, inheritance, class complexity, and
polymorphism. Object Oriented metrics can be categorized into two groups:
project-based metrics and design-based metrics. Project-based metrics contain
process, product, and resources. Design-based metrics contain traditional metrics
and object oriented metrics [9]. Abreu et at. [10] defined MOOD (Metrics for
Object Oriented Design) metrics. MOOD refers to a basic structural mechanism of
the object oriented paradigm as encapsulation (MHF, AHF), inheritance (MIF,
AIF), polymorphism (POF), and message passing (COF). Each metrics is expressed
as a measure where the numerator represents the actual use of one of those feature
for a given design. In MOOD metrics model, two main features are used in every
metrics; they are methods and attributes. Methods are used to perform operations of
several kinds such as obtaining or modifying the status of objects. Attributes are
used to represent the status of each object in the system. CK metrics suite is a set of
six metrics proposed by Chidamber and Kemerer [9, 11] which capture different
aspects of an Object Oriented design; these metrics mainly focus on the class and
class hierarchy. It includes complexity, coupling, and cohesion as well. This metric
suite offers informative insight into whether developers are following object ori-
ented principles in their design. Using several metrics available in suit managers
and designers can take better design decisions. CK metrics have generated a sig-
nificant amount of interest among researchers and are currently the most
well-known suite of measurements for Object Oriented software.

Many software metrics have been validated theoretically and empirically as good
predictors of quality factors using several methodologies, including statistical
models and machine learning models [2]. Different supervised and unsupervised
learning algorithms have been tested on various software defect data set. Study
empirically validates Random Forest Classification technique with highest accuracy
rate in classifying the faulty classes [3]. According to Basili et al. [1] Object
Oriented metrics are strong predictor of fault proneness rather than the traditional
metrics. Qureshi evaluated CK metrics and proposed effectiveness of all CK met-
rics. Using regression analysis efficiency of CK metric has been evaluated and study
reveals insignificant effect of all metrics of CK metric suit except LCOM on total
number of defects [12]. Various studies conclude that finding a threshold value for
each metric that ensures the highest probability of fault in a module is very difficult.
An empirical study done on three releases of eclipse, found that the prediction
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accuracy varies across the releases [13]. Cognitive theory suggests that as com-
plexity of design increases it starts affecting the fault occurrence. Benlabi et al. [14]
concludes there is no value for the studied CK measures where the fault proneness
changes from being steady to rapidly increasing. To find out the threshold value a
statistical model is validated using Eclipse 2.0 and Eclipse 2.1. Though study [15]
suggested threshold values for CBO, RFC, and WMC metrics but results were not
consistent across Mozilla and Rhino projects so concluded that these values can not
be generalized. Research [16] was done to test two hypothesis and study conclude
that practically there were no threshold values of the Object Oriented metrics that
neither categorize modules as faulty and non-faulty (binary category) nor for
ordinal category. There are many literature entries found on power law distribution.
Power law distribution is a phenomenon exhibits in many object oriented proper-
ties. A power law is described as “there are few very complex modules while most
modules have low complexity. Five metrics, NOC, WMC, NOM, NOV, and SLOC,
have shown a potential to follow a power law distribution”. The study is a great
attempt to use power law characteristics to set threshold values for software metrics
or to find the maximum value of a particular metric [17]. Shatnawi concluded that
such threshold is not consistent across different projects [18]. The research results
show that some object oriented metrics can predict class error probabilities in the
three error-severity categories. Research reports that there are significant differences
among the metric means in the three error-severity categories and these means can
be used to calculate the metrics threshold values. Shatnawi [19] proposed a new
dependent variable, and suggested four categories as none, low, medium, and high.
The categorization has been done on the basis of fault occurrence in previous and
current release of software. The result for classification indicates better predictions.
Jin et al. [20] presents a model using artificial neural network (ANN) and support
vector machine for software fault prediction using metrics. The study claims better
performance for fault prediction. A comparison amongst four techniques: linear,
logistic analysis and machine learning techniques: decision tree, neural network has
been carried out to find technique that best suited for fault prediction. Observations
of study say that all methods come out with similar results [21]. Turnu, validated
correlation between the entropy of CBO and RFC and the number of bugs for
eclipse and Net beans. Study says that the tendency for software, over time, to
become difficult and costly to maintain [22].

3 Experiment Design

To conduct experiment authors have chosen the data sets from NASA promise
defect data repository with total of seven parameters, six CK metrics as input and
fault as out variable. To predict fault, on basis of CK metric values, occurrence of
fault can be predicted at design level of software development. Thus it will ensure
better software design with less occurrences of faults. To solve the problem, authors
have designed three major research objectives.
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ROL1: To ensure correlation between CK metrics and occurrence of faults. The
objective here is check, out of six CK metrics, how many directly or indirectly
affect the occurrence of fault.

RO2: To identify the best supervised technique available with better classifi-
cation accuracy for classification of faulty and non-faulty classes.

RO3: To check the existence of threshold value for these design level metrics
that can ensure less occurrences of faults.

3.1 Data Set

Object Oriented metric Defect data is collected from Promise repository by NASA
[23]. The data set contains total 21 attributes. These attributes are different Object
Oriented metrics including six metrics of CK metric suit. For this study authors are
concentrating mainly on CK metric suit. Majority of researchers used CK metrics
for quality prediction for design purpose. Ck metrics suite is widely accepted for
checking the quality of the final product.

The Defect data set includes Bug attribute that specifies the total no of fault
occurred in respective instance/class. Data analysis reveals that mostly classes are
fault free, less than 20% of instances report bugs. The data collected is noise free so
no preprocessing was required, except that we introduced a new categorical attri-
bute fault that reports presence or absence of fault in respective classes on the basis
of Bug count. The changes have been incorporated as Naive Bayes classifier
requires a categorical attribute for its functioning. Different versions of four systems
were tested separately for the study. For reference mean value of each CK metric as
represented by study of NASA, based on three different quality systems were
considered, as shown in Table 1. Authors have considered different versions of the
system individually to increase prediction efficiency, as each new version is updated
with few more modules.

Table 1 Reference value of CK matrices given by NASA study [4]

System System A developed in | System B developed System C developed in
analyzed Java Java C ++
Classes 46 1000 1617
Lines 50,000 300,000 500,000
Quality Low High Medium
cbo 248 11.25 2.09
lcom1 447.65 78.34 113.94
rfc 80.39 43.84 28.6
noc 0.07 0.35 0.39

dit 0.37 0.97 1.02
wmc 45.7 11.1 23.97
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3.2 Classifiers Used in Experiment

The experiment is conducted using previous recorded values of CK metrics of each
module in a system and corresponding number of faults occurred during imple-
mentation. Supervised approach in data mining is used to predict the output cate-
gory on the basis of input values. Authors applied threshold selector, classification
with clustering, Zero R, BFTree, and naive bayes.

3.2.1 Naive Bayes

Naive Bayes classification is a supervised learning approach to get posterior
probability of NO fault. Classifier is being used to analyze the accuracy in fault
prediction of CK metrics. Authors have chosen Naive Bayes classifier because it
works on strong assumption of conditional independence, it is one of the proba-
bilistic classifier. Different studies have already explored its prediction performance
in various domains. Till now researcher analyzed one or two systems using different
techniques but for better understanding study we studied four different systems with
their versions in total counting thirteen systems.

Bayesian classifier [24] is able to predict class membership probabilities such as
the probability that a given tuple belongs to a particular class, based on the bayes
theorem. In its general form, Bayesian theorem provides a way of calculating the
posterior probability, P(clx), from P(c), P(x), and P(xlc).

p(x|c)p(c) (1)

plely) ="

P(clx) is the posterior probability of class (target) given predictor (attribute). P(c)
is the prior probability of class. P(xlc) is the likelihood which is the probability of
predictor given class. P(x) is the prior probability of predictor. The above expres-
sion for better understanding can be written as:

eri prior * likelihood
osterior= ———————
p evidence

Bayesian theory is governed by the assumption that the probability distributions
of observed data leads to optimal decisions making. Reasoning based on Bayesian
theory provides a probabilistic approach to inference knowledge that helps in
learning. To get the maximum posterior probability of class (target)

i.e. CMAP = argmax p(c|d)

d
=argmax m ... by applying bayes rule

)
p(d)
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as P(d) does not directly affects in getting the maximum likely target class so we
can drop this component from the equation, hence forth the

C MAP =argmax p(d|c)p(c)

Naive Bayes classifier works with a strong assumption of Independence among
the feature of a class. In this we need to classify a record to a certain class on the

basis of training data D, where D is composed of x,X», ...X, independent attri-
butes then
CMAP=argmax P(x; , Xz, ...Xpy|c)P(c) using conditional chain rule

p(cilxi, X2, ... Xq) =p(ci)m_ p(xilci)

Naive Bayes classifier assumes that the effect of these value of a predictor(x) on
a given class(c) is independent of the values of other predictors. This assumption is
called class conditional independence. In some domains its performance has been
shown to be comparable to that of neural network and decision tree learning. CK
metric suits of six different metrics show conditional independence for given class
fault/bug. In this case ¢; has two values (Y/N) Y for faulty class and N for
Non-faulty class. x1, x2, ......... x represents six metrics of CK suit, i.e., x2 =
noc, x2 = rfc, x3 = wmc, x4 = dit, x5 = lcom, x6 = cbo. Then if we observe that
a faulty class is present, the probability of either attribute/metric, e.g., noc, being
present is determined (being present means its value lies in a threshold range).
Existence of one attribute being present will not alter the probability of the
occurrence of the other attribute. In simple words, value of noc metrics does not
affect the value of other metrics.

3.2.2 Other Classifiers

A threshold selector is a meta classifier that works on F measure. A meta classifier
first reduces the data set and then run the base classification technique. Classifi-
cation via clustering is another meta classifier, this classifier run simple k mean
clustering to perform classification. Zero R is rule-based classifier, it is the simplest
classifier that classify the data on the basis of the value that is most commonly
found for the target attribute in the given dataset. BF Tree classification is a
tree-based classifier that performs binary split at the best node chosen. A best node
is the attribute selected, that leads to maximum information gain after split. Authors
also conducted classification using classifiers like j48 decision tree classifier, K
Nearest Neighbor, decision tree naive bayes hybrid classifier (DTNB), and multi-
layer Perception. On the basis of measures like classification accuracy, ROC curve,
total model building time, classification technique used, Naive bayes is considered
for further analysis of the research objective of the present work.
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3.3 Classification Measures Considered for Experiment

For the experiment authors considered certain measures that are produced as output
after execution of classifiers in WEKA 3.6 like correctly classified, incorrectly
classified, Root Mean Squared Error, Mean Absolute Error, Kappa statistics, TP,
FP, F measure, ROC, etc. Few measures are exclusive to classification techniques
used like number of rules generated in rule-based classification and number of
leaves generated in tree-based classification techniques.

3.3.1 Classification Accuracy and Building Time

Figure 1 represents classification accuracy, defined as the percentage of correctly
classified instances. The figure represents graph between correctly classified per-
centage on Y axis and X axis representing total system considered for the exper-
iment. Lines are corresponding to different classifiers. Naive bayes classifier is
found to be good in terms of classification accuracy among the classifiers consid-
ered for this data set. There are many classifiers that are found as good as naive
bayes like DTNB, Multilayer Perception but their building time is found to be far
more than the Naive bayes classifier. Model building time is defined as the total
time required by a classifier in WEKA to execute and present the output.

3.3.2 ROC Curve

A threshold curve or ROC curve is drawn using cost benefit analysis in WEKA.
Curve is a two dimensional plot with true positive rate on Y axis and False Positive
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Fig. 1 Represent classification accuracy of naive bayes, threshold selector, Zero R, classification
via clustering, and BFTree classifiers
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rate on X axis. The true positive rate (also called hit rate and recall) of a classifier is
estimated [25] as:

TPR = (Positives correctly classified) [ Total positives)
The false positive rate (also called false alarm rate) of the classifier is:

FPR = (Negatives incorrectly classified) /[ Total negatives)

Additional terms associated with ROC curves are

sensitivity = recall

specificity = (True negatives) [ True negatives + False positives)
=1-FPR
positive predictive value = precision

ROC are insensitive to changes in class distribution, i.e., if proportion of positive
to negative instances changes in a test set, the ROC curves will not change. For the
purpose of study, authors have considered threshold curve to check the performance
of the classifier. The greater area under the ROC curve in the test indicates that
computer-assisted classification increases a predictor’s ability to correctly identify
faulty classes and control false alarms [25]. Importance of ROC in any study is to
use it to compare the results. Here in our study we are trying to check validity of
Naive Bayes classifier prediction capabilities. A perfect predictor is one which can
identify 100% true as true (sensitivity) and 100% False as False (specificity),
however, theoretically any predictor will possess a minimum error.

Figure 2 presents the comparison of ROC values of different classifiers used in
experiment. J48 and KNN are found to be better than naive bays in terms of
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Fig. 2 Presents the ROC values on Y axis and different systems used in experiment on X axis
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classification accuracy but their ROC values are lower than the Naive bayes
classifier.

4 Result and Discussion

Authors used WEKA3.6 (the Waikato Environment for Knowledge Analysis) tool,
which is an open source software by University of Waikato. It is a comprehensive
resource, for all techniques of Data mining and Machine Learning. These tech-
niques are implemented in JAVA. In current work, the experiment is conducted,
using Naive Bayes Classifier, on different versions of four datasets Jedit, Tomcat,
Xalan, and Lucene. This Classifier works on strong assumption of feature inde-
pendence and classify instances in two different classes (YES/NO). Table 2 shows
mean values of different CK metrics, resulting 10 cross fold, Naive Bayes Classi-
fier, on WEKA.

In case of Xalan 2.7 the probability of occurrence of NO fault is 0.01, as shown
in Table 2. With the given distribution of CK metrics values in case of Xalan 2.7,
there are more chances of fault to occur. Similarly Jedit 4.3 indicates highest
probability of getting NO fault (0.97). Table 2 shows a gradual increase in chances
of getting NO error across the versions of Jedit. Comparing values of CK metrics
for jedit 3.2 and jedit 4.3, it is revealed that probability of occurrence of NO fault
(n:p(c)) improved from jedit 3.2 to Jedit 4.3. It shows that design of Jedit 4.3 has
distribution of CK metrics values such that mean values for instances with NO fault
are, WMC = 11, CBO = 13, RFC = 38. These values of CK metrics given in
Table 2 are comparable with the threshold values suggested by NASA study
Table 1 for high quality systems and other work Table 3.

It is clear that except CBO and LCOM, nearly all metrics fall in the range of
NASA study Table 1. By comparing CK metrics of different versions of Xalan,
Jedit, and other systems it is observed that if overall design of system exhibits a
distribution of metrics value accuracy of classification improves, as shown in
Table 5.

In current work authors suggest a distribution of CK metrics for a system that
ensures less occurrence of faults. Considering the mean values shown in Table 2
and values reported by NASA, Table 1 for different quality software, Mean Metric
Values (MMV) for CK metric suits is suggested, are shown in Table 3.

As literature study shows that, Mean is one of the most popular measures of
central tendency and it models the data set in a very simple and efficient way.
Shatnawi [18] has proposed that mean values, can be used to calculate, the metrics
threshold value. Further the study [15, 22] presented a threshold range as shown in
Table 4 for Eclipse and Net beans projects. Suggested MMV lies within these
threshold range Table 4. A thorough analysis still required to establish the strong
relation between fault prediction and CK metrics.

n:p(c) indicates that the probability of getting no bug (probability of an instance,
being in NO class), results shows that probability of getting NO fault is very high if
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Table 3 Mean metric value identified by the study using Naive Bayes classifier

Metrics Mean metric values (MMYV)
WMC (mean) 11

DIT 2

NOC 0.5

CBO 13

RFC 40

LCOM -

Instances 900

Table 4 Threshold range of 3 CK metrics presented by [15, 22]

Threshold T1 T2

CBO 9 29
RFC 40 164
WMC 20 98

Table 5 Statistical values after Naive Bayes classifier

System Correctly classified instances (%) TP ROC Kappa
Jedit 4.3 95.5 0.97 0.60 0.19
Jedit 4.2 86.6 0.95 0.70 0.26
Jedit 4.1 712 0.95 0.72 0.24
Jedit 4.0 78.4 0.94 0.68 0.28
Jedit 3.2 70.5 0.88 0.70 0.25
Tomcat 88.1 0.94 0.76 0.22
Xalan 2.7 63.9 0.63 0.78 0.02
Xalan 2.6 59.7 0.20 0.63 0.15
Lucene 2.0 68.2 0.92 0.74 0.34
Lucene 2.2 55.8 0.29 0.62 0.19
Lucene 2.4 55.8 0.31 0.68 0.2

mean values of the CK metrics follow the given distribution. It is very clear from
the data shown in Table 1.wmc, cbo, and rfc are the metrics from CK suits which
shows major variations, and hence is effecting the final classification. lcom is
another metric with varying values, but is independent in overall classification using
Naive Bayes and this has been verified by many other research works. Study
concludes Mean Metric Value (MMV) of cbo, rfc, and wmc for a system. The
system designed, such that the central tendency of metric values follows MMV,
ensures better classification accuracy. Resulting values of the current work for all
CK metrics, are in reference shown in NASA study except the value of cbo. The
kappa statistic is a measure of how closely the instances classified by classifier
matched the data labeled as a ground truth, controlling for the accuracy of a random
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classifier as measured by the expected accuracy. The result shows slight (0.0-0.2)
and fair (0.2-0.4) measured values of kappa for each run. ROC value above 0.5
indicates significance of the classification done. It is clear from the table that ROC
is above 0.6 Applicability of MMV depends on distribution of metrics values across
the system. If values are scattered distributed then MMV is unable to do accurate
prediction. Based on above facts and statistics, authors have designed two case
studies to ensure that if distribution of values is not scattered or with low standard
deviation, the mean can be considered as threshold instead of considering indi-
vidual metric value of modules.

Case 1: MMV for CBO is set as 13, consider a case where there are total of ten
modules (cl, c2, c3, c4, c5, c6, c7, 8, c9, cl0) in a system with CBO values
distribution as (1, 2, 17, 10, 23, 14, 15, 25, 18, 5). This is a metric value distribution
with minimum value as 1 and maximum 25, with a standard deviation of 8.3.
Average of these values is 13 so we can suggest that design with such distribution
of CBO metrics will ensure less occurrences of faults.

Case 2: Consider a case where a system with CBO values distribution as (1, 2, 6,
10, 13, 14, 12, 28, 47, 5). This is a metric value distribution with minimum 1 and
maximum value 47 with a standard deviation of 13.99, though average of this
distribution is also 13. Such a distribution is highly scattered in such case MMV
will not ensure better prediction results.

Through this analysis it is found that, value of ROC curve lies in a range of (0.6—
0.7), for all datasets, listed in Table 5 and these values reflects statistical signifi-
cance of the classifier.

Naive Bayes classifier works well at large amount of data to get optimized
results. Authors have tested MMV for few other data sets like Velocity, Xerces.
Availability of CK defect data set makes the analysis and validation of the results
difficult. In this research work authors have tried to set the reference values of
metrics and from the analysis of four systems we concluded the results. Other
factors that influence the prediction need to be explored. As data is right screwed so
instead of mean median will better represent the central tendency. In this research
work, value of lcom (lack of cohesion of method) is not considered here as it shows
huge variation among the versions and systems.

5 Concluding Remarks and Future Work

This research work validates the relation between CK metrics and occurrence of
faults. As per classification accuracy and other measures like model building time
and ROC it has been observed that the performance of Naive Bayes is found to be
better than other classifiers. Further, setting any value as threshold values for each
metric of the CK metric suit depends on various factors. The distribution of CK
metrics values (Mean Metric values) across the system justify that we can minimize
the overall fault/defect fault occurrence. The fault probability estimation on the
basis of MMV of the system can help to improve the overall design of the system at
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early stages of its development. Such methodology will definitely be helpful in
ensuring less occurrence of fault. Authors also discussed the cases depending upon
largely scattered and less scattered distributed mean values. Further it has been
observed that the consideration of standard deviation is an important factor to
establish ground that the mean metric values can be considered to improve the
overall efficiency of prediction system.
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Feedforward and Feedbackward
Approach-Based Estimation Model
for Agile Software Development

Saru Dhir, Deepak Kumar and V.B. Singh

Abstract In the software project development software estimation and planning is
a crucial process. This paper proposes a framework that outlines the estimation of a
software development at the initial stages and consists of feedforward and feed-
backward approaches in the whole development cycle. Improved software esti-
mations are also elaborated on an agile project implementation using the proposed
framework.

Keywords Agile software development - Software estimation + Feedforward -
Feedbackward

1 Introduction

Estimation of a software project includes ideal time (productive time for the
completion of the project), velocity (Measure the total user stories and imple-
mentation tasks during the iteration cycles), and total effort (Actual effort taken to
complete the project within the total number of days) for the completion of product.

There are different approaches such as empirical and iterative approach where
the requirements can be changed according to the user’s need and thus deliver a
high-quality product on time [1]. Robert Glass acclaims agile methodologies for
their importance on continuous unit testing, integration testing and development,
client involvement, and programmer friendly environment [2].
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Size estimation methods in agile projects include story points, different methods
such as judgements of expert people and techniques like function point analysis
(FPA). Iterations are planned at the initial phase, according to the estimated size of
user requirements. Effort estimation models are categorized as regression-based
models, Bayesian methods, and learning-oriented models. Estimation methods that
are based on regression models are easy to understand and develop; for example, least
square regression is the simplest model [3]. Learning-oriented models include the
different techniques like artificial neural networks, case-based reasoning, fuzzy logic
model, machine learning models, knowledge acquisition, and rule induction [4, 5].

The paper is divided into different sections, where Sect. 2 describes the literature
review of software estimation in agile development using different software esti-
mation models, such as algorithmic and non-algorithmic process. In Sect. 3,
implementation of a web project using SDV process model (model SDV is named
on the first letter of author’s name Saru, Deepak and V.) is elaborated and estimated
with algorithmic way. Section 4 discusses the quantitative estimation of a project
implementation, where MRE and MMRE values are calculated.

2 Literature Review

Planning of a project includes estimation of the project size, followed by estimation
of effort and budget of the project. In the traditional development most of the tasks
are finalized in the detailed design, whereas in agile development new tasks are
identified at the iteration cycle and each iteration cycle is a tactical development for
a specific duration. Traditionally, there were different estimation models that were
used to estimate the cost and effort of a project to assess whether a project was good
value for money or not [6]. The estimation models can be categorized into algo-
rithmic and non-algorithmic model [7, 6]. Agile estimations are based on
non-algorithmic models Wideband Delphi methods (planning poker technique) are
also one of the estimation models that are mostly used in agile projects. An analogy
technique was compared with predictive models based upon regression analysis for
nine datasets and produces a predictive performance in all cases by MMRE [8]. At
the bottom-up method, software system components are decomposed and assessed
separately; and results are added to generate an estimate of the overall project.
Top-down method is opposite to bottom up, where the cost estimation can be set at
initial stage and the total cost can be divided into different components [6].

Among all of the non-algorithmic models, expert-based estimation is the most
dominant strategy used in the industry, which includes process guidelines, expe-
rience, and expert judgement of team members [9]. Lucas et al. [10] elaborated case
study using XP evaluation framework to adapt XP model. The XP evaluation
framework used feedback loop in the evaluation process. The team for the devel-
opment of the project was typically agile to deploy XP process model.

C.J. Torrecilla-Salinas et al. [7] proposed a united framework for estimating,
planning, and controlling the web projects, including existing agile techniques with
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web engineering principles. Fuqua, A., and Hammer, J.M. [11] illustrated a report
that the velocity varies with a 20% variation, where unstable velocity formulates the
estimation difficult. In the agile web development different estimation challenges
and comparison with traditional web estimation are demonstrated and also pre-
sented in the AgileMOW model [12].

3 Implementation Using SDV Estimation Model
3.1 SDV Estimation Model

Dhir S. etal. discussed the ineffectiveness of practices, estimation and tracking problems
such as lack of effort estimation, lack of experienced staff, ambiguity, lack of feedback
responses, and change of role activity with existing approaches [13]. An estimation
model was proposed to estimate the agile project at initial stages, including feedforward
and feedbackward approaches. An algorithmic approach was also proposed to estimate
the project, where the estimation process starts from the initial stage (EPIS) to the last
testing stage by maintaining the functional and non-functional requirements. Case study
of a project was also discussed according to the proposed model and algorithmic
approach using story points and function point analysis. Figure 1 represents the SDV
process model (model name SDV is based on the first letter of author’s name Saru,
Deepak and V.), which is designed according to proposed estimation model [13].

SDV process model is used to avoid the existing agile estimation issues using the
quantitative measurement. The SDV process model includes different phases from
the initial phase to testing phase, such as follows:

Elicitation and prioritization of requirements
Estimate the project

Feedforward

Division into sub-modules and iterations
Implement the sprint cycle

Release the sprint cycles

Root cause analysis (RCA)

Feedbackward

Regression testing

Generate the final report

SOOI A LD~

—_

3.2 Quantitative Estimation of the Model Using
an Algorithmic Approach

An algorithm is implemented to evaluate the effort, velocity and time estimation on
the project at the initial stage of the project using the feedforward and feedback
approach.
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Fig. 1 SDV process model

Root Cause Analysis

In the algorithmic approach of the proposed model [13], estimation of process at
the initial stage (EPIS) is maintained in functional and non-functional requirements
at the beginning of each iteration cycle. Final estimation (time and effort) is eval-
uated using an algorithmic approach as follows:

Effort:

BSP=US *S8,

()

where BSP is the baseline story point, US represents the user story, and SS rep-
resents the sprint size. The baseline story point is the total number of user stories
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and sprint size, and p is people and project-related factors. P = {pl, p2, p3...pi...
pn} where 1 <i < n

Unadjusted Value (UV) ={pl + p2 + p3 + -+ + pn}. (2)

Unadjusted values (UV) are the additional time, effort or cost estimation that is

taken during external review and calculated during the effort, cost, and time esti-
mation process. From Eqs. (1) and (2)

ESP=BSP+0.1(UV). (3)

ESP is the estimation according to story point:

EstimatingTesting Effort (ETE) = Testing Effort per Iteration X (No. of Iterations — 1).

4)
No. of iterations = TET/(10 — 1).
From Egs. (3) and (4)
Final Estimated Effort (Er) = ESP + ETE. (3)
Velocity:
In general: Velocity = Distance /Time. (6)

In the agile development, distance is equivalent to the completion of story point
in the iteration and time is equivalent to the length of the sprint. From Eq. (1)

EV =BSP/Total number of completed sprints. (7)
EV is the estimated velocity
Initial Velocity (V;) = Total number of story points in one iteration /SprintSize. (8)
Velocity Factors:
Friction and dynamic factors are considered with some range of values [14], for
analyzing the quantitative values of the project.
From Eq. (8),
Decelerated Velocity (DV) =V * VFR. 9)

Time: Estimate the complete duration (per month) of the project as
from Egs. (3) and (8)
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Estimated Development Time (EDT) =ESP/V (10)
Estimated Testing Time (ETT) = Y T,. (11)

" T; is the sum of different testing activities based on different factors. From
Egs. (10) and (11)

Total Estimated Time (TET) =EDT + TET (12)
Testing Time (TT) = Regression testing in one iteration (RTT). (13)

From Egs. (12) and (13)
Total Time (Ty) = TET + RTT. (14)

MRE is the magnitude of relative error (MRE) and MMRE is the mean mag-
nitude of relative error. From Eq. (12)

MRE (Time) = |Actual Time — Estimated Time|/(Actual Time). (15)

4 Implementation and Experiment Results

Inputs:

Total number of user stories (US) = 30

Sprint Size (SS) = 10 SP

Total number of story point complete in 1 iteration = 55 SP
Estimated Unadjusted Value = 100

No. of days in one iteration = 10 days

Regression testing effort per iteration = 10 SP

Results:
Effort:
From Eq. (1);
BSP=30*10 = 300 (16)
From Eq. (16)
ESP=300+0.1(100) =310 (17)

BSP is the baseline story point with units SP and ESP is the estimated story
point.
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Velocity:
From Eq. (16) and sprint size value as inputs,

Initial Velocity (V;) =300/55=5.45 (18)
Factors:
Velocity Factor Rate (VFR) is average of velocity factor of all factors = 0.95. (19)
From Egs. (18) and (19)
Decelerated Velocity (DV)=5.45*0.95 = 5.17 SP/Day. (20)
Time:
Estimated testing time (days) is calculated according to the different testing
attributes. According to Eq. (10) values are calculated from Eqs. (17) and (20)
Estimated Development Time (EDT) = 310/5.17 =59.96 Days. (21)
From Eq. (21) and estimated testing time (ETT) = 15 Days
Total Estimated Time (TET) = 59.96 + 15 = 74.96 Days. (22)
From Eq. (22), estimated time is
MRE (Time) = |80 — 74.96]/(80) =0.063 (23)
MMRE (Time) = 6.3%
Effort:
For Eq. (4), values of TET are taken from Eq. (22) and testing effort per iter-
ations, 10, are given.
Estimated testing effort (ETE) = Testing effort per iteration * (no. of iterations —
Y
No. of iterations = TET/10 = 74.96/10 = 7.496
ETE = 10*(7.496 — 1) = 64.96 SP. (24)
For Eq. (5), values are taken from Eqgs. (17) and (24)

Final Estimated Effort (Er) =ESP+ETE = 310 + 64.96 = 374.96SP.  (25)
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Conclusion

The paper concludes with the implementation of the estimation technique by
implementation a small project. The SDV process model is based on the estimations
at the initial stages by following the feedforward and feedbackward approach.
Effort and time of the project are estimated to include the different factors that can
affect the project estimation during the implementation. MRE, MMRE (Time) and
effort is evaluated.
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Investigation of Effectiveness
of Simple Thresholding
for Accurate Yawn Detection

Viswanath K. Reddy and K.S. Swathi

Abstract Drowsiness of a person is major cause for accidents and to avoid acci-
dents alerting person at right time is very necessary. Yawning is one of the signs,
which indicates whether the person is drowsy or not. Most of the algorithms in
literature detect yawn state considering the region between the lips. Mouth local-
ization is the fundamental step in yawn detection. Region between the lips is
segmented using algorithms of different complexities. In this work, a simple seg-
mentation algorithm like thresholding is investigated for its effectiveness. The
segmented region with maximum area within the mouth region is considered to
classify the frame as yawn frame or otherwise. Yawn video sequences from
YawDD dataset are used to test and validate the algorithm. Yawn detection accu-
racy using the proposed algorithm is 76% which is bit higher than the accuracy
obtained with more complex algorithm. Such simple algorithms might be more
useful for real-time applications. The time consumption of the implementation is to
be verified.

Keywords Driver drowsiness + Face and eye detection + Focused mouth
region - Image processing based « Yawn detection
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1 Introduction

Most of the vehicle crashes are due to driver poor operating practices which
include lack of seat belt use, distraction, fatigue, alcohol, and drug use while
driving. Out of all these, driver’s inattention due to fatigue is a major issue. As per
U.S. National Highway Traffic safety, approximately 10000 accidents each year
[1] are due to driver fatigue. Therefore, there is a need for a system to warn the
driver in such situations. Reasons for person feeling drowsy may be due to illness,
sleep disorders.

Measuring person fatigue through heart rate and EEG is more accurate but not
realistic [2], because sensing electrodes cause discomfort to the driver. Hence, it is
better to measure fatigueness of a person through facial features such as mouth,
eye, and even through head pose. Driver alertness [3] can be determined by eye
state or through head nodding angles. When eye is occluded head pose can be
considered for obtaining information about lack of attention of a person. If a
person is wearing glasses [2], techniques based on detecting eye characteristic may
not give good results in detecting fatigue of driver as glasses can cause glare and
may be totally opaque to light, making it impossible for a camera to monitor eye
movement. Furthermore, the degree of eye openness may vary from person to
person.

In the non-intrusive techniques of yawn detection, mouth segmentation is a
primary step. Several complex algorithms are being currently used for mouth
segmentation. In this work, the effectiveness of a simple segmentation algorithm
like thresholding is investigated.

2 Related Work

Yawning detection can be done by measuring the rate of mouth opening. Normal
mouth opening rate and yawning rate has to be differentiated by algorithms to tell
whether the person is drowsy or not. Opening of mouth can be measured either by
tracking lip movements or by width of the lip region. Basically, there are three
different approaches for yawn detection: feature based, appearance based, and
model based.

In featured-based approach, differentiation between normal mouth opening rate
and yawning is done using features such as color, edges, and texture. Color
properties can be used to segment mouth region. Major differentiation can be done
using intensity rather than color itself, and hence transformed color spaces such as
normalized RGB space, HSV, and YCbCr are used. YCbCr color space transfor-
mation is used [4] to segment the mouth region to detect yawn of person. Initially,
face of a person is captured by video camera installed in front of mirror inside car.
Based on skin color segmentation and template matching, face region is detected.
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Based on color mouth region is segmented. Mouth map equations are applied to
face region in order to segment mouth region.

Before segmenting mouth region, to detect mouth region, mouth map equations
are applied to face region. To reduce misclassification of mouth region using mouth
map equations, active snake contour technique is used. The rate of increase in
mouth contour area is used as indication of yawning. Algorithm implemented is
tested on videos recorded by authors under various lighting conditions. Initially,
face region is classified using SVM and to identify wide mouth regions for
detection of yawning. Circular Hough transform [5] is applied on mouth region.
Circular Hough transform extract circles from edge images. If mouth is opened for
significant number of consecutive frames, algorithm tells the person is yawning and
alerts the person by issuing warning signal. Using skin tone detection algorithm [6],
yawning of a person is detected. To track mouth region for detecting yawn of a
person, mathematical models for LIPMAP in YCbCr and RGB spaces are devel-
oped based on characteristic features of color components in mouth region. Lip
region is segmented using back projection theory [7] in OpenCV, and yawning of a
person is detected. To detect yawn of person, ratio of black pixels and white pixels
is compared with a threshold value. If value is greater than particular threshold
defined, then algorithm says person is yawning. The performance of their algorithm
is tested on YawDD dataset and an accuracy of 75% is obtained.

In appearance-based approach, different machine learning algorithms are used
and important features corresponding to region of interest are extracted in order to
train the algorithms. Once face is detected, to classify lip and skin region, Fischer
linear classifier [6] is used. Kalman filtering is used to track driver’s mouth in real
time by prediction and localization. Geometric features such as width, height of
the mouth, and height between top lip and bottom lip vary greatly when person is
talking, yawning, and when mouth is closed. Yawn of person is detected even
when there is occlusion [8, 9]. System begins with initialization operation in first
frame which consists of face acquisition and region initialization algorithms.
During face acquisition, algorithms to detect face, eye, and mouth region are
performed sequentially before region of interest algorithms is executed. Region of
interest initialization algorithms involves initialization of two regions namely
focused mouth region and focused distortion region. To detect yawning of a
person in real time these two regions initialized are tracked continuously. Focused
mouth region is initialized to measure the openness of mouth region and focused
distortion region is initialized to measure the distortions during yawning when
mouth is covered. Using adaptive threshold technique, the darkest between lips is
identified. When mouth is not occluded, yawning of a person is detected based
upon widest area of the darkest region between lips. When mouth is occluded,
yawning is detected by identifying distortions in focused distortion region using
any edge detector. Distortions in focused distortion region will be more during
yawning. Algorithm was tested on SFF dataset. Out of 30 videos yawn was
accurately detected in 28 videos.
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3 Yawn Detection

Process of detecting drowsiness of a person begins with capturing video and
converting video into frames for further processing. Once video is converted into
frames, each frame of video sequence being captured is processed one by one.
Processing consists of face detection, eye detection, mouth localization, segmenting
region between lips in each frame, and finally based on area of segmented lip region
drowsiness of a person is detected.

3.1 Face Detection and Eye Detection

First step after converting videos into frames is to detect face in each frame. Face
region is detected using Viola Jones algorithm implemented in OpenCV software
library. Features that define face region are stored in xml file in OpenCV software
library and those features are given as input to the classifier to classify face region.
Using cascade classifier, facial and non-facial features are classified and face region
is detected in each frame. Similar to face detection, eye region is searched and
located within the face region being detected using Viola Jones algorithm.
Searching of eye region location starts from the upper left corner of the face frame
to lower right corner.

3.2 Mouth Localization

Once eye region is located, center point of eye region is calculated and coordinates
of center point of both left and right eye are stored in a variable. Once the coor-
dinates are obtained, distance formula is applied to calculate the distance between
eyes named ED [5]. Midpoint of upper lip region is located. Distance between
center point of upper lip region and midpoint between eyes named EMD is obtained
using distance formula. Face, eye, and mouth region located is shown in Fig. 1.
With using only xml file available in OpenCV software library mouth region was
not properly located for the YawDD dataset. For locating mouth region in a better
way new approach mentioned in [5] is used. Coordinates of focused mouth region
are obtained using formula mentioned in Egs. (1) and (2). Formula to obtain
coordinates of focused mouth region is slightly changed from the formula men-
tioned in [5]. The threshold values 0.75 and 0.5 are used based on observation test
undertaken for YawDD dataset. X coordinates for mouth region are same as x
coordinates of eyes center point. Y coordinates for mouth region are eye center
point y coordinate plus 0.75 times the distance between mouth center point and eyes
midpoint and 0.5 times the distance between mouth center point and eyes midpoint
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Fig. 1 Detection of face, eye, and mouth

Fig. 2 Focused mouth region coordinates

plus distance between eyes center point. Focused mouth region with coordinates is
as shown in Fig. 2.

Bi] - [y,+0.?5EMD] (1)
Bj - [yl+o.5E)Xm+ED]' (2)

X1,X2,¥1,y2 are coordinates of focused mouth region and x,, x;, y,, y; are x and y
coordinates of right and left eyes. Mouth region being detected is stored in vector
and rectangular regions of interest are marked for mouth region being detected
within face region.
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3.3 Yawn Analysis

Next step after localizing mouth region is to segment region between lips to detect
yawn of a person. Steps involved in analyzing yawn of a person are shown in
Fig. 3.

Mouth region localized in RGB format is converted into grayscale. Region
between lips is darker when compared to skin and lip region. Intensity of darker
region will be nearer to zero. Setting proper threshold to the region will segment the
region between the lips. Area corresponding to region between lips is set to white
where all other regions are set to black. The number of pixels corresponding to
region of interest is counted as it helps in differentiating different states of a person
such as yawn and normal state. When person is yawning, the area of region between
lips increases and number of pixel count in that region also increases corre-
spondingly. Hence, counting number of pixels is one of the ways to differentiate
different states of person. Segmented image after applying thresholding for different
states is shown in Fig. 4.

| Face detection I

1

| Eve detection |

| Mouth detection ]

+

Segmenting region between lips

.

| Count number of objects ‘

<o >

Calculate area of one object | Labelling of different objects ]

¥

| Calculating area of the |

.

Select object with largest area

)

Fig. 3 Flowchart for yawn analysis
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Fig. 5 Improper segmented region

Regions that are not corresponding to region between lips may also be seg-
mented as shown in Fig. 5, due to same threshold value.

If more than one object is present, labeling is done for different objects and area
of each object is calculated. Pixels corresponding to largest area are region between
lips. If only one object is present, area of that object is calculated. To detect yawn of
a person area of region segmented after thresholding and also the largest area count
obtained after labeling process is considered.

4 Results

Performance of proposed algorithm is tested for videos sequences in YawDD [10]
dataset. By trial and error, a threshold of value 70 is chosen to segment darker
region between lips. Fourteen video sequences in the dataset are used for computing
the performance of the algorithm in terms of accuracy [7] and the same are tabu-
lated in Table 1.

The accuracy is overall good for female participants (except for Video # 6) when
compared to male participants. Average yawn detection accuracy for female par-
ticipant is 81.7% while that for male participants is 62.6%. Average yawn detection
rate for all the participants is 76% using our method.
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Table 1 Tabulation of results

Video# |# of # of face detected | # of eye TP |FP |TN |EN | Accuracy

frames | frames detected frames

Female participants

1 2741|2741 2463 401 | 177 | 1846 | 45 |91.01
2 2180 | 2180 1109 107 |652 | 345 | 5 |40.76
3 3057 | 3057 2113 84 | 147 | 1750 | 130 | 86.88
4 1496 | 1496 856 54 | 12| 788 | 2 9836
5 2149 | 2149 1620 25 | 24 1497 | 73 |94.01
6 1491 | 1491 792 162 485 | 117 | 27 |35.28
7 3618 | 3618 3341 68 |223 2954 | 96 |90.46
10 1532|1532 1343 0| 5 [1327 | 10 |98.89
13 2488 | 2488 321 0| 1|32/ 0/9.69
Male participants

5 2395 | 2395 677 21 (332 | 321 | 1 5067
11 1760 | 1760 671 71324 | 334 | 4 5098
12 1957 [1957 119 26 | 11| 64| 16 |77.00
13 2190 | 2190 1094 31399 | 681 | 11 |62.52
15 2639|2639 1507 62 |421 [1021 | 2 |71.92
5 Conclusions and Future Scope

Yawn detection technique using simple segmentation algorithm like thresholding is
developed. Performance of algorithm is tested and evaluated for video sequences in
YawDD dataset. Accuracy which is comparable to the published is obtained when
tested on 14 of the 30 video sequences. This encourages us to look into possibility
of using simple algorithms for real-time implementations. This algorithm works
well when mouth is not occluded. Improvements can be done to the algorithm by
detecting yawn of a person even when mouth region is occluded.
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