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Preface

This book presents the state-of-the-art technical contributions based on one of the
most successful evolutionary optimization algorithms published to date: Harmony
Search. The contributions span from novel technical derivations of this algorithm to
applications in the broad fields of civil engineering, energy, transportation &
mobility and health, among many others and focus not only on its cross-domain
applicability but also on its core evolutionary operators, including elements inspired
from other meta-heuristics.

The global scientific community is witnessing an upsurge in groundbreaking
new advances in all areas of computational intelligence, with a particular flurry of
research focusing on evolutionary computation and bio-inspired optimization.
Observed processes in nature and sociology have provided the basis for innovative
algorithmic developments aimed at leveraging the inherent capability to adapt,
characterized by various animals, including ants, fireflies, wolves, and humans.
However, it is the behavioral patterns observed in music composition that motivated
the advent of the Harmony Search algorithm, a meta-heuristic optimization algo-
rithm that over the last decade has been shown to dominate other solvers in a
plethora of application scenarios.

The book consists of a selection of the best contributions presented at ICHSA, a
major biannual event where leading global experts on meta-heuristic optimization
present their latest findings and discuss the past, present, and future of the exciting
field of Harmony Search optimization. It provides a valuable reference resource for
researchers working in the field of optimization meta-heuristics, and a solid tech-
nical base for frontline investigations around this algorithm.

December 2016 Javier Del Ser
General Chair

ICHSA’17
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Sensitivity Analysis on Migration Parameters
of Parallel Harmony Search

Ari Hong1, Donghwi Jung2, Jiho Choi1, and Joong Hoon Kim1(B)
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Korea University, Seoul 136-713, South Korea
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2 Research Center for Disaster Prevention Science and Technology,
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Abstract. Parallel Harmony Search (PHS) is a harmony search vari-
ant that employs parallel computing approach for improving the final
solution quality of harmony search. A preliminary version of PHS was
introduced in 2015 and applied to a highly nonlinear water infrastructure
planning problem with extreme dimensionality. The application results
showed that the PHS was promising and efficient in finding a feasible and
near-optimal solution for such problem. However, sensitivity analysis on
migration parameters of PHS should be performed to guarantee the best
performance of PHS. Migration parameters of interest are migration fre-
quency, migration topology, migration size, and so forth. In this study,
PHSs with different migration frequencies are compared with respect to
the final solution quality to identify the most efficient frequency in the
water infrastructure planning problem.

Keywords: Parallel harmony search · Migration frequency · Sensitivity
analysis

1 Introduction

Parallel computing is a kind of computation to make large computational tasks
smaller, allocate them to multiple computing units, and perform the computa-
tions concurrently. Recently, parallel computing has been adopted to shorten
computation time in meta-heuristic algorithms [1]. Some studies conducted fit-
ness calculations of an existing meta-heuristic algorithm in a parallel manner
while other studies suggested a coarse-grained parallel algorithm in which a
group of population is evolved independently under a computing unit (e.g., a
core) and search information is shared only at migration phase. Artina et al. [2]
proposed a parallelization method of non-dominated sorting genetic algorithms-
II (NSGA- II) [3] for multi-objective optimal design of water distribution sys-
tems. Abu-Lebdeh et al. [4] compared coarse-grained parallel genetic algorithms
(PGAs) and cellular PGA in terms of their performances on a transportation

c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 1



4 A. Hong et al.

system optimization problem. Jung et al. [5] was the first to propose a coarse-
grained parallel harmony search (PHS), which employed a hierarchical migration
topology. That is, the temporal global best solution identified at the migration
phase is broadcasted/transferred to individual harmony searches.

There exists few more questions to answer on the best condition for PHS. For
instance, how often migration phase should be exhibited, what kind of migration
topology should be set up, and how many and what kind of solutions should be
migrated.

In this study, we perform a sensitivity analysis on the migration frequency
(MF) of PHS to investigate its impact on the final solution quality. The PHS
with three different MFs are compared with that without migration (i.e., zero
MF) in a water and wastewater system planning problem.

2 Parallel Harmony Search

Harmony search (HS) [6,7] which was first introduced in 2001 is a novel meta-
heuristic algorithm inspired by improvisation of musical instrumental players. In
HS new solution can be generated by three operators such as harmony memory
consideration, pitch adjustment, and random selection. Harmony memory (HM),
which is a space for storing good solutions, keeps updated by replacing the worst
solution with the new solution if it is better than the worst one.

In PHS with migration, HSs are evolved independently and concurrently
until migration phase. Migration phase includes both identifying the overall best
solution and broadcasting it to other HSs except the HS which it is from, then
serial evolutions are carried out until next migration phase. The PHS’s efficiency
can be affected by how often migration phase is exhibited (migration frequency,
MF), what kind of migration topology should be set up (migration topology),
and how many solutions should be migrated (migration size). In this study,
PHS with zero MF and three MFs are examined and compared in terms of the
solution quality to identify the most efficient migration through the optimization
of a multi-scenario planning problem.

3 Application

3.1 Study Area

PHS with migration is examined through the planning problem of a developing
area in southwest US which finds the most cost effective water and wastewater
infrastructure design and expansion over staged planning periods. Total number
of pipes is 333 per period and commercial pipe size are 0, 6, 8, 10, 12, 16, 20, 24,
30, 36, 48, 54, 60, 72 inches. The design flow, the design head, and the number
of pump in operation under peak and average demand conditions should be
determined for each 36 pump stations. In addition, plant capacity is determined
to a potential location of each 6 satellite wastewater plants. The decisions are
made at three phase: 2010–2020, 2020–2030, and 2030–2050. Total number of
decision variables is 1449 (= 3 ∗ (333 + 4 ∗ 36 + 6)).
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3.2 Results

Three performance metrics, the average, best, and worst solutions, of PHS with
and without migration were compared. Three MFs are examined for the latter:
migration every 25, 100, and 200 iterations until total 500 iterations, resulting in
the migration phases of 20, 5, and 2 times, respectively. Note that the identical
HS parameters were used for each HS in PHS. The performance metrics were
obtained from 20 independent optimization runs of each PHS.

Figure 1 shows the average total cost changes of the four approaches over iter-
ations. The solution by PHS with migration every 25 iterations is always worse
than any other PHSs during total computation. PHS with migration every 100
iterations shows the best solutions until approximately 200 iterations, however,
after that the solutions get worse than before. At 500 iterations, which is termi-
nation criteria, PHS with migration every 200 iterations has the best solution,
1.688 (109 USD), and PHS with migration every 25 iterations has the worst
solution, 1.767 (109 USD). Final solution found by PHS with no migration was
good rather than PHS with migration every 25, 100 iterations.

Fig. 1. Average variation of solution costs.

In Table 1, the PHSs without and with migration every 200 iterations are
compared with respect to three performance metrics (Table 1). The worst solu-
tion cost of the latter was 0.23 percents less than that of the former. More
significant gap between the two algorithms was found in the best solution. That
is, PHS with migration every 200 iterations obtained 1.79 percents less cost.
It was found that PHS with the migration produce better solution than PHS
without migration overall.
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Table 1. Performance metrics (Unit: 109 USD)

Mean solution Worst solution Best solution

PHS without migration 1.703 1.764 1.623

PHS with migration 1.688 1.760 1.594

(every 200 Iterations) (0.88% reduction) (0.23% reduction) (1.79% reduction)

4 Summary and Conclusions

This study conducted a sensitivity analysis on the migration frequency of paral-
lel harmony search. In PHS with migration, individual HS is computed indepen-
dently under processors in a workstation and every certain iterations migration
phase occurs to identify the overall best solution and broadcast it to other HSs.
The PHS is applied to multi-period and multi-scenarios planning of water and
wastewater infrastructure in a developing area of southwest US.

First, PHSs without and with migration were compared in terms of three
types of results: the mean, worst and best solution. It is found that overall
PHS with migration has better solution than PHS without migration. Second,
PHS with no migration and PHSs with migration every 25, 100, and 200 itera-
tions are compared in terms of the average evolution of solution cost by itera-
tion. The result shows that very frequent migration does not guarantee the best
performance, in other words, it is not that the more frequently the migration
phase occurs, the better the final solution is. In conclusion, migration frequency
is a problem-specific parameter which should be calibrated for the problem of
interest.

In the future studies, sensitivity analysis on the migration topology and
migration size should be carried out to find the best efficiency of migration.
Ensemble of various algorithms not only harmony search should be conducted
for parallel computing.

Acknowledgements. This subject is supported by Korea Ministry of Environment
as Global Top Project (2016002120004).
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Abstract. The harmony search algorithm (HSA) is one of the most
widely used meta-heuristic optimization algorithms. During the last two
decades, many improved versions and variants of HSA have been pro-
posed to improve the algorithms efficiency and usability. In this study, a
HSA variant with unique structural characteristics is proposed, named
multi-layered harmony search algorithm (MLHSA). The multi-layered
structure is specifically designed for the effective improvement of explo-
ration and exploitation capability. The proposed MLHSA is applied to a
set of benchmark problems to test and verify the efficiency. The appli-
cation results show that MLHSA outperforms other meta-heuristic algo-
rithms, indicating the competitiveness of the algorithm. The multi-layer
concept can be easily employed to other algorithms, as a helpful tool for
the improvement of existing algorithms convergence.

Keywords: Optimization · Meta-heuristic · Harmony search algo-
rithm · Multi-layered harmony search algorithm

1 Introduction

Optimization is the process of selecting the best element from some sets of avail-
able alternatives under certain constraints. Meta-heuristic algorithms are well
known approximate algorithms which can solve optimization problems with sat-
isfying results [1]. The harmony search algorithm (HSA) [2] is one of the widely
used optimization algorithm and at a same time, it is one the most efficient algo-
rithm in the field of combinatorial optimization. Since the development of HSA,
it attracted many researchers from various fields. Consequently, this algorithm
guided researchers to improve on its performance to be in line with the require-
ments of the applications being developed. These improvements primarily cover

c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 2
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three aspects: (1) improvements in terms of parameters setting, (2) improve-
ments in terms of hybridizing HSA components with other meta-heuristic algo-
rithms, (3) improvement in terms of structural characteristics. Most of the previ-
ous researches have sought to improve the performance of the HSA by changing
parameters or hybridizing with other methods. However, there has been a lack
of studies to improve the performance of the HSA by the formation of struc-
tures. For the improvement in terms of structural characteristics, Im et al. [3]
suggested smallest-small world cellular harmony search algorithm (SSWCHS),
cellular harmony search algorithm (CHS) using network theory, and Al-Betar
et al. [4] suggested another cellular harmony search algorithm (cHS). Therefore,
in this study, a new HSA that has structural characteristics, named multi-layered
harmony search algorithm (MLHSA) is proposed. In addition, the MLHSA was
applied to benchmark problems to verify the efficiency of proposed algorithm.

2 Multi-layered Harmony Search Algorithm

HSA can be conceptualized from a musical performance process involving search-
ing for a best harmony [2]. The HSA uses harmony memory size (HMS), harmony
memory considering rate (HMCR), pitch adjusting rate (PAR), and band width
(BW) as optimization parameters. However, HSA has no structural characteristic
in harmony memory (HM) and operators. Therefore, in this study, the structural
characteristics with multi-layer concept are added to HSA for improvement of
its optimization capability. The concept of the MLHSA is shown in Fig. 1.

Fig. 1. Memory structure of MLHSA.
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MLHSA has n layers and each layer has sub-memories. In this proposed
algorithm, 7 of parameter are used for optimization process. The parameters
sub-memory size of bottom layer (SMSBottom), sub-memory size of upper layers
(SMSUpper), and the number of layers (NOL) are used for structural setting
of MLHSA. The parameters initial HMCR (HMCRInitial), PAR of top layer
(PARTop), PAR of bottom layers (PARBottoms), and initial BW (BWInitial)
are also used for composition of characteristic for optimization respectively. In
addition, the maximum threshold of HMCR (HMCRMax = 0.99), minimum
threshold of BW (BWMin = 10−6), and control parameter (CP = 0.999) for
updating HMCR and BW are set as constant. The parameters HMCR and BW
at tth iteration are updated with Eqs. (1) and (2) respectively.

HMCRt = Min.(1 − (1 −HMCRt−1) × CP,HMCRMax) (1)

BWt = Max.(BWt−1 × CP,BWMin) (2)

Figure 2 shows the operational steps of the MLHSA. In the step 1, the problem
and parameters are composed. In the steps 2.1–2.3 the sub-memories in the 1st

layer are generated. Steps 3.1–3.3 are setting up and improvising the memories
of upper layers. Step 4 is replacement of the best solution of each sub-memory by
using information exchange between layers. In the step 5, the stopping criterion
is checked and the final solution is founded.

Fig. 2. Flowchart of MLHSA.

In this model, structural characteristics are added to HSA for improvement of
exploration and exploitation capability (composition of sub-memories for exploita-
tion, and information exchanges between layers for exploration). HSA, CHS, and
SSWCHS can be included in the MLHSA category has specific parameter sets for
structural characteristic. Therefore the MLHSA is one of generalized HSA.
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3 Applications and Results

3.1 Mathematical Benchmark Problems

In this study, the proposed MLHSA is applied for solving mathematical bench-
mark functions, in particular the Griewank function and the Ackley function
widely examined in the literature. The SSWCHS, CHS, and original HSA per-
formed in Im et al. [3], are selected to have comparisons among optimizers.
Benchmark functions have 30 design variables. The optimization task is carried
out using 100 individual runs. MLHSA parameters are set equally for all bench-
mark functions (SMSBottom = 50, SMSUppers = 1, NOL = 2, HMCRInitial =
0.80, BWInitial = 10−2, PARTop = 0.08, PARBottoms = 0.015). Total number
of iterations is fixed value 250,000 and the margin of error for feasible solution
is set as 10−2 for all benchmark problems comparison with SSWCHS in same
condition.

Table 1. Optimization results comparisons (The Griewank function)

Algorithm MLHSA SSWCHS CHS HSA

Mean 4.46E−03 1.03E−01 1.43E−01 6.94E−01

Best 4.22E−10 1.46E−06 2.71E−02 5.47E−06

Worst 2.22E−02 4.86E−01 4.85E−01 1.25E+00

SD 5.16E−03 9.80E−02 8.06E−02 4.47E−01

No. FS 93 10 0 3

Mean Iter 52,355 73,642 - 208,726

Iter SD 2.50E+04 4.39E+04 - 2.69E+04

Tables 1 and 2 show the obtained results for benchmark problems. The
MLHSA shows best results for problems, compared to the other algorithms.
The MLHSA finds 93 and 100 feasible solutions in benchmark problems. The
MLHSA finds the feasible solution with smaller number of iterations than other
algorithms. These results can conclude that the MLHSA converged faster than
the others, and it can estimate a reliable optimal solution. In addition in this
case study, MLHSA, SSWCHS and CHS include 2, 26 and 25 number of function
evaluations for each iteration, respectively. Therefore, the MLHSA has advantage
of time efficiency in optimization process.

3.2 Water Distribution Network Design

The Balerma network, an irrigation WDN located in the province of Almeria
(Spain), was first investigated by Reca and Martinez [5]. It consists of 4 reser-
voirs, 8 loops, 454 pipes and 443 demand modes as shown in Fig. 3.
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Table 2. Optimization results comparisons (The Ackley function)

Algorithm MLHSA SSWCHS CHS HSA

Mean 6.13E−06 4.62E−02 1.31E+00 1.58E+00

Best 3.42E−06 3.51E−03 6.10E−03 5.97E−03

Worst 1.07E−05 1.50E+00 1.65E+00 3.46E+00

SD 1.40E−06 2.11E−01 2.78E−01 7.17E−01

No. FS 100 96 3 8

Mean Iter 37,860 79,263 141,376 160,133

Iter SD 6.73E+03 6.48E+04 3.54E+04 5.86E+04

Fig. 3. The layout of Balerma Network.

A total of 10 commercial pipes with internal diameters from 113.0 mm to
581.8 mm are to be selected for this network. The objective function is math-
ematically assumed to be a cost function of pipe diameters and lengths. The
minimum required pressure at each node is 20 m. For the cost of infeasible solu-
tions with pressure deficient nodes, the penalty cost is added. The final objective
function can be written as follows:

Min.Cost =
N∑

i=1

Cc(Di) · Li +
M∑

j=1

PPj , (3)
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where Cc(Di) – construction cost according to pipe diameter per unit length
(e/m); Li – pipe length (m); Di – pipe diameter (mm); PPj – penalty function
for ensuring pressure constraints are satisfied; N – number of nodes; M – number
of pipes.

The parameters in the MLHSA, SMSBottom of 50, SMSUpper of 1, NOL
of 2, HMCRInitial of 0.95, PARTop of 0.05, PARBottoms of 0.01 are applied
respectively. Total number of function evaluations is fixed value as 45,400 for
comparison with other algorithms in the previous studies in same condition and
50 individual optimization runs are tested. Table 3 shows the optimal design
results comparison of the Balerma network.

Table 3. Comparison of optimization results using different approaches.

Applied algorithms Min.Cost (e M) No. of function evaluations

Genetic algorithm [6] 3.738 45,400

Simulated annealing [6] 3.476 45,400

Mixed simulated annealing & Tabu
search [6]

3.298 45,400

Harmony search algorithm [7] 2.601 45,400

Particle swarm harmony search [7] 2.633 45,400

Genetic heritage evolution by
stochastic transmission [8]

2.178 45,400

Mine blast algorithm [9] 2.211 45,400

Improved mine blast algorithm [9] 2.064 45,400

MLHSA (Present study) 2.141 45,400

The MLHSA shows the second best results among applied algorithms with
same number of function evaluations. Geem [7] found e 2.601 million from using
HSA, while the MLHSA finds e 2.381 million with same condition. This means
the structural characteristic is effectively combined with simulation based meta-
heuristic algorithm and it can enhance the capability of optimization. The result
shows the requirement of composition of structural improvement to enhance the
efficient information exchange in optimization algorithms for real world sized
engineering optimization problems.

4 Conclusion

Harmony search algorithm (HSA) has been successfully applied to many com-
plex problems. The increasing complexity of problems has resulted in enormous
challenges for current technique, and improved techniques are required. For the
improvement in terms of structural characteristics, in this study, we proposed
a new HSA that has structural characteristics, named multi-layered harmony
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search algorithm (MLHSA). In this new model, structural characteristics are
added to HSA for improvement of exploration and exploitation capability. In
addition, the MLHSA is applied to benchmark optimization problems to verify
the efficiency of proposed algorithm. The results show the strength of MLHSA
and it has competitiveness. This multi-layer concept can be added to other meta-
heuristic algorithms, and it will be a helpful tool for improvement of the existing
algorithms. In addition, the MLHSA can be applied to multi-objective optimiza-
tion problems in the future research.

Acknowledgements. This research was supported by a grant from The National
Research Foundation (NRF) of Korea, funded by the Korean government (MSIP) under
no. 2016R1A2A1A05005306.
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Abstract. The Harmony Search algorithm (HSA) is inspired by musical
improvisation process searching for a perfect state of harmony. Although
many variants have been released and increasing number of applica-
tions have appeared, selecting suitable parameter values for the opti-
mization algorithm is not an easy task. To overcome the difficulty,
many researchers developed skillful parameter-setting methods for the
algorithm parameters such as Parameter-setting-Free methods and Self-
adaptive methods. These methods have been applied in various research
areas (e.g., mathematics, civil engineering, mechanic engineering, and
economics) and considered different formulations for solving their prob-
lems. This study applies Self-adaptive methods in the multi-objective
HSA framework to solve an engineering problem (i.e., water distribution
network design). It can be efficiently applied to the search for Pareto
optimal solutions in the multi-objective solution space.

Keywords: Harmony search algorithm · Parameter-setting-free
method · Self-adaptive method

1 Introduction

In multi-objective optimization computing, it is important to assign suitable
parameters to each optimization problem in order to obtain better solutions.
Since the first attempt to apply multi-objective optimization concepts using
the genetic algorithm [1], multi-objective optimization algorithms have been
researched deeply, and are widely applied for various engineering applications.
In particular, for water distribution network (WDN) design, Gessler and
Walski [2] suggested the application of a multi-objective optimal design of the
WDN optimization model. Halhal [3] adopted multi-objective optimal design in
order to solve the maintenance problem of WDN, in which the maximization of
pressure head allowance at each node and minimization of cost were considered.
Ostfeld solved the multi-objective optimal design problem of WDNs using the

c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 3
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split pipe method, where the minimal cost and maximal reliability are consid-
ered simultaneously [4]. Likewise, multi-objective optimization algorithms have
the benefit of being able to handle various objectives that have a trade-off rela-
tionship, with each objective simultaneously satisfying its own constraints.

However, in the case of meta-heuristic algorithms, the importance of para-
meter settings is increasing because the settings for each optimization algorithm
have a strong influence on the optimal solution. For this reason, some researchers
have recently investigated a self-adaptive methods in order to solve the chal-
lenge of parameter setting in meta-heuristic algorithms. Mahdavi proposed an
improved harmony search (IHS) algorithm, which is the first variant since the
advent of harmony search (HS) [5]. This proposed algorithm has an adjustable
PAR parameter setting and dynamic bandwidth. It is obviously different from
the basic HS, where the PAR parameter and bandwidth have fixed values. The
PAR value is updated and increases linearly in each iteration and the bandwidth
value exponentially decreases. However, IHS is limited in that it only improves
local search ability. Geem and Sim proposed the parameter-setting-free (PSF)
method, which is an example of a parameter self-adaptive technique [6]. This
enables the parameters to be automatically set (i.e. the harmony memory con-
sidering rate (HMCR) and pitch adjustment rate (PAR)) during the simulation.
To overcome this limitation, the global-best HS algorithm (GHS) was developed
[7]. They introduced a new improvisation mechanism by borrowing the concept
of particle swarm optimization (PSO) and added a new operator, in which each
particle represents a candidate solution to the optimization problem. Although
recent studies emphasize finding optimal parameters, these studies are limited
in that they do not apply the multi-objective concept in WDN.

Similarly to HS, various optimization algorithms have been developed to
improve optimal design performance, applying self-adaptive techniques and auto-
matic parameter tuning. The parameter self-adaptive algorithm to the Pareto dif-
ferential evolution (PDE) developed by the self-adaptive PDE method [8]. This
allows the inadequate range of the crossover rate and mutation rate to be auto-
matically set. Huang applied PDE to multi-objective optimization [9]. Through
such applications, the self-adaptive algorithm has been widely used in many opti-
mization studies on parameter setting and constraint adjustment [10–12]. How-
ever, the majority of previous studies related to self-adaptive methods consider a
single objective function and apply either a genetic algorithm, differential evolu-
tion, or PSO. Therefore, in this study, the self-adaptive MOHS is proposed. This
algorithm uses not only the multi-objective harmony search algorithm, but also
a self-adaptive method to solve multi-objective WDN design problems without
requiring the burdensome tuning of adaptable parameters. In order to verify the
self-adaptive MOHS, this method is applied to well-known benchmark networks
in WDN design. The results are compared with those obtained using MOHS.

2 Self-adaptive Multi-objective Harmony Search

Self-adaptive MOHS is an integrated optimization model that employs the HS
algorithm [13,14], the PSF method, which is an example of a self-adaptive
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method that adopts non-dominated sorting [15], and the crowding-distance con-
cept [16] to solve multi-objective problems. The proposed algorithm is allowed
the parameters of the optimization algorithm to be set up automatically and
various objective functions to be considered simultaneously.

2.1 Self-Adaptive Technique

Initially, to apply to self-adaptive technique, the operation type memory (OTM)
is constituted depending on the HM generation type. The equations for HM and
OTM are presented in Eq. (1) as follows.

HM =

⎛

⎜⎜⎜⎝

x1
1 x1

2 . . . x1
n

x2
1 x2

2 . . . x2
n

...
. . . . . .

...
xHMS
1 xHMS

2 . . . xHMS
n

⎞

⎟⎟⎟⎠ , OTM =

⎛

⎜⎜⎜⎝

y1
1 y1

2 . . . y1
n

y2
1 y2

2 . . . y2
n

...
. . . . . .

...
yHMS
1 yHMS

2 . . . yHMS
n

⎞

⎟⎟⎟⎠ , (1)

where xn denotes a decision variable and yn denotes a generation method for the
decision variable. Each yn represents one of three cases: (i) random selection, (ii)
harmony memory consideration, and (iii) pitch adjustment. These three cases
are chosen using the values of HMCR and PAR which are user parameters in
original harmony search algorithm. And in the step of generating new solution,
the HMCR and PAR are calculated by generation method for the new solution.

New HM elements can be generated through random selection, HM consid-
eration, or pitch adjustment. Random selection is used to generate HM elements
using a randomly selected value in the allowed HM range (xLower

i , xUpper
i ). When

generating a new element of memory (xNew
1 ), it is selected from a specific HM

[x1
1, x

HMS
1 ] as follows.

xnew
i =

{
xi ∈ [xLower

i , xUpper
i ] (i) 1 − HMCR

xi ∈ HM = [x1
i , x

2
i , . . . , x

HMS
i ] (ii) HMCR

(2)

Pitch adjustment is a method that generates a new memory element by
adjusting the according to Eq. (3), where new memory element generated by
considering HM as

xnew
i =

{
xnew
i + bw (i) PAR

xnew
i (ii) 1 − PAR (3)

where new values are calculated for HMCR and PAR at every iteration. Because
the solutions are generated by random selection with a high rate during the early
iterations (1, 2, . . . , 100), HMCR and PAR are calculated after more than 100
iterations. In this study, 0.5 is selected for the initial HMCR and PAR values
(HMCR1 = PAR1 = 0.5).

After generating new HM, the new HMCR and PAR are calculated using the
OTM. The individual HMCR and PAR are determined as follows:

HMCRi =
#(yj

i = Memory and Pitch)
HMS

,PARi =
#(yj

i = Pitch)
HMS

, (4)
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where #(·) is a count function representing the number of specific operations
(e.g. harmony memory considering or pitch adjusting) in HM. HMCRi and PARi

represent the HMCR and PAR of the i-th decision variable, respectively.
As the number of iterations increases, the HMCR generally increases, but the

PAR decreases. This trend enables us to increase the HMCR to 1 and decrease
the PAR to 0. In order to prevent such a problem, noise value Φ is set between
0–1 in the calculation of HMCRi and PARi. The equations governing this are
as follows:

HMCRi =
{

HMCRi + Φ × U(−1, 1) if HMCRi ∈ [0, 1]
HMCRi if HMCRi /∈ [0, 1] (5)

PARi =
{

PARi + Φ × U(−1, 1) if PARi ∈ [0, 1]
PARi if PARi /∈ [0, 1] (6)

where U(−1, 1) is a random value between [−1, 1].

3 Objective Functions and Constraints

In this study, to evaluate the proposed algorithm, the minimize construction cost
[17] and the maximize system resilience [18] used as the objective functions.

Min. Cost =
N∑

i=1

C(Di)Li, (7)

Max. Resilience =

∑N
j=1 qj(hj − h∗

j )∑NR
k=1 QkHk +

∑NP
i=1 Pi − ∑N

j=1 qjh∗
j

(8)

where, C(Di) is the cost function of the i-th pipe per unit length (m) of each
pipe diameter, Li is the length (m) of the i-th pipe, Di is the pipe diameter
(mm) of the i-th pipe, and N is the total number of pipes. N , NR, and NP
are the number of nodes, reservoirs, and pumps, respectively, hj is a pressure
head at node j, h∗

j is the head requirement at node j, HK is the water level of
reservoir K, QK is the water flow of reservoir K, and Pi is the power of pump
i. The system resilience is in the range of 0–1, where a higher value indicates
better resilience.

The constraints of this study is used the minimum pressure. If the pressure at
each node does not meet the minimum pressure constraint during the hydraulic
analysis of the optimal design, a large penalty point value is added to the penalty
constant. This penalty value affects the value of the objective function.

4 Application Results

The purpose of this study is to confirm the search efficiency and improvement in
convenience provided by the application of the proposed self-adaptive method to
the MOOA. The proposed algorithm and MOHS are applied and fairly compared
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using same HMS depending on the test problem. This minimizes the effects of
the parameter tuning and initial solution quality on the final solution quality.
The initial solutions were generated using different numbers of HMS (i.e. Two-
loop network: 30, Hanoi network: 50) by random search and this initial solution
set was used in all iterative simulation runs. And the convergence and diversity
performance index are used to quantitatively evaluate two algorithms (i.e., self-
adaptive multi-objective harmony search and MOHS).

In this section, the results of the optimal WDN design using two algorithm
(i.e., Self-adaptive MOHS, MOHS). In Table 1, self-adaptive MOHS obtains bet-
ter convergence and diversity for almost all cases to compare MOHS.

Table 1. Performance index of benchmark network.

Index Algorithms Two-loop network Hanoi network

Convergence [21] MOHS 0.667 0.4633

Self-adaptive MOHS 0.811 0.7011

Diversity [22] MOHS 0.8238 0.9242

Self-adaptive MOHS 0.8696 0.9094

In the diversity aspect, the self-adaptive MOHS generated wider Pareto fronts
than MOHS. This is demonstrated visually in Table 1. The value of diversity
index of self-adaptive MOHS shows 0.811 in Two-loop network. It can eval-
uate the diversity of optimal MOOA solutions to use the difference of mini-
mum and maximum values of the objective function. And the convergence of
self-adaptive MOHS also show the better convergence. In Table 1, self-adaptive
MOHS achieves remarkably high convergence/non-domination compared with
MOHS in the two-loop and Hanoi networks.

5 Conclusions

In this study, the self-adaptive MOHS was developed in order to consider vari-
ous design factors and enhance the efficiency of the optimal design for a WDN.
The self-adaptive MOHS model proposed in this study was applied to three
well known benchmark networks for optimal WDN design. Finally, performance
indices were compared to evaluate the convergence and diversity of the solutions
as well as the homogeneous spatial distributions of consecutive solutions. The
evaluation of the self-adaptive MOHS Pareto fronts for three different WDN
design problems indicates that the proposed method generally performed bet-
ter in terms of both convergence and diversity than MOHS. Furthermore, self-
adaptive MOHS achieved similar results in terms of convergence and diversity
even if no parameter sensitivity analysis was performed. Such a characteristic
enables the inconvenience of setting parameters to be eliminated. Moreover, it
increases search efficiency by automatically setting up the optimal parameters
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during the iterations of the solution search and considering various design factors
simultaneously. Therefore, this method can be regarded as a useful algorithm for
solving more complex and practical optimization problems in the future.
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Abstract. Harmony Search Algorithm (HSA) is one of the efficient opti-
mization algorithms among various optimization algorithms proposed
over the years. In literature, many variants of the Harmony search algo-
rithms are proposed based on the various ideas. In this article the explo-
ration ability of the four HS algorithms are compared. An experimental
comparative study of exploration ability of different versions of HS algo-
rithms is done. The article provides a detailed explorative abilities of var-
ious HS algorithms. The comparison is based on the theoretical studies
performed in [1]. The theoretical conclusions of the exploration analysis
are justified with experimental studies. This article concludes with the
searching ability of various HS algorithms along with their ranking with
most explorative HS algorithm.

Keywords: Harmony search · Exploration · Variance

1 Introduction

Harmony Search Algorithm is one of the efficient optimization algorithm devel-
oped by Geem et al. [2]. It is inspired from the music improvisation process. The
analogy between music improvisation and optimization can be established by
creating correspondence between music player to the decision variable. In order
to execute the technique in real time optimization each decision variable chooses
and possible range together to make a solution. This solution is then improved
by creating harmony memory, and pitch adjusting. Over the year various opti-
mization algorithms [6–8] are proposed but HSA remains one of the best choice
for function optimization. In order to introduce the HS algorithm for engineering
optimization.

Let Xi = (x1
i , x

2
i , ..., x

HMS
i ) be the initially generated harmony where i

varies from 1 : Dim and let X ′(x1, x2, ...xDim) be a new harmony. If Xi =
(x1

i , x
2
i , ..., x

HMS
i ) is the ith harmony vector from all the initialized harmony

vectors then the improvised harmony is generated based on the following rule.

c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 4
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In order to understand the process of harmony search a brief detail of each step
is presented here:

– Definition of Optimization problem.
It is defined as

Max or MinF (xi) subject to xi ∈ Xi, i = 1, 2, 3, ..., N (1)

where F () is objective function to be optimized and xi is the solution vector
of decision variables and Li ≤ Xi ≤ Ui, Li and Ui are the lower and upper
bounds of the decision variables. At this stage we define two parameters HM
size (HMS) (population size), HMCR which is harmony considering rate and
PAR: pitch adjusting rate.

– In this step, the HM is generated using the formula:

xi = Li + rand(0, 1)(Ui − Li) (2)

– New Harmony Improvisation: a new harmony vector x′(x′
1, . . . , x

′
HMS) is gen-

erate based on memory consideration, pitch adjustment and random selection.
The selection follows the following criterion.

x′
i =

{
xi ∈ x1

i , x
2
i , x

HMS
i if probability HMCR

newxi if probability (1-HMCR)
(3)

The pitch adjustment is done using the following equation

x′
i =

{
x′
i ± rand(0, 1).bwwith probability PAR

x′
i with probability (1 - PAR)

(4)

where bw is an arbitrary bandwidth number and rand(0, 1) is the random
number uniformly distributed between 0 and 1.

– Harmony Memory Update: In this step new harmony vector x′(x′
1, x

′
2, ...

x′
HMS) is compared with the worst harmony available in the harmony mem-

ory, if new harmony is better than worst then it will be replaced with the
worst one.

– Stopping criterion: The algorithms will stop if it will meet with the predefined
stopping criterion.

A brief working procedure of the HS algorithm is given in Algorithm 1.
Till today, a number of harmony search algorithms are designed based on var-

ious ideas such as improved harmony search [3], global best harmony search [4]
and self adaptive global best harmony search [5]. Recently Yadav et al. [9] pro-
posed a comparative studies of convergence of HSA. These algorithms have been
applied to many optimization problems. The exploration ability of any optimiza-
tion algorithm always remains an important aspect. Das et al. [1] have proposed a
theoretical concept for measuring the searching capability of the harmony search
algorithm. In this article the exploration ability of a number of harmony search
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Algorithm 1. Harmony Search Algorithm
1: Initialization of Harmony Vector
2: for i = 1 : N do
3: if U(0, 1) ≤ HMCR then /∗ memory consideration ∗/ then
4: begin
5: x′

i = x′
j , where j U(1, 2, , HMS)

6: if U(0, 1) ≤ PAR(t) then /∗ pitch adjustment ∗/
7: begin
8: x′

i = xbest
k where best is the index of the best harmony in the HM and

k ∈ U(1, N)
9: end if

10: else/∗ random selection ∗/
11: x′

i = LBi + rand(0, 1)(UBi − LBi)
12: end if
13: end for

algorithms is analyzed and their comparative study is presented. The theoretical
comparisons of searching abilities are then justified with experimental results.
The theoretical studies proposed by Das et al. [1] provides a detailed theoretical
background for the exploration ability of the Harmony Search Algorithm. The
expected variance of the population of harmony search is given by the following
equation:

Exp(V ar(Y )) =
(m − 1)

m
· [HMCR.V ar(x) + HMCR · (1 − HMCR) · x2

+
1
3
HMCR · PAR · bw2 +

a2

3
· (1 − HMCR)].

2 Comparative Studies of HSA

In this article based on the formula for expected population variance, a compar-
ative exploration ability of five variants of HSA is compared with each other. In
the next section a brief idea of the variants of harmony search algorithms are
presented.

2.1 Harmony Search Algorithm

The original harmony search was proposed by Geem et al. [2] and this exactly
follows the scheme presented in Introduction section.

2.2 Improved Harmony Search

It was proposed by Mahadavi et al. [3]. The major enhancement in this variant
of HSA was to provide HSA with dynamic PAR and bw values. The following
formulae are proposed for the dynamic calculation of parameter values:

PAR(gen) = PARmin + ((PARmax − PARmin))/NIgen, (5)
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bw(gen) = bwmaxexp(c.gen), (6)

where c = ln( bwmin

bwmax
)/NI, PARmin : minimum pitch adjusting rate, PAR : pitch

adjusting rate, NI: number of solution vector generations, PARmax : maximum
pitch adjusting rate, gen: generation number.

2.3 Global Best Harmony Search

It was proposed by Mahamed and Madhavi [4]. The major advancement in this
variant was the introduction of global best harmony on the line of particle swarm
optimization. Rest of the procedure is same as the original HSA.

2.4 Self Adaptive Global Best HS Algorithm

It was proposed by Kuan-ke et al. [5]. In this variant of HSA the a self adaptive
strategy for the parameter values is coined. The PAR and HMCR values are
chosen statistically. The following formula is proposed for the calculation of bw
values:

bw =

{
(bwmin + ( (bwmax−bwmin)

NI ) if t < NI/2
bwmin if t ≥ NI/2

(7)

where bwmin and bwmax are the lower and upper bounds for bw value, t is the
generation number and NI is the total number of generations.

3 Experimental Studies and Analysis

As proposed by Das et al. [1], the expected variance formula:

Exp(V ar(Y )) =
(m − 1)

m
· [HMCR · V ar(x) + HMCR · (1 − HMCR) · x2

+
1
3
HMCR · PAR · bw2 +

a2

3
· (1 − HMCR)]

A generation wise expected variance of the HSA, Improved Harmony Search, self
adaptive global best harmony search and global best harmony search are com-
pared. All the parameter values for each scheme is kept same as proposed in the
respective articles. To compare the results each algorithm is run for 1000 iter-
ations over the benchmark functions Sphere, Rastrigin, Schewfel and Greiwank
with 50 dimension and 100 HMS. The plots of the expected variance against
the iterations are plotted in Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15
and 16. The comparative plots suggests that the exploration ability of Improved
harmony search is better than the other HS algorithms.
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Fig. 1. Iterative variation of expected variance of Harmony search over sphere function
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Fig. 2. Iterative variation of expected variance of Improved Harmony search over sphere
function
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Fig. 3. Iterative variation of expected variance of global best harmony search over
sphere function
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Fig. 4. Iterative variation of expected variance of self adaptive global best HS algorithm
over sphere function
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Fig. 5. Iterative variation of expected variance of Harmony search over Rastrigin func-
tion
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Fig. 6. Iterative variation of expected variance of Improved Harmony search over
Rastrigin function
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Fig. 7. Iterative variation of expected variance of global best harmony search over
Rastrigin function
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Fig. 8. Iterative variation of expected variance of self adaptive global best HS algorithm
over Rastrigin function
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Fig. 9. Iterative variation of expected variance of Harmony search over Greiwank func-
tion
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Fig. 10. Iterative variation of expected variance of Improved Harmony search over
Greiwank function
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Fig. 11. Iterative variation of expected variance of global best harmony search over
Greiwank function
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Fig. 12. Iterative variation of expected variance of self adaptive global best HS algo-
rithm over Greiwank function
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Fig. 13. Iterative variation of expected variance of Harmony search over Shwefel func-
tion
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Fig. 14. Iterative variation of expected variance of Improved Harmony search over
Shwefel function
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Fig. 15. Iterative variation of expected variance of global best harmony search over
Shwefel function
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Fig. 16. Iterative variation of expected variance of self adaptive global best HS algo-
rithm over Shwefel

4 Conclusion

In this article four variants of HSA are compared on the basis of expected vari-
ance, the expected variance is plotted against the iterations. The plots are cre-
ated for four functions and the comparative results suggest that the exploration
capacity of Improved harmony search is better than other algorithms.
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Abstract. The particle swarm optimization (PSO) is a natural-inspire
optimization algorithm mimicking the movement behavior of animal
flocks for food searching. Although the algorithm presents some advan-
tages and widely application, however, there are several drawbacks such
as trapping in local optima and immature convergence rate. To over-
come these disadvantages, many improved versions of PSO have been
proposed. One of the latest variants is the extraordinary particle swarm
optimization (EPSO). The particles in the EPSO are assigned to move
toward their own determined target through the search space. The
applicability of EPSO is verified by several experiments in engineering
optimization problems. The application results show the outperformance
of the EPSO than the other PSO variants in terms of solution searching
and as well as convergence rate.

Keywords: Extraordinary particle swarm optimization · Engineering
optimization problem · Urban drainage system

1 Introduction

Nowadays, metaheuristics algorithms have been widely applied in many engineer-
ing fields and for solving different complex problems. Among them, bio-inspired
algorithms are based on successful characteristics of biological systems and nat-
ural phenomena such as the genetic algorithms (GAs) [1], the ant system [2],
the particle swarm optimization (PSO) [3]. The PSO is one of the most common
optimizer originated by Kennedy and Eberhart [3] for solving various problems
arising in sciences and engineering. The metaheuristic global optimization tech-
nique inspired the movement behavior of bird and fish flock when searching flood.

In the PSO, each individual namely particle share information with oth-
ers. The movement of particles is impacted by the best particle among them
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 5
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(global best, gbest) and their best experience (personal best, pbest) as well. The
trade-off between exploration and exploitation processes is involved by combin-
ing local and global searches. The fast convergence, easy implementation, and
simple computation are considered as advantages of PSO. However, the PSO
exhibits some disadvantages in trapping in local optima and slow convergence
rate in the later iterations when particles are in the adjacent area of the optimal
solution. Therefore, several variants of PSO are proposed to overcome aforemen-
tioned drawbacks such as the cooperative PSO (CPSO) [4], the comprehensive
learning PSO (CLPSO) [5], the fully informed particle swarm (FIPS) [6], the
Frankenstein’s PSO (F-PSO) [7], and the adaptive inertia weight PSO (AIW-
PSO) [8].

In this paper, a new collaborative approach is proposed to adjust the move-
ment of particles. Particles in the new movement strategy have interaction with
their target that can be global best, local bests, or even the worst particle. This
approach may help the PSO to escape from the local optima by a probability
of breaking the rule of following the best locations. In the other word, particles
may not fly toward its best and global best and may break the swarm rule used
in the PSO and become extraordinary particles. The improved variant of PSO,
therefore, is called as extraordinary particle swarm optimization (EPSO). The
performance of EPSO is verified by three constrained optimization problems in
mechanical design and drainage system.

2 Extraordinary Particle Swarm Optimization

The EPSO is a new variant of PSO in which each particle can be seen as an
extraordinary particle which could fly through the search space by its own direc-
tion [9]. In standard PSO, each particle ith flies toward current best (global best
and personal best) and is indicated by position Xt

i = (x1
i , x

2
i , . . . , x

D
i ) and veloc-

ity V t
i = (v1

i , x
2
i , . . . , x

D
i ) in the D-dimensional search space. The movement of

particles toward the current bests is updated by iteration using cognitive and
social coefficients and inertia weight.

In the EPSO, in addition to moving toward global and personal bests, par-
ticles may fly to their determined target. Each particle has its own target at
each iteration. The target could be the global best, personal best or any par-
ticle with different cost/fitness. Particles choose their target stochastically and
change their targets through iterations. The particles in the EPSO may not fol-
low the current bests (i.e., personal and global bests) and tend to interrupt the
movement rules used in the standard PSO. That is the reason we call them as
extraordinary particles. At every iteration, each extraordinary particle randomly
chooses its own target to move toward. The updating equations for the particle
velocity and its new location are given as follows:

−→
Vi(t + 1) = C(

−−→
XTi(t) − −→

Xi(t)) (1)
−→
Xi(t + 1) =

−→
Xi(t) +

−→
Vi(t + 1) (2)
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where
−−→
XTi(t) is the determined target T of particle ith at iteration t; C is com-

bined component including cognitive and social factors.
The target particle could be the global best or the personal best that extra-

ordinary particle has experienced or just any particle in the swarm population.
The uniform random search process is also taken part in the EPSO if the index
of determined target (T ) beyond the range of the potential target [0, Tup] where
Tup can be calculated as round (α × Npop) with Îś is a user-defined parameter
so introduced to control the range of target solution. The detailed procedure of
the EPSO is described in the following steps:

Step 1 : Setting initial parameters: combined coefficient C ranging from zero
to two, and upper bound α of a potential target in the entire population, ranging
from zero to one.

Step 2 : Initializing the swarm population.
Step 3 : Sorting particles based on their cost/fitness.
Step 4 : Selecting the target: Select the target for each particle at each itera-

tion among all particles using the determined index (T ) of particles.

T = round(rand × Npop) (3)

where Npop is the population size and rand is uniformly distributed random
number [0,1]. The index of the target (T ) ranges from zero to Npop.

Step 5 : Updating particles to their new locations using the following equation:

−−−−−−→
Xi(t + 1) =

{−→
Xi(t) +

−→
Vi(t + 1) if T ∈ Tup−−→

LBi + rand(
−−→
UBi − −−→

LBi) otherwise
(4)

where LB and UB are lower and upper bounds of the search space, respectively.
Step 6 : Check the stopping criterion. If the stopping condition is met, stop.

Otherwise, return to Step 3.

3 Engineering Constrained Benchmarks

This section provides applications of EPSO for some practical engineering design
problems. The EPSO accompanied with other optimizers including the standard
PSO, cooperative PSO (CPSO) [4], hybrid real-binary particle swarm optimiza-
tion (HPSO) [10], particle swarm optimization with differential evolution (PSO-
DE) [11], hybrid nelder-mead simplex search and particle swarm optimization
(NM–PSO) [12] have been applied and compared in terms of statistical optimiza-
tion results. The optimal solutions of EPSO are obtained after 30 independent
runs with different numbers of function evaluations (NFEs) while those of other
PSO variants are extracted from literature [13,14].

3.1 The Pressure Vessel Design Problem

The pressure vessel design problem aims to minimize the total cost of material,
forming and welding subject to constraints of design variables [15]. There are
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Table 1. Comparison of statistical optimization results gained by the EPSO and other
optimizers for the pressure vessel design problem

Optimizer Worst Average Best SD NFEs

PSO 14076.324 8756.6803 6693.7212 1.49E+03 8,000

CPSO 6363.8041 6147.1332 6061.0777 8.64E+01 240,000

HPSO 6288.6770 6099.9323 6059.7143 8.62E+01 81,000

PSO-DE N/A 6059.7140 6059.7140 N/A 42,100

NM-PSO 5960.0557 5946.7901 5930.3137 9.16E+00 80,000

EPSO 7315.6752 6254.1804 5885.3383 4.24E+02 10,000

6076.6205 5920.8442 5885.3328 5.21E+01 100,000

four decision variables in this problem including the thickness of the shell and the
head, the inner radius, and the length of the cylindrical section. Table 1 presents
obtained results from EPSO and other PSO variants.

The comparison results show that EPSO could find the better solution by
less NFEs than other PSO variants. After 30 independent runs, EPSO derives
the best, worst and average solutions far lower than those of other optimizers.
The standard deviation (SD) of multiple runs of EPSO is also smaller than other
showing the stability of the algorithm.

3.2 The Tension/Compression Spring Design Problem

The objective of tension/compression spring design problem is to minimize the
weight of a tension/compression spring subject to several constraints on the
minimum deflection, shear stress, surge frequency, limits on outside diameter,
and design variables [16]. The optimal results obtained from PSO variants are
shown in Table 2.

Table 2. Comparison of statistical optimization results gained by the EPSO and other
optimizers for the tension/compression spring design problem

Optimizer Worst Average Best SD NFEs

PSO 0.071802 0.019555 0.012857 1.16E−02 2,000

CPSO 0.012924 0.012730 0.012675 5.20E−04 240,000

HPSO 0.012719 0.012707 0.012665 1.58E−05 81,000

PSO-DE 0.012665 0.012665 0.012665 1.20E−08 24,950

NM-PSO 0.012633 0.012631 0.012630 8.47E−07 80,000

EPSO 0.016911 0.014056 0.012670 1.27E−03 2,000

0.014218 0.013030 0.012669 3.64E−04 10,000
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In this problem, with the same NFEs, the obtained results of EPSO surpass
other variants of PSO in terms of the best, worst and average solutions. The lower
standard deviation in many runs of EPSO shows that the algorithm is more
stable than others. The smaller NFEs and better optimal solutions illustrate
better convergence rate of EPSO than other variants.

4 Drainage System Design and Operation Problem

The design and operation optimization problem are used to verify the ability of
EPSO. The study area is a detention basin in Daerim 3 catchment (Seoul, Korea)
including side-weir B drains storm water from conduit A to store in storage unit
C and slowly releases to the main conduit E by a pump station D (Fig. 1). The
optimal detention facilities aim to minimize flooding damages in the neighbor
area of detention reservoir C and at control node F as well. The detailed descrip-
tion of the case study and problem formulation can be extracted from literature
[17]. In this study, the decision variables are operating level of two pump units
and crest height of side-weir. The optimization techniques are integrated with
flow routing model (EPA-SWMM) to simulate historical flood events in 2010
and 2011 to get optimal solutions. The comparison between optimal solutions
derived from EPSO with the current facilities is also presented in Table 3.

CD

B

A

E

F

Fig. 1. Daerim3 detention reservoir facilities and the system layout

In general, optimal solution dramatically reduces flooding situation in both
the adjacent area of detention basin and the entire watershed. The flooded dura-
tion in the detention reservoir neighbor area is totally cut off. It means that
flooding does not occur in this area and water level in detention reservoir is
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retained lower than the maximum possible depth. The water level at control
node is maintained with little fluctuation. In the whole watershed, flooded vol-
ume and number of flooded nodes are partially decreased under optimal design
and operation (79 % in flood event 2010 and 19 % in flood 2011). The number of
flooded nodes in the whole watershed is also reduced in optimal facilities. The
result demonstrates the high efficiency of EPSO to search optimal design and
operation rule for flooding reduction purpose.

Table 3. Comparison of the present and optimal detention reservoir facilities regarding
flood damage in flood events 2010 and 2011

Criteria Flood event in 2010 Flood event in 2011

Present Optimal Present Optimal

Max depth at detention basin (m) 3.20 3.01 3.20 1.17

Flooded duration at detention basin (10min) 15 0 1 0

Max depth at control node (m) 1.90 1.89 1.89 1.91

Total flooded volume (103m3) 6.729 1.426 0.607 0.491

Number flooded nodes 18 17 14 14

5 Conclusion

The new cooperative approach for particle swarm optimization using extraordi-
nary particles, namely EPSO is introduced in this paper. The two constrained
constructional problems are described to verify algorithm’s efficiency. The algo-
rithm surpasses other PSO variants in terms of solutions and convergence rates.
A real optimization problem of the drainage system is also introduced to present
ability of the EPSO when combining with a simulation model. The comparison
results demonstrate the promising applicability of EPSO in complex engineering
optimization problems.
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Abstract. The set covering problem seeks for minimum cost family of
subsets from n given subsets, which together covers the complete set. In
this article, we present multi dynamic binary black hole algorithm for
resolving the set covering problem. This algorithm has the particularity
to propose a generic dynamic binarization method to manage the explo-
ration and exploitation properties. Furthermore we explore the imple-
mentation of the algorithm on Apache Spark distributed framework.

Keywords: Metaheuristics · Binarization · Set covering problem ·
Black hole · Spark big data framework

1 Introduction

Global optimization problems arise in many areas of science. Several of these
problems are NP-hard and discrete or binary type. Examples of discrete and
binary optimization in the industry are transport aircraft wing, task assignment
problem, scheduling jobs on grid computing, smart grid. Moreover, information
brings an explosion of multiple sources [22]. Several uses for this information
comes from NP-hard optimization problems. Some of these problems need time
resolution near real time, with solution not necessarily perfect but with suitable
quality.

Metaheuristic techniques are suitable for many optimization problems. The
metaheuristic algorithms are flexible, simple and scalable. However many meta-
heuristics algorithms working properly in continuous spaces [14]. It is not obvi-
ous how the continuous version can be applied to a discrete or binary problems.
Exist different approach to convert a continuous metaheuristic in a discrete or
binary algorithm. Examples of discrete adaptation are found using rounding off
discretization method in Ant colony [1], PSO optimization [19], Firefly [3], Arti-
ficial bee colony [3]. In binary problems we found approach in Magnetic Opti-
mization Algorithm [2], Gravitational Search Algorithm [15], Firefly Algorithm
[9], Shuffled Frog Leaping Algorithms [10].

The motivation of this article is to propose a generic way to translate
the properties of exploration and exploitation of continuous algorithms getting
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 6
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binary algorithms. We propose a multi dynamic binary black hole (MDBBH)
algorithm based on ranking of the particles to estimate the transition probabil-
ity in a binary space of each feasible solution.

We test our algorithm with large-scale of set covering real problems. We
exploit the distributed spark framework (frequently used in industry). This
framework is designed to provide efficient support to iterative algorithms.

The tests of quality and convergence time were verified on three classes of
known set covering problems. OR-Library benchmarks, Airline and bus schedul-
ing problems and Railway scheduling problems. In the Sect. 2 we describe a set
covering problem. In Sect. 3 we describe the distributed framework under which
we implement the distributed algorithm. Section 4 describes the proposed algo-
rithm, Sect. 5 shows our result and finally we conclude in Sect. 6 suggesting some
future research.

2 Set Covering Problem

Set covering problem (SCP) is a classic problem which belongs to the class of
NP-complete [11]. Several efficient algorithms have been developed to solve SCP
instances. There are exact algorithms who generally rely on the branch-and-
bound and brach-and-cut method to obtain optimal solutions. These methods
have the problem that can solve instances of limited sizes. To address this con-
cern, it has recently developed new heuristics able to find optimal solutions in
reasonable time [4].

For example [13], presented a number of greedy algorithms based on
a Lagrangian relaxation, Caprara et al. [6], introduced relaxation-based
Lagrangian heuristics applied to the set covering problem. Metaheuristics also
has been applied to solve SCP in present days. For example we have classical app-
roach such as genetic algorithm [20], simulated annealing [5], colony optimization
[8], and more recent metaheuristics as cat swarm [7] and Cuckoo Search [17].

Le A = (aij) a n × m zero-one matrix, then a column j cover a row i if
aij = 1. Besides a column j is associated with a non-negative real cost cj . Let
I = {1, ..., n} and J = {1, ...m}, the set of rows and columns respectively. The
SPC search a minimum cost subset S ⊂ J where each row i ∈ I is covered by at
least one column j ∈ J i.e.:

Minimizef(x) =
m∑

j=1

cjxj (1)

Subject to
m∑

j=1

aijxj ≥ 1,∀i ∈ I, and xj ∈ {0, 1},∀j ∈ J (2)
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The SCP is a problem whose domain can be represented by binary values.
Let xj ∈ {0, 1},∀j ∈ {1, ..,m}. In this binary representation xj = 1 if column
j belongs to the feasible solution. In the case of our algorithm, each particle
represent a binary potential solution.

3 Spark

Spark is a state of art distributed computing framework for big data. It is
designed to deal with iterative procedures that recursively perform operations
over the same data [21]. This has been widely used in machine learning algo-
rithms [16]. Spark born as in-memory cluster computing framework for process-
ing and analyzing large amounts of data. It provides a simple programming
interface, which enables an application developer to easily use the CPU, mem-
ory, and storage resources across a cluster of servers for processing large datasets
in memory [21].

Spark is positioned quickly as a general purpose platform. it provides a unified
integrated platform for different types of data processing jobs. It can be used
for batch processing, iterative process, interactive analysis, stream processing,
machine learning and graph computing.

Resilient Distributed Datasets (RDDs) are the core data units in Spark.
These units are distributed, immutable i.e. the transformation of RDDs are
RDDs and fault-tolerant memory abstraction. Exist two types of operations:
transformations, who take RDDs and produce RDDs and actions who take RDDs
and produce values.

4 Multi Dynamics Binary Black Hole Algorithm

In our approach we introduce a new dynamic method that translate a particle
ranking in exploration and exploitation properties. Let X = (x1, x2, ...xd, .., xn)
a vector. Then xd correspond to the value of X in the d position of the vector.
We use the black hole algorithm [12], as an example of binarization in which the
method ranking particle is applied. Let BH a black hole. Then for each particle
X approaching to a BH, we calculate BH\X , X\BH and BH ∩ X vectors where
each position is defined as:

BHd
\X :=

{
xd = 1, if xd = 1 in BH and xd = 0 in X
xd = 0, otherwise (3)

Xd
\BH :=

{
xd = 1, if xd = 0 in BH and xd = 1 in X
xd = 0, otherwise (4)

(BH ∩ X)d :=
{

xd = 1, if xd = 1 in BH and xd = 1 in X
xd = 0, otherwise (5)
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The Algorithm 1, describes the method used to perform the transition in
the different particles. In each iteration we perform a particle ranking using
the objective function. The set of particles are classified using the ranking in n
groups, (for our results n = 5), we define for each group a transition probability.
The transition probability let us manage exploitation properties and exploration
properties. A higher transition probability, the jumps are bigger therefore favour
exploration. Let M a map from X ∈ R

n to the [0,1]. M(X) represent a transition
probability of group. For our case the transition probability was M(X) = k ∗ α,
where α = 0.1 and k = {1, .., 5} the number of the group X.

Then we start with X a feasible solution in the search space, then we apply
the Eq. 7 to elements xd of X that meet the condition BHd

\X = 1 in BH\X .
Let Xi the result of apply the Eq. 7. Then consider the elements of xd

i in Xi

satisfying Xd
\BH = 1, then apply the condition 8 to these elements. The results

we call Xj . The rest of algorithm applies a repair operator, the list of black hole
is updated and replaced with new solution when some distance rule is satisfied.

M : X → [0, 1],M(X) := TransitionProb(Group(X)) (6)

Let BH\X as before, BHd
\X = 1 and X a particle Then:

xd =

{
1 if random() ≥ M(X)
0, otherwise

(7)

Let X\BH as before,Xd
\BH = 1 and X a particle Then:

xd =

{
0 if random() ≥ M(X)
1, otherwise

(8)

Some solutions can violate the constraints of the problem. For example a
new SCP solution has uncovered rows. In order to provide viable solutions we
apply in step seven of particle update algorithm, a repair solution operator.
This operator is described in Algorithm 2. Our repair operator is inspired in the
generic greedy heuristic [18]. We generalize this algorithm using partitions in
order to work with large-scale real problem in good runtime. Let S the set of
columns in the actual solution, for the case of new solution S = ∅. Let Ŝ the
complement of S, we partition Ŝ in different groups. UR are the uncovered rows
in the feasible solution also we partitioning UR. Then while the set of columns
S not cover all rows, we select candidates for columns in one partition of the
complement of S and one partition in UR. For these restricted candidates we
randomly selected a measure between the seven measures proposed by Vasko
[18] obtaining our column candidate. Finally update S and UR sets. For the case
of medium problems, we used full set of columns and rows candidates getting
the original Vasko algorithm.
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Algorithm 1. Particle update Algorithm
1: Initialize population of stars
2: Select black hole BH
3: while Iteration < MaxIteration do
4: for all X ∈ particles do
5: Xi = result to apply equation 7 to X
6: Xj = result to apply equation 8 to Xi

7: X = result to Apply Repair Solution Operator to Xj

8: if fX < fBH then
9: Update BH

10: end if
11: if R > (len(X) − len(X ∪ BH)) then
12: Replace with new star
13: end if
14: end for
15: end while

Our algorithm use a multiple instances of black hole process and we allow
communication between the different instances. For each instance, in each iter-
ation, we get a black hole candidate, using the fitness function. If the candidate
exists in the list of black holes, then it is not considered. If the candidate, not
exist, we compared it with the BH of its island. In the case that candidate has
a better value than the island black hole, we replace it. Otherwise, we compared
randomly with one of others islands black holes in the list. If the candidate has
a better value, it replaces the black hole.

We implement our MDBBH algorithm in Spark framework. We want to
address big problems thus we need to scale in computing capacity. Moreover,
we want to be close to enterprise development capacity. Spark framework fulfills
both expectations. It scale well for iterative algorithms and it is a framework
widely used in the enterprise. This map distributes the calculation for each island.

First of all, we use a specific partitioner by range to decrease the data shuf-
fling. Also we put the SCP binary matrix representation and its weight vector
as a distributed shared variables making visible in all worker nodes. The first
mapping is used to generate the initial population This mapping allow us to
distribute the particle generation in different workers. After that we do another
map. This map distributes the calculation by island. Each island of particles are
assigned to the same worker. Once the islands iterations are finished, we collect
and update the black hole list. Then we iterate the process until the threshold
is complete.

5 Results

In this section, we present computational experiments with the proposed
MDBBH algorithm. We test MDBBH on three classes of the known set cov-
ering problems.
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Algorithm 2. Repair Solution Operator
1: S = The set of columns in the solution
2: UR = The set of uncovered row
3: while S is infeasible solution do
4: Sf = GetColumnPartitionCandidates(S)
5: Rf = GetRowPartitionCandidates(R)
6: Tmeasure = SelectRandomMeasure()
7: for i ∈ Rf , j ∈ Sf (i in ascending order) do
8: measureij = getMeasure(Rf (i), Sf (j))
9: end for

10: sj = getMinimumMeasure – the best column
11: S = updateS(sj)
12: UR = updateR(sj)
13: end while

1. OR-Library benchmarks: This class includes 65 small and medium size ran-
domly generated problems that were frequently used in the literature. Most
metaheuristic approaches for the SCP have been tested on these problems.
They are available in OR-Library and are described in Table 1. We used the
medium size E, F, G and H class of problems.

2. Airline and bus scheduling problems: this class includes fourteen real-world
airline scheduling problems (AA instances) and two bus driver scheduling
problems (bus instances). These problems were obtained from [20].

3. Railway scheduling problems: this class includes seven large-scale railway crew
scheduling problems from Italian railways and are available in OR-Library.

The implementation of the MDBBH algorithm was done in python 2.7 using
spark library. The experiments were been performed in Azure platform using
spark 1.5.2 and hadoop 2.4.1 versions, with 16 cores. The total number of parti-
cles were 100 and 10 the number of islands. Best, average and worst results were
achieved by running 30 times every problem where each execution have 2000
iterations. We also develop testing scalability of our algorithm using 4,8,12 and
16 cores.

In Table 1 we see the results of the OR library problems. For E.x instances,
our MDBBH algorithm obtained four minimum values. The average was very
close to the best known. The iterations were between 119 and 157 having a
runtime of approximately two minutes. For the case of F.x problems, MDBBH
obtained 80% of maximum values. The average also was very close to the best,
except to the instance F.3 and F.4. The iterations and execution time was very
similar to E.x instances. The group G.x, was the worst performer, only got one
maximum. The average execution time was 3.5 min approximately. We emphasize
that these instances have the lowest density of all the OR-library. MDBBH got
two maximum in H.3 and H.5. The average also was very close to the best known.
The execution times were about 3 min on average, higher than the previous
instances. In Fig. 1(b) we include the boxplots with confidence intervals, medians
and IQR. The plot uses as measure %-Gap defined in the Eq. 9. The results of
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execution times shown in Table 1 were performed using a configuration of 16
cores. Additionally we developed an scalability experiment. This experiment
run the same setting algorithm with 4, 8, 12, 16 cores. The results are shown
in Fig. 1(a). All instances scale properly, however the larger instances G and H
scale a little bit better.

% − Gap = 100 × BestKnow − FoundSolution

BestKnown
(9)

In Table 1 we show the results of MDBBH applied to airline and bus driver
crew scheduling medium size problems. The MDBBH algorithm obtained two
maximum for the instances AA03 and AA05. The difference between the best
known and our best value was 0,78% on average. The iterations and execution
times increased compared with the OR instances. The average execution was a
little less than 8 min. The iterations were 550 on average.

Fig. 1. The figure on the left (a), shows the results of the execution of the MDBBH
algorithm in Spark using different cores. The figure on the right (b) displays the behav-
iour of the results obtained in 30 iterations for instances of the OR library.

Finally our third group of problems belongs to large size railway crew schedul-
ing problems. We note that Rail507, 516 and 582 there are no so large than
Rail2586 and 2536. To address these problems, we had to change the repair
operator. It allows the operator uses subsets of columns. This have consequence
in the quality of our repair algorithm, but we won at execution time. For the case
of problems 507, 516 and 582 we use 5 partitions. For the case of 2586 and 2536
we use 50 partitions. The results are very different. When we use 5 partitions we
get regular results. The difference between the best known and our best result
was five percent in average. For the case of 2586 and 2536 we use 50 partitions.
The results were very bad.
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Table 1. Results for OR-Library benchmarks E, F, G, H problems. Airline and bus
driver crew scheduling and Rail Way problems

Instance row col Density Best mdbbh mdbbh mdbbh Iterations Time

Known (best) (avg) (worst)

OR-Library benchmarks E, F, G, H

E.1 500 5000 10% 29 29 29 29 126 87

E.2 500 5000 10% 30 31 31.6 32 157 127

E.3 500 5000 10% 27 27 27.4 28 141 118

E.4 500 5000 10% 28 28 29.1 31 119 127

E.5 500 5000 10% 28 28 28 29 144 114

F.1 500 5000 20% 14 14 14.1 15 137 116

F.2 500 5000 20% 15 15 15.3 16 112 93

F.3 500 5000 20% 14 14 14.8 16 149 125

F.4 500 5000 20% 14 14 14.9 15 132 101

F.5 500 5000 20% 13 14 14.1 15 139 125

G.1 1000 10000 2% 176 177 178.5 180 224 187

G.2 1000 10000 2% 154 157 160.6 162 247 206

G.3 1000 10000 2% 166 168 170.4 172 235 209

G.4 1000 10000 2% 168 169 170.9 173 278 213

G.5 1000 10000 2% 168 168 169.8 171 218 182

H.1 1000 10000 5% 63 64 64.9 67 231 186

H.2 1000 10000 5% 63 64 64 64 183 154

H.3 1000 10000 5% 59 59 60 62 212 179

H.4 1000 10000 5% 58 59 60.4 62 245 201

H.5 1000 10000 5% 55 55 56.4 58 172 159

Airline and bus driver crew scheduling problems

AA03 106 8661 4.05% 33155 33155 33507.3 33852 273 165

AA04 106 8002 4.05% 34573 34967 35150.9 35498 409 435

AA05 105 7435 4.05% 31623 31623 31745.8 32103 142 150

AA06 105 6951 4.11% 37464 37490 37681.2 38409 244 240

AA11 271 4413 2.53% 35478 35494 35938.6 36471 486 540

AA12 272 4208 2.52% 30815 31257 31560.8 31838 456 270

AA13 265 4025 2.60% 33211 33670 34015.7 34481 836 960

AA14 266 3868 2.50% 33219 33388 33532.5 33782 1069 1020

AA15 267 3701 2.58% 34409 34619 34847.9 35407 727 690

AA16 265 3558 2.63% 32752 33045 33334.0 33755 642 558

AA17 264 3425 2.61% 31612 32188 32448.2 32901 345 376

AA18 271 3314 2.55% 36782 36952 37217.6 37540 741 409

AA19 263 3202 2.63% 32317 32737 33196.6 33684 639 375

AA20 269 3095 2.58% 34912 35399 35792.1 36173 683 432

BUS1 454 2241 1.88% 27947 28176 28283.5 28352 821 505

BUS2 681 9524 0.51% 67760 68462 68502.8 68549 502 324

Rail Way problems

Rail507 507 63009 1.2% 174 187 191.4 195 1438 3432

Rail516 516 47311 1.3% 182 186 187.3 190 1267 2520

Rail582 582 55515 1.2% 211 223 225.8 228 1468 3060

Rail2586 2586 920683 0.4% 948 1152 1156 1158 1650 25920

Rail2536 2536 1081841 0.4% 691 836 842 844 1750 13680
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6 Conclusion

In this work we presented MDBBH algorithm. This algorithm use ranking of the
particle given by the value of the objective function at each iteration as a general
principle to manage the transition of the particles in a binary search space. This
algorithm was applied to three class of medium and large set covering problems.
Also we exploited the possibility of multi black hole in a islands configuration.
For the islands communication, we proposed a random interchange algorithm.
It algorithm select the best candidate of each island compared with its black
hole. In the case of the candidate don’t replace the black hole, we let compared
random with one of the other islands black holes. The MDBBH was implemented
in Apache spark distributed framework, with the intention of improving the
execution times and take advantage of the islands implementation to address
medium and large problems. The performance of our MDBBH was very good.
In the case of OR-library the best known deviation was 0.89% on average. In
Airline and bus driver crew scheduling problems, the average performance was
0.78%. In the case of Railway crew scheduling large problems. The result was
not really satisfactory. The three first problems our deviation was 5.11%, quite
more distanced from our previous cases. But in the two last problems the result
was very bad. The deviation was 21.1%.

As a line of work we can improve the algorithm incorporating local search
and Perturbation operators. The latter algorithm for the case to be trapped in a
local optimum. As future work, it’s interesting to quantify the contribution of the
different operators in obtaining the final solution. Moreover it is interesting to
study the behaviour of the distributed framework under different conditions such
as changing the number of particles and using other types of partitioners. Finally
with respect to the binarization it is interesting to study the mechanism with
other continuous metaheuristics and other problems. Also we want to improve
or change the approach of our weaker repair operator together with grow of our
cluster capacity to improve the results in the Rail way problems.
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7. Crawford, B., Soto, R., Berŕıos, N., Johnson, F., Paredes, F., Castro, C., Norero,
E.: A binary cat swarm optimization algorithm for the non-unicost set covering
problem. In: Mathematical Problems in Engineering (2015)

8. Crawford, B., Soto, R., Monfroy, E., Paredes, F., Palma, W.: A hybrid ant algo-
rithm for the set covering problem. Int. J. Phys. Sci. 6(19), 4667–4673 (2014)
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Abstract. Model checking is a technique of verifying the model that
represents the design of software or hardware. A model checker checks
whether a model satisfies a given specification. Since general model check-
ers work based on a deterministic algorithm, checking may require too
much execution time and memory resource. In order to address this prob-
lem, an approach based on ACO was proposed. In this paper, we extend
the ACO approach with smell-like pheromone that behaves like smell dif-
fusing from food. In our approach, the smell-like pheromone records the
number of hops from an acceptance state at each edge. Since our model
checker searches the final states in the direction where the number of
hops decreases, it can complete the checking more efficiently. We have
implemented a model checker based on our approach. The experimental
results show that our approach practically decreases the execution time
without sacrificing the length of counter examples.

Keywords: Model checking · Ant colony optimization · Swarm
intelligence · State explosion

1 Introduction

Model Checking is a technique that checks whether the design of software or
hardware system described as a state transition model satisfies the property
specified by the user, which is called a specification. Tools that automatically
perform the model checking are called model checkers. General model check-
ers use a deterministic algorithm for the checking, which often consumes too
much machine resources because they exhaustively check their search spaces.
In order to mitigate this problem, techniques based on Ant Colony Optimiza-
tion (ACO) have been proposed [1–4], which are nondeterministic algorithms.
ACO is a swarm intelligence-based method inspired by the behaviors of ants
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 7
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collecting food, which can be regarded as a multi-agent system that exploits
artificial stigmergy (artificial pheromone) for the solution of combinatorial opti-
mization problems. In other words, ACO is a kind of statistic algorithms that
is categorized into meta-heuristics [5]. Since ACO explores a search space based
on the property in which pheromone attracts ants, it helps the model checker
focus on a small part of the entire search space, so that the ACO based model
checker can suppress the use of the computational resources.

One of the major features of the model checker is to present an error trace
to its users (called a counter example), which helps the users understand why
the model violates the specification [6]. Thus, the shorter the presented counter
example is, the more comprehensible it is for the users. ACO based approach
enables model checkers to generate the shorter counter examples.

Most model checking techniques deal with properties roughly categorized into
safety and liveness [7,8]. Safety properties state that undesirable things never
hold, while liveness properties assert that the desirable things finally hold. Our
approach handles the safety and focuses on the fact that finding the violation
of the safety is reduced to the reachability problem on directed graphs. In other
words, the model checking for the safety just searches final (i.e. error) states
starting with a specific start state. For safety checking, a path from the start
state to a final state is a counter example.

In the ACO based model checking, ants move in the directed graph to look
for a final state. Ants probabilistically choose the move direction according to the
amounts of pheromone deposited by preceding ants on their trails. This behavior
of ants helps other ants to find relatively short paths to the final states, because
the paths that have much pheromone tend to be selected by many ants. Thus,
pheromone trails represent the quality of paths to the final state in terms of
path length. In order to further assist ants to search final states, in our previous
work [9], we have introduced another special pheromone that attracts ants to the
final states such as smell emitted from food. The attraction of the pheromone
efficiently guides ants, and localizes the search space, so that our approach has
achieved the less consumption of the resources, and reduce the execution time
without sacrificing the quality(length) of counter examples, compared with the
conventional ACO-based approach.

In this paper, we give a further improvement of the smell-like pheromone
based approach. In the original approach, the smell-like pheromone guides ants
to the final states. However, when the pheromone diffuses from the final states
to the surroundings, it keeps the initial strength. Therefore it tends to become
difficult to correctly guide ants to the final states as the pheromone diffuses in the
wider area. In order to mitigate this problem, we propose smell-like pheromones
with hop counts from the final states. The hop counts, which are increased each
time the smell-like pheromones diffuse along an edge, are recorded to states along
with the pheromones. If a smell-like pheromone visits a state that another smell-
like pheromone has already visited, their hop counts are compared, and then,
the smaller count is adopted. The recording manner of hop counts contributes
to exposing the direction to the final states by the decreasing directions of the
hop counts.
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The rest of the paper is organized as follows. The next section presents pre-
liminaries of our approach. In the third section, we give a brief explanation of a
traditional ACO based approach for safety. Our approach of new ACO algorithm
is contained in the fourth section. The fifth section describes the experimental
results and discuss of its efficiency. Conclusion and future work are described in
the sixth section.

2 Model Checking

In this section, we give an overview of model checking, and explain the prob-
lems that we address. Model Checking is a formal and fully automatic verifica-
tion technique that verifies the correctness of software or hardware [10]. Model
Checking is one of the most successful research topics in software engineering,
and it has been applied for the verification of communication protocols [11].

Model Checking consists of the following steps: (1) representing the model
of a system as a state transition system such as an automaton, (2) describing
a specification that represents the software’s required properties with temporal
logic such as Linear Temporal Logic (LTL) [12], and (3) checking whether the
state transition system satisfies the specification. For example, SPIN [8,13] is
one of the most popular model checkers. It checks whether a model described in
Promela satisfies the specification described in LTL. Promela is the description
language specifically designed for SPIN. At this time, SPIN converts the model
and the negation of the specification into Büchi automata, then builds their
intersection to exhaustively search for its accepting paths on it. If some accepting
paths are found, it means the model does not hold the specification, and the
corresponding paths are shown as the counter examples. Otherwise the fact of
satisfaction is notified.

In this paper, we tackle with two problems of model checking: state explo-
sion problem and incomprehensive counter examples. In model checking, the
automata tend to be very large. Actually, the size of an automaton increases
exponentially in the size of the model. The exponential increase is called state
explosion, which may cause exhaustion of resources and may lead to system fail-
ure. In order to mitigate the state explosion, techniques such as Partial Order
Reduction that decreases the number of states [14], and Bitstate Hashing that
reduces the memory area occupied by each state [8] have been proposed. The
other problem is related to the length of counter examples. Because a counter
example is presented to the user as a diagnosis of specification violation, it is
highly desirable to make it comprehensible for the human user. As mentioned
above, a counter example is represented as the path over the directed graph. It
means that the counter example is more understandable if it is small enough in
lengthwise. That is to say, we need to aim at the model checking methods that
generate as short counter examples as possible.

Recent researches have shown that various meta-heuristic approaches provide
more favorable results than traditional deterministic algorithms do in terms of
efficiency. Alba et al. showed the effectiveness of Ant Colony Optimization (ACO)
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for the model checking [1]. Their approach is extended to the checking of safety
with Partial Order Reduction [3] and that of liveness [4]. As another work,
Francesca et al. proposed a deadlock detection technique using ACO [15]. They
utilize the heuristics based on the structures of models to tell ants estimated
directions to food.

3 ACO Based Approach

In this section, we give the basics of ACO, and then, describe ACOhg that is
a variant of ACO proposed by Alba et al. [1–3] for model checking with large
state spaces.

3.1 ACO

ACO is one of the meta-heuristic search algorithms inspired by the behaviors
of ants that discover paths from their nest to food. It is known that ACO is
effective for some optimization problems such as routing, assigning and schedul-
ing problems. When ACO is applied to model checking problems, a problem is
a model expressed in a directed graph, where the nest and food are the start
and error states respectively. The paths between these nodes represent candidate
solutions of the model checking problem, i.e. counter examples.

In ACO, agents corresponding to ants cooperatively search the shortest paths
through indirect communications using pheromones. The optimal paths found
by ants correspond to the optimal solution in optimization problems. The effect
of the pheromones is represented as weight on edges, which are assigned to the
paths that ants have visited. The pheromones play the role of guides that induce
ants to select shorter paths to error states.

ACO is the repetition of ConstructAntSolutions step for searching paths,
and UpdatePheromones step for updating the distribution of pheromone. Also,
terminationCondition is satisfied when some solutions are found or the number
of the repetition exceeds a fixed number. In the following, we discuss each step
in more detail.

Initialization step initializes pheromones on edges for preparation of search-
ing by ants. While regarding the start state and final states as the nest and food
respectively, pheromones with random strength are randomly located between
these states.

ConstructAntSolutions step makes each ant probabilistically transit states
starting from the start state to find candidate solutions. At this time, a transition
to the next state is selected using the following equation:

pk
ij =

[τij ]α[ηij ]β

Σl∈Ni
[τil]α[ηil]β

, if j ∈ Ni (1)

In the equation, Ni is the set of states to which an ant can move from state
i; j is the destination state of one step movement of the ant; τij is the value
of pheromone on the edge (i, j); and η is the heuristic value representing the
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number of transitions to a final state, which is set to a smaller value than actual
one. The heuristic value is estimated based on the locations of final states, or
the length and property of a specification that are described in LTL. Also, α
and β are empirically determined values in order to adjust the effects of the
heuristic value and pheromone value, respectively. When ants have moved on
edges in the fixed number of times, or some candidates of solutions are found,
UpdatePheromones step follows.

UpdatePheromones step updates the pheromone value on each edge. The
pheromone strengths on selected edges are increased according to the appropri-
ateness of the edges. At the same time, the pheromones on the other edges are
updated as follows:

τij ← (1 − xi)τij (2)

In the equation, xi is set to a value between 0 and 1. This is the value repre-
senting the degree of evaporation of pheromones. Through the update process,
the priorities of previously selected edges are decreased step by step until some
ants select the edges again.

3.2 ACOhg

It is difficult for traditional ACOs to handle state transition systems for model
checking that have thousands of nodes. Because there can be billions of edges
in such systems, they require a number of megabytes in a memory to record
pheromone values. Especially, the size of a model of a concurrent system is
known to be huge. For example, the size of the model of Dining Philosophers
with n philosophers is 3n, which increases exponentially. The simple solutions
such as to prohibit revisiting to the same states are not effective, because some
ants may run into brick walls, or may wander from state to state for a long time
even if they finally reach the final states. Thus, the behaviors of the traditional
ACO in model checking may result in the state explosion without finding any
candidates of solutions. In addition, as a more fatal problem, the traditional
ACO has to initially set pheromone values to all the transitions. This may also
consume too much memory.

In order to mitigate the problems of the traditional ACO, Alba et al. proposed
ACO for huge graphs (ACOhg), which can perform searching with less memory
than the traditional ones [1,2]. The basic idea of ACOhg is to give the upper
limit λant to the number of move steps of ants at one stage. This search manner
suppresses the time and memory consumption, but limiting of move steps may
prevent ants from reaching the final states. That is, λant has to be decided so
as to find the final states. ACOhg gives two kinds of techniques for determining
λant; they are expansion technique and missionary technique.

In the expansion technique, once the system cannot find a final state in the
search for the current λant, λant is increased by the value given as a parameter,
and then the system searches the wider area defined by the new λant again.
The process starts with small λant and repeats until it finds some final states.



ACO Based Model Checking Extended by Smell-Like Pheromone 57

The expansion technique increases λant just enough, so that the memory con-
sumption can be suppressed. Also, it is easy to implement because it is a simple
extension of the traditional ACO. On the other hand, its behavior becomes closer
to the traditional ACO’s as λant increases.

The missionary technique is similar to the expansion technique, but searches
are performed from not the start state but some states on the edge of the pre-
viously searched area, i.e. ignoring old pheromone. The new start state on the
edge is selected from the states that ants reach at the previous stage. This search
manner enables ACO to gradually extend the search area without changing λant,
so that it only requires constant time and memory consumption at each stage.

Both approaches decide the strength of pheromones to be assigned based
on a fitness function. The fitness function returns the degree of penalty for the
trail of each ant, which becomes very large in the case where the trail includes
some cycles, or no final state. Based on the fitness function f , abest with the
lowest penalty f(abest) is determined, and then, the pheromone of its trace is
strengthened as follows:

τij ← τij +
1

f(abest)
,∀(i, j) ∈ abest (3)

ACOhg, which is based on MMAS, also uses the fitness function for calcu-
lating the limit values τmax and τmin of the pheromone value for each trail as
follows:

τmax =
1

ρf(abest)
, (4)

τmin =
τmax

a
(5)

In the equation, ρ and a are constants that control the range of the pheromone
values. Also, the missionary approach uses the fitness function to decide the next
start states at each stage.

3.3 EACOhg

In ACOhg, ants have to randomly search for the final states until some ants
reach them for the first time. On the other hand, natural ants can search for
food with its smell, even if there is no pheromone.

We have proposed EACOhg [9] where we have introduced another kind of
pheromone similar to smell, which we call goal pheromone, to ACOhg. Goal
pheromone is stronger than the normal pheromone. Once the goal pheromones
are put on transition edges, the edges are selected in preference to the edges with
the normal pheromone as shown in Fig. 1. The search manner localizes the search
area further, contributing to finding the final states more quickly and generating
shorter counter examples, although memory consumption may increase a little
to hold the goal pheromones.

The existence of the goal pheromone shows that there are some paths from
the current state to the final states. Therefore, it is enhanced in order to attract
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Fig. 1. Diffusing of smell

ants more strongly through the following properties: (1) attracting ants more
strongly than normal pheromone, (2) non-volatility, and (3) defusing from the
final states to their peripheries.

Note that the above properties induce ants to select relatively short paths to
the final states, which leads to short counter examples.

The normal pheromones behave along with MMAS and hence, have the value
less than or equal to τmax. The goal pheromone is set to the value more than τmax

in order to attract ants more strongly than normal pheromones. Moreover, while
the normal pheromone evaporates, the goal pheromone does not evaporate and
has a constant value. It is derived from the fact that the smell is always supplied
by the source, i.e. food. Thus, once an ant finds some goal pheromones, it moves
to the edges with them with high probability.

The goal pheromone is assigned on in-edges of the current states in order to
make them diffuse. At that time, the pheromone is scattered on only some edges
that are randomly selected. The scatter manner contributes to suppressing time
and memory consumption.

4 The Extension with Hop Counts

The EACOhg works well for shortening counter examples in most models, but
there are some cases where the execution time and memory consumption are
hardly reduced in large models. We have found that it is because of emitting too
much goal pheromone to the wide area in the large models. That is, in such a
model, because most goal pheromones diffuse the area that are far from paths
connecting the start state and final states, it takes much time until some ants
meet the goal pheromone. In such case the goal pheromone does not provide
enough guidance to the ants.

In order to mitigate the problem, we make each goal pheromone have hop
count from the final state that generates the pheromone. The goal pheromone
records the hop count in the reached state while increasing the hop count each
time it reversely traverses a transition edge. Simultaneously, the goal pheromone
only marks its value on the edges whose source state has greater hop count than
destination state has.
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In more details, the diffusion process through an edge, which is represented
as (src, dst), of the goal pheromone consists of the following two steps.

In the first step, the goal pheromone tries to record a new hop count at src,
which is one bigger than the hop count at dst. At this time, if src has already had
a count smaller than the new hop count, or no hop count, the new hop count
is recorded at src; otherwise, the hop count at src is not modified, as shown
in Fig. 4. Notice that the final states have zero as a hop count. The manner
calculating the hop count at each state allows the hop count to be close to the
smallest hop count from the final states.

In the second step, the pheromone value is selectively deposited on the edges
whose source states have the smallest hop count. As shown in Fig. 4, the diffusion
manner of the goal pheromone suppresses depositing pheromone value on unnec-
essary edges, and contributes to making sequences of states with pheromone close
to the shortest paths to the final states.

5 Numerical Experiments

5.1 Overview of Experimental Strategy

In order to demonstrate the effectiveness of our approach, we have implemented
our algorithm, on a practical model checker called LTSA (Labeled Transition
System Analyzer) [7,16]. LTSA is one of the model checkers that can be cus-
tomized easily, and can handle models that are suitable for our purpose. LTSA
supports the checking of Fluent Linear Temporal Logic [16], which is a kind
of LTL specialized for event-based systems described as Labeled Transition
Systems (Fig. 2).

We used values as shown in Table 1 for the coefficients and constants that
appear in equations and algorithms. Pp and Pc are weights of penalties used by
the fitness function for no final state and the path with some cycles. phspeed is
the diffusion speed of goal pheromone, which is used in addition to the traditional
coefficients on this experiment. We use the same settings as EACOhg for the
traditional coefficients because our algorithm is a simple extension of EACOhg
(Fig. 3).

Fig. 2. Updating minimal hop counts



60 K. Takada et al.

Table 1. Settings of coefficients

Coefficients Values

mstep 100

colsize 10

α 1.0

β 2.0

η 1.0

ρ 0.2

a 5

Pp 70

Pc 70

phspeed 10

Fig. 3. Scattering smell-like pheromones

5.2 Results

In the experiments, we prepared three models: model A with 5884 states, model
B with 39274 states, and model C with 266,218 states by adjusting the para-
meters of three kinds of examples Mutex fluent, DeadlockFreePhilosophers and
DatabaseRing.

We conducted experiments of them for the four metrics: execution time, the
length of counter examples, the amount of memory consumption and the number
of goal pheromone scattered. In each experiment, we compared our approach
with EACOhg for models A, B and C, where we show the average of the results
of one hundred times applications for each model. Then we applied t-test to
check whether the differences of each average values are statistically significant.
We consider they are meaningful if their p-values in the t-test are less than 0.05.
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Fig. 4. Result of model A

Fig. 5. Result of model B

Fig. 6. Result of model C

As shown in Fig. 4, in model A, the values of our approach were better than
EACOhg for all the evaluation metrics. The p-values of execution time, the
length of counter examples, the amount of memory consumption and the number
of scattered goal pheromones were 0.055, 0.092, 0.899, and 0.115 respectively.
The test values show that the results of EACOhg and our approach hardly have
any difference, although the length of counter examples seems to have a little
meaningful difference. In model B, our approach produces much better results
than EACOhg does for the evaluation metrics other than memory consumption,
as shown in Fig. 5. These p-values were 1.675 × 10−14, 7.214 × 10−4, 0.164,
and 6.794 × 10−4 respectively, which show that these results are significant. On
the other hand, the amounts of memory consumption, of both approaches are
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approximately equal. In model C, our approach produces better results than
EACOhg does for all the metrics, as shown in Fig. 6. The p-values of execution
time and the number of scattered goal pheromones are 6.313×10−5 and 9.122×
10−17 respectively, which show that the results are significant. On the other
hand, with regard to the length of counter examples and the amount of memory
consumption, it is difficult to say that our approach has advantages, because of
their p-values, 0.320 and 0.326.

5.3 Discussion

As shown in the previous section, we did not have significant advantages for
some metrics in some models. It is worth discussing their reasons.

In model A, we suppose that the size of the model affects the results. In fact,
model A is the smallest of all the models, and therefore, ants could find some
goal pheromones before goal pheromones diffuse in the wide area. As mentioned
above, if the diffusion of the goal pheromone is limited to the area surrounding
the final states, EACOhg works well. Therefore, in model A, EACOhg would
be useful enough. In model B, our approach works better than EACOhg does
in the metrics other than the amount of memory consumption. Especially, our
approach has a remarkable advantage for the length of counter examples. In fact,
our approach mostly generated counter examples of length 20, while most counter
examples generated by EACOhg has the length from 30 to 50. This is because
our diffusion manner of goal pheromone suppresses unnecessary markings, so
that the goal pheromone more effectively contributes to guiding ants to the final
states. Also, shortened traces of ants would contribute to reducing execution
time. In model C, we could not have remarkable effectiveness for the length
of counter examples. This would be because the original ACO occupied the
effectiveness of shortening the counter examples instead of the goal pheromone,
which would be derived from the structure of the model. However, considering
the decrease of the number of scattered goal pheromones, we can say that the
similar results show an advantage of our approach.

6 Conclusion and Future Work

We proposed a new diffusion technique of the smell-like pheromone that sup-
presses unnecessary markings of edges based on hop counts from the final states.
Since the smell-like pheromone tend to mark the shortest path to the final states,
the number of scattered pheromone can be decreased without sacrificing the
quality of the path.

We have implemented our approach on a practical model checker, and have
conducted experiments. The results of the experiments have shown that our
approach can improve ACO based model checking further in some models.

As a future direction, we will investigate a technique for adjusting the emis-
sion speed of the smell-like pheromone depending on the size of models.
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Abstract. Recently the relevance of adaptive models for dynamic data
environments has turned into a hot topic due to the vast number of sce-
narios generating nonstationary data streams. When a change (concept
drift) in data distribution occurs, the ensembles of models trained over
these data sources are obsolete and do not adapt suitably to the new
distribution of the data. Although most of the research on the field is
focused on the detection of this drift to re-train the ensemble, it is widely
known the importance of the diversity in the ensemble shortly after the
drift in order to reduce the initial drop in accuracy. In a Big Data sce-
nario in which data can be huge (and also the number of past models),
achieving the most diverse ensemble implies the calculus of all possible
combinations of models, which is not an easy task to carry out quickly
in the long term. This challenge can be formulated as an optimization
problem, for which bio-inspired algorithms can play one of the key roles
in these adaptive algorithms. Precisely this is the goal of this manu-
script: to validate the relevance of the diversity right after drifts, and to
unveil how to achieve a highly diverse ensemble by using a self-learning
optimization technique.

Keywords: Concept drift · Diversity · Bioinspired optimization

1 Introduction and Related Work

The increasing number of applications favoring the generation of data streams –
such as mobile phones, sensor networks and in general all scenarios under the so-
called Internet of Things paradigm [1] – has led the research community to the
necessity for new approaches capable of dealing with fast incoming information
flows. In these practical situations it is often assumed that the process behind

c© Springer Nature Singapore Pte Ltd. 2017
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the generation of such data streams is stationary, i.e. the statistical properties
of the underlying phenomena that produce the information to be processed do
not vary along time. Unfortunately, in many real scenarios this assumption does
not hold since the data generation process becomes affected by a nonstationary
event (such as eventual changes in the users’ habits, seasonality, periodicity,
sensor errors, etc.). Under these circumstances the statistical distribution of the
data may change (drift), which ultimately causes that models trained over these
data sources are obsolete and do not adapt suitably to the new distribution
of the data. Therefore, in the context of data mining in such nonstationary
environments the construction of learning models requires adaptive approaches
to ease the adjustment of such model to drifts, either from an active (i.e. drift
detection, which triggers a subsequent model adaptation) or a passive perspective
(the adaptation of the model whenever new data arrive).

Ensembles are one of the most useful approaches to deal with concept drift,
and have been successfully used to improve the accuracy of single classifiers
in incremental learning. Diversity among the constituent learners in ensemble
models has been empirically proven to be crucial when dealing with concept
drift [2]. Specifically this study evinces that the diversity plays an important role
before and after a concept drift, importance that is also subject to the severity of
the drift: before the drift, ensembles with less diversity obtain better test errors,
while shortly after the drift more diverse ensembles use to score lower test error
rates. Their difference in terms of test error performance when compared to
lower diversity ensembles is usually more significant when the severity is higher.
Therefore, it is a good strategy to maintain highly diverse ensembles and utilize
them shortly after the drift (independently from the type of drift) to obtain
good performance scores. The so-called Diversity for Dealing with Drifts (DDD)
approach published in [3] leverages this empirically validated conclusion, and is
one of the most recognized methods to manage diverse ensemble in the presence
of concept drift from an active perspective.

Due to the above noted importance of achieving a good balance between
adaptability (diversity) and performance along time, there is a latent need for
novel mechanisms to optimally balance the diversity in ensemble learning. This
work falls within this research trend and formulates the diversity balance as
an optimization problem. We explore the benefits of a bio-inspired solver for
the construction of ensembles with different levels of diversity, in particular the
Harmony Search (HS) algorithm [4]. HS has demonstrated to be competitive
respect to other evolutionary heuristics for optimization paradigms in diverse
fields such as energy [5,6], bio-informatics [7], telecommunications [8,9], data
mining and concept drift [12], and logistics [13], among many others [10,11].
However, to the knowledge of the authors no previous contribution has gravitated
on the diversity-accuracy trade-off in ensemble learning over nonstationary data.

The idea behind this research work is to use the HS algorithm to build ensem-
bles of models with maximum and minimum diversity, and then utilize them
shortly after the drift to show that ensembles with high diversity yield better
classification performance those with low diversity. In this regard it has been
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widely acknowledged in the literature (see e.g. [14–16] and references therein)
that the Area Under the ROC Curve (AUC) is the most strongly recommended
score due to the fact that the naive accuracy metric is not a reliable indicator in
severely imbalanced data sets. This work will embrace this recommendation in
what follows, specially in Sect. 4 for comparing results among different ensem-
bles.

The rest of the paper is organized as follows: Sect. 2 introduces the analyzed
scenario. Section 3 delves into the proposed approach based on HS, whereas
Sect. 4 presents and discusses the simulation results obtained over the SEA data
set [20]. Finally, Sect. 5 ends the paper and sketches future research lines.

2 Analyzed Scenario

In batch learning [15] the level of diversity among base learners in the ensemble is
a relevant topic that has grasped notable attention in the literature. The success
of ensemble learning algorithms is based, to a certain point, on the accuracy and
diversity among the base learners [17]; some studies have revealed that it exists
a positive correlation between accuracy of the ensemble and diversity among its
members [18]. In [2] it was concluded that it is a good strategy to maintain highly
diverse ensembles to obtain good responses shortly after the drift, independently
of the type of the drift. However, at this point it is necessary to choose a metric
to measure the diversity of an ensemble so as to build ensembles with different
levels of diversity depending on the instant at which it is applied (before or
shortly after the drift).

Following the recommendations of [18], in which a thorough analysis of 10
measures was discussed, the Yule’s Q statistic [19] is selected for the purpose
of minimizing the error of ensembles. The advantages of this measure are its
simplicity and ease of interpretation. Considering two classifiers Ci and Cj , the
Yule’s Q statistic metric can be calculated as

Qi,j
.=

N11N00 − N01N10

N11N00 + N01N10
, (1)

where Nab is the number of training samples for which the classification given
by Ci is a and the classification given by Cj is b. We further assume that 1
represents a correct classification and 0 is a misclassification. Q varies between
−1 and 1. Classifiers that tend to recognize the same objects correctly will have
positive values of Q, and those which commit errors on different objects will
render Q negative. For an ensemble E of M classifiers, the Q̄ statistic averaged
over all pairs of classifiers is given by

Qaveraged
.=

2
M(M − 1)

M−1∑

i=1

M∑

j=i+1

Qi,j . (2)

where, as mentioned above, higher/lower Q̄ values are associated with
lower/higher diversity, establishing an inversely proportional relation.
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Bearing these definitions in mind a batch learning technique based on an
ensemble composed of several base learners has to deal with applications that
provide fast incoming information flows in the form of data batches. In this sce-
nario one different model can be trained with each newly incoming batch, hence
the total number of combinations that may yield possible diverse ensembles at
a concrete time step can be too high in the long run for its exhaustive evalua-
tion. Due to the time constraints or computation costs in certain cases of these
applications, the task of finding diverse ensembles may not be affordable in prac-
tice. For this reason this challenge can be dealt with by formulating the choice
of diverse base learners as an optimization problem, for which a bio-inspired
technique can find an optimal diverse ensemble at each moment on time.

Fig. 1. Diversity importance before and after the drift for the SEA data set.

In the case of the online learning approach proposed in [3], the learning
process of the ensemble is carried out for a fixed number of times (defined by
the rate parameter λ characterizing the Poisson(λ) distribution) with the same
current training data. As it is not possible to store past data, so the ensemble
can not learn from past information. In this way, higher/lower λ values are asso-
ciated with higher/lower Q̄ values (lower/higher diversity). In the case of a batch
learning approach, a model can be trained with incoming training examples, and
be part of the ensemble if it is considered, being it possible to have an ensem-
ble formed by members trained in the past. This work follows a batch learning
approach, and uses an HS solver to maximize and minimize the diversity of the
ensemble. Figure 1 represents a batch learning process during 200 time steps
with the AUC score, and it shows how the importance of the diversity is at each
moment before and after the drift for the SEA dataset [20].
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In order to test the feasibility of HS to achieve different levels of diversity for
the ensemble, this work has been evaluated when applied over one of the most
widely used synthetic data sets for assessing new concept drift developments:
the SEA data set. Following the original data set generation procedure posed
in this work, a total of 10000 3-dimensional samples have been generated at
random within the range R[0, 10). Only the first two dimensions (features) are
set informative for the class to be predicted, whereas the remaining dimension is
irrelevant and acts as a noisy component for the target label. Points have been
split in 200 batches of length 250 samples, which have been further divided into 4
main groups or blocks characterized by different concepts: a data sample belongs
to class 1 if x1 + x2 ≤ Θ, where x1 and x2 represent the first two features of the
sample and Θ is a threshold value that sets the frontier between the two classes.
A recurrent series of values (i.e. Θ = {4, 7, 4, 7}) has been used to generate the
four concept blocks. An additional class noise has been also inserted within each
block by randomly changing the class of 5% of the total instances.

3 Proposed HS-Based Approach

HS works by imitating the activity of musicians while improvising new music
pieces. The choice of which note to play next is something which takes years to
learn to do effectively. Each musician in the band (ensemble) is often faced with
the problem of picking the next note. To do so they can resort to their knowl-
edge of the notes in the key they are playing in (which notes sound aesthetically
pleasant in the context of the song), as well as the notes they have played pre-
viously (what notes sounded good in the recent context). The notes they played
recently are most likely to sound pleasantly. Also, it is wise to select a particular
note that the audience might expect and adjust the pitch ignoring the expected
note to create an artistic effect and a new, potentially better, harmony. HS seeks
an optimal combination of inputs, just as a musician seeks a good harmony. HS
generates “harmonies” of inputs which are evaluated for quality, and iterates this
process until it finds the best one possible. The aesthetics of a musical harmony
are analogous to the fitness of a particular solution, so following this simile HS
attempts to achieve a good combination of inputs, just like musicians optimize
their note selection using their own heuristics. Each input to the problem is con-
sidered as a different instrument in an ensemble, each potential note corresponds
to each potential value of the inputs that the function might adopt. The musi-
cal harmony of notes is modeled as a programmatic harmony of values. Each
iteration a new harmony is generated its quality is calculated: if it makes the
cut it is included in the musician’s memory. This way, iteration by iteration, old
poor quality harmonies are discarded and replaced by better ones. The average
quality of the set of harmonies in this memory as a whole gradually increases as
these new harmonies replace poor ones.

This being said, notes in the HS solver particularized to the problem tackled
in this paper represent the members of the ensemble. At each time step ti, HS
optimizes the diversity of the ensemble formed by 10 members, combining all
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past models trained from t0 to ti−1. Special attention deserves the fact that the
more past time steps are handled at the time where the ensemble is to be built,
the more necessary an efficient optimization technique is, because there are more
candidates (models) to form the ensemble. In the last time step there are 199
different models, thus considering that the order of the selected models does not
matter and that a model can not be selected more than once, there are 2.13×1016

possible combinations (being n
.= 199 and m

.= 10) to form an ensemble of 10
base learners at this time. Taking into account that a Big Data application may
have millions of time steps (and models), the need for an optimization technique
can be solidly argued.

Table 1. HS similarities in the proposed approach

Element HS original definition Proposed approach

Instrument One of the inputs to the quality
function

Each ensemble at time step ti com-
posed of 10 possible models from t0
to ti−1

Note One of the possible values of an
input

Qaveraged value for each ensemble

Harmony A combination of each instru-
ment playing a particular note

The formation of an ensemble com-
posed of trained models

Quality A quantitative measure of a har-
mony’s desirability

The Yule’s Q diversity metric

Harmony
memory

The collection of good harmonies
stored in memory

The collection of ensembles

HMCR The process of generating a new
harmony using random notes
from the memory

The probability of choosing a model
(note) of the former ensemble (har-
mony) for the new one

PAR The process of moving a partic-
ular note of an instrument up or
down

The probability of choosing a “simi-
lar” model (note) to the current one
from the new ensemble (new har-
mony)

The superior performance of HS over other solutions finds its roots in their
operators; the search process of HS is controlled by three different operators
iteratively applied to a set of candidate solutions [4]. In a nutshell, the Harmony
Memory Considerate Rate (HMCR) operator generates a new harmony using
random notes from the rest of harmonies in the memory, whereas the Pitch
Adjustment Rate (PAR) mutates a particular note of an instrument to a value
of the vicinity of its previous value. Table 1 shows the similarities between the
original definition of HS and the proposed approach.

The HS approach is applied over a total of 200 data batches, with Xtr(t) and
Xtst(t) being composed by 250 samples. Every 50 batches a concept drift occurs,
with 3 drift events in total. All base learners are Decision Trees and the ensemble
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is of size M = 10. This work has followed an active approach (using “perfect”
drift detection) that triggers the selection of those ensembles that are more
appropriate for each time slot. The study will show how to achieve an optimal
level of diversity for the ensemble in each moment by the use of HS, evidencing
that shortly after the drift an ensemble with high diversity obtains a better
classification performance (AUC score) than an ensemble with low diversity. HS
has been used to minimize the Q̄ metric during 10 time steps after the drift.

4 Experiments and Results

The main purpose of this work is to demonstrate the feasibility of using HS to
build ensembles with maximum and minimum diversity specifically when the
learning process requires it due to detected drift statistics by an external detec-
tor. In this case, Fig. 1 shows three drift moments at time steps 50, 100, and 150;
as already explained in Sect. 2, it should be a good strategy to maintain highly
diverse ensembles to obtain good classification performance (AUC score) shortly
after the drift. The experiments discussed in what follows aim at corroborating
this recommendation first posed in [2] by means of an HS-based selection of
learners for the ensemble.

In order to avoid using complex algorithm for adaptive learning (which falls
out of the scope of this study), we have built ensembles of size M = 10 by
following two different perspectives. The first refers to the ensemble formed by
the best M past learners (hereafter labeled as BEST), i.e. those M past learners
that obtain the best AUC score, being trained with their training batch data at
their time but testing the current batch training data. In the second approach
(corr. LAST) the ensemble is built with the M last learners again trained with
their training batch data at that time, but testing the current batch training
data. It is assumed that diversity can help mainly to reduce the initial increase
in the error caused by drifts at time steps 50, 100, and 150.

Table 2. Mean AUC and mean Q̄ scores over 15 Monte Carlos for the BEST approach.

High diversity ensemble Low diversity ensemble

After drift 1 AUC 0.911± 0.020 0.910± 0.025

Q̄ 0.507± 0.038 0.839± 0.021

After drift 2 AUC 0.932± 0.008 0.923± 0.009

Q̄ 0.495± 0.029 0.835± 0.019

After drift 3 AUC 0.894± 0.022 0.848± 0.036

Q̄ 0.469± 0.036 0.837± 0.024

This experiment maximizes or minimizes the diversity of the ensemble after
drifts 1, 2 and 3 by using HS during the period of 50–59 time steps, 100–109
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Fig. 2. Mean AUC and Q̄ over 15 Monte Carlos after drifts 1, 2, and 3 respectively for
the BEST approach.

time steps, and 150–159 time steps, respectively. After that, the AUC scores in
these periods averaged over 15 Monte Carlo iterations are compared to confirm
that it is a good strategy to have an ensemble with high diversity shortly after
the drift. The HS algorithm has been configured as follows: 500 improvisations,
a harmony memory size of 50 candidate solutions, a HMCR of 0.5 and a PAR of
0.1. As the role of a high diversity ensemble becomes progressively less important
after the drift, it is assumed in this work that after 10 time steps high diversity
is no longer recommended to have a positive impact in the AUC score. Next, the
results of the experiment are discussed.

As it is shown in Table 2, for the “10 best past learners” perspective, the
best AUC scores are achieved when the diversity of the ensemble is maximized,

Fig. 3. Mean AUC and Q̄ over 15 Monte Carlos after drifts 1, 2, and 3 for the LAST

approach.
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Table 3. Mean AUC and mean Q̄ scores over 15 Monte Carlos for the LAST approach.

High diversity ensemble Low diversity ensemble

After drift 1 AUC 0.916± 0.020 0.910± 0.025

Q̄ 0.508± 0.037 0.838± 0.022

After drift 2 AUC 0.922± 0.008 0.934± 0.007

Q̄ 0.497± 0.029 0.833± 0.017

After drift 3 AUC 0.847± 0.036 0.900± 0.018

Q̄ 0.469± 0.034 0.837± 0.024

in contrast with the version in which the diversity is minimized. Considering
the results of the corresponding period of time, the Fig. 2 shows the AUC scores
of the high and low diversity ensembles, displaying a better behavior after the
drifts in the case of the high diversity one. This also makes sense when checking
the level of diversity at each time step.

In the LAST case the same results are shown in Table 3, and Fig. 3 shows the
best performance for the high diversity ensemble.

5 Conclusions and Future Research Lines

It has been confirmed in Sect. 4 that it is indeed a good strategy to maintain
highly diverse ensembles to obtain good classification performance shortly after
the drift. Furthermore, the use of a bio-inspired solver such as HS is an proper
way of building high diversity ensembles for batch learning scenarios where the
evaluation of all possible ensembles of past learners at each time cannot be per-
formed by an exhaustive method. When the time requirements or computational
cost are stringent constraints, the HS algorithm allows reducing the number of
improvisations and the size of the harmony memory, achieving a solution suitably
balancing optimality and computational complexity under these conditions.

After the drift is detected, it is very critical to determine the time range over
which a high diversity ensemble is convenient. This work has considered 10 time
steps as a relevant interval for high diversity just to show the importance of a
high diversity ensemble after the drift. However, this time period might change
depending on the type of drift, its severity, the reliability of the drift detection
and the statistics of the data considered in the problem. In general it is widely
accepted that after a large number of time steps since the beginning of the drift,
maintaining a high diversity becomes less important and even counterproductive
with respect to low diversity ensembles. However, the exact quantification of this
large number of time steps remains an open problem.

Diversity by itself is helpful to reduce the initial drop in accuracy that hap-
pens right after a drift, but not to provide convergence to the new concept.
Although high diversity ensembles may help to cushion the initial increase in
the error soon after the drift, they do not quickly adapt to the new concept
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(recovery from drifts). A practical workaround is to create a new ensemble after
a drift detection. In this way, the technique would achieve the required equilib-
rium between stability and plasticity [21] to reduce the initial drop of accuracy
after the drift while, at the same time, to be able to adapt to the new concept.

Also as a future research line it might be of interest to delve into the influence
of the size of the ensemble in order to establish a mechanism to find the proper
size at each point while simultaneously maintaining a certain level of diversity in
the ensemble. There is a trade-off between the severity degree of the disagreement
among the members of the ensemble and the number of base learners within it.
On the other hand, also the number of samples in the batch may affect this
equilibrium, which will also be subject of further investigation in the future.
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Abstract. The problem of partitioning a data set into disjoint groups
or clusters of related items plays a key role in data analytics, in par-
ticular when the information retrieval becomes crucial for further data
analysis. In this context, clustering approaches aim at obtaining a good
partition of the data based on multiple criteria. One of the most chal-
lenging aspects of clustering techniques is the inference of the optimal
number of clusters. In this regard, a number of clustering methods from
the literature assume that the number of clusters is known a priori and
subsequently assign instances to clusters based on distance, density or
any other criterion. This paper proposes to override any prior assumption
on the number of clusters or groups in the data at hand by hybridizing
the grouping encoding strategy and the Harmony Search (HS) algorithm.
The resulting hybrid approach optimally infers the number of clusters
by means of the tailored design of the HS operators, which estimates
this important structural clustering parameter as an implicit byproduct
of the instance-to-cluster mapping performed by the algorithm. Apart
from inferring the optimal number of clusters, simulation results ver-
ify that the proposed scheme achieves a better performance than other
näıve clustering techniques in synthetic scenarios and widely known data
repositories.

Keywords: Clustering · Grouping encoding · Harmony Search

1 Introduction

Clustering is an important subgroup of unsupervised learning technique that
involves grouping data objects into groups or clusters, which may be disjoint
(crisp clustering) or overlap among each other (fuzzy clustering) [1]. A loose
definition of clustering could be casted as the process of classifying unlabeled
objects into groups in such a way that the members within a determinate clus-
ter (or group) are similar to each other under a given measure of similarity.
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 9
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In essence, clustering aims at grouping an input set of samples into a finite num-
ber of clusters using only the information contained in such samples. The so-
called samples (also denoted in the related literature as observations or instances)
are normally modeled as numerical vectors whose items (features) represent
numerical information to be used in the similarity measure. Mathematically,
given a feature space U , and if X .= {X1, . . . ,XN} denotes a set of N sam-
ples in such an space, the challenge of clustering problems lies in finding an
K-sized optimal partition of X , i.e. X ∗ = {X ∗

1, . . . ,X ∗
K} (with X ∗

k

⋂X ∗
k′ = Ø

∀k �= k′,
⋃K

k=1 X ∗
k = X and X ∗

k denoting the k -th partition of X ∗). This clus-
tering arrangement collects in the same cluster samples that are similar to each
other as measured by a given objective function f(X ∗), which can defined under
different similarity-based criteria.

Most of the clustering techniques in the literature can be divided into two
general classes: hierarchical [2] and partitional [3]. The first class corresponds
to those methods that create a hierarchical decomposition of the dataset under
study. They can be agglomerative, when they start the clustering process with
each sample on a separate cluster and successively combine clusters; or divisive,
if they begin with all the patterns in a single cluster and perform this partition.
By contrast, partitional algorithms obtain a single partition of the data instead
of a hierarchy, i.e. they begin with a initial partition that is iteratively refined
in order to obtain the final solution.

Interestingly under the scope of this manuscript, clustering algorithms can
be also sorted depending on the deterministic or stochastic nature of the under-
lying algorithm: as such, deterministic approaches are not controlled by any
probabilistic process, hence the instance-to-cluster mapping is fixed whenever
the parameters of the algorithm and the dataset being clustered do not vary
along time. On the other hand, stochastic clustering models are governed by
probability-based processes so that this randomness may help the search process
escape from local optima, at the cost of a certain degree of variability imposed
on the instance-to-cluster mapping even when the input data does not vary. It
is also worth mentioning other clustering techniques that rely on other criteria
with stochastic and deterministic ingredients in their algorithmic core, such as
Tabu Search [4], neural networks [5] and kernel spaces [6].

In this paper we focus on stochastic clustering models ruled by meta-heuristic
solvers, in particular those incorporating the so-called Harmony Search (HS)
algorithm as their constituent heuristic engine. The authors in [7] present a
framework for simultaneous feature selection and clustering using the HS algo-
rithm, whereas in [8] a centralized cluster-based protocol based on HS is pro-
posed to minimize the intra-cluster distance and thus optimize the energy con-
sumption of wireless networks. The performance of HS is compared to that of
conventional clustering techniques in [9]. Despite the massive upsurge of differ-
ent clustering techniques along the years, to the authors’ knowledge grouping-
encoded algorithms have not been tested in clustering problems. Intuitively, the
grouping algorithm should perform well when applied to clustering problems,
since it is originally conceived and well-adapted to manage groups of items [10].
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This work takes a step further by adapting a grouping-encoded HS to accommo-
date a varying number of groups (clusters), which is estimated along the search
process undertaken by the HS operators. This novel ingredient is deemed of
paramount importance for practical clustering scenarios where traditional tools
in this regard (e.g. the Elbow method) have been proven not to be efficient nor
effective in most cases.

2 Proposed Approach

The Grouping Harmony Search Algorithm for Clustering (GHSC) proposed in
this paper adopts the classical grouping encoding first contributed by Falkenauer
in [10] and recently implemented in [12]. This variable-length grouping encoding
is carried out by splitting each candidate vector s handled by the heuristic solver
into two parts, i.e. s = [sx|sy]: the first part, sx, is the assignment part, which
consists of N integer indices with values drawn from the set {1, . . . , ky} with
ky denoting the length of the second part of the solution. This part establishes
to which cluster is assigned each sample. The second part sy of the encoded
solution (group part) maintains a list of tags associated to each of the clusters
of the solution. It is composed by a ky-length vector of integer indices from the
set {1, . . . , K}, which serves as a indexing reference for the assignment part.
Therefore, the length of sx is fixed and equal to N for a given problem, whereas
the length of the group part is not fixed and may vary among the solutions
handled by the search process. The underlying heuristic solver searches for the
best length 1 ≤ ky ≤ K of the group part in terms of an objective function.
Following this notation, a solution for a clustering problem with N = 10 samples
and ky = 4 clusters could be represented as [3 2 2 4 1 3 1 2 3 4 | 1 2 3 4] in
which, according to the notation introduced in Sect. 1, the partition X ∗ would be
X ∗

1 = {X5,X7}, X ∗
2 = {X2,X3,X8}, X ∗

3 = {X1,X6,X9} and X ∗
3 = {X4,X10}.

2.1 Redundancy of the Clustering Encoding

As often stated in related contributions, most solution encoding strategies pro-
posed to represent groups suffer from redundancies [13,14]. This section will
elaborate on how to properly design a cluster encoding that mitigates this redun-
dancy by ensuring that a clustering arrangement cannot be represented by more
than one encoded individual. To this end, in the following set of encoded solu-
tions (with colors compounding the group part for clarity),

[1 2 3 2 3 1 2 1 3 | G R Y],
[1 3 2 3 2 1 3 1 2 | G Y R],
[3 1 2 1 2 3 1 3 2 | R Y G],
[2 1 3 1 3 2 1 2 3 | R G Y],
[2 3 1 3 1 2 3 2 1 | Y G R],
[3 2 1 2 1 3 2 3 1 | Y R G],

(1)

it can be noted that all the represented clustering arrangements are equal: ele-
ments {X1,X6,X8} always belong to cluster G (green), {X2,X4,X7} to cluster
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R (red) and {X3,X5,X9} to Y (yellow). The proposal made recently by the
authors in [15] proposes to sort the group part according to a pre-established
criterion. In this particular case, for example, the colors can be listed according
to its wavelength λ (λR = 618, λG = 497 and λY = 570 nm). As a result, the 6
individuals would be encoded as [1 3 2 3 2 1 3 1 2 | G Y R].

This being said, the proposal of this work is to sort the indices of the clusters
in order of appearance along the assignment part, in such a way that the 6
equivalent solutions in (1) are encoded as [1 2 3 2 3 1 2 1 3 | 1 2 3]. This
encoding reduces the solution space of the problem, as it implies that the first
position in the solution vector will always be a 1 and higher indexes will be less
likely to appear. Additionally, the group part of the harmony is not needed, as
all the information from the solution can be extracted from the assignment part;
it determines each of the samples to which cluster is assigned and the number
of clusters ky can be deduced from the maximum value in the assignment part,
i.e. ky = max sx. As a counterpoint the proposed solution encoding requires
several modifications in the improvisation operators of the nominal Harmony
Search algorithm, which is the heuristic engine selected to evolve this numerical
representation of clustering arrangements.

2.2 Proposed Grouping Harmony Search Algorithm for Clustering

The heuristic solver that lies at the core of the proposed clustering scheme is
Harmony Search (HS), a population-based meta-heuristic algorithm that since
its invention in [11] has rendered excellent results in the field of combinatorial
optimization [16]. It mimics the behavior of a music orchestra when aiming at
composing the most harmonious melody, as measured by aesthetic standards.
Just like jazz musicians improvise harmonies time after time searching for aes-
thetically pleasant melodies, the HS algorithm improves the fitness of the solu-
tion vector in an iterative fashion by applying several operators to a ϕ-sized set
of solutions, stored in the so-called Harmony Memory (HM). The flow diagram
of the HS algorithm can be summarized in four steps: (i) initialization of the
HM; (ii) improvisation of a new harmony; (iii) update of the HM with the new
generated harmony if its fitness improves that of the worst currently in the HM;
and (iv) repeat termination criterion (e.g. maximum number of iterations or fit-
ness stall) is satisfied. The improvisation procedure is controlled by two different
probabilistic operators, which are sequentially applied to each variable so as to
produce new improvised candidate solutions:

– The Harmony Memory Considering Rate, HMCR ∈ [0, 1], establishes the prob-
ability that the new value for a certain variable is drawn uniformly from the
values of this same note in all the remaining melodies. Otherwise (i.e. with
a probability 1 − HMCR), the value is chosen uniformly at random from the
alphabet of the variable. This latter case is commonly referred to as random
consideration. However, some works (e.g. [17]) implement the random consid-
eration as a third, separated probabilistic operator.
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Fig. 1. General scheme of the proposed GHSC algorithm.

– The Pitch Adjusting Rate, PAR ∈ [0, 1], sets the probability that the new
value xnew for a given variable is drawn from its neighboring values in the
alphabet. To yield a PAR operator well-suited to the problem at hand, the
variable alphabet should be sorted according to the fitness to be optimized so
that subtle pitch adjustments do not imprint large changes in the value of the
fitness function.

The flow diagram of the proposed GHSC algorithm is schematically shown
in Fig. 1, and comprises 5 different steps:

A. Initialization, only executed at the first iteration: each of the ϕ candidate
solutions included in the HM is assigned a random value from the set {1, . . . , K}
(number of clusters), from which the N entries of the sx part of the harmony
are drawn uniformly at random.

B. Improvisation, which generates new harmonies by operating on the sx

part of each solution. This process is sequentially applied to each entry of the
sx part of every harmony in the HM. Additionally, as done in [12,15,17], the
proposed improvisation procedure differs from the original HS implementation
by introducing a third parameter Random Selection Rate, RSR ∈ [0, 1], which
allows for an improved control of the tradeoff between the explorative and the
exploitative behavior of the algorithm. Thus, the improvisation of the proposed
GHSC is controlled by means of the HMCR, PAR and RSR operators. In light
of the results obtained in previous works [17], the parameters of the CHS are
modified so as to achieve a more effective information exchange and exploit
information related to the distances among samples:

– HMCR: the proposed method does not exchange information between har-
monies, but it leverages the information of the current partition X ∗ and
attempts to enhance it based on the proximity between samples. The HMCR
applied to a certain sample establishes the probability that such an instance is
assigned to another cluster by addressing the connections of the surrounding
samples. These are the main steps:

1. All the samples in the network are listed in increasing order of the dis-
tances to the sample to which the HMCR is applied (from smallest to
largest). The first samples of this list are denoted as nearby candidates.



A Novel Grouping Harmony Search Algorithm for Clustering Problems 83

2. One out of the nearby candidates computed in the previous step is uni-
formly chosen at random, and the sample on which HMCR is applied is
assigned to the cluster of the chosen nearby candidate.

– PAR: as explained before, this process executes subtle adjustments in the
chosen harmony. In the proposed GHSC algorithm the PAR stands for the
probability that the actual sample is assigned to the cluster of its roughly
nearest sample is assigned to.

– RSR: as can be inferred from the above descriptions, none of the previous
processes involves a variation in the number of clusters. The RSR will therefore
modify this number and, in order to ensure that the variation in a harmony
from one iteration to the next one is gradual, this parameter is applied to
each harmony, not to each note. The RSR has two operation modes in which
the possibility of increasing or decreasing the number of clusters is given with
50% of probability each; in the first case, a new cluster is created by splitting
one of the actual solution (chosen randomly), and in the second case, one
randomly selected cluster is eliminated and its samples are reassigned to the
closest remaining cluster.

C. Local Search: this procedure is utilized to find local optima in the vicinity of
a certain harmony. Specifically, this method measures the metric obtained when
a determinate sample is assigned to all the other clusters in the solution and
selects the best cluster for each sample. The process is applied to the harmonies
under a certain probability and is sequentially repeated until all samples are
assigned to their most optimal cluster.

D. Fitness evaluation: at every iteration the quality evaluation of newly
improvised harmonies is made based on an objective function. To this end two
widely known metrics will be utilized: the Davis-Bouldin (DB) index [18] and
the Silhouette coefficient [19]. The Davis-Bouldin index is defined for a given
cluster arrangement X ∗ and a similarity metric d(·, ·) as

DB(X ∗) .=
1
K

K∑

k=1

max
k �=k′

{∑
xεX∗

k
d2(x, μk) +

∑
xεX∗

k′
d2(x, μk′)

d2(μk, μk′)

}
, (2)

with μk denoting the centroid of cluster X ∗
k. This index favors solutions with

small distances between the samples assigned to the same cluster and large
distances among different clusters. It is important to note that compact and
well separated clusters entail low values of the DB index. Furthermore, this
score does not present a monotonic behavior with the number of clusters, so
it also allows validating the optimal number of clusters for a given data set.
On the other hand, the Silhouette coefficient is a commonly utilized measure
in clustering problems as it allows evaluating the quality not only of a single
solution, but also that of each of the arranged clusters. For the n-th sample Xn

assigned to cluster k(n), the Silhouette coefficient Υn is defined as

Υn
.=

αk(n) − βk(n)

max{αk(n), βk(n)} , (3)
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where the parameter αk(n) represents the average distance between samples
in the cluster X ∗

k(n) (i.e. the intra-cluster distance) to which the n-th sample
belongs, whereas βk(n) stands for the minimum distance between the samples in
cluster X ∗

k(n) to the remaining samples assigned to different clusters k′ �= k(n).
For a cluster X ∗

k, the silhouette coefficient is defined as the average of the Sil-
houette coefficients of its constituent samples. By using this coefficient good
partitions featuring compact and well-defined clusters while separated from each
other are obtained when its value gets close to its maximum value. The evalua-
tion of these metric functions and their comparison to the fitness of harmonies
from previous iterations permits to update the HM with the ϕ best harmonies.

E. Stop criterion: the search process stops when a fixed number of iterations
I is reached. This criterion has been established in order to provide a fair com-
parison between the algorithms compared in the later discussed experiments.

Besides the novel encoding solution for avoiding redundancies presented in
Sect. 2, two additional concepts are included in the proposed GHSC scheme. The
first one is related with the differential characteristic of the defined operators,
thus no population-based knowledge is used and a new harmony is improvised
from its state at previous iteration. On the other hand, the improvisation opera-
tors are defined on the basis of the structural relationship of the feature space as
provided by the Euclidean distances between samples and their closest neighbors.
Last but not least, the fact that only feasible solutions are improvised during the
iterative process guarantees that the computational complexity of the algorithm
is reduced.

3 Experiments and Results

In this section different experiments based in synthetic scenarios obtained from
two public repositories are presented. The proposed GHSC is compared to dif-
ferent clustering solutions presented in the literature:

1. The K-means algorithm [20], which can be regarded as one of the most popular
clustering algorithms. This approach requires the number of clusters K as an
input parameter, and it obtains a partition of the data into K clusters. It is
fairly well known that the K-means is simple and easy to use, which motivates
its widespread use in a large variety of problems. However, it is important to
remark that the K-means obtains poor results in problems where clusters have
different sizes, densities and/or many outliers. Additionally, this deterministic
algorithm has a strong dependency with the initialization of the centroids which
can make the algorithm get local optimum solutions. As last claim, the required
input of the number of clusters to be discovered by this clustering method limits
significantly its practicality. In these experiments, the well-known elbow method
is used to automatically set the number of clusters K.

2. Density Based Spatial Clustering of Applications with Noise (DBSCAN [21]),
which finds the number of clusters based on the assumption that the spatial den-
sity of samples belonging to a certain cluster should be higher than a predefined
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density-reachability threshold parameter (ε). DBSCAN requires an additional
input parameter to set the minimum number of points Nmin required to form
a cluster. As points are assigned to clusters based on ε, Nmin and the distance
between samples d(·, ·), this algorithm does not need to know a priori the number
of clusters to be sought. Additionally, DBSCAN is able to recognize clusters with
different shapes and sizes, and takes into account the notion of noise, in such a
way that outlier samples do not influence the algorithm’s performance. However,
it performs poorly in clustering problems over spaces with areas characterized
by significant density differences, and still requires two input parameters (ε and
Nmin) to be configured.

3. Grouping Genetic Algorithm (GGA) [12], which shares the same encoding
with the CHS with the exception that GGA also utilizes the sy part. In connec-
tion to the general scheme of the GHSC detailed in Sect. 2.2 the initialization
step (A), local search (C), metric evaluation (D) and stop criterium (E) are
kept the same in the GGA approach. However, the GGA operators follow the
selection, crossover and mutation mechanisms featured by evolutionary algo-
rithms: first, a rank-based roulette wheel mechanism is adopted for the selection
of the individuals to be mated. It is important to note that this rank-based
selection mechanism is static, in the sense that probabilities of survival do not
depend on the generation, but on the position of the individual in the list. Like-
wise, the crossover operator implemented in GGA is a modified version of the
one initially proposed by Falkenauer [10], adapted to the clustering problem to
remove empty clusters and fulfill the redundancy-minimizing encoding strategy
explained in Sect. 2.1. Additionally, the GGA implements two different types of
mutation: (1) cluster splitting, by which a selected cluster is split in two, and
(2) clusters merging, which gathers two randomly selected groups into one.

3.1 Results and Discussion

This section discusses results obtained by the above algorithms in datasets with
diverse characteristics in terms of density, size and/or shape, which eases the
understanding and assessment of the weaknesses and strong points of all the
algorithms within the benchmark. Besides these synthetic scenarios, experiments
with the widely utilized Iris and Wine databases are also presented. All reported
scores have been computed over 20 Monte Carlo experiments and I = 100 iter-
ations. Forthcoming discussions are held on the average Rand Index (avg-RI)
values, a measure of similarity between two clustering arrangements that in this
case, is computed between the clustering produced by each algorithm and the
gold standard known for every dataset. The proposed GHSC approach is config-
ured with ϕ = 50, HMCR = 0.3, PAR = 0.1 and RSR = 0.2.

As anticipated above the discussion is focused on analyzing how GHSC per-
forms in several feature spaces with different cluster properties, namely:
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– Spherical, which is composed by N = 300 samples drawn uniformly at ran-
dom from 8 independent Gaussian distributions with means μ1 = (−1, 0), μ2 =
(−1,−1), μ3 = (−1,−3), μ4 = (3,−1), μ5 = (−1, 1), μ6 = (2,−2), μ7 =
(1, 2), μ8= (3, 1), statistical independence between dimensions and standard
deviation per dimension equal to 0.35.

– Structured, formed by N = 400 samples randomly generated using a
Gaussian distribution from 3 classes with probability p1 = 0.5, p2 = 0.33 and p3
= 0.17. Means for each class are μ1 = (0, 2), μ2 = (−1,−1) and μ3 = (2,−1),
with the following covariance matrices:

Σ1 =
(

12 0
0.82 0

)
, Σ2 =

(
0.62 0
0.42 0

)
, Σ3 =

(
0.32 0
0.52 0

)
. (4)

– Unbalanced, which comprises N = 200 samples randomly generated using
a Gaussian distribution from 9 equiprobable classes, with means μ1 =
(1,−1), μ2 = (−1.5, 0), μ3 = (0, 1), μ4 = (−1, 1), μ5 = (2,−1), μ6 =
(−2,−1), μ7 = (−0.5, 2), μ8 = (−1,−1) and μ9= (1.5, 0), statistical inde-
pendence between dimensions and standard deviation per dimension equal
to 0.2.

– Iris, which considers 3 classes formed by 50 samples each, totaling N = 150
instances. The challenge consists of differentiating among three different Iris
plants (Sentosa, Virginica and Versicolor) based on 4 characteristics of the
flowers: length and width of sepal and petal of the flower, all in centimeters.

– Wine, formed by 3 classes comprising 59, 41 and 78 samples each (N = 178
samples). These samples represent classes of wine from different regions of
Italy that are defined by 13 analyzed chemical properties of the wines.

Table 1 summarizes the results obtained by the algorithms over the consid-
ered datasets. Results of the proposed GHSC and GGA are calculated by using
the Davies-Bouldin (DB) index and the Silhouette (Υ ) coefficient as their fitness
function. It is important to recall that scores are given in terms of the Rand

Table 1. Comparison of the results obtained by the proposed GHSC algorithm and
GGA with DB and Υ index, DBSCAN and K-means algorithms in the considered
clustering problems. Best scores are highlighted in bold.

Algorithm Spherical Structured Unbalanced Iris Wine

K avg-RI K avg-RI K avg-RI K avg-RI K avg-RI

K-means 9 0.949 4 0.875 3 0.780 3 0.880 3 0.702

DBSCAN 7 0.955 1 0.376 8 0.395 2 0.777 2 0.349

GGA (DB) 8 0.981 3 0.917 9 1.000 3 0.873 3 0.731

GGA (Υ ) 7 0.957 3 0.951 9 0.993 3 0.899 3 0.722

GHSC (DB) 8 0.994 3 0.942 9 1.000 3 0.901 3 0.739

GHSC (Υ ) 8 0.995 3 0.965 9 0.976 3 0.903 3 0.733
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Index, computed by assuming that the best data partition is the one corre-
sponding to the original classes (distributions) of the dataset at hand. Focusing
on the Spherical dataset, the solution provided by GHSC improves on average
the best results obtained with the GGA, DBSCAN and K-means by 1.4%, 4%
and 4.5%, respectively. Solutions obtained with the DB index with GGA and
GHSC are similar to each other (just 1.3% in favour of GHSC), whereas this
gap widens an additional 4% when utilizing the Silhouette index Υ . This slight
margin improvement must be assessed jointly with the fact that just GGA (DB)
and both GHSC proposals manage to infer the correct number of clusters within
the data. Finally, when comparing the best approaches (GGA and GHSC), the
latter attains the best results regardless the index utilized (DB or Υ ).

In the structured case the best result is obtained by GHSC with Υ index
as its fitness function. It is interesting to notice the poor result obtained by the
DBSCAN approach. In addition, neither K-means nor DBSCAN determine the
actual number of clusters given by the statistical distributions used for generating
this dataset. When evaluating the DB and Υ indexes, the latter scores better
average results for both GGA and GHSC, from which it is concluded that this
index adapts better to non-compact clusters.

When it comes to the Unbalanced dataset both GHSC and GGA with the
DB index are able to split the cluster space according to the distributions from
which instances were produced (avg-RI equal to 1.000). The CHS driven by the
Υ coefficient as its fitness function also attains a perfect cluster arrangement.
In this case, K-means underestimates the number of clusters and ultimately
produces bad performance scores. From these experiments two conclusions can
be drawn: (1) meta-heuristic approaches are a good alternative to optimally
detect the number of clusters; and (2) the DB index outperforms Υ , i.e. the best
approach when dealing with non-overlapping cluster spaces is to balance inter-
cluster and intra-cluster distances (as done by the DB index) instead of focusing
on the cluster dispersion targeted by the Υ index.

For the Iris dataset the best result is given by GHSC with Υ index. Never-
theless, both GGA and K-means obtain good solutions, slightly worse (1%–3%)
than the GHSC with the DB index, but better than the solution provided by
GGA with the DB index. The DBSCAN approach, though, does not provide an
accurate solution for this experiment. This dataset is composed by one compact,
well-defined cluster (suitable for the DB index) and two more disperse additional
groups (appropriate for the Υ index). There lies the rationale why both indexes
attain similar scores for the proposed GHSC method. Finally, a same line of
reasoning can be taken for the Wine setup: the GHSC approach with the DB
index scores best for this dataset outperforming GGA, K-means and DBSCAN.
From this discussion an essential conclusion can be obtained: in general all meta-
heuristic approaches are able to determine optimally the number of clusters and
outperform traditional clustering schemes, with the proposed GHSC technique
as the prevailing option in the benchmark.
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4 Concluding Remarks

In light of the obtained results the most straightforward conclusions point out
that the K-means algorithm is likely to fall in local optimums and is mostly useful
for problems where clusters have compact spherical shapes of uniform sizes and
densities. On the other hand, DBSCAN is not able to differentiate accurately
overlapped clusters. However, both GGA [12] and the proposed GHSC have
proven to optimally infer the number of clusters and the partitions, being the
latter slightly better than the former. One of the improvements provided by
GHSC when compared to other algorithms from the literature is the inference of
the number of clusters. Unlike other algorithms that require a dedicated step to
this purpose or further information regarding the dataset at han, the proposed
algorithm is able to determine both the optimal partitioning of the samples and
the number of clusters for each dataset embedded within the search process.
The algorithm begins with a number of randomly chosen clusters, and converges
towards the optimum number of groups using a measure of clustering quality as
the objective function to optimize.

In this context, the measures utilized for the experimental part of this work –
namely, the DB index and the Silhouette index – focus on establishing compact
clusters with delimited shapes and no overlap. As such, the DB index measures
the average similarity between each cluster and the one that most resembles it
based on the intra/inter cluster distance ratio. The Silhouette index is based on
the concepts of average scattering for clustering and the total separation among
clusters, which also reflect the compactness of clusters. Apart from these com-
monalities between both indexes, the first one works better with overlapped clus-
ters and in general is more stable for all kind of data sets. Apart from failing with
overlapped clusters, the related literature (see e.g. [22–24] and references therein)
has often concluded that the DB index attains lower values in general cluster
spaces than the Silhouette index. Although the study presented in this paper
for testing the performance of GHSC is a small representation of all existing
techniques and types of datasets, the conclusions drawn in this reduced exper-
imental setup are congruent with those by previous references and span their
applicability over the meta-heuristic field. Future developments will gravitate on
the application of GHSC to real clustering problems, the use of alternative coef-
ficients as an objective function for the heuristic search and the implementation
of this algorithm in massively parallel Big Data computing architectures.
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Abstract. Short-term traffic flow forecasting is a vibrant research topic
that has been growing in interest since the late 70’s. In the last decade
this vibrant field has shifted its focus towards machine learning meth-
ods. These techniques often require fine-grained parameter tuning to
obtain satisfactory performance scores, a process that usually relies on
manual trial-and-error adjustment. This paper explores the use of Har-
mony Search optimization for tuning the parameters of neural network
jointly with the selection of the input features from the dataset at hand.
Results are discussed and compared to other tuning methods, from which
it is concluded that neural predictors optimized via the proposed heuris-
tic wrapper outperform those tuned by means of näıve parametrized
algorithms, thus allowing for longer-term predictions. These promising
results unfold potential applications of this technique in multi-location
neighbor-aware traffic prediction.

Keywords: Traffic forecasting · Neural networks · Bioinspired heuristics

1 Introduction

Forecasting traffic conditions is a key element in the development of Intelli-
gent Transport Systems (ITS), providing the means to implement management
(ATMS) and information (ATIS) systems for both road managers and users.
Anticipating future traffic can aid the first to regulate signals, lanes and to cope
with congestion, and the latter to plan travels and select the best routes to
their destinations. For decades, researchers have built traffic models to predict
volume, occupancy, speed, travel time or level of service, consisting of elements
from time-series analysis in the beginning, and later evolving to non-parametric
and machine learning models such as kNN, Artificial Neural Networks (ANN),
Support Vector Machines (SVM), Bayesian Networks and Fuzzy Logic models,

c© Springer Nature Singapore Pte Ltd. 2017
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among others [1]. In the last decade an upsurge of traffic-related data has become
available, which has lead, along with advances in computational technologies and
machine learning techniques, to a noticeable research drift towards data-driven
approaches, with more diverse and abundant data sources that conform large
databases with hidden knowledge to be discovered by pattern recognition algo-
rithms. Changes are also observable in predicted variables, which tend to become
more user-friendly (travel time versus volume) and in the scope of predictions
which are increasingly urban and network-wide [2].

In this context, ANNs and their combination with other methods have been
extensively used with relative success over näıve (historic average and last mea-
surement predictions) and time-series models [3–7], fueled by prior literature
evincing that ANNs are more responsive to changes in data [8]. However, neural
networks behave in a black-box manner that hinders their understanding. Fur-
thermore, their internal structure and training process is known to be a slow and
inefficient trial-and-error procedure. In this regard, seeking the optimal neural
network structure started to be automated with bio-inspired heuristics [9]. In
particular for the transport sector, Genetic Algorithms (GA) were first explored
for refining the calibration parameters that enhanced neural network behavior
without linking them to particular traffic characteristics, thus increasing gen-
eralization capacity of the model [10]. Researchers have used GA optimization
[10–12] and other bio-inspired methods for configuring neural networks, such
as Particle Swarm Optimization (PSO) in recent short-term traffic prediction
literature [13,14], with significant results.

This research work will delve into the use of an specific meta-heuristic algo-
rithms as a hyperparameter tuning wrapper for complex neural networks. To be
concise the so-called Harmony Search (HS) algorithm [15] will be used to cal-
ibrate a multi-layer perceptron (MLP), which to the knowledge of the authors
has not been so far used to this end. The proposed scheme will yield a set of
neural network configurations for which the “best” one will balance the trade-
off between accuracy and MLP training time. The meta-optimized MLP model
will be used to predict traffic flow in an urban center location in Madrid, where
recent reports have revealed a high seasonal dependence and a stable behavior
that complicates outperforming näıve approaches [16]. 15-min resolution traffic
flow data of one entire year will be explored with different time windows and
prediction horizons to show the promising performance of the models optimized
by means of our proposed wrapper.

2 Materials and Methods

Flow is one of the most predicted traffic features [2] and embodies the data
substrate on which most traffic models are built. Road traffic can be quantified
by the amount of vehicles per hour crossing a certain link of the road network and
it is measured, among others, with Automatic Traffic Recorders (ATR) sensors,
magnetic loops embedded in roads that are able to count how many vehicles
pass over them. Around 3700 of these ATRs are at the disposal of the Madrid
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City Council, with readings taken every 5 min. Traffic flow and other metric
measurements obtained from traffic counts are published in a live feed in the
Madrid Open Data portal [17]. The portal also provides historically aggregated
traffic flow data with 15 min granularity. From the latter data collection, a year
worth of traffic flow data has been extracted and processed so as to compose the
target dataset tackled in this work. These data correspond to the year 2015 for
model building (training and validation), whereas the first three months of 2016
are left out to test the generalization performance of the optimized predictive
model.

Table 1. Description of the loops under consideration

Loop Location Details

A C. Alcalá and C. O’Donnell City centre, intersection in a
4-lane road

B Av. Monforte de Lemos and Av.
Betanzos

Urban residential area

This research work focuses on two loops placed in a residential and a center
area of Madrid (Table 1). Thus prediction models are built for locations with
very dissimilar traffic and optimization results can be compared and assessed
disregarding any particular set of traffic conditions. As noted in Fig. 1, there are
substantial differences between both locations, introducing diversity to the study.
Besides, a completeness criterion has been used to select the sensor locations:
for all the loops deployed in this city, the available data are incomplete, and in
some cases invalid, but some loops are considerable more complete than others.
Both loops provide ca. 30000 valid flow readings corresponding to the whole
year which, along with timestamps, are used to build the datasets based on
three specifications: (1) step, i.e. the time between two readings (in this case
15 min); (2) depth or window size, namely, the time span of past observations
that are used in each instance; and (3) prediction horizon, i.e. the number of
steps into the future for which the prediction is made.

For a certain timestamp these readings configure a dataset with n features,
which are the n observations prior to the timestamp, being n the window size.
The target variable is defined by the observation y, corresponding to y slots after
the timestamp, as explained in Fig. 3. Initially, a dataset for each loop has been
created with default parameters. To begin with, the forecast horizon is set to 4
and 8 time steps (i.e. 1 and 2 h into the future), which is in accordance with the
literature on short-term traffic prediction with horizons normally shorter than
one hour [1,2]. The window size is fixed to 8 steps, so the predictions are based
in the previous 2 h of observations. Indeed tailoring the window size is crucial
for the predictive model, but unfortunately its value is strongly determined by
the scenario at hand as the information provided by features in the window
can be very divergent in different traffic areas [19]. Figure 2 shows the evolution
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of the average traffic over the slots of a day; in consonance with the stability
of the observations, it is expected that for a residential loop this parameter
becomes less relevant. Adjusting this window is a vibrant research topic [20]
for which optimization strategies as the one presented in this paper take a key
role in finding the best window sizes. In this research work window sizes of each
location will be jointly optimized (along with regression model parameters) by
the HS heuristic.

Once both datasets are created with above defined terms, they are splitted
in 10 random parts, leaving 9 for training and 1 for test. This process is repeated
10 times, feeding each of the training subsets to the regression algorithm, and
testing it against the test subset. A R2 performance metric is obtained in each
execution, and they are averaged to obtain the model performance, as depicted
in Fig. 3.

2.1 Regression and Optimization

Our regression algorithm is a multilayer perceptron. Artificial Neural Networks
(ANNs) have been extensively used for traffic forecasting applications, being
the most extended non-parametric method used [1]. Multilayer perceptron falls
under the feed-forward networks category [21], and is able to model highly non-
linear patterns. An input vector is mapped to output through layers of weighted
neurons with activation functions. In this research, logistic activation is used,
whereas the rest of the MLP architecture is left undefined for its optimiza-
tion through the proposed scheme. In the previous literature it is usual that the
MLP configuration hinges on a trial-and-error process that does not always yield
a configured MLP that outperforms other approaches such as ARIMA models.

Fig. 1. Comparison of the day-average traffic flow registered by the two considered
loops along the year. The x axis represents each one of the days in the sample. The
loop in the city center has well-defined periods, while the loop in a residential area is
more stable through the year. Empty days represent no available data.
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Fig. 2. Year-averaged traffic flow on each slot of the day for both loops.

For this reason a default parameter setting often used in other related contri-
butions has been used as an initial baseline for comparison. Then, the regressor
model is wrapped by means of an optimization algorithm that iteratively refines
such a baseline configuration. In the last decade, optimization techniques have
allowed a considerable improvement in ANNs performance [20]. However, to the
best of the authors’ knowledge there is no previous evidence of Harmony Search
applied to the optimization of neural networks, nor has this heuristic been used
to select features jointly with the model configuration.

Evolutionary algorithms are heuristic search techniques, and their operation
grounds on the evolution of a group of candidate solutions towards progressively
better individuals, with their quality defined by a fitness function. This evolu-
tionary process finds its inspiration in the concept of natural evolution, encom-
passing selection, crossover and mutation of individuals [18]. Harmony Search
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(HS) can be thought of as being a specific yet differently motivated evolutionary
solver, which imitates the seek of harmonies in a musical improvisation process
to optimize a set of variables under a measure of quality. To do so, a vector of
parameters and their boundaries are defined. Besides, HS wrapper is arranged
to seek the optimal depth of each dataset. Figure 4 shows a harmony search
implementation that jointly optimizes the feature selection and neural network
parameter settings.

The HS algorithm requires input parameters that define its memory (hms),
number of improvisations (I), and fitness function. At each iteration all raw
data are used to build a new different dataset depending on the window size
selected by the solution vector provided by HS, and evaluates the performance
of the regression model by averaging over the scores produced by 10-fold cross-
validation of the built dataset. The average R2 metric obtained from the MLP
over the 10 folds is the fitness function to maximize. In terms of computa-
tion a complete iteration takes around 2 min in an Intel i7 processor, which
amounts up to an average of 720 iterations per day on a dedicated machine.
We have set hms = 25 harmonies in the pool of candidate solutions, and a
total of I = 2000 iterations. Besides these parameters we have set hmcr = 0.75,
par = 0.2, mpai = 3 (maximum pitch adjustment for discrete variables) and
mpap = 0.25 (maximum pitch adjustment for continuous variables).
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Table 2. Optimized set of variables default values and boundaries.

Parameter Type Default Min. Max.

Depth Discrete 8 4 48

Hidden layer sizes Discrete 100 1 300

Alpha Continuous 0.001 0.01 0.0001

Max. iterations Discrete 200 10 1000

Tolerance Continuous 0.0001 0.00001 0.0001

Learning Rate Init Continuous 0.001 0.0001 0.01

Epsilon Continuous 1e−08 1e−9 1e−07

Table 2 shows the MLP parameters chosen to optimize with their default
values and maximum and minimum boundaries set for the experiment. Depth
value has been set to take values between 4 and 48 steps, or 1 and 12 h of
previous observations. For the neural network, default values are taken as a
reference and for continuous variables, with maxima and minima one order of
magnitude higher and lower, respectively. For discrete variables, boundaries are
defined considering their purpose and operation.

After the whole process depicted in Fig. 4 is executed for both loops and
horizons (4 and 8 steps), the obtained models are trained with the selected
parameters and a dataset formed by the entire year 2015, and tested against the
dataset corresponding to the first trimester of 2016.

3 Experimental Results

One of the main advantages of using HS to tune a predictive model is the pos-
sibility of adjusting its continuous parameters without discretizing them. In our
model an automated exploratory search would require a discretization of four of
the parameters that are to be estimated by the HS algorithm. With our set of
parameters an exhaustive search would need a number of iterations given by

I =

(
MD∏

m=1

DPRm

)
·
(

MC∏

m′=1

CPRm′

)
, (1)

where DPRm is the number of possible values for the discrete parameter
m ∈ {1, . . . ,MD}, and CPRm′ is the number of discretization steps for the con-
tinuous parameter m′ ∈ {1, . . . ,MC}, with MD and MC denoting the number
of discrete and continuous parameters, respectively. In this case, only evaluating
the combinations of discrete variables would require more than 26 million of
iterations, each requiring an average of 2 min to be executed. HS, instead, has
produced a result in less than three days.

Beyond the above gains in terms of computational effort, the tuning achieved
by HS has provided improved performance results over the baseline configura-
tion. Figure 5 shows scatter plots of both loops with both temporal horizons,



98 I. Laña et al.
Pr

ed
ic

te
d 

Tr
af

fic
 F

lo
w

 (
ve

h/
h)

Observed Traffic Flow (veh/h)

Loop A
4-step horizon 8-step horizon

Loop B
4-step horizon 8-step horizon

R = 0.77152 R = 0.57682 R = 0.83452 R = 0.68252
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Table 3. Optimized solution vectors for each loop and horizon

Loop Horizon Depth H. L. Size Alpha Max. Iter. Tolerance L.R. Init. Epsilon

A 4 35 285 2.96e−4 647 5.46e−5 4.94e−4 5.01e−9

A 8 42 160 9.25e−4 719 4.59e−5 5.26e−4 8.4e−8

B 4 40 262 3.67e−4 828 3.24e−5 8.54e−4 2.07e−8

B 8 45 81 6.84e−5 641 3.4e−5 3.4e−3 4.84e−8

and R2 metric obtained for each dataset by using default parameters for the
MLP and window size. In both loops, two hour horizon produces less accurate
predictions (less fit to the line), and also, loop B, in a residential area, produces
better overall performance, as a result of traffic stability there (Figs. 1 and 2).

After evolutionary search for optimal parameters, the algorithm has pro-
duced solution vectors presented in Table 3, which give rise to the predictive
performance plots depicted in Fig. 6. All cases achieve an increment in R2 met-
ric, more noticeable in the 8-step prediction with almost 27% and 25% of R2

performance relative gains. Due to their better performance with the default
configuration, the improvement experienced by the MLP models is less signifi-
cant – yet still notorious – in the case with 4-step horizon prediction. Window
size is considerably larger than initially estimated, with up to 42 steps – 10.5 h –
for the 8-step prediction in location A. This means that a forecast for a certain
timestamp is based in values up to 12.5 h before, which according to Fig. 1 will
always include values from both top and bottom ends of the curve. This result
unveils that data are stable along days and that, taken the same range, the 42
steps that predict a value on e.g. a Saturday are similarly good to forecast the
same timestamp value on a Monday.

Scatter plots are also helpful to visualize how predictions approach their
exact values, specially for location B. Loop A, being placed in a very active zone
of Madrid, produces more outliers which are difficult to predict, especially in
the right part of the graphs where high traffic flow observed values are predicted
lower. Indeed the regressor is unable to forecast a traffic peak flow of 3500 vehicles
per hour, probably on account of an incident in the road at hand. All in all, these
results buttress the need for an optimization wrapper when building a traffic
forecasting model so as to configure it optimally.
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4 Conclusions and Future Work

Prediction horizons greater than 1 h are rarely explored in literature, being usu-
ally inefficient in urban areas as there are multiple immediate factors that influ-
ence traffic, ultimately making predictions useless. Nonetheless, this experiment
has shown that in the absence of extraordinary circumstances, good prediction
scores are attainable for longer-term predictions when the window sizes and
algorithms are optimized. In this manuscript real traffic data in two different
locations of Madrid (Spain) have been used to prove that the HS solver can effi-
ciently optimize the parameters of a neural network and simultaneously select
the depth of the input data to the model. This method allows for the automa-
tion of the tuning process of the algorithm, improving its overall performance in
terms of computational complexity and predictive accuracy.

This work paves the way towards multi-location forecast. Network-wide traf-
fic forecasting methods are gaining momentum, specially in urban environments.
Part of the vehicles passing over one loop are likely to have passed through sur-
rounding loops, thus the measurements taken in one loop might influence their
neighboring loops. Without detailed origin-destination matrices, estimating this
influence is an arduous task. The experiment presented in this paper can be
extended to a multi-loop problem, where instances of the dataset are formed by
observations of different loops, and the windows sizes of each loop are optimized.
This extended implementation is expected to bring better performance levels,
but also to unveil influence areas of each magnetic loop over the whole city.
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Abstract. This paper describes a Big Data stream analytics platform
developed within the DEWI project for processing upcoming events from
wireless sensors installed in a truck. The platform consists of a Com-
plex Event Processing (CEP) engine capable of triggering alarms from a
predefined set of rules. In general these rules are characterized by mul-
tiple parameters, for which finding their optimal value usually yields a
challenging task. In this paper we explain a methodology based on a
meta-heuristic solver that is used as a wrapper to obtain optimal para-
metric rules for the CEP engine. In particular this approach optimizes
CEP rules through the refinement of the parameters controlling their
behavior based on an alarm detection improvement criterion. As a result
the proposed scheme retrieves the rules parameterized in a detection-
optimal fashion. Results for a certain use case – i.e. fuel level of the
vehicle – are discussed towards assessing the performance gains provided
by our method.

Keywords: Complex event processing · Big data · Optimization

1 Introduction

Wireless Sensor Networks (WSN) have become an ubiquitous way of getting
all sorts of information in many application scenarios. Among the myriad of
research initiatives around technological advances on WSN, the DEWI (Depend-
able Embedded Wireless Infrastructure) project aims to provide key solutions for
wireless seamless connectivity and interoperability in smart cities and infrastruc-
tures by considering everyday physical environments of citizens in buildings, cars,
trains and airplanes [1].

One of the specific industrial domains of the DEWI project is the automotive
realm, with an emphasis on trucks. There are at least two main reasons for
incorporating wireless sensors within this specific class of vehicles: the fact that
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 11
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there are no wires to connect imply savings in terms of installation time and cost
of cabling. Moreover, the replacement of wireless devices are performed in a much
simpler, less invasive manner that their wired counterparts. Indeed many studies
highlight the key impact that the extensive use of WSN in the automotive realm
can imprint on safety, maintenance, and energy efficiency of the vehicle [11].

This paper focuses on a platform developed within the above project for
analyzing upcoming data streams from these sensors. Such a platform acquires
and analyzes data from fuel, water level, electric suspension and brake lining
wear captured by means of wireless sensors deployed at the corresponding parts
of the vehicle. The information from the GPS device installed in the vehicle is
also sent to the platform. From the perspective of computation and processing
the treatment of large volumes of data streams (analyzing Big Data in motion) is
nowadays an utmost necessity, and a large number of technologies have emerged
to carry out this task (e.g. [9]). The analysis performed at the platform side
consists of triggering different alarms when the level exceeds specific thresholds,
when indicating a possible fuel theft from the truck or when the truck rides over
a bumpy road. In this context the technology selected for alarm detection in
the DEWI platform is one of the dominant technologies for stream processing,
Complex Event Processing. Unfortunately, the challenge underlying this specific
rule-based technology for stream processing is the appropriate configuration of
its compounding rules, which should ensure the efficient and accurate detection
of alarms in the vehicle.

There are multiple papers in the literature which aim to optimize CEP tech-
nologies in different aspects such as efficiency [14], performance [12], features
[5,7,13] or special application fields [10]. In order to settle an argument for our
study, we build on two of the above related works: [12] (complex event processing
queries over real-time RFID streams events) and [14] (improvement of pattern
queries performance). Both relate to the improvement of CEP engine efficiency
and performance, but in our case the optimization is based on an improvement
of the CEP rules and not on enhancing the detection or event pattern matching
optimization techniques themselves. There are also scarce references dealing with
the application of CEP techniques to vehicular scenarios [6]. However, interest-
ingly within the scope of this manuscript to the knowledge of the authors there
is no baseline literature where meta-heuristic algorithms are applied to improve
the event detection rules of CEP technologies or to optimize the CEP engine
itself. This paper covers this research gap by explaining a methodology for find-
ing optimal rules based on already acquired data that have been properly labeled
as alarm or not alarm by a technician using the DEWI platform. The method is
based on the Harmony Search (HS) algorithm [8], a meta-heuristic optimization
procedure that permits to efficiently seek optimal parameters for the rules. We
will show how this nature-inspired solver can efficiently tackle the optimization
of CEP rules by exploring its performance when utilized for detecting sudden
drops in the fuel level of the monitored vehicle.

The rest of the paper is organized as follows: Sect. 2 provides an overview of
the platform by explaining its compounding modules: the wireless network within
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the truck, the data acquiring platform and its Complex Event Processing (CEP)
engine. Section 3 reviews the toy use cases and explain their implementation
over CEP engines. The rule optimization methodology is explained in detail in
Sect. 4. Finally, we present and discuss the results in Sect. 5, followed by Sect. 6
which concludes the work.

2 Platform Overview

The platform consists of three different elements: (1) the WSN, (2) the seman-
tic middleware that receives the data from the sensors, and (3) the Complex
Event Processing (CEP) functionality, which analyzes their captured informa-
tion, and that is integrated with a sub module dedicated to the optimization
of the definition of the rules. For testing purposes a simulator has been also
developed to emulate output data from WSN. The output from the Complex
Event Processing, namely, the computed alarms, is visualized in a tool specially
deployed for this purpose. The connection from the WSN to the semantic mid-
dleware is currently done via TCP/IP connections, but other protocols can be
potentially supported.

We assume that the WSN is deployed on the tractor unit of a Volvo FH-
16 truck, whose trailer is not sensorized anyhow. Each of the deployed sensors
measures a particular parameter for which it has been specially designed, along
with their battery level and temperature. The specific signals that are measured
by this mesh of sensors are brake lining wear (4 sensors), electronically controlled
suspension level (another set of 4 sensors), the fuel tank level and the washer
fluid level. All sensors label their measured samples with a timestamp, the last
two bytes of the MAC address of the sensor for identification purposes, other
sensor specific measurements, the voltage level of its battery and the value of its
thermistor.

Aiming to assess the processing capabilities of the platform, a simulator has
been developed to replicate the behavior of these sensors and the GPS signal of
the truck in different scenarios. One of the scenarios emulates the normal use of
the truck in the Göteborg area in which the fuel level, the washer fluid level and
the brake lining wear decrease gradually over time, while the suspension sensor
have small random variations. Other scenario that can be simulated by means
of the developed simulator is the theft of fuel from the tank when the truck is
stopped. This effect is replicated by a sudden reduction of the tank level. The
truck driving through a rough road with uneven pavement is emulated by pro-
ducing a high frequency and high amplitude random noise added independently
to each of the sensors attached to the suspension.

The CEP engine used in this project has been developed using the EsperTech
libraries [2]. Some of the advantages of using a complex event processing rely on
its stream event management capabilities, the fact that it can analyze a massive
amount of information really fast (e.g. we have been able to analyze the informa-
tion arriving from over 105 simulated sensors per second) and without requiring
to store any information in a database. Other appreciated characteristics of CEP
are its scalability and a rich declarative language for behavioral configuration.
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Fig. 1. Snapshot of the application tool to visualize the data from the sensors and the
alarms. The visualization area has several areas: on the top right there is a map to
visualize the current position of the truck, at the center there are icons denoting the
level of alarm for each of the sensors, including the level of its battery and thermistor,
around the center display the values acquired. Finally at the bottom of the visualization
tool there is a text area where new EPL-coded rules can be added to the CEP.

The CEP is configured to detect different alarms and to forward them upon
being triggered to a visualization tool for their output and inspection; a snapshot
of the WSN monitoring system to visualize these alarms can be seen in Fig. 1.
In order to interpret these alarms properly by the visualizer they are all defined
to have a standardize data structure. The alarm is composed by two strings and
an integer within the range N[0, 6]. The first string denotes the last two bytes of
the MAC address associated with the sensor that triggers the alarm, the second
string denotes the quantity associated to the alarm (three have been considered:
“sensor”, “thermistor” and “battery”), and finally an integer value denoting the
level of alarm. The implementation of the rules which characterize the alarms
defined in the previous paragraph is performed via the so-called Event Processing
Language (EPL), which is a standard SQL language with extensions in order to
provide aggregating functions, pattern matching, event windowing and joining.

Finally, the platform includes a labeling tool that allows tagging captured
data. With the help of this tool a human technician can check, evaluate and prop-
erly review previously acquired data. These labels are crucial for the heuristic
process described in Sect. 4.

3 Use Cases

We have considered two different use cases in order to test the ability of the
platform to capture and analyze data and to assess the goodness of our rules
optimization methodology. In the rest of this section we explain in detail the EPL
rules for each of the scenarios that we want to detect. These involve detecting
any fuel theft, when the truck drives along a rough road or when any of the
sensor values changes above or below predefined thresholds. All the rules that
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we present here select the structure of the alarm that we mentioned above, two
strings and an integer value, so they can be interpreted by the visualizer.

3.1 Fuel Theft Detection

The detection of fuel theft is performed by the following EPL rule:

SELECT mac, ‘sensor’, 4
FROM Sensor(mac="AAA8").win:length(10)
HAVING

max(sensorValue)-min(sensorValue) > 10 & sensorValue < avg(sensorValue)

This rule filters out the information arriving to the stream of data Sensor by
the MAC of the fuel sensor (i.e. MAC = “AAA8”) and considers a data window
of 10 measurements. The alarm is triggered in this case if the difference between
the maximum and minimum values attained in the window is larger than ten
units and the last measurement is less than the average within the window.
Basically this rule tries to capture a sudden variation in the fuel level while the
general trend is decreasing.

3.2 Bumpy Road Detection

In order to detect a road in bad shape the EPL rule reads:

SELECT mac, ‘sensor’, 5
FROM Sensor
(mac in("AAA4","AAA5","AAA6","AAA7")).
win:time(5 sec)
HAVING
(stddev(sensorValue,mac="AAA4") > 10 |
stddev(sensorValue,mac="AAA5") > 10 |
stddev(sensorValue,mac="AAA6") > 10 |
stddev(sensorValue,mac="AAA7") > 10)

In this case the MAC addresses that are considered are the ones of the elec-
tronic controlled suspensions and what is measured is the standard deviation
within a window of 5 s of duration. If the standard deviation for any of those
sensors exceeds 10 units the alarm is deactivated.

4 Rule Optimization Procedure

The data flow entering the platform is defined by F = {fj}, with j ∈ (−∞, ..., 0]
and fj ∈ R denoting the sample obtained at time index j. We consider j to be
negative, the last obtained sample having index j = 0. In general the functions
implemented in the CEP engine are applied not to all the history of data but to
a limited time window. At a given time index j the time window wj considered
is defined by the measurements {fi|j ≡ fj−i} with i ∈ [0, ...,W ]. We also assume
that the human operator has labeled the inflow of data with its correspondent
alarms {Hj} such that:

Hj =
{

1 if alarm should have been deactivated at time j,
0 else. (1)
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Having a set of previously obtained data adequately labeled by {Hj}, and a
parametric family of rules, the aim of our study is to design a heuristic proce-
dure to obtain the parameters that fit best the alarms labeled by the operator.
The method presented here relies on the Harmony Search (HS) algorithm. The
underlying philosophy behind the general class of bio-inspired optimization algo-
rithms (to which HS belongs) is to modify the group of candidates by operators
that mimic processes observed in Nature. In these techniques candidate solutions
compete, combine, mutate and evolve towards regions of the solution space of
progressively increased optimality [4]. HS [8] is encompassed in this broad field
of bio-inspired optimization, and is motivated by the idea of achieving harmony
within the musical improvisation process undertaken by jazz bands. Harmonies
represent sets of variables to optimize, whereas the aesthetic quality of the impro-
vised harmony is given by the fitness function of the optimization problem at
hand. In the rest of this section we provide two particular examples, two different
families of rules, of the method applied to the fuel theft use case.

4.1 2-Parameter Rule

The first example considered in this work is an extension of the rule introduced
in Sect. 3.1 with 2 parameters. Specifically we consider the rule Hj at time index
j as:

Hj ({fj}) =

{
1 if (max

i∈Wj

{fi} − min
i∈Wj

{fi} > μ) and fj < β 〈fi〉i∈wj
,

0 otherwise,
(2)

where μ ∈ R[0,max{fj}) and β ∈ (0, ..., 1] are the parameters to be optimized.
We assume the processing window length Wj to be fixed and equal to 10. Note
that the rule introduced in Sect. 3.1 fits into this family with β = 10 and μ = 1.
The optimization process of this rule relies on the maximization of the F1

score [3]:
F1 � 2 (P · R)/(P + R) (3)

where P and R are the precision and the recall given by

P = tp/(tp + fp),R = tp/(tp + fn) (4)

with tp being the number of true positives (alarms that have been properly
captured by the rule), fp the false positives (number of times that the rule has
predicted an alarm erroneously) and fn is the number of false negatives (ratio of
occurrences when the rule does not declares any alarm and there is one). These
can be expressed as:

tp = |{Hj = 1 & Hj = 1}| , fp = |{Hj = 1 & Hj = 0}| , fn = |{Hj = 0 & Hj = 1}| ,
(5)

where |·| denotes set cardinality. The F1 score can be thought of as a weighted
average of P and R. Alternatively, depending on the particular application of
the rule, a different fitness function can be used such as the maximization of the
precision P, the minimization of the recall R or any other metric suited to the
detection requirements of the specific scenario under scope.
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4.2 Pattern Correlation Rule

We will consider a different family of rules in our second example. In this case the
aim is to compare the incoming flux of data F with a pattern A (t) modeled as

A (t) =
W∑

i=0

αi · δ (t − i · Δt) , (6)

where δ (t) is the Dirac’s delta function and we assume that the number W
of parameters αi agrees with the size of the CEP processing window. We will
consider αi ∈ [0, ..., 1], therefore A (t) ∈ [0, ..., 1]. The rule family can be written
in the following way:

Hj =

{
1, if W−1

∑
i∈wj

(
f̃i|j − αi

)2

� ε

0, otherwise,
(7)

where ε has an small value. In this case Hj fires and alarm whenever the pattern
function A is close to the transformed incoming flux {f̃i}i∈wj

. We consider that
{f̃i}i∈wj

are related to {fi}i∈wj
by the transformation:

f̃i|j =
{

afi|j + b if (1/a) � max i∈wj
({fi}) − mini∈wj

({fi}) > μ,
0 otherwise,

(8)

with b = −a·mini∈wj
({fi}). This transformation is realized in order to normalize

the incoming flux to the range [0, ...1] and therefore to remove the dependence
on the actual range of F . In order to accommodate small disturbances in the
incoming flux we have included a parameter μ > 0. The rule defined by Expres-
sion (7) compares the shape of the incoming flux with the shape of the pattern A
as long as the variation of F is larger than μ in a particular processing window.

As it is explained in Sect. 4.1, we could fix ε to a particular value and use
the F1 score as the maximization criterion to find the pattern function parame-
ters {αi}. Instead we choose to find {αi} by minimizing the distance of A to
the transformed incoming flux whenever the alarm should be deactivated. The
resulting fitness function to be minimized can be written as

E ({αi}) =
∑

j

Hj

∑

i∈wj

(
f̃i|j − αi

)2

. (9)

The benefit of using this particular equation for the fitness is that as a byprod-
uct the befitted ε̄ to be used in Expression (7) can be estimated by computing

ε̄ = max
j

⎧
⎨

⎩Hj

∑

i∈wj

(
f̃i|j − ᾱi

)2

⎫
⎬

⎭ , (10)

where ᾱi are the values that minimize (9). Note that, in general, by minimizing
(9) we minimize ε̄. On the other hand (9) has a remarkable caveat: it does not
consider the behavior when Hj = 0, which implies that if the pattern A realized
by {αi} is found in the data when Hj = 0, E will not penalize those values. In
other words fp is not considered at all in finding {ᾱi}.
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5 Experiments and Results

In order to test the methodology we have considered the fuel level data shown
in Fig. 2. The data represents approximately 2600 captures of the level of the
fuel tank. For j ∈ [−2600,−1700] normal operation with a small decrement of
the level is shown. At j ≈ −1700 and ≈ −1650 there are two sudden reductions
which are labeled by an alarm (in red), after the second reduction again normal
operation occurs. Two more alarms are labeled happening at j ≈ −900 and
≈ −400. Refueling can be noted at j ≈ −1300 and ≈ −350.
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Fig. 2. Data obtained from the wireless fuel sensor fj and the labels Hj denoting the
fuel theft events. In these data 4 alarms can be distinguished. While a sudden decrease
of the level of fuel occurs, these correspond to fuel theft events. In between the normal
usage, small decrements of the level by the normal use of the truck can be noted plus
two instances when the tank is refueled.

5.1 2-Parameter Rule

We have used the previous data in order to obtain the best parameters β and μ.
An example of how the HS optimization process converges is shown in the left
side of Fig. 3 where it can be observed how the fitness E goes to 1 as the iterative
process evolve and the parameters reach some values in the solution space. One
of things that is worth mentioning is the fact that there is no single solution
in the solution space, actually we found that there exits a range of solution
for this particular problem. The HS optimization process obtains a different
solution depending on the initial random values choose for the parameters. In
order to obtain a sense of the solution space we have performed thousands of HS
optimization varying randomly the initial parameters. The region of the solution
space can be hinted in the right subplot of Fig. 3 β × μ ∈ R (0.887, 0.99994) ×
R (1.003, 20.9993). The average number of iterations to attain a fitness of 1.0 is
equal to 60 ± 1.
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Fig. 3. On the left, an example of how the fitness E {β, μ} converge to 1 (in red against
the left axis) and the parameters β and μ (green and blue against the right axis) reach
a point in the solution space. For a given set of training data the actual values obtained
for the parameters depend on the initial seed used for the HS optimization process. On
the right hand side there is a collection of solutions in the μ − β space giving hints of
the range of the solution space.

5.2 Pattern Correlation Rule

In this case we use the same set of data to optimize the fitness derived for the
pattern correlation rule. If we assume that in normal operation the level of the
fuel does not decrease, the optimal solution corresponding to decreasing jumps
in the fluid level corresponds to {αi}3i=0 = 1 and {αi}7i=4 = 0. Despite unrealis-
tic it is logical to assume that the parameters for a real solution (meaning that
in normal operation the fuel decreases smoothly) approach these values. The
results for a single solution are presented in Fig. 4. Note that the HS optimiza-
tion process takes a significant larger amount of iterations to converge, ∼8000
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Fig. 4. Convergence of the fitness E ({αi}) (in red and against the left axis) to 0 and
the {αi} (other colors and against the right axis) to their solution values.
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iterations to reduce the fitness 3 orders of magnitude. The actual values that we
found for {αi} corresponds to:

{αi}7i=0 = {0.976, 0.995, 0.968, 0.963, 0.991, 0.050, 0.040, 0.041, 0.074, 0.026}, (11)

which qualitatively agree with the logic inferred from the ideal solution.

6 Conclusion

In this paper we have presented a platform that enables analyzing data originated
in sensors within a truck tractor unit for the fuel level, the washer fluid level,
the suspension and the brake lining wear. The platform is capable of detecting
different complex alarms as proven using the data streamed by the simulator for
several toy examples. A procedure to find optimal parametric rules based on HS
optimization has been developed which has been tested for the fuel theft use case
using two different families of parametric rules and different fitness functions,
proving itself useful.

The next step within the project involves completing the connection of the
actual sensors installed within the truck to the platform. Moreover a key ingredi-
ent in working with real signals will be to analyze the real signals and to develop
machine learning algorithms capable of the finding the specific patterns which
characterize the scenarios that want to be detected. Steps are already being
taken to complete the overall system.
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Abstract. In this paper, we present an algorithm based on artificial
neural networks (ANNs) and harmony search (HS) for the numerical
solution of boundary value problems (BVPs), which evolves in most of
the science and engineering applications. An approximate trial solution
of the BVPs is constructed in terms of ANN in a way that it satisfies
the desired boundary conditions of the differential equation (DE) a uto-
matically. Approximate satisfaction of the trial solution results in an
unsupervised error, which is minimized by training ANN using the har-
mony search algorithm (HSA). A BVP modeling the flow of a stretching
surface is considered here as a test problem to validate the accuracy,
convergence and effectiveness of the proposed algorithm. The obtained
results are compared with the available exact solution also to test the
correctness of the algorithm.

Keywords: Artificial neural network · Harmony search algorithm ·
Boundary value problems · Differential equations · Approximate solu-
tion

1 Introduction

Mathematical modeling of most of the science and engineering applications has
led to the development of differential equations (DEs). A large variety of DEs
exists in the literature for which analytical solutions are not available and to cal-
culate their approximate solution is a complicated task. Thus, various numerical
methods are developed in the literature, namely Finite difference method (FDM),
Finite element method (FEM), Finite volume method (FVM) and Boundary ele-
ment method for approximate solution of DEs. However, each of these numerical
methods has its own advantages and limitations which strictly confine their func-
tioning. Specifically, most of these methods require discretization of the domain
and special treatment for nonlinear DEs.

Nowadays, artificial intelligence (AI) provides the powerful algorithms for
solving the most complicated problem effectively. Thus, to avoid the difficulty
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 12
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arising in the approximate solution of DEs, artificial neural network (ANN)
method is proposed in the literature. A sufficient amount of literature can be
found which presents the numerical solution of DEs using ANN methods [1–6].
The Backpropagation (BP) learning has become the most popular method for
training ANN in many problem domains. However, BP algorithm is a gradient
descent technique, which is analogous to an error minimizing process. ANN gen-
erates complex error surface with multiple local minima and BP tend to become
trapped in local solution instead of global.

Thus, many global search optimization algorithms have been adopted in the
literature for training ANN for solving DEs [7,8] and references therein. Most
of these methods draw their inspiration from biological processes like Genetic
algorithms (GA) [9], Ant colony optimization algorithms (ACO) [10] and Particle
swarm optimization [11]. These training methods overcome the aforementioned
deficiencies of the BP algorithm by avoiding the local minima frequently by
promoting the exploration of the search space.

A relatively young metaheuristic global search algorithm is a harmony search
(HS), which draws its inspiration from the improvisation process of musicians.
It can be seen in the literature that HSA performs better than the BP algorithm
for training a feed forward ANN [12]. The HSA has also been shown to be
comparatively simpler and more efficient than other global optimizers [12,13].
Thus, in this paper, we adopted HSA for updating ANN weight parameters while
solving DEs.

The remainder of the paper is organized as follows. Section 2 describes the
general introduction to the HSA. ANN method for solving DEs is presented
in Sect. 3. Section 4 explains the chosen test problem along with results and
discussion. Finally, Sect. 5 concludes the paper.

2 Harmony Search Algorithm

The HSA is a population based metaheuristic algorithm inspired by the improvi-
sation process adopted by musicians and was first developed by Geem et al. [13].
In the HSA, an initial population of harmonies is randomly generated and stored
in a harmony memory (HM). A new candidate harmony is then generated from
all the solutions in the HM using harmony memory consideration rate (HMCR),
pitch adjustment rate (PAR), and random re-initialization. The HM is then
updated by replacing the worst harmony vector in HM with the new candidate
harmony vector if it is better. The HSA consists of three basic phases, namely,
initialization, improvisation of a harmony vector, and updating of the HM. The
basic parameters required in the HSA are harmony memory size (HMS), HMCR,
PAR, and the number of improvisations (NI). Both HMCR and PAR take a value
between zero and one and control the balance between exploration and exploita-
tion. The HMCR parameter presents the information sharing capacity of HM
with harmony improvisation; PAR determines the step size of the improvisation
process within the bandwidth (BW). The computational procedure for the HSA
is given in Table 1:
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Table 1. Pseudo code of the HSA

Xi
j = Lj + a × (Uj − Lj) for j = 1, 2, ... , N ; i = 1, 2, ...,HMS , where a ∈

(0 , 1)
Xnew

(k = 1 to n) do
(a1 < HMCR )
Xnew(k) = Xo(k) ; whereo ∈ ( 1, 2, ... , HMS)anda1 ∈ (0 , 1)

(a2 < PAR )
Xnew(k) = Xnew(k) ± a3 × BW ; where a2 , a3 ∈ (0 , 1)

Xnew(k) = Lj(k) + a × (Uj(k) − Lj(k) ) ; where a ∈ (0 , 1)

f(Xnew) f(Xworst)
Xworst = Xnew

Xbest

3 Artificial Neural Network Method

To describe the ANN method, let us examine a general DE of the form [5,6].

G(y (x)) = f(x) (1)

where G is some differential operator over the domain Ω, x ∈ Rn with y repre-
sents the exact solution subject to the following Dirichlet or Neumann BCs

y = g(x), ∀x ∈ ∂ Ω (2)

n̂ (x) . ∇y(x) = g(x), ∀x ∈ ∂ Ω (3)

where n̂ (x) represents a unit vector function that returns the boundary normal,
while g(x) returns the BC ∀x on a Neumann boundary. The first step is to
construct a trial solution that satisfies the desired BCs as

yT (x, p) = A(x) + L(x)N(x, p) (4)

where the first termA(x)represents a continuous function which is developed in
a way that it satisfy the BCs andN(x, p)represents an ANN with input vector
x and network parameters p. The length factor Lin the second term represents
a measure of the distance from the boundary in a way that its value is zero
∀x on the boundary and nonzero within the domain. The trial solution defined
in Eq. (4) satisfies the desired BCs, regardless of the ANN outputN(x, p). In a
similar way, the ANN output N(x, p) optimizes the value of trial solution within
the domain and is controlled by minimizing the DE error function

E(x, p) = f(x, G(yT (x)) (5)
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by updating network weight parameterp iteratively by using HSA. The most
common ANN architecture is the multilayer perceptron network (MLP), which
has the capability to approximate any Borel-measurable function defined on a
hypercube. In this work, the training of ANN for optimizing network parameters
is performed using the HSA.

4 Test Problem

A steady two-dimensional flow of an incompressible, electrically conducting vis-
coelastic fluid of the type, “Walter’s liquid B past”, an impermeable stretching
sheet is considered as our test problem. The flow of a stretching surface is an
important problem in many engineering applications such as extrusion, melt
spinning, hot rolling, wire drawing, glass-fiber production, and manufacturing of
plastics [14]. The governing equation for flow analysis can be written in terms
of the following equation [15]:

y′′′ − y′2 + y′ . y′′ = Qy′ + k1(2y′. y′′′ − y′. yiv − y′′2) (6)

together with the following BCs:

y = 0 , y′ = 1 , at η = 0,
y′ → 0 as η → ∞ (7)

where k1 is the viscoelastic parameter and Q is the Chandrasekhar number. The
exact solution of Eq. (6) together with BCs in Eq. (7) is given by Rajagopal [16]
as follows:

y =
1 − e−α η

α
, (8)

where α =
√

1+Q
1−k1

; (1 ≤ α < ∞). Equation (6) is solved for the case
Q = k1 = 0. The trial solution is constructed for Eq. (6) in terms of neural
network in the form mentioned in Eq. (4). ANNs are then trained by the
HSA using the constructed trial solution with different values of hidden nodes
h = 5 , 10 , 15 , 20 , 25, 30 and 100 random starting weights to minimize the
approximation error. The statistical parameter mean absolute error (MAE) is
chosen to calculate the best number of hidden nodes in ANN model for solv-
ing Eq. (6). The best performing hidden node in ANN model is selected on the
basis of lowest STD in DE error. The MAE in the solution calculated while
solving Eq. (6) is presented in Fig. 1 with different number of hidden nodes
h = 5 , 10 , 15 , 20 , 25, 30. From the Fig. 1, h = 15is chosen as the best number
of hidden nodes in ANN model for solving Eq. (6). The exact and ANN solutions
are also presented to test the accuracy of the ANN solution inside the chosen
domain [0,1], and are depicted in Fig. 2.

Statistical results obtained in optimizing ANN parameters using HSA are
also provided to present the applicability of training ANN using HSA. The task
of optimizing network parameters was carried out using 100 independent runs.
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Fig. 1. MAE in the solution for 100 runs with h = 5 , 10 , 15 , 20 , 25, 30

Fig. 2. Exact and ANN solutions for test problem

Table 2. Statistical optimization results for test problem using the HSA

Initial/BCs Number of hidden nodes Worst EF Average EF Best EF SD EF

y = 0 , y′ = 1 , at η = 0,

y′ → 0 as η → ∞
h = 5 9.13E−03 6.43E−03 4.28E−03 1.60E−03

h = 10 9.93E−03 6.26E−03 4.18E−03 1.72E−03

h = 15 9.80E−03 6.28E−03 4.21E−03 1.59E−03

h = 20 9.84E−03 6.44E−03 4.26E−03 1.61E−03

h = 25 9.93E−03 6.41E−03 4.26E−03 1.76E−03

h = 30 9.89E−03 6.28E−03 4.18E−03 1.52E−03

The values for the user parameters maximum iteration, HMS, HMCR, and PAR
of the HSA are chosen as 1000, 20, 0.9 and 0.05 respectively. Initial/boundary
conditions of the DEs are chosen as the bounds of decision variable and band-
width (BW) is represented by range of the problem domain. Obtained statistical
results for the error functions (EFs) for the test problem using the HSA are
presented in Table 2. A summary of minimization of EFs using different number
of hidden nodes over number of iterations is shown in Fig. 3.
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Fig. 3. Minimization of EFs over the number of iterations for h = 5 , 10 , 15 , 20 , 25, 30

5 Conclusion

An algorithm based on the ANN and HSA is presented in this paper for numerical
solution of BVPs. The performance of the algorithm was checked by considering
a test problem which models the flow of a stretching surface. On the basis of
the simulation results, it can be concluded that the algorithm based on the
ANN-HS algorithm is capable of solving BVPs with great effectiveness. The
optimization results presented in this paper show that HSA can train the neural
network parameters for solving DEs like any other optimizers and achieves faster
convergence. The reliability and accuracy of the algorithm was validated by
comparing the obtained ANN solution to the exact solution.
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Abstract. This paper presents the work implemented to improve the
production scheduling of a real life manufacturing plant in Ireland. Since
the scheduling algorithms are integrated in a wider cognitive system,
where human and machine intelligence collaborate, an important con-
straint will be the maximum allowed computational time. This paper
will also demonstrate the impact of using heuristic rules for the genera-
tion of initial solutions and provide a comparison between Hill Climbing,
Harmony Search and Simulated Annealing.

Keywords: Optimisation · Scheduling · Metaheuristics · Harmony
search

1 Introduction

This paper presents the work developed and implemented in a tooling design
department of a high-tech manufacturing company in Ireland that designs and
manufactures tooling solutions for the pharmaceutical sector. In this depart-
ment, 28 engineers design the parts that will be later manufactured on site.
Each tooling to manufacture is unique, and the design process is the first step
of the production, followed by the manufacturing, assembly and testing of the
final products. In this paper we will consider a job as the set of 3 operations
with precedence constraints that will ultimately output the list of parts to man-
ufacture. The first operation in the job checks that all necessary information
for the correct completion of the design is available. If something is missing or
badly understood the job will not continue until the necessary information is
corrected, and in this case the job will start again. This pre-check operation is
always assigned a fixed 15 min slot, and is always performed by one of the 4 most
experienced designers in the department. There is an additional constraint in the
number of pre-check operations that any given designer can perform daily. The
second operation is the actual design process, which takes the greatest time to
perform. Here one designer uses a 3D CAD software to produce the blueprints
for the tooling. Finally, the third operation is the checking of the previous design
step, trying to find possible defects or omissions. The main constraint for this
check operation is that the designer performing it must be different from the one
who made the design.
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 13
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The assignment of operations to resources is done manually by the depart-
ment manager. Some designers are only permitted to perform a subset of the
operations. This measure is usually taken to ensure that the more junior design-
ers only perform the design operation, or for some very senior designers to per-
form only the checking operation. For the research in this paper we will also
consider that each designer can only perform one operation at any given time,
and that once started, the designer cannot perform any other operation until
the current one is completed.

Usually the design department is overloaded and can cause a bottleneck for
the rest of the production line. To ensure the correct balance of all the line,
each of these design jobs have an internal due date that must be met to avoid
later delays in the manufacturing line. The main constraint of the process is
satisfying the customer demand on time, by (i) minimizing of the number of
jobs missing the due date and (ii) for those jobs that are late minimise the
number of days past the due date. A secondary goal is balancing the workload
of the designers. Workload is quite unbalanced in the original schedule, primarily
due to differences between designers regarding skill and experience. The skill of
an engineer designing a particular piece of machinery is a very important factor
in the quality of the final product. If the design is not correct, the manufacturing
phase can be impossible to do, causing the job to go back to design phase, or
the final customer will return the part due to imperfections or malfunctioning.

The research presented in this paper consists of finding new ways to help the
planning and scheduling department of the company by rescheduling the produc-
tion upon introduction of new constraints by the design department manager.
The optimisation algorithms work as part of a cognitive system where human
and machine intelligence cooperate to find optimal schedules in the event of
unexpected disruption events like resource unavailability or new orders in the
system. In this scenario, an important requirement is the speed of results, nec-
essary to allow a “communication” between user and machine intelligence. In
this research we follow the results of recent studies suggesting that the human
attention timespan is decreasing in last years, from 12 to 8 s in just a 10 years
time span, see [19].

Fig. 1. Design process
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1.1 Ensuring Quality

In many scheduling problems a very important factor that production mangers
need to take into consideration is the quality of the performed work. The final
product quality in the present case is heavily dependent on the skill of the
designers. This issue has been studied in the past, for example in the framework
of the Resource-Constrained Project Schedule Problem. In the literature we find
two main methods to deal with quality issues; the first one modifies the activity
duration depending on the skill of the assigned resource [1], while in other cases
an additional re-work activity is scheduled if the skill of the resource assigned
to the original activity is not high enough for the activity complexity [2]. In
this use case quality was incorporated by the company by developing a job risk
vs resource grade heuristic and by always having a check activity after every
design activity, to ensure that the quality of the work performed by the first
designer was good enough. On top of it, the manager sometimes introduces new
constraints by selecting the designers that are available for the check operation
among those with most experience.

The skill of a designer is an indicator of the experience that he has had in the
past designing a particular tooling. This experience will not only have a positive
impact on the time required to perform the operation, but will also decrease the
number of non conformities or errors found by customers in the final product,
as an unskilled designer is more prone to make errors in the design (faulty
product), and as such is a very important key performance indicator (KPI) for
the plant managers. Obviously it would be preferable if we could always assign
each operation to the designer with highest skill in it, but the constraints on the
availability of resources means this would often have negative consequences in
the balance of workload.

The system implemented in the use case company to ensure the best possible
quality in the jobs is based around two different values. The first one is a ‘risk
value’ assigned to each job, depending on several factors including similarity
with past jobs, type of tool, the machine where the tool will be installed, etc.
Against this risk we map another value known as ‘grade’, which is manually
assigned to each designer by the design department manager as an indication
of his seniority and capacity to take on difficult jobs. There are currently four
grades in use.

The system works as follows:

1. First, for each operation the available designers are selected based on the risk
of the job and on their grade. In other words, we find the subset of designers
with grade equal or greater than the minimum required for the job’s risk
value.

2. Second, from this first subset we filter out those designers without any skill
in the operation.

3. In the case that there’s no element in this final subset (i.e., no one has the
necessary grade and experience for the operation), we will default to the
subset of designers with the highest grade.
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2 The Algorithms

In this section we will review the two metaheuristics used in this research.
A metaheuristic is an algorithm that uses other algorithms iteratively, to search
for the global optimum of a function across all the search space. Every meta-
heuristic starts exploring the search space in one particular point (in the case
of single solution metaheuristics) or in several starting ones (population based).
Though the standard approach is using a random initial solution(s), another
approach is to use some heuristic to create the initial solution. Another impor-
tant consideration in all metaheuristics is how to handle the constraints. In this
section we will see how the research tackles these two issues, and also an intro-
duction to the two metaheuristics used.

2.1 Representation

The encoding of the harmonies is always an important decision when designing
the HS algorithm. In this paper we apply the Random Keys encoding, which was
first described by James C. Bean in [9]. The main reason for using this representa-
tion is to use a representation that maintains the feasibility of any solution under
any permutation, and also avoids the eventually increased computational load
that specialized repair methods or solution discarding approaches would require.
Under this representation the resource where an operation is to be processed and
the sequence of the operation in that specific resource are jointly described by a
single real number. The integer part is used to identify the resource, while the
fractional part provides the sequencing of operations in every resource. Thus,
taking a simple example with two resources and four operations, the following
harmony

[1.05][2.86][1.87][2.19]

corresponds to the schedule

Resource 1: [Operation 1] - [Operation 3],
Resource 2: [Operation 4] - [Operation 2],

2.2 Initial Solution

Metaheuristic optimisation methods aim at effectively and efficiently exploring
the solution domain of a combinatorial optimisation problem so as to refine
the search directions and focus on domain areas characterised by better per-
forming solutions, that is areas where the optimum solution is expected to lie.
When dealing with the problem of identifying the initial search point across
the entire solution space, two main approaches are generally considered. The
ancestor, that is the initial solution, can either consist of a randomly generated
solution or, alternatively, problem specific logics can be used to generate one. In
the latter case, the ancestor is expected to perform better than the randomly
generated ancestor as it corresponds to a heuristic solution to the problem. As a
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result, using the logical ancestor, the metaheuristic approach starts from a bet-
ter solution, however, the likelihood of terminating the search at local optima
increases.

The performance of the two approaches applied to the problem investigated
here is compared in this section. The random initial solution is generated by
assigning random feasible resources to each operation while taking all applicable
constraints into account. On the other hand, the heuristic based solution is
constructed using the Earliest Finish (EF) concept [20]. In the EF heuristics, jobs
are first ordered by increasing due date. Then, the heuristic considers one job at a
time and tentatively assigns the corresponding operations to eligible resources;
the operations are considered one at a time following precedence constraints.
The resource able to complete the operation at the earliest time is chosen and
its availability is updated accordingly. In order to correctly calculate completion
times of an operation, all events limiting the resource availability are considered;
these events include previously assigned operations, time dedicated to other
tasks, such as training or management meetings, and holidays. A non pre-emptive
approach is used to calculate completion times in the sense that an operation
cannot be interrupted by another operation; however, operations can be split
across non consecutive available time slots to accommodate for non-production
related tasks and holidays. This assignment logic is exemplified in Fig. 1 where
the operation marked in dark blue (i.e. operation X) is tentatively assigned to
resource A, B and C, respectively, whose schedule is partially built. Resource A
can complete operation X at time 25; the slot between time 9 and 13 is too short
to complete the operation and is bounded by another two operations; hence,
operation X is moved to the next available time slot. Resource B can complete
operation X at time 20; in this case, the operation is interrupted at time 13 to
allow resource B to complete a non-productive task and is resumed soon after.
As regards resource C, the operation cannot be interrupted at time 14 since
the non-productive task starting at time 14 is followed by a previously assigned
operation; hence, the pre-emption assumption would be violated. As a result,
resource B is chosen for assignment (Fig. 2).

Fig. 2. Tentative assignment of an operation to eligible resources

The assignment algorithm described here can be implemented by using arrays
of ordered available time slots for each resource and scanning through them
until sufficient cumulative duration is found. When an operation is assigned to
a resource, the time slot corresponding to the operation processing is deducted
from the array [1].
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2.3 Constraint Handling

In cognitive systems, where humans and automated agents share the responsibil-
ity of control, system observability and usability are two major concerns. One of
the most important characteristics that a system like this must have to overcome
those issues is responsiveness. To be able to cooperate, the automated system,
must present a solution to a new input from the user in a short time. From an
algorithmic point of view, this responsiveness represents a main constraint: the
maximum allowed running time before a solution is presented to the user.

As mentioned in the introduction, the time to perform computations is lim-
ited by the user attention timespan. In this study we refrain from using constraint
handling alternatives that might generate a great number of infeasible solutions,
since this would require the evaluation of many invalid solutions. As a result,
we won’t use penalty functions or repair algorithms, but will rely on in specific
operators that will generate only feasible solutions.

Using these operators ensures that every solution evaluated in the simulation
represents a feasible schedule, see [3].

In the case of Simulated Annealing the only operator we need is the muta-
tion. The standard mutation operator of genetic algorithms and other similar
metaheuristics act by modifying a single value of the solution. In Boolean repre-
sentations it changes one boolean value, while in real-valued encodings it modifies
the value by a small random value.

1. For each chromosome, randomly select one gene to change.
2. For the selected gene, find the subset of designers that are valid.
3. Select a random designer from the subset.

In Harmony Search, to provide a more meaningful comparison, we will use
the same mutation operator as Random operator.

2.4 Simulated Annealing

Simulated Annealing was developed by various researchers, in particular
Kirkpatrick et al. [4] and V. Černỳ [6], for combinatorial optimization problems,
though it has been later extended for its use in continuous optimization.

Mathematically SA is derived from the Metropolis algorithm, developed by
Nicholas Metropolis et al. [7]. The main characteristic of Simulated Annealing is
that sometimes, in the process of improving the candidate solution, it will accept
a successor S with a worse fitness than its parent R, with probability

P (t, R, S) = e
fitness(R)−fitness(s)

t , (1)

where t represents the temperature in the physical process, and acts as a tunable
parameter. When t is high, the probability of accepting a worse solution than
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its parent is close to 1, while the probability is almost 0 when t approaches 0.
When t is set at a high value at the start of the algorithm, and then allowed to
decrease with every iteration, the algorithm will exhibit a explorative behaviour
at the start and an exploitative one at the end. An important caveat with SA is
that, as we decrease the value of t, the algorithm is more exploitative and more
similar to a hill-climbing procedure. This is important in our case, as the limited
amount of time to perform computations does not allow for a highly explorative
search.

2.5 Harmony Search

Where SA only uses a single solution that evolves over time, Harmony Search
[8] uses a set (called harmony memory) of solutions.

Harmony Search has been shown to outperform other meta-heuristic solvers
in a wide range of application scenarios such as ground water engineering [10],
localization [11], structural optimization [12], radar [13], telecommunications
[14], music composition [15], power saving in manufacturing machines [16] and
artificial vision [17], among many others. A thorough survey on applications of
the HS algorithm can be found in [18].

The algorithm works iteratively by evolving an initial population in the fol-
lowing steps: (1) an initial population of size HMS (Harmony Memory Size)
is created by adding random solutions; (2) following a procedure involving the
application of three different operators, a new solution is created and evaluated;
(3) if this new solution possess a better fitness than the worst solution in the
HM, the new solution substitutes the worst one in the population (in this way
the population size never changes). The pseudo-code is presented next:

Algorithm 1. Harmony Search pseudocode
1: Initialize the harmony memory with HMS randomly generated solutions
2: while termination criteria not met do
3: create a new solution
4: if rnd < HMCR then
5: use a value of one of the solutions in the harmony memory (selected uni-

formly at random)
6: if rnd < PAR then
7: change this value slightly
8: end if
9: else

10: Generate a random note
11: end if
12: if new solution is better than the worst solution in the harmony memory then
13: replace the worst solution by the new one
14: end if
15: end while
16: Return the best solution in the harmony memory.
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The main parameters directing the creation of new solutions are usually
only three: the harmony memory size, the Harmony Memory Considering Rate
(HMCR) and the Pitch Adjustment Rate (PAR).

The Harmony Memory Considering Rate controls how much information
from the harmony memory is used for the generation of a new solution. As
such, it controls the rate of convergence of the algorithm. It does that by setting
the probability ϕ ∈ [0, 1] that the new value for a certain note is taken uniformly
at random from the values of this same note in all the other solutions in the HM.
In case that (with a probability 1−ϕ) the memory consideration step is not per-
formed, the new value will be randomly chosen from their alphabet (the set of
feasible values).

In the case that HMCR is performed, the probability ϑ ∈ [0, 1] will control the
application of the Pitch Adjusting Rate. This operator controls the frequency of
adjustment of the note selected, by replacing the note by a neighbouring value.
In the present paper, this operator acts by swapping the operation in the same
resource with one of its neighbours.

2.6 Fitness Function

Three objectives are considered in the fitness function, and we use a weighted
sum approach in order to prioritise them. The objectives are (i) the number of
late jobs (ii), the summation of all the late days and (iii), the amount of idle
time in all resources during the next 7 days, with respective weights of 5, 5 and
1 selected by the users.

Each objective is normalised by using a minimum and a maximum value for
each one. In the case of late jobs, the minimum is the number of currently late
jobs, while the maximum is taken as the total number of jobs to schedule. The
minimum value of late days is taken as the current that each late job is already
passed its due date, while the maximum was selected after running multiple
simulations and taking the worst value. As for idle time, the minimum value was
0, while the maximum value is the total idle time after removing the length of
the current in progress ops (given them time to be finished) and all the time
that the designer will be doing other tasks during the next 7 days like holidays,
training etc.

3 Computational Results

In this section we will present the results obtained in the computational experi-
ments. These have been carried out in an Intel Core i7-5600 CPU @2.6 GHz, with
12 GB RAM, using only 1 core. All the experiments have been implemented in
.NET framework. First we will look at the initialisation approaches, followed by
the preliminary tests to find out the best possible parameters for each algorithm
in the current scenario. Then we will compare the performance of SA and HS
versus a hill climbing procedure.
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The assumptions for all the tests are the following:

– Each test will run for 10 s, for the reasons explained in the introduction.
– Each test will be performed 30 times.
– Each run is independent. In particular, a new random seed is used for each

run for the random number generator.
– First, for SA we will find the best temperature, by running the tests for dif-

ferent temperatures. Then we will run SA with both a random initial solution
and an EF one.

– For HS we will experimentally find good values for HMS, HMCR and PAR.

The data we will use for the experiments is taken directly from the company’s
ERP1 system, and represents a normal workload for the design department.
The design department team is composed of 28 resources with varying levels of
expertise. The work ready to schedule is composed by a total of 409 operations,
belonging to 206 jobs. Of these jobs, 76 were already late as the due date was
previous to the time the data snapshot was taken, for a total of 468 current days
late. There were 23 constraints set by the manager on different operations, of
which 6 set a starting time for operations, 1 modifies the run time of an operation
and the rest are holidays and training times for the designers.

First we will look at the impact of using a good heuristic to find an initial
solution for the algorithms. Table 1 shows the results obtained when using the
two initialisation approaches applied to a problem instance; the random solu-
tion values are averaged across 100 repetitions. As expected, the EF approach
provides a much better solution than a randomly generated ancestor with no
significant increase in computational times. In particular, the effect on idle time
is very noticeable.

Table 1. Comparison of initialization methods

Late jobs Late days Total idle time (h)

Random 137 1124 264.7

EF 123 700 76.9

Next we present the results of the analysis on the impact of the most impor-
tant parameters of the presented metaheuristics. In the case of SA, initial tem-
perature in the solution fitness when constraint the computation time to 10 s.
In Fig. 3 it is clear that the initial temperature must stay very small in order
to perform well. Since the initial temperature is so small, we should expect that
SA will perform quite similar to a plain hill climbing algorithm.

As for HS, we begin by performing a set of initial experiments to find a range
of good parameters for the harmony search when applied to the current data set.
1 Enterprise Resource Planning, the information system that manages production,

sales, customers etc.
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Fig. 3. Effect of SA initial temperature on fitness

In Table 3 the population is set to 10, with 7 random solutions and 3 EF
solutions found by the heuristic described in Sect. 2.2. This table shows the
relation between HMCR and PAR parameters.

The effect of the harmony memory size is studied in Fig. 4. This figure shows
that smaller populations are preferable. The other consequence of varying the
HMS is the number of iterations that the algorithm can go through in the fixed
span of time, since the larger the population the more solutions need to be
evaluated. This relation is shown in Table 2 (Fig. 5).

Fig. 4. Harmony memory size
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Table 2. HMS vs. iterations

HMS 5 10 15 20 30 40 50

Fitness 2.37 2.37 2.39 2.4 2.45 2.46 2.47

Iterations 351 172 114 86 55 41 33

Table 3. HMCR vs. PAR

PAR 0.003 0.03 0.1 0.2 0.3

0.999 2.39 2.38 2.46 2.49 2.54

0.99 2.46 2.45 2.51 2.56 2.58

0.9 2.75 2.76 2.76 2.76 2.76

Fig. 5. HMCR vs. PAR

After these initial experiments, the parameters are thus set to:

– Simulated Annealing: temperature = 0.0005
– Harmony Search

• HMS = 10
• HMCR = 0.999
• PAR = 0.03

With these parameters set, we run each algorithm 30 times, each time running
for 10 s. The results in Table 4 are those obtained when running each algorithm
with a Earliest Finish initial solution (3 EF solutions were used together with
7 random ones in case of the HS memory size), and Table 5 shows the results
when the initial solution is a random one (100% random initial solutions in the
HS memory).

As expected, the performance of simulated annealing when initial temper-
ature is set to a very small value is very similar to that of the hill climbing
procedure. Such initial temperature does not allow for a wide exploration of the
solution space, and instead the algorithm mostly exploits the initial solution.
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Table 4. EF initial solution

Avg. fitness Avg. late jobs Avg. late days Avg. idle time (h)

HC 2.22 117 692 107.1

SA 2.24 117 693 107.8

HS 2.38 118 695 142.1

Table 5. Random initial solution

Avg. fitness Avg. late jobs Avg. late days Avg. idle time (h)

HC 2.98 118 792 131.7

SA 3.05 118 799 142.3

HS 4.44 133 927 213.5

A follow-on experiment was performed, where 30 runs of simulated annealing
were run with the stopping criterion of reaching a solution with the same fitness
as that of the average hill climbing (2.22), in order to have an order of magnitude
of the necessary time for SA. After 30 runs of SA, the average running time for
reaching such fitness was 14.3 s (43% greater than the necessary time for the hill
climbing).

4 Conclusions

The research presented in this paper aims at improving the quality of the pro-
duction scheduling in real-life manufacturing scenarios. In those cases, where
decision support systems need to react to unseen changes and in particular pro-
vide quick feedback to human users, the computational time becomes a limited
resource. The experiments presented here show how an appropriate use of a good
initialisation heuristic, like the earliest Finish approach presented in this paper,
followed by an exploitation of the initial solution using simple hill climbing out-
performs the use of more complex metaheuristics like Simulated Annealing or
Harmony Search.

A following extension of this research will be the study of different local search
strategies to work in conjunction with the initialisation heuristic to improve the
quality of the solutions, always in scenarios where the time allowed for compu-
tations is limited by real-life user experience factors.
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Abstract. Bat algorithm is a powerful bio-inspired swarm intelligence
method with remarkable applications in several industrial and scientific
domains. However, to the best of authors’ knowledge, this algorithm has
not been applied so far to the exciting field of swarm robotics. This paper
describes the first physical and computational implementation of the bat
algorithm to a swarm of simple robotic units. The swarm consists of a set
of identical wheeled robots equipped with simple yet powerful compo-
nents that replicate the most important features of the bat algorithm by
either hardware or software. The swarm has been applied to the problem
of coordinated exploration, where the individual self-organizing robots
generate an intelligent collective behavior emerging from the interac-
tions between the robots and with the environment. A computational
and real-world experiment has been carried out to check the feasibility
and performance of this approach. Our experimental results show that
the bat algorithm is extremely well suited for this task, actually leading
to surprisingly intelligent behavioral patterns much better than expected.

Keywords: Swarm computation · Swarm robotics · Coordinated
exploration · Bat algorithm · Collective behavior

1 Introduction

1.1 Swarm Intelligence

One of the most exciting advances in artificial intelligence during the last decades
is the emergence of sophisticate behaviors arising from a collection of simple,
unsophisticated agents collaborating together to solve a complex problem. This
field, globally known as swarm intelligence, is overcoming the traditional mathe-
matical approaches for solving optimization problems and laying the foundations

c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 14
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for a new computational paradigm: the swarm computation. Under this new par-
adigm, there is no a centralized intelligence controlling the swarm, taking deci-
sions, and sending orders to the swarm units about how to behave. Instead, the
limited intelligence of swarm units is amplified by their (local or global) interac-
tions. Members of the swarm have the ability to communicate with each other
and with the environment, thus enhancing the global intelligence of the swarm.
The interested reader is referred to [2,9] for a comprehensive overview about the
field of swarm intelligence, its history, main techniques, and applications.

Nowadays, swarm intelligence is attracting increasing attention owing to its
potential applications in several fields. For instance, military and civil applica-
tions related to the control of unmanned vehicles have been reported in the lit-
erature [10,11,13]. It has also been shown that self-organizing swarm robots can
potentially accomplish complex tasks and thus replace sophisticated and expen-
sive robots by simple inexpensive drones, a research subfield usually referred to
as swarm robotics [1,3,12,14,20].

Swarm intelligence methods are based on the dynamics of natural groups.
A typical example is the behavior of a flock of birds when moving all together
following a common tendency in their displacements, an inspiration to the par-
ticle swarm optimization method. Other examples from nature include animal
herding, ant colony, fish schooling, and many others. This leads to a valuable set
of computational intelligence techniques known as nature-inspired metaheuris-
tic methods, which are intensively used to solve optimization problems [4]. The
reader is referred to [15] for a gentle introduction to several recent nature-inspired
metaheuristic methods. Among them, the bat algorithm is an increasingly pop-
ular swarm intelligence algorithm originally proposed by Xin-She Yang in 2010
[16,18]. The algorithm is based on the peculiar behavior of microbats (see Sect. 2
for details). In our experience, the bat algorithm has shown to be a very effective
method to solve complex multimodal nonlinear continuous optimization prob-
lems involving a large number of variables [5–8].

1.2 Aims and Structure of the Paper

Despite of its remarkable features, to the best of our knowledge, the bat algo-
rithm has never been applied to the exciting field of swarm robotics. Aimed at
filling this gap, in this paper we describe the first physical and computational
implementation of the bat algorithm to swarm robotics. The swarm consists of
a set of identical wheeled robots equipped with simple yet powerful components
carefully designed to replicate the most important features of the bat algorithm
by either hardware or software. The swarm is then applied to the problem of
coordinated exploration in an unknown physical 3D environment.

The structure of this paper is as follows: in Sect. 2 we provide the reader with
a gentle overview about the bat algorithm and its main rules and features. We
also describe the algorithm through its pseudocode. In Sect. 3 we describe the
main features of our implementation of the bat algorithm for swarm robotics
in terms of hardware and software. The analogies between our computational
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and physical swarm robotics implementation, the real bats, and the bat algo-
rithm are also discussed in that section. Finally, a computational and real-world
experiment about coordinated exploration is reported in Sect. 4.

2 The Bat Algorithm

The bat algorithm is a bio-inspired swarm intelligence algorithm originally pro-
posed by Xin-She Yang in 2010 to solve optimization problems [16–18]. The
algorithm is based on the echolocation behavior of bats. The author focused
particularly on microbats, as they use a type of sonar called echolocation, with
varying pulse rates of emission and loudness, to detect prey, avoid obstacles, and
locate their roosting crevices in the dark. The interested reader is referred to the
general paper in [19] for a comprehensive, updated review of the bat algorithm,
its variants and applications.

2.1 Basic Rules

The idealization of the echolocation of microbats can be summarized as follows
(see [16] for details):

1. Bats use echolocation to sense distance and distinguish between food, prey
and background barriers.

2. Each virtual bat flies randomly with a velocity vi at position (solution) xi

with a fixed frequency fmin, varying wavelength λ and loudness A0 to search
for prey. As it searches and finds its prey, it changes wavelength (or frequency)
of their emitted pulses and adjust the rate of pulse emission r, depending on
the proximity of the target.

3. It is assumed that the loudness will vary from an (initially large and positive)
value A0 to a minimum constant value Amin.

In order to apply the bat algorithm for optimization problems more efficiently,
some additional assumptions are strongly advisable. In general, we assume that
the frequency f evolves on a bounded interval [fmin, fmax]. This means that the
wavelength λ is also bounded, because f and λ are related to each other by the
fact that the product λ.f is constant. For practical reasons, it is also convenient
that the largest wavelength is chosen such that it is comparable to the size of the
domain of interest (the search space, for optimization problems). For simplicity,
we can assume that fmin = 0, so f ∈ [0, fmax]. The rate of pulse can simply
be in the range r ∈ [0, 1], where 0 means no pulses at all, and 1 means the
maximum rate of pulse emission. With these idealized rules indicated above, the
basic pseudo-code of the bat algorithm is shown in Algorithm 1. It is described
in next paragraphs.
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Algorithm 1. Bat algorithm pseudocode
Require: (Initial Parameters)

Population size: P
Maximum number of generations: Gmax

Loudness: A
Pulse rate: r
Maximum frequency: fmax

Dimension of the problem: d
Objective function: φ(x), with x = (x1, . . . , xd)

T

Random number: θ ∈ U(0, 1)

1: g ← 0
2: Initialize the bat population xi and vi, (i = 1, . . . , n)
3: Define pulse frequency fi at xi

4: Initialize pulse rates ri and loudness Ai

5: while g < Gmax do
6: for i = 1 to P do
7: Generate new solutions by adjusting frequency,
8: and updating velocities and locations //eqns. (1)–(3)
9: if θ > ri then

10: sbest ← sg //select the best current solution
11: lsbest ← lsg //generate a local solution around sbest

12: end if
13: Generate a new solution by local random walk
14: if θ < Ai and φ(xi) < φ(x∗) then
15: Accept new solutions
16: Increase ri and decrease Ai

17: end if
18: end for
19: g ← g + 1
20: end while
21: Rank the bats and find current best x∗

22: return x∗

2.2 The Algorithm

Basically, the algorithm considers an initial population of P individuals (bats).
Each bat, representing a potential solution of the optimization problem, has a
location xi and velocity vi. The algorithm initializes these variables (lines 1–2)
with random values within the search space. Then, the pulse frequency, pulse
rate, and loudness are computed for each individual bat (lines 3–4). Then, the
swarm evolves in a discrete way over generations (line 5), like time instances
(line 19) until the maximum number of generations, Gmax, is reached (line 20).
For each generation g and each bat (line 6), new frequency, location and velocity
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are computed (lines 7–8) according to the following evolution equations:

fg
i = fg

min + β(fg
max − fg

min) (1)

vg
i = vg−1

i + [xg−1
i − x∗] fg

i (2)

xg
i = xg−1

i + vg
i (3)

where β ∈ [0, 1] follows the random uniform distribution, and x∗ represents the
current global best location (solution), which is obtained through evaluation
of the objective function at all bats and ranking of their fitness values. The
superscript (.)g is used to denote the current generation g.

The best current solution and a local solution around it are probabilistically
selected according to some given criteria (lines 8–11). Then, search is intensified
by a local random walk (line 12). For this local search, once a solution is selected
among the current best solutions, it is perturbed locally through a random walk
of the form:

xnew = xold + εAg (4)

where ε is a random number with uniform distribution on the interval [−1, 1]
and Ag = <Ag

i >, is the average loudness of all the bats at generation g.
If the new solution achieved is better than the previous best one, it is proba-

bilistically accepted depending on the value of the loudness. In that case, the
algorithm increases the pulse rate and decreases the loudness (lines 13–16). This
process is repeated for the given number of generations. In general, the loudness
decreases once a bat finds its prey (in our analogy, once a new best solution is
found), while the rate of pulse emission decreases. For simplicity, the following
values are commonly used: A0 = 1 and Amin = 0, assuming that this latter
value means that a bat has found the prey and temporarily stop emitting any
sound. The evolution rules for loudness and pulse rate are as follows:

Ag+1
i = αAg

i (5)

rg+1
i = r0i [1 − exp(−γg)] (6)

where α and γ are constants. Note that for any 0 < α < 1 an any γ > 0 we have:

Ag
i → 0, rgi → r0i , as g → ∞ (7)

In general, each bat should have different values for loudness and pulse emission
rate, which can be computationally achieved by randomization. To this aim, we
can take an initial loudness A0

i ∈ (0, 2) while the initial emission rate r0i can
be any value in the interval [0, 1]. Loudness and emission rates will be updated
only if the new solutions are improved, an indication that the bats are moving
towards the optimal solution. As a result, the bat algorithm applies a parameter
tuning technique to control the dynamic behavior of a swarm of bats. Similarly,
the balance between exploration and exploitation can be controlled by tuning
algorithm-dependent parameters.
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3 Bat Algorithm Implementation for Swarm Robotics

In this section we implement the bat algorithm described above to swarm robot-
ics by using a swarm of simple robotic units. Our approach to this problem
is a mixture of physical and computational components, as described in next
paragraphs.

Fig. 1. Identical wheeled robots used for our implementation of the bat algorithm and
main components: a single-board microcontroller Arduino UNO (for programming and
connectivity), ultrasound sensors (for collision avoidance), magnetometer (for spatial
orientation), and bluetooth card (for wireless data exchange and communication).

3.1 Hardware Implementation

Our robotic swarm consists of a set of identical wheeled robots. Figure 1 shows
two robots of the swarm oriented in opposite directions for better visualization
of their most distinctive features. Each robot is equipped with a kit of simple
yet powerful components that replicate the most relevant features of the bat
algorithm. The main hardware components are:

1. a single-board micro-controller: in our implementation we use the popular
micro-controller Arduino UNO, since it provides a very good combination
of small size, affordable price, and reasonable computing power. The micro-
controller is responsible for all programming tasks and the connectivity among
the different components;

2. two ultrasound sensors: they are used for collision avoidance with static and
dynamic objects (including other robots in the swarm) as well as with the
physical 3D environment;

3. a magnetometer: used for global spatial orientation purposes; and
4. a Bluetooth card: used for wireless communication and data exchange among

the robots of the swarm and with a central server for tracking purposes.
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Fig. 2. Computational tools used in this paper: (top) graphical editor of game engine
Unity 5; (bottom) programming framework for JavaScript in Visual Studio.

3.2 Software Implementation

The bat algorithm-based robotic swarm has been simulated graphically in
Unity 5, a popular multi-platform game engine especially praised by its portabi-
lity, supporting personal computers, video consoles, mobile devices and websites.
It also provides a nice graphical editor shown in Fig. 2(top), with different win-
dows and workspaces for the project, scene view, game view, hierarchy, tool-
bars, inspector, and many other features. It also supports the programming
languages C# and JavaScript. All programming code in this paper has been
created in JavaScript using the Visual Studio programming framework shown in
Fig. 2(bottom).

3.3 Analogies with the Real Bats and the Bat Algorithm

As mentioned, all components of our implementation have been carefully chosen
to replicate the most relevant features of the real bats and the bat algorithm by
either hardware or software. The features replicated by hardware are:
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1. As any other swarm intelligence approach, there is not a centralized system
controlling the swarm behavior. This also happens in our implementation.
There is a central server, but it does not control the system; it is used for
tracking and monitoring purposes only. All robotic units move and behave on
an individual (yet coordinated) basis.

2. Similar to some microbats, our robots are not provided with vision abilities
at all; instead, they rely on echolocation based on ultrasounds for collision
avoidance and interaction with other robots and the environment.

3. To this purpose, they have small ultrasound sensors sending an 8 cycle burst
of ultrasound pulses, very similar to the typical 10–20 cycle burst of real bats.

4. Each ultrasound pulse of our robots operates at a constant frequency of
40 kHz, well within the typical range of 25–150 kHz of real bats.

5. The robot captures its echo with signals lasting in the order of milliseconds,
as the real bats actually do.

6. The ranging accuracy of the sensor is about 3 mm, very similar to that of
some real bats.

7. The traveling range of pulses in our robots is between 2–500 cm, similar to
the range of a few meters of several bats.

Other bat algorithm features have been replicated by software to ensure the
highest fidelity of our robotic swarm to the bats and the original bat algorithm:

8. The pulse rate of our ultrasound signals can be modified to adapt to different
conditions, as it typically happens with bats in the real world.

9. The loudness can also be modulated in the source programming code.

4 Computational and Real-World Experiment

Our robotic swarm has been tested in an experiment about coordinated explo-
ration on a physical 3D environment. The goal is to reach a target point with-
out any knowledge about its location or the possible paths leading to it. The
experiment has been conducted at both computational and real-world levels.
We performed 100 computer executions for different random initial locations for
the robots. Only 10 of those simulations have been replicated in the real-world
experiment because of battery constraints. Figure 3 shows some screenshots of
the computer experiment along with the pictures of their real-world counter-
part. The environment is a closed storage room with several cardboard boxes
stacked in a very messy way (even occasionally forming structures such as tun-
nels and passageways the robots can take advantage of). The different robotic
units are highlighted with dashed circles of different colors for easier identifica-
tion. We also marked the areas of the different robot locations with rectangles
of different colors for better visualization of the regions of interest. We remark
that the computational and the real-world simulations are performed in a com-
pletely independent way, but with a similar environment (the computer world is
a replica of the real environment) and the same initial locations for the real and
the simulated robots. In fact, the actual positions of the real and the simulated
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Fig. 3. Computational and real-world experiment about coordinated exploration for
swarm robotics. General view (top-left), regions of interest and top view (bottom-right).

robots do not match exactly frame-by-frame because of the stochasticity of the
algorithm. Yet, the general dynamics of the swarm is surprisingly similar.

Our experimental results have been amazingly good, actually much better
than expected. In our prior opinion, the robots should get trapped in challenging
configurations such as U and V shapes, where the robotic units would be forced
to come back, in cases of traffic jam owing to overcrowding, or in cases of narrow
passages and corridors where only a single robot could advance at once. However,
we found surprisingly intelligent behaviors where some units in a formation leave
the group to explore other alternative ways. Sometimes, the robots turn around
without any apparent advantage for doing so; however, the reason becomes clear
after some iterations, when we realized that the unit found a way to reach a
better location than its robotic mates in the formation, even although it initially
implies to move further away from better locations. Finally, to our delight, we did
not find any configuration so far unsolvable for the robots, provided that at least
one 2D solution exists (unfortunately, our robots do not fly!). This experiment
shows that the bat algorithm is extremely well suited for this particular task,
actually much better than we anticipated. We are planning now to improve our
design for smaller robots and extend this analysis to other challenging tasks.
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Abstract. Constraint Satisfaction Problems (CSP) belongs to this kind
of traditional NP-hard problems with a high impact in both, research and
industrial domains. However, due to the complexity that CSP problems
exhibit, researchers are forced to use heuristic algorithms for solving the
problems in a reasonable time. One of the most famous heuristic algo-
rithms is Ant Colony Optimization (ACO) algorithm. The possible uti-
lization of ACO algorithms to solve CSP problems requires the design of
a decision graph where the ACO is executed. Nevertheless, the classical
approaches build a graph where the nodes represent the variable/value
pairs and the edges connect those nodes whose variables are different.
In order to solve this problem, a novel ACO model have been recently
designed. The goal of this paper is to analyze the performance of this
novelty algorithm when solving Multi-Mode Resource-Constraint Satis-
faction Problems. Experimental results reveals that the new ACO model
provides competitive results whereas the number of pheromones created
in the system is drastically reduced.

Keywords: Ant Colony Optimization · Oblivion Rate · Resource-
Constraint Project Scheduling Problems · Pheromone control

1 Introduction

One of the compounding paradigms within the set of NP-hard problems is related
to as Resource-Constraint Project Scheduling Problem (RCPSP) [14]. This fam-
ily of problems is defined by a set of variables that need to be assigned with
a particular value taking into account a set of restrictions that establish con-
straints among the different values assigned to the variables. Therefore, any
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 15
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Constraint Satisfaction Problem (CSP) is represented with a triple (X,D,C)
where X = {x1, x2, . . . xn} represents the set of objects that composes the prob-
lem, D = {d1, d2, . . . dn} is used to describe the domains that contain the differ-
ent values for the objects described in X, and C represents the set of constraints
that relates the objects with their values [3,14].

There is a wide number of complex research and industrial problems that can
be modelled as a CSP, the main techniques, algorithms and methods obtained
from this area have been applied in the last decades to real domains with an
increasing level of complexity (i.e. scheduling and planning problems, energy
optimization, man-power scheduling, travel and car routing optimization, etc. . . )
[1,8,11,12,14].

Due to the inherent complexity of CSP problems, it is common to use Com-
putational Intelligence algorithms (such as Ant Colony Optimization (ACO)) to
solve these problems. In order to use ACO for solving CSP problems, the solu-
tion space must be represented as a graph (called decision graph) over which the
ACO algorithm is executed. The standard approaches for building this decision
graph presents several drawbacks that make it difficult to apply this approach
to CSP instances of moderate to high dimensionality. To solve this problem, a
new CSP-graph based model was proposed in [6], where the reduction in the
size of the decision graph results in a fast growth in the number of pheromones.
In order to control this increase rate of the number of pheromones created in
the model, a new heuristic called Oblivion Rate was included in the model. This
model has been applied to the N-Queens problem [6], the Resource-Constraint
Project Scheduling Problem [7] and the Lemmings Game [9]. The contribution of
this work is the analysis of the performance of the Oblivion Rate heuristic in a
new family of RCPSP problems called, Multi-Mode Resource Constraint Project
Scheduling Problems.

This paper is structured as follows: Sect. 2 contains the description for
the RCPSPs. Section 3 details the implementation of the ACO model used to
RCPSP, including the definition of the new decision graph, the behaviour of the
ants, and the Oblivion Rate heuristic used in this work. The performance of the
selected model is analyzed in Sect. 4 and the conclusions extracted from this
work are outlined in Sect. 5.

2 Resource-Constraint Project Scheduling Problem

This work gravitates on the use of ACO algorithms to the Resource-Constraint
Project Scheduling Problem (RCPSP) [2,4]. The goal of this class of problems
is to find an optimal schedule of the activities that compose a project subject
to the availability and demand of different resources required to undertake these
tasks. In mathematical terms, a project is composed by a set of activities J =
{0, . . . , n + 1}, a set of resource types Q = {1, . . . , q} and a specific number of
resources for each resource type rq∀q ∈ Q. A project composed by n activities
has always n + 2 activities in the set J because activity 0 and n + 1 are dummy
activities explicitly included to represent the start and end of the project and
do not imply any duration nor need for resources.
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Each activity can be executed in one or more different modes. If activities can
be executed only in one mode, the problem is labeled as Single-Mode. Likewise,
if activities can be executed in more than one mode, the problem is called Multi-
Mode. The modes of a given activity represent different ways to execute this
activity. For the same activity, modes differ in both the duration needed to
complete the activity and the set of resources required for its accomplishment.
Formally, the set of different modes of the activity j is denoted as Modej , the
duration of activity j executed with mode m is denoted as djm and it requires
rjmq units of the resource q ∈ Q. Moreover, sj denotes the time when activity
j started the execution, and fj denotes the time when such an activity has
finished. Note that fj = sj + djm because the execution of any activity cannot
be interrupted.

Each project may also contain precedence constraints that establish rela-
tions of time interdependence between the different activities that compose the
project. If a given activity j has a precedence constraint with activity i, activity
i cannot be executed until activity j has finished (i.e. si ≥ fj). By considering
these constraints each activity can be assigned two lists, namely, Pj and Sj ,
which contain its direct predecessors and successors. It is relevant to note that
activity 0 is the only start activity and hence has no predecessors. Likewise,
activity n + 1 is the only end activity and consequently, has no successors.

A solution for a RCPSP is schedule for the different activities that compose
the project. This schedule is composed by the start time for all the activities that
compose the project, S = {sx | ∀x ∈ J } and the different execution modes for
the activities. For a given schedule, the start time is the initial time for activity
0 (s0) and the finish time is the time for activity n+1 (fn+1). The best solution
is those with a minimum makespan [13], i.e. the difference between its finishing
and starting times (fn+1 − s0). A schedule will be declared feasible if it satisfies
the following constraints:

– All the activities are scheduled, and each of them is executed once.
– Any activity must not be started before all its predecessors have finished.

si ≥ fj | ∀j ∈ Pi, i ∈ J .
– At any time t, the sum of resources required for the activities in execution

must not exceed the resource capacities of the project.

3 The Selected ACO Model for Constraint Satisfaction
Problems

This section describes the model (first proposed in [6]) that allows a significant
reduction in the size of the decision graph. The goal of this model is to create
smaller graphs than the ones created in the literature. This section provides a
detailed description of the different components that defines the model which are:

– A new decision graph, which is smaller than the ones created in the classical
approaches.
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– The new ants’ behaviour: the reduction in the size of the graph yields a slightly
more complex behaviour of the ants.

– The new heuristic called Oblivion Rate needed to control the number of
pheromones created in the system.

The classical procedure to model any CSP as a graph is by creating as many
nodes as pairs <variable, value> available in the problem, and connecting those
nodes whose variables are different. More formally, the resulting graph is defined
as G = (V,E) where:

V = {〈Xi, v〉|Xi ∈ X and v ∈ D(Xi)}
E =

{
(〈Xi, v〉 , 〈Xj , w〉) ∈ V 2|Xi �= Xj

}
(1)

where nodes V represent the pairs <variable, value>, and E represents edges
connecting those nodes whose associated variables X are different from each
other.

There are several pitfalls regarding this representation but the most important
are related to the size of the resulting graph and the type of CSPs that can be
represented. In this sense, if the problem has N variables and each of them can
take M different values, the resulting graph will contain N ·M nodes. As the graph
is almost fully connected, the number of edges is (N · M) · (M · (N − 1)) = N2 ·
M2 − N · M2 ∼= N2 · M2. This observation implies that problems composed by
many variables or by variables that could take on a high number of different values
would become really difficult to model and almost computationally prohibitive to
handle due to the size of their underlying graph.

The CSP graph representation selected in this paper was initially proposed
in [6]. This representation focuses on the reduction of the graph size resulting
from the modeling of the CSP as a graph. In this approach, the size of the
resulting graph is drastically reduced because each variable in the problem is
represented only by one node, independently of the number of values that can
be assigned to this variable (as it is traditionally represented in CSP solvers).
Therefore, given any problem composed by N variables whose value can be drawn
from a set of M different values, the resulting graph will have only N nodes,
instead of N · M nodes created in classical graph models. This representation
was applied to the N-Queens Problem, though it can be used in other CSP-like
problems such as video games [5].

The restrictions of the problem are represented in the edges of the graph.
Two nodes will be connected if there is at least one restriction that involves
the variables represented by the nodes. For example, given the nodes N1 (that
represent the variable x1) and N2 (correspondingly, variable x2) there will be
an edge connecting both nodes if there is at least one constraint involving the
values of x1 with the values of x2. Using this representation, the number of edges
is drastically reduced due to the decrease of the number of nodes.

This simplification in the graph size entails a change in the behavior of the
ants. In classical ACO approaches ants have to select the next node to visit,
because the node itself contains the value assignment. Ants only deposit a small
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Algorithm 1. Ants’ behavior needed in the selected graph representation.
1: EvalValList ← getEvaluatedValues(currentNode)
2: PherList ← getPheromoneInformation()
3: selectedVal ← selectValue(EvalValList,PherList)
4: updatePersonalAssignment(selectedVal)
5: D ← getPossibleNodes(currentNode)
6: if (D �= null) then
7: node ← selectNextNode(D)
8: currentNode ← node
9: else

10: resetAnt()
11: end if

quantity of pheromone on the graph and repeat the process until they finish their
execution. When adopting the new representation the ant behavior becomes
more complex because ants are in charge of selecting a specific value for the
variable encoded in the node (see Algorithm1).

In Algorithm 1 ants evaluate the different values that can be assigned to the
variable encoded in the corresponding node (Line 1). This evaluation is per-
formed by using the heuristic function defined for the specific problem. Then
the pheromone information deposited in the graph is used in Line 2. Once the
pheromone and the heuristic values are obtained, ants select one value for the
variable encoded in the node (Line 3). Every ant updates its personal assign-
ments, i.e. its local solution, and compute the possible nodes to visit taking into
account their local solution built so far. If there is at least one possible destina-
tion, the ant selects one of them to visit in the next time step. Otherwise, the
ant finishes its execution and goes back to the nest updating, at the same time,
the pheromone information that has deposited through the graph (Line 10).

Another consequence of the graph reduction is the increase of the number of
pheromones deposited in the graph. Pheromones are placed in the edges of the
graph because the validity of a specific value in a node depends on the given
values to the rest of variables in the other nodes. Thereby, the edge connecting
nodes i and j stores all pheromones related to the variables and values for these
nodes. Depending on the complexity of the problem being solved, the number of
pheromones stored in the graph might saturate the system. The total number of
different pheromones in an edge is proportional to the size of the domains of the
variables involved in the constraint represented by the edge. That is, if |D(vars)|
denotes the different values that the source variable can take, and |D(vard)|
represents different values for the destination variable, the edge connecting source
and destination node could store, a maximum of |D(vars)| · |D(vard)| different
pheromones.

In order to reduce the number of pheromones stored in the graph an Oblivion
Rate heuristic is incorporated to the system. This heuristic removes a subset of
pheromones from the network. It is important to note that this heuristic must
be carefully designed, because it affects directly on the system performance.
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Consequently, the design of this heuristic depends on the problem being
addressed. In this work, the selected Oblivion Rate is a dynamic function that
depends on the number of pheromones created in the system to compute the
number of pheromones that will be removed. This heuristic applied at step t is
defined as:

R(t) = 1 − 1
tS(t)

, (2)

where S(t) represents the number of pheromones created in the graph at step
t. Equation 3 defines this function, that depends on the number of pheromones
created (P (t)) and the maximum number of pheromones that can be created
(MaxPher), yielding

S(t) =
P(t)

MaxPher
. (3)

In order to compute the maximum number of pheromones, Expression 4 pro-
vides an upper bound value using the classical graph-based representation pre-
viously described. This upper bound is computed by estimating the number of
nodes and edges that the graph would contain by using the classical representa-
tion, i.e.

MaxPher(j,m) = j · m · (j − 1) · m = j · m2 · (j − 1). (4)

4 Experimental Results

The main goal of the experimental results discussed in this section is to analyze
the performance of the described ACO model when tackling RCPSP problems.
Performance will be measured as the quality of the solutions found by the ACO
model, as well as the number of pheromones stored in the system. The dataset
used in this work has been extracted from the PSPLIB library [10] by selecting
those problems where the number of execution modes are greater than 1, i.e.
selecting the Multi-Mode problems (a description about the characteristics for
the selected problems can be found in Table 1).

The configuration for the ACO algorithms carried out in this work is the same
for all the experiments. The colony is composed by 100 ants that are executed
during 100 steps. The evaporation rate is fixed to ρ = 0.05 whereas the values
for α and β are 1 and 2 respectively.

The first experiment carried in this work analyzes the reduction in the num-
ber of pheromones created in the system. In order to do that, the different prob-
lems have been solved using the selected ACO model without Oblivion (Normal
ACO) and using the Dynamic Oblivion. The number of pheromones created by
both ACO models and the corresponding reduction percentage are shown in
Table 2.

As it can be observed in this table, there is an important reduction in the
number of pheromones of, at least, 94%. This is an important reduction because
each pheromone is a structure stored in the memory of the system and it could
be saturated. Nevertheless, pheromones are used to guide the colony to the
optimal solutions. Thus, this reduction could affect to the quality of the solutions
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Table 1. Description of the different problems available in the RCPSP dataset.

Problem #Instances #Activities #Modes

j10.mm 536 10 3

j12.mm 547 12

j14.mm 551 14

j16.mm 550 16

j18.mm 552 18

j20.mm 554 20

j30.mm 640 30

m2.mm 481 16 2

m4.mm 555 4

m5.mm 558 5

Table 2. This table shows the maximum number of pheromones created in the system
using the Dynamic Oblivion Rate, and without the Oblivion Rate (Normal ACO).

Problem Normal ACO Dynamic Oblivion Reduction pct.

j10.mm 2023 68 96.63%

j12.mm 2695 83 96.92%

j14.mm 3246 101 96.88%

j16.mm 3841 120 96.87%

j18.mm 4315 142 96.71%

j20.mm 4865 168 96.54%

j30.mm 5922 276 95.33%

m2.mm 2092 112 94.64%

m4.mm 4891 268 94.52%

m5.mm 5645 121 97.85%

found by the ACO model. In order to measure whether this reduction affects to
the quality of the solutions found, we have computed the average minimum
makespan obtained by the different ACO algorithms and compared it against
the average best makespan published by the research community.

Table 3 shows the average minimum makespan published by the research
community and the average minimum makespan obtained by the selected model:
without using the Oblivion Rate (Normal) and using the Dynamic Oblivion
Rate for the Multi-Mode problems of the PSPLib dataset. As it can be seen in
this table, the average minimum makespan obtained by our approach is really
similar when the model is not using the Oblivion Rate, and when the Dynamic
Oblivion Rate is used. These results are really promising if we take into account
the strong reduction in the number of pheromones created in the system when
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Table 3. This table shows the average minimum makespan published by the research
community, the average minimum makespan obtained by the selected model without
using the Oblivion Rate (Normal) and using the Dynamic Oblivion Rate for the Multi-
Mode problems belonging to PSPLib.

Dataset MinPubl. Normal ACO Dynamic Oblivion

m2.mm 30.16 ± 6.87 31.04 ± 7.42 31.04 ± 7.4

m4.mm 22.71 ± 7.3 26.69 ± 8.61 26.68 ± 8.51

m5.mm 21.16 ± 8.14 25.73 ± 9.4 25.76 ± 9.31

j10.mm 19.04 ± 6.21 19.69 ± 6.46 19.68 ± 6.46

j12.mm 21.34 ± 6.48 22.36 ± 6.63 22.25 ± 6.54

j14.mm 23.18 ± 6.14 25.23 ± 6.73 25.31 ± 6.79

j16.mm 24.93 ± 6.02 27.67 ± 7.03 27.76 ± 7.07

j18.mm 26.57 ± 6.47 29.99 ± 7.66 30.09 ± 7.54

j20.mm 27.71 ± 6.99 32.08 ± 8.62 32.08 ± 8.76

j30.mm 28.79 ± 7.44 36.16 ± 17.39 36.16 ± 17.44

the Oblivion Rate is used. The utilization of the Dynamic Oblivion Rate reduces
at least the 94% of the pheromones for Multi-Mode problems, building solutions
really close to the ones obtained by the system without controlling the number of
pheromones, and thus having more information about the past of the algorithm.
Finally, all these makespan values obtained by our approach are really close to
the optimal makespan obtained by the research community. For previous reasons,
we can conclude that the Oblivion Rate heuristic and the selected ACO model
are a good approach for solving RCPSP problems because the system obtains
solutions close to the optimal, and the number of pheromones created in the
system has been extremely reduced.

5 Concluding Remarks

Constraint Satisfaction Problems (CSP) belongs to this kind of traditional NP-
hard problems with a high impact in both, research and industrial domains.
There are several problems that can be modelled as a CSP such as planning,
scheduling, travel and car routing problems, videogames or energy, among others.

However, due to the complexity that CSP problems exhibits, researchers are
forced to use heuristic algorithms for solving the problems in a reasonable time.
One of the most famous heuristic algorithms is Ant Colony Optimization (ACO)
algorithm, but the classical utilization of ACO algorithms build a decision graph
composed by the same number of nodes as pairs <variable, value> available in
the problem. Therefore the size of the resulting graph could be unmanageable
depending on the number of variables and values of the selected problem.

In order to solve this problem, a new ACO model was proposed in [6]. This
model is characterized by the utilization of a reduced decision graph and by



Quantitative Analysis of ACO Models Applied to Multi-mode RCPSP 153

the usage of a Oblivion Rate heuristic for controlling the number of pheromones
created in the system. This paper studies the applicability of the novel approach
to solve Multi-Mode Resource Constraint Satisfaction Problem. For evaluating
the ACO model, we have selected the Multi-Mode instances belonging to the
PSPLib dataset. The experimental results reveals that the ACO model is able
to remove, at least, the 94% of the pheromones of the system without affecting to
the quality of the solutions built by the ACO algorithm. This result reveals that
the ACO algorithm is a good approach for solving RCPSP problems because it
is able to guide ants to optimal, or sub-optimal solutions, maintaining in the
system those pheromones created by the best solutions.
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Abstract. In a competitive market relationships between telecommuni-
cations operators serving simultaneously over a certain geographical area
are diverse and motivated by very different business strategies and goals.
Such relationships ultimately yield distinct pricing portfolios depend-
ing on the contractual affiliation of the user being served. Furthermore
a key role in the last decade is the concept of tethering (connection
sharing) which, when controlled by the operator, may help alleviating
the consumption of network resources in densely populated scenarios.
In this work we investigate the application of bi-objective heuristics for
the design of Pareto-optimal network topologies leading to an optimal
Pareto between the revenue of the incumbent operators in the scenario
and the quality of service degradation experienced by the end users as
a result of tethering. Based on computer simulation this work unveils
that such a Pareto-optimal set of topologies is strongly determined by
the market relationships between such operators.

Keywords: Traffic offloading · Pricing · Multiobjective · Competition ·
Coalition

1 Introduction

In the last years the telecommunication sector has witnessed an upsurge of the
number of operators concurrently offering services over the same geographical
area [1]. This sharp increase has been specially notable in the provision of mobile
services, mainly due to the liberalization of this market in several economies
and the decoupling between service deployment and infrastructure management,
the latter introducing the role of the so-called virtual operator [2]. As such,
virtual operators do not follow the conventional approach of acquiring a spectrum
license to deploy a mobile network and offer their services, but rather enter the
market by exploiting the infrastructure of incumbent operators to offer Over-
The-Top (OTT) services [3]. The coexistence of these market stakeholders with
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 16
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traditional network operators lay the basis for a strongly competitive mobile
market analyzed from different techno-economic perspectives [4–9].

In this context the appearance of multiple virtual players in the telecommu-
nication market has grown at a significantly higher pace than the deployment
of new access infrastructure. Content providers and virtual operators have come
along with new mobile usage patterns by end users, who have increased their
demanded resources from the network as a result of lower prices of terminal
devices and the ubiquitous access to high-quality contents. According to Cisco
[10] an exemplifying growth of 74% in the global mobile data traffic has been
registered in 2015. The need for allocating resources to accommodate the chal-
lenging data explosion in mobile networks is what has pushed operators not only
to share not only infrastructure in terms of core and radio access networks (as
done by the aforementioned virtual operators), but also to explore opportunistic
methods that involve their users themselves.

To this end, traffic offloading refers to the family of mechanisms aimed at
minimizing the amount of information delivered over licensed communication
resources which among other strategies can be accomplished by opportunisti-
cally resorting to local wireless communication technologies and dynamic content
caching [11]. The criteria adopted in mobile traffic offloading can be very diverse,
from the most straightforward policies (i.e. the maximization of the end-user
satisfaction or the minimization of network operating expenses) to more elabo-
rated schemes dealing with energy consumption, offload/upload persistence or
the social centrality of the user along its predicted mobility trace [12]. Disre-
garding the criterion adopted to this end, the result is that traffic is shifted to
opportunistically set inter-device networks.

In this paper we postulate that opportunistic traffic offloading can also pro-
vide interesting benefits when implemented between users of different mobile
operators. In particular our work can be framed in the context of user incen-
tives, by which users allow sharing their bandwidth for either offloading traffic of
the operator to which they are subscribed, or providing service to subscribers of
other operators. In this latter case incentives must be provided at two different
levels of the scenario: between different operators and from operators to those
subscribers from their client portfolio that should act as opportunistic relays and
share their resources. This manuscript will explore how such incentive agree-
ments impact on the Pareto trade-off between the quality of service delivered
to end-users and the costs incurred to implement such policies. In particular we
will resort to multi-objective heuristics to seek the set Pareto-optimal multi-hop
network configurations – i.e. which nodes should be promoted to relays– under
different incentive ratios among the operators. We will show that when operators
ally together by agreeing low resource sharing fees, their overall benefit increases
with respect to a competitive scenario with higher sharing fees. This increased
benefit, however, yields a degraded quality of service to the end-user which, in
a practical scenario, should be lower bounded in a per application basis. The
simulations results obtained from different scenarios and incentive policies will
be discussed so as to support these conclusions.
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The reminder of this paper is structured as follows: Sect. 2 will formulate
the optimization problem that models the offloading of traffic among operators,
which will be efficiently solved by means of the solution encoding approach and
heuristic solver described in Sect. 3 and subsections therein. The performance
of the overall scheme is analyzed and discussed in Sect. 4 based on computer
simulations. Section 5 ends the manuscript by drawing several conclusions.

2 Problem Formulation

This section presents key concepts and introduces the notation used throughout
the rest of the paper. Let us suppose an area of dimensions Xmax × Ymax, where
N different operators offer their services so that the n-th operator – where n ∈
{1, . . . , N} – has M(n) clients, i.e. each operator serves a total of M(n) users with∑N

n=1 M(n) � M denoting the total number of users existing in the area. Each
operator will have a constant and circular coverage area with radius R(n), whose
limits fall within the previously defined area Xmax × Ymax. Such operators are
connected to a backhaul station as shown in Fig. 1. Nodes correspond to users’
devices (e.g. smartphones, tablets, etc.) located at coordinates {(xm, ym)}M

m=0,
each with its contracted services signed with operator O(m) ∈ {1, . . . , N}.

n = 1

n = 2

n = 3

1
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3

4

5
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11
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10

Coalit
ion

Competition

Coalition

Fig. 1. Diagram of the scenario with N = 3 operators and M = 12 users. In this
hypothesized situation user n = 2 is sharing his/her connection with users n ∈ {1, 3, 4},
which may (or may not) be clients of the same operator.

User devices are assumed to be equipped with at least two wireless network
interfaces such that one of them connects to Internet contents through the opera-
tor’s cellular base station (BS), whereas the other resorts to short-range wireless
protocols (e.g. WiFi or Bluetooth) to share its bandwidth with other users as
a tethering interface. All devices operate in full duplex mode so as to be able
to send data to the BS and receive data from other nearby nodes if tethering is
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enabled. Users under service can be connected to the backhaul through three dif-
ferent ways, each characterized by diverse requirements regarding the perceived
quality of service and the cost for both the operator and the user/client:

1. Via the operator contracted by the user: in this case the node will be con-
nected directly to the operator with whom he/she has signed the contract.
In this case the quality of service delivered to the user is expected to be con-
tracted and ensured by the operator. For this rationale this direct connection
policy yields the highest cost C∗ for the operator among all the cases.

2. Via other third-party operator: in this second connection mode the node at
hand will access the backhaul via an external operator with whom he/she has
no signed contract. In this case a cost penalty must be taken into account to
model the market relation between the operators in the management of each
other’s clients. A parameter α � C∗/C� ∈ [0, 1] with n �= n′ is defined such
that
– If α � 1 the relationship between operators is a market coalition, i.e. the

operational cost associated to the provision of services to any given user
is approximately the same disregarding the operator with whom the user
signed his/her contract (i.e. C∗ � C�).

– If α � 1 operators will be assumed to compete under a hostile market
relationship, namely, it will be significantly more costly for an operator
to serve its contracted clients through the premises of the other operator
than through its own network equipment.

3. Via tethering: in this last option a node will connect to its BS through the
tethered connection open by another user by virtue of the short-range wireless
interface of his/her device. This case is expected to maximize the benefit of the
operator and the users: operators can serve the user via tethering at a reduced
cost CT modeling an incentive paid to the user sharing his/her connection,
which is assumed to be lower than the cost C∗ incurred when serving the user
directly. However, the relayed connection is assumed to degrade the quality
of service experienced by the tethered user in the form of processing delays
and/or reduced connection bandwidth. The relay node may represent a client
from the same operator or instead, belong to any other provider.

The network operator n ∈ {1, . . . , N} obtains its benefit as the difference
between the operational costs of providing service to its users and the monetary
income yielded by their contracts {Ωm}M

m=1. We simplify this cost as the sum of
the costs associated to the price of the resources needed to establish the connec-
tion directly to the BS (collected in C∗), the price of serving a user through a
connection of any other operator (resp. C�) and the cost of tethering a connec-
tion, in the form of an incentive CT to the client owning the tethering device. If
we denote such a profit as B(n), we have that

B(n, ζ) �
∑

m∈M(n)

Ωm − Ctot
m (ζ), (1)
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where the total cost per user Ctot
m (ζ) is given by

Ctot
m (ζ) � C∗I(ζ(m) = D) + C�I(ζ(m) = O) + CT I(ζ(m) = T), (2)

with I(·) as an auxiliary indicator function taking value 1 if its argument is true
(and 0 otherwise). In the above formulae ζ(m) ∈ {D, O, T} denotes the connection
mode (DIRECT, OTHER, TETHERED) of user m as per the description above. This
defined budget will encompass the first optimization goal tackled in this study
via the heuristic refinement of the vector of connection modes ζ � {ζ(m)}M

m=1.
When the user at hand is tethered through the shared connection of any

other user in the network, we will assume that the quality of service degrades in
the form of a processing delay. The delay severity will be modeled as a numerical
score whose value depends on (1) the number of hops from the user to the BS;
(2) the number of simultaneously tethered users at the intermediate nodes that
compose the path from the user to the BS. This numerical score R(ζ) will be
set by the topology of the tree network modeling the connections between the
underlying set of users and the BS deployed in the scenario, which in turn is given
by the choice of connection modes ζ for the compounding nodes of the network.
This tree is rooted on the backhaul, with N first-level nodes representing the BS
in the scenario, and intermediate/leaf nodes standing for the M users.

While other progression models for the delay can be assumed instinctively,
in this work we will compute R(ζ) as the average of the transmission slots to be
waited by every node in the network in the best and worst cases. Assuming a
round robin scheduling policy among users tethered at the same device, the best
case stands for the case where node m transmits directly through a multihop
path to the BS without awaiting for any other’s transmission. The latter (worst
case) corresponds to the case when the node is scheduled for transmitting during
the last transmission slot of every intermediate tethered set of users until the BS
at hand. If Mm

l (n) denotes the number of users at level l in the subtree rooted on
BS n ∈ {1, . . . , N} such that

∑
l

∑
m Mm

l (n) = M(n) and all nodes in Mm
l (n)

share the same parent node as m; and l(m) ∈ {1, . . . , Ln
max} (with n = O(m))

is the level at which user m is located in the aforementioned subtree, this score
particularized for BS n will be given as

R(n, ζ)=
1

M(n)

∑

m∈M(n)

(Rm
wc(ζ) + Rm

bc(ζ))
2

=
1
M

M∑

m=1

l(m) + M1(n)
∏l(m)

l′=2 Mm
l′ (n)

2
,

namely, as the average between the number of hops between m and its BS (best
case) and the maximum number of scheduling slots that m should await for
transmission (worst case). Based on this definition, the problem tackled in this
paper can be formulated as the search for a K-sized set of optimal connection
modes {ζ�

k}K
k=1 such that the Pareto trade-off between the operators’ revenue

and the quality of service experienced by the users is differently balanced, i.e.

{ζ�}K
k=1 = arg

ζ∈{D,O,T}M

[max B(n, ζ), min R(n, ζ)], (3)
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which can be read as the maximization of the operators’ benefit and the min-
imization of the delay experimented by the users. From an intuitive perspec-
tive such optimization objectives are conflicting: in order to reduce operational
expenditures, an operator will prefer that their users share as much bandwidth
as possible via tethering and a favorable mechanism for incentives. Likewise,
direct connections will ensure a high quality of service for the users, but will go
against the business goal of the operator at hand. By solving the above optimiza-
tion problem the decision maker commanding the operator of the network can
easily trade one objective for the other as a function of the business priorities
and the contractual requirements established at the time. In the next section
we will describe the heuristic solver designed to efficiently deal with the above
problem.

3 Proposed Solver

To solve the problem formulated in the previous section we will resort to a multi-
objective version of the Harmony Search (HS) algorithm, a music-based meta-
heuristic optimization method first presented in [13] as a result of the observation
of the music improvisation procedure undertaken by musicians. When seeking a
perfect harmony musicians rely on both their memory of notes played in the past
and random pitch variations, which are emulated in a computer program much
alike crossover and mutation processes in Evolution are mimicked in Evolution-
ary Algorithms. Notes played by the musicians represent the values of the opti-
mization variables, which are iteratively refined by applying the aforementioned
operators until a stop criterion is met (e.g. a maximum number of iterations or
a steady convergence of the fitness values along successive iterations). The good
performance scores obtained by this heuristic has been evinced in many appli-
cation scenarios [14], with several prior contributions in the telecommunication
domain [15–18].

1 7 3 2 6 4 10

8 9 5

Fig. 2. Tree structure represented by the Dandelion string C = {6, 2, 4, 9, 3, 7, 6, 8}.

In order to represent numerically the solutions to the problem in Expression
(3) (i.e. ζ) the Dandelion code will be used to represent the tree-like network
topology that jointly represents nodes connected to the backhaul under the three
connection modes {D, O, T} considered in this work. It is important to observe
that by evolving this tree the connection mode is determined depending on which
nodes result to be connected to each other. The Dandelion code is a bijective
mapping between a tree network topology of M + N + 1 nodes and an integer
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string with length M +N −1. This code has several properties in terms of inher-
itance and locality that make it suitable for tackling tree optimization problems
by means of Evolutionary Algorithms [19], particularly in telecommunications
[20–22]. A brief explanation of the encoding and decoding processes is now given:

– Dandelion encoding: Given a tree on n nodes T ∈ Γn, usually in the form of
an adjacency list or connectivity matrix, with Γn denoting the set of possible
trees interconnecting n nodes:

• Step 1: list intermediate nodes on the path from 1 to n in T . Referring to
the example tree given in Fig. 2, these are nodes 7, 3, 2, 6 and 4.

• Step 2: find cycles in the list π by searching for limit elements, namely,
elements larger than any other to their right. Such elements for π in the
example list are 7, 6 and 4 and thus cycles are (7), (3, 2, 6) and 4.

• Step 3: the array AC for tree T is constructed by filling its first row with
elements 2, 3, 4, . . ., n − 1 and adding cycle-related information into its
second row, i.e.

Ac =
[
2 3 4 5 6 7 8 9
6 2 4 − 3 7 − −

]
.

• Step 4: Ci+1 =�i for every i ∈ [2, n − 1] and �x denoting x’s successor
relationship. Then, the Dandelion code C corresponding to tree T is given
by the contents of bottom row of AC .

Ac =
[
2 3 4 5 6 7 8 9
6 2 4 9 3 7 6 8

]
. (4)

By looking at the complete AC representation of the example, the
Dandelion code of the hypothesized tree T is C = {6, 2, 4, 9, 3, 7, 6, 8}.

– Dandelion decoding: this procedure produces a tree T ∈ Γn as follows:
• Step 1: a 2 × n − 2 matrix Ac is built by inserting the integer set

{2, 3, . . . , n − 1} in the first row and the elements of C in the second
row. For the exemplifying code C = {6, 2, 4, 9, 3, 7, 6, 8}, Ac is given as
per (4)

• Step 2: define fC : [2, n − 1] → [1, n] such that fC(i) = Ci for each
i ∈ [2, n − 1]. Note that fC(i) corresponds to the i-th position Ci of the
code.

• Step 3: cycles associated to fC are computed as {Z1, Z2, . . . , ZL}. In the
example 3 cycles, namely (2 6 3), (4) and (7), are obtained. Provided that
bl denotes the maximum element in Zl (with l ∈ {1, . . . , L}), cycles are
then reordered such that bl is set as the rightmost element of Zl, and that
bl > bl′ if l < l′. In words, cycles are circularly shifted so that the largest
element is the rightmost and sorted so that cycle maxima decreases from
left to right. In the example this step yields {Z2, Z1} = {(7), (3 2 6), (4)}.

• Step 4: a list π of the elements in {Z1, Z2, . . . , ZL} is composed in the
order they occur in the cycle list, from the first element of Z1 to the last
entry of ZL, i.e. π = {(1)(7)(3 2 6)(4)(10)}.



164 J. Consul et al.

• Step 5: the tree T ∈ Γn corresponding to C is constructed by arranging a
set of n isolated nodes labeled with the integers from 1 to n. A path from
node 1 to node n will be constructed by traversing the list π from left
to right. An edge will be included between nodes i and Ci for every i ∈
{2 . . . , n−1} not occurring in π. The tree corresponding to the Dandelion
code C = {6, 2, 4, 9, 3, 7, 6, 8} is the tree given in Fig. 2.

The compounding steps of the proposed bi-objective HS solver are as follows:

1. Initialization: a pool of ϕ solutions with lengths M + N − 1 is initialized
uniformly at random from the alphabet {2, . . . , M +N}, which are evaluated
according to the objectives as per (3).

2. Harmony improvisation: a new set of solutions is created from the previous set
of harmonies by applying three stochastic operators: Harmony Memory Con-
sidering Rate (HMCR), Pitch Adjustment Rate (PAR) and Random Selection
Rate (RSR), each driven by probabilistic parameters PHMCR, PPAR and PRSR,
respectively. We embrace the seminal definition of these operators proposed
in [13] and extended in [23].

3. Fitness evaluation and memory update: the fitness values of the newly pro-
duced solutions is obtained and compared with those of the previous ones.
As we deal with a bi-objective optimization problem a non-dominated sorting
criterion based on dominance rank and crowding distance (similar to the one
embedded in the well-known NSGA-II evolutionary solver [24]) is selected.
Only the first ϕ solutions in the list of harmonies ordered by front rank (first)
and crowding distance (second) will be kept for the next iteration.

4. Termination: steps 2 and 3 are repeated until a number of iterations I set
beforehand are completed.

4 Experiments and Results

In order to assess the performance of the proposed solver when addressing the
bi-objective optimization problem stated in (3), two different scenarios have been
created with two operators providing services over the same geographical area.
The relation between both operators is defined by α as explained in Sect. 2. In all
cases the area is 50×50 with a density of 20 nodes/users per operator. Values of
the coverage radii {R(n)}2n=1 have been dynamically adjusted in order to provide
service to at least 95% of the deployed users. Parameters of the HS solver are
set to ϕ = 30, PHMCR = 0.5, PPAR = PRSR = 0.1 and I = 500 iterations, with
results averaged over 5 Monte Carlo experiments for each scenario. Incomes
from service contracts are assumed to be Ωm = 1200 ∀m ∈ {1, . . . , M}, whereas
costs are fixed to C∗ = 1000 (direct connection), CT = 600 (tethering incentive)
and C� = C∗/α ∈ {1000, 10000}. (i.e. α ∈ {1, 0.1}). Regarding the latter it is
important to note that α = 1 will emulate a coalition market agreement between
operators, whereas α = 0.1 will correspond to a competitive market environment.

The discussion focuses on Fig. 3 and the statistics summarized in Table 1.
As can be inferred from these obtained results, the income for the operators is
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Table 1. Statistics of the obtained Pareto front estimations.

min B(n, ζ) max B(n, ζ) min R(n, ζ) max R(n, ζ)

Coalition (α = 1) 4000.00 8800.00 10.43 884.98

Competition (α = 0.1) 4400.00 8400.00 10.43 724.12

lower for the case when both implement a hostile pricing policy – i.e. a low α –
to provide services to external users. One would expect that this reduced profit
would come along with a remarkable improvement in terms of quality of service
for the end users (i.e. lower values of R(n, ζ)). So do the obtained values for this
metric, but differences with respect to the coalition case are only found in its
maximum value. Therefore, from these results it can be concluded that for the
simulated scenarios, a coalition scenario between service providers is favorable
for increasing their average benefit whenever the degradation of the quality of
service is admissible under the contractual conditions of their users.

Average QoS score 0.5 2
n=1 R(ζ, n)
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Fig. 3. Pareto Fronts trading average benefit for the quality of service offered to users
under coalition and competition between operators.

5 Concluding Remarks

This manuscript has elaborated on analyzing the impact of different pricing
agreements between service operators on the Pareto trade-off between their net
income and the quality of service offered to their users. We have formulated
this scenario as a bi-objective optimization problem, which relies on modeling
the connection from users to the operators’ network equipment as a tree graph
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that, in addition, accommodates the possibility of the operator to tether connec-
tions under incentive mechanisms. This graph is evolved towards Pareto-optimal
configurations differently balancing quantitative metrics of the aforementioned
optimization goals. The evolution is implemented efficiently by a heuristic solver
that iteratively refines candidate solutions represented by means of the so-called
Dandelion code, which possesses interesting features for evolving tree net-
works via crossover and mutation processes. Preliminary simulation results have
evinced how such objectives behave when operators agree on a soft pricing pol-
icy for user roaming or, alternatively, impose hostile costs when processing users
from any other counterpart.
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Abstract. In the last decade the interest around network caching tech-
niques has augmented notably for alleviating the ever-growing demand of
resources by end users in mobile networks. This gained momentum stems
from the fact that even though the overall volume of traffic retrieved from
Internet has increased at an exponential pace over the last years, sev-
eral studies have unveiled that a large fraction of this traffic is usually
accessed by multiple end users at nearby locations, i.e. content demands
are often local and redundant across terminals close to each other, even
in mobility. In this context this manuscript explores the application of
multi-objective heuristics to optimally allocate cache profiles over urban
scenarios with mobile receivers (e.g. vehicles). To this end we formulate
two conflicting objectives: the utility of the cache allocation strategy,
which roughly depends on the traffic offloaded from the network and the
number of users demanding contents; and its cost, given by an cost per
unit of stored data and the rate demanded by the cached profile. Sim-
ulations are performed and discussed over a realistic vehicular scenario
modeled over the city of Cologne (Germany), from which it is concluded
that the proposed heuristic solver excels at finding caching solutions dif-
ferently balancing the aforementioned objectives.

Keywords: Network caching · Vehicular networks · Heuristics

1 Introduction

Content caching and delivery leverage the storage capabilities and wireless inter-
faces of user terminals to store concurrently and redundantly accessed contents.
These functionalities are applied on the realistic assumption that a large per-
centage of such contents will be requested by nearby users in the near future. By
eliminating the need for retrieving such contents from the core network the traf-
fic flow demand from the telecommunication operator can be contained, which
is crucial in light of recent forecasts around Internet stats with annual network
traffic volumes expected to score above the zettabyte in 2016 [1]. This strategy,
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 17
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which finds its roots in the early stages of Internet (with local HTTP caches and
proxies becoming the de facto standard [2,3]), has reborn in the last years as
a means to reduce network traffic, bottlenecks, and user access latencies in 5G
networks [4–6]. In-network caching, which refers to the deployment of content-
driven caches through a given network, is one of the mechanisms that lie at
the core of the Information-centric networking (ICN) paradigm, which aims at
changing the Internet infrastructure from its traditional host-centric, connectiv-
ity based principle [7]. ICN envisages a network composed by named information
entities (i.e. contents) whose labels are irrelevant with respect to their location
over the network infrastructure. This radical swift involves that users consume
contents rather than resources, hence information entities embody the resource
unit around which users’ network operations are planned [8].

To this end, many different in-network caching strategies have been proposed
in the literature, each adopting different perspectives and approaches in regard
to the cooperation between caches, the criterion to cache a certain content or
the network topology over which such caches are deployed. The performance of
content-oriented networking has been studied under different application sce-
narios, with recent yet scarce contributions analyzing the performance gains
that an information-centric network operation yields in vehicular environments
[9–11] and in general, mobility-based adhoc networks [12]. However, most pre-
vious studies rely on very simplistic mobility assumptions such as a Manhattan
grid as the road layout and constant vehicle speeds, which oversimplify the net-
work model and do not capture properly the short-lived, spotty nature of the
connectivity in such a communication environment.

In this paper we analyze how multi-objective heuristics can be applied to the
allocation of cache profiles through the network on the assumption that travel
patterns of the vehicles demanding such contents have been inferred a priori
by predictive models. We find our motivation to address content caches at a
profile level in the dynamic essence of the vehicular scenario under analysis,
which makes it difficult to learn or predict user’s profiles in a file basis. In
particular our work will assess the Pareto trade-off between the utility of the
cache allocation strategy and its economical cost. On one hand, a quantitative
measure of the former optimization objective will be formulated as a function of
the coverage of vehicles, the number of vehicles demanding contents from cached
profiles and the effective duration of the caching session delivered to the users
under coverage. On the other hand, the economical cost of the cache deployment
will vary depending on the cached profile and the level of service – in terms of
number of simultaneously served users. Once the problem has been formulated
we will resort to multi-objective heuristics in order to determine the set of Pareto-
optimal caching strategies (namely, which profiles should be cached and served
in the scenario) differently balancing the aforementioned goals. The performance
of the proposed approach is discussed based on simulation results obtained from
a realistic vehicular environment deployed over the city of Cologne, Germany.

The rest of the manuscript is structured as follows: first Sect. 2 will pose the
notation and formulate the problem studied in this research work. Next, Sect. 3
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describes the heuristic solver designed to tackle the optimization problem at
hand. Section 4 presents and discusses the obtained simulation results and,
finally, Sect. 5 concludes the paper and describes several future research lines
of interest within the scope of this work.

2 Problem Formulation

According to the schematic diagram shown in Fig. 1, we assume an urban sce-
nario S with N nodes {vn}Nn=1 representing vehicles with V2I (Vehicular to
Infrastructure) communication capabilities. It is assumed that a priori proba-
bilistic knowledge about the routes of the vehicles has been acquired by virtue
of soft-output predictive models (e.g. [13,14] and references therein), which can
be modeled as a spatial-temporal probability density distribution fn

t (X,Y ) such
that (X,Y ) denotes geographical coordinates (e.g. latitude and longitude) and∑

(x,y)∈S fn
t (X,Y ) = 1 ∀n ∈ {1, . . . , N} and ∀t ∈ [Tn

in, Tn
out]. Here Tn

in and Tn
out

stand for the time instants in which vehicle vn enters and leaves the scenario,
respectively. The coordinates for a given vehicle vn at time will be given by xn(t)
and yn(t). A circular coverage model with radii rn will be adopted.

q = 1

q = 2

q = 3

q = 4

P�
7

P�
2

P�
1

P�
2

Fig. 1. Schematic diagram of the system model under consideration with Q = 4 caches
distributed over the scenario, N = 17 vehicles and two cases highlighted: P�

1 �= P�
2 (i.e.

content stored at cache q = 1 is not that demanded by vehicle n = 2) and P�
2 = P�

7

(content stored at cache q = 2 coincides with that requested by vehicle n = 7).

The occupant at vehicle vn is subscribed to a certain content profile P�
n

from an M -sized portfolio P � {P1, . . . ,PM} designed and offered by the Inter-
net Service Provider (ISP) at hand. These offered profiles are characterized by
different resource levels demanded from the provider which, for the sake of sim-
plicity, will be defined in terms of their required download rate Rm [Mb/sec].
For instance, profiles corresponding to high-definition video content will feature
high values of Rm, whereas other services such as news feeds and blogs might
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correspond to content profiles with low values of Rm. Furthermore, it is assumed
that each profile requires a minimum session establishment time T est

m [sec], such
that the delivery of cached content is effective only after T est

m seconds since the
vehicle demanding it entered the coverage area of the network cache from which
the cached content is retrieved. In regards to the network cache we will assume
Q locations {(xq, yq)}q=1 over the scenario S at hand, each with coverage radii
rq [m] such that communication between vehicle n and cache q can be possible
if the distance between both extremes at time t fulfills

dtn,q �
√

(xn(t) − xq)2 + (yn(t) − yq)2 < min{rn, rq}. (1)

Due to the need for data storage over network caches a cost of the overall
caching strategy will be modeled as a simple, linear cost per cached unit of data
Cunit [monetary units/Mb]. By hereafter denoting the cached content at location
q ∈ {1, . . . , Q} as P�

q ∈ P ⋃{∅} – with ∅ corresponding to the case when no
content is cached at location q, yielding no associated cost –, the overall cost
Φ(P�) of the caching strategy P� � {P�

q }Qq=1 will be given by

Φ(P�, T ) �
Q∑

q=1

TRP�
q

Cunit, [monetary units], (2)

which will pose the first optimization goal of the problem tackled in this work.
The second objective function will evaluate the inherent utility of the caching
strategy P� as a function of several factors: (1) the rate of the cached pro-
file, whose contribution to the overall utility should be higher as more data are
offloaded from the mobile network; (2) the matching between the content pro-
file of the vehicles within coverage of every network cache in the scenario and
the profile cached therein; and (3) the effective session duration, which is deter-
mined by the overall time that every vehicle is within reach of the network cache
penalized by the session establishment time of the cached profile to be retrieved.
Mathematically, this utility U(P�, T ) can be quantified as

U(P�, T ) �
Q∑

q=1

RP�
q

N∑

n=1

I(P�
n = P�

m )
(
T�
n,q − N�

n,qT
est
P�

q

)
, (3)

where T�
n,q denotes the total time during which vehicle n is within coverage of

cache q, i.e.

T�
n,q �

T∑

t=1

I
(
dtn,q < min{rn, rq}

)
, (4)

and N�
n,q represents the number of total encounters between cache q and vehicle

n, which can be quantified by

N�
n,q �

T∑

t=1

I
(
dtn,q ≥ min{rn, rq}

)
I

(
dt+1
n,q < min{rn, rq}

)
, (5)



172 M.N. Bilbao et al.

with I(·) in the above formulae being an auxiliary indicator function taking value
1 if its argument is true (and 0 otherwise). By including the soft estimations
of the route followed by each vehicle in the network represented by the space-
temporal probability density function fn

t (X,Y ), one obtains an estimation of the
expected utility of the caching strategy P� as E{U(P�, T )}, where expectation
is taken over the aforementioned distribution of the vehicles’ coordinates.

Based on the above notation the optimization problem undertaken in this
work can be conceived as the discovery of a K-sized set of caching strategies
{P�,∗

k } that optimally balances – in the Pareto sense of optimality – both their
overall cost and utility over scenario S and a time horizon of duration T . Math-
ematically,

{P�,∗
k }Kk=1 = arg

P�
maxE{U(P�, T )}, min Φ(P�, T ), (6)

where the cardinality of the search space is given by |P ⋃{∅}|Q = (M +1)Q, i.e.
exponential with the number of network caches deployed and content profiles
defined by the service provider. In other words, the goal is to determine which
content profiles should be stored and served locally at caches q ∈ {1, . . . , Q}
such that the expected utility of these cached profiles for the scenario at hand is
maximum at a given cost level. Alternatively, {P�,∗

k }Kk=1 represent the caching
strategies with minimal cost at different levels of expected utility. As explained
in the next section, the exponential search space from which solutions to the
above problem are drawn will be efficiently explored by a bi-objective HS solver.

3 Proposed Algorithm

The bi-objective network caching problem posed in Expression (6) can be effi-
ciently approached using the Harmony Search (HS) algorithm, a meta-heuristic
solver first proposed in [15] and applied thereafter to a plethora of optimization
problems arising in diverse disciplines such as Energy [16–18], Telecommuni-
cations [19,20], Manufacturing [21,22] and Data Mining [23,24], among many
others [25]. The search heuristic embodied in the HS algorithm is inspired by the
music improvisation procedure and the progressive enhancement of the impro-
vised melodies by musicians when pursuing aesthetically pleasant harmonies.
From a computational standpoint the algorithm relies on a numerical solution
encoding strategy, on which a set of operators is defined in a similar way to
those featured by other meta-heuristic techniques from Evolutionary Computa-
tion and Swarm Intelligence [26]. In particular HS maintains a K-sized pool of
candidate solutions or harmonies which are iteratively pushed towards regions of
potentially higher optimality by virtue of the aforementioned operators. These
operators emulate the memory-based and random pitch criteria by which musi-
cians in practice vary their played notes (namely, optimization variables) until
a stop criteria is met, e.g. a maximum number of improvisations I is reached.

For the problem at hand harmonies will encode a possible caching strategy as
a Q-sized vector of integer numbers {{Xk

q }Qq=1}Kk=1 such that Xk
q ∈ {0, 1, . . . ,M}
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correspond to the index of the cache profile proposed to be stored at cache q ∈
{1, . . . , Q} in harmony k ∈ {1, . . . , K}. A null value (i.e. Xk

q = 0) reflects the case
where no profile is allocated to the cache. Profile indices are sorted in increasing
order of their bandwidth requirements Rm, sorting of utmost relevance for the
effectiveness of the vicinity-based PAR operator explained in what follows. In
regards to the HS flow diagram depicted in Fig. 2 three are the operators that
are applied to the harmonies contained within the memory for each iteration:

– Harmony Memory Considering Rate, controlled by a probabilistic parameter
HMCR ∈ [0, 1] that sets the likelihood that the newly improvised value for a
given note Xk

q is drawn from the values {X1
q , . . . , Xk−1

q ,Xk+1
q , . . . , XK

q } taken
by the same note in the other K − 1 harmonies in the memory.

– Pitch Adjusting Rate, driven by the probability PAR ∈ [0, 1], establishes the
probability that the value of a given note Xk

q is replaced with any of its
neighboring values in its corresponding alphabet {0, 1, . . . ,M}, i.e.

Xk
q ←

⎧
⎨

⎩

max{Xk
q − Z, 0} with probability 0.5PAR,

min{Xk
q + Z,M} with probability 0.5PAR,

Xk
q with probability1-PAR,

(7)

where Z is the realization of a uniform discrete random variable with support
N[1, λ] (with λ denoting bandwidth).

– Random Selection Rate, whose controlling parameter RSR ∈ [0, 1] sets the
probability that the new value for a given note Xk

q will be drawn uniformly at
random (i.e. without any neighborhood consideration) from its corresponding
alphabet. This is equivalent to the PAR process with Z uniformly distributed
over Z[−Xk

q ,M − Xk
q ].

START

END

HMCR

Evaluation
Initialization

Fitness evaluation

Non-dominated

iterations< I?
Yes

NoE{U(Xk, T )}

Return estimated front

sorting & filtering

PAR

RSR

Φ(Xk, T )

Fig. 2. Flow diagram of the proposed meta-heuristic solver.

These operators are sequentially applied to each note of the candidate solu-
tions stored in the pool of harmonies. Once applied over the entire set of notes,
the fitness functions defining the bi-objective caching criteria formulated in
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Sect. 2 – namely, E{U(Xk, T )} and Φ(Xk, T ), with Xk � {Xk
1 , . . . , Xk

Q} ≡ P�

– of the newly improvised solutions are evaluated. Based on the values of the
objective functions for both the new harmonies and those from the previous
iteration the entire set of 2K harmonies are ordered and filtered following the
well-known Pareto dominance ranking and crowding distance criterion. To be
concise, each solution is assigned a numerical score equal to its dominance level
(namely, 1 for the best, non-dominated subset of solutions, 2 for the second best
level, and so forth). Once all solutions have been ranked, a second criterion hing-
ing on the sum of distances to the closest harmony along each metric drives the
ordering among the solutions within a certain dominance level: as such, those
solutions featuring large crowding distances are preferred rather than those with
small distances to their neighboring individuals in the Pareto space. Once this
second ordering has been performed only the best K solutions are kept in the
pool of harmonies for the next iteration.

4 Experiments and Results

In order to assess the performance of the bi-objective heuristic solver explained
in the previous section a vehicular scenario comprising realistic mobility traces
over the city of Cologne (Germany) has been considered. A total of N = 13682
vehicles are deployed in this simulation scenario, which depart from and arrive
at different spots of the city during a time horizon of T = 3600 s (from 8:00
to 9:00 AM). In order to shed more realism over the simulation the performed
experiment utilizes the set of mobility traces released by TAPAS-Cologne [27], an
initiative of the German Aerospace Center (ITS-DLR) to realistically reproduce
urban vehicular traffic in this city. Caches are assumed to be located at the
Q = 247 cellular base stations deployed in the city, which have been retrieved
from public German databases as of 2012, and made available by the same
initiative. Coverage radii are set to rn = 200 and rq = 1000 m for all vehicles
and base stations, respectively. As for the cached content M = 5 profiles will be
considered to model diverse cached services by means of different bandwidths
{Rm}5m=1 = {0.01, 0.1, 0.2, 0.5, 1} [Mb/sec]. The unitary cost per cached Mb is
set to Cunit = 100 monetary units. The minimum session time for the content
profiles will be given by {T est

m }Mm=1 = {0, 0.05, 0.1, 0.15, 0.25} [sec]. Without loss
of generality a perfect estimation of the route followed by each vehicle will be
assumed to reduce the computational complexity of the optimization algorithm:
in this regard it should be noted that when dealing with soft estimations of the
route followed by a car the caching optimization procedure would be identical,
the difference being that the utility would require averaging over both space and
time domains as per (6). The HS solver is configured with a pool of K = 100
harmonies, HMCR = 0.7, PAR = RSR = 0.1, λ = 1 and a total of I = 200
iterations. These parameters have been tuned via offline simulations over a value
grid (not shown due to lack of space).

The obtained results are summarized in Figs. 3a through d, which depict
the estimated Pareto front by the proposed HS solver along with three different
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solutions differently balancing the optimization criteria: utility and cost of the
deployment. As we can observe, the caching strategies highlighted in the Pareto
front span from the minimum-utility, minimum-cost region to solutions favoring
high utility values at higher cost penalties. Intuitively one should expect that
the former corresponds to a caching strategy where a large fraction of the caches
located at the base stations do not store any content profile (especially those in
the outskirts of the city to minimize the impact of the lack of caches), whereas
the latter should feature a relatively higher number of high-rate cached profiles,
mostly located in the city center where more vehicular traffic occurs.

(a) (b)

(c) (d)

Fig. 3. (a) Estimated front by the bi-objective HS solver after I = 200 iterations; (b)
Network cache (solution) of point A in the estimated front; (c) point B; (d) point C.

This prior intuition gets confirmed through the obtained plots. To begin
with, the cache deployment in Fig. 3b corresponds to Point A, namely, an strat-
egy with minimum cost and consequently the lowest utility along the estimated
Pareto front. It can be noticed that the deployment sets no contents in most
caches through the urban scenario, while those activated by the caching solution
concentrate around the city center and serve contents with generally low rate
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demands. As the strategy becomes less restrictive in terms of costs not only the
set of cached contents is larger in terms of cardinality (i.e. more network caches
with stored profiles are included in the strategy), but also are such strategies
more diverse and sparsely distributed over the city, as Fig. 3c clearly shows for
an intermediate solution in the Pareto front (Point B). Finally, Fig. 3d depicts
the deployed caches associated to Point C, i.e. an strategy with no cost require-
ments and a maximal utility for the demands of the deployed vehicles. It can be
observed that in this third example empty caches are kept to a minimum, with
a large concentration of high-rate content profiles cached over the scenario.

5 Concluding Remarks and Future Research Lines

This work has capitalized on the paramount need for efficient mechanisms to
optimally allocate network caches in urban environments so as to keep data
traffic redundantly retrieved from nearby locations to their minimum. In this
regard a novel formulation of the cost-efficient deployment of network caches
over mobility-based scenarios has been proposed, which models both the coupling
between the demanded content from the vehicle and the served profile by the
network cache, but also the delay penalty due to the session establishment of
the service at hand and the cost associated to the storage of the requested
content. To efficiently solve the formulated problem in a centralized manner a
heuristic technique based on a bi-objective version of the HS algorithm has been
designed and put to practice over a realistic urban scenario. The Pareto-optimal
caching strategies estimated by the proposed heuristic method meet the intuition
and span a wide portfolio of caching options, which pave the way towards new
formulations of this problem accounting for finite capacity constraints at the
caches and/or mobile caches enabled at the vehicles.

Acknowledgments. This work has been supported by the Basque Government
through the ELKARTEK program (ref. KK-2015/0000080) and the BID3ABI project.

References

1. Cisco: Visual networking index: forecast and methodology 2013–2018. White Paper
(2014). http://www.cisco.com/go/vni

2. Luotonen, A.: Web Proxy Servers. Prentice Hall, Upper Saddle River (1997)
3. Wessels, D.: Web Caching. O’Reilly and Associates, Sebastopol (2001)
4. Wang, X., Chen, M., Taleb, T., Ksentini, A., Leung, V.C.M.: Cache in the air:

exploiting content caching and delivery techniques for 5G systems. IEEE Commun.
Mag. 52(2), 131–139 (2014)

5. ElBamby, M.S., Bennis, M., Saad, W., Latva-Aho, M.: Content-aware user cluster-
ing and caching in wireless small cell networks. In: IEEE International Symposium
on Wireless Communications Systems, pp. 945–949 (2014)

6. Syed, T., Bennis, M., Nardelli, P., Latva-Aho, M.: Caching in wireless small cell
networks: a storage-bandwidth trade-off. IEEE Commun. Lett. (2016, to appear).
http://www.sciencedirect.com/science/article/pii/S1570870516301019

http://www.cisco.com/go/vni
http://www.sciencedirect.com/science/article/pii/S1570870516301019


Cost-Efficient Selective Network Caching in Large-Area Vehicular Networks 177

7. Ahlgren, B., Dannewitz, C., Imbrenda, C., Kutscher, D., Ohlman, B.: A survey of
information-centric networking. IEEE Commun. Mag. 50(7), 26–36 (2012)

8. Xylomenos, G., Ververidis, C., Siris, V., Fotiou, N., Tsilopoulos, C., Vasilakos, X.,
Katsaros, K., Polyzos, G.: A survey of information-centric networking research.
IEEE Commun. Surv. Tutor. 16(2), 1024–1049 (2013)

9. Amadeo, M., Campolo, C., Molinaro, A.: CRoWN: content-centric networking in
vehicular ad hoc networks. IEEE Commun. Lett. 16(9), 1380–1383 (2012)

10. Amadeo, M., Campolo, C., Molinaro, A.: Enhancing content-centric networking
for vehicular environments. Comput. Netw. 57(16), 3222–3234 (2013)

11. TalebiFard, P., Leung, V.C.M., Amadeo, M., Campolo, C., Molinaro, A.:
Information-centric networking for VANETs. In: Campolo, C., Molinaro, A.,
Scopigno, R. (eds.) Vehicular Ad Hoc Networks: Standards, Solutions, and
Research, pp. 503–524. Springer, Cham (2015). doi:10.1007/978-3-319-15497-8 17

12. Liu, X., Li, Z., Yang, P., Dong, Y.: Information-centric mobile ad hoc networks
and content routing: a survey. Ad Hoc Netw. (2016)

13. Xue, G., Li, Z., Zhu, H., Liu, Y.: Traffic-known urban vehicular route prediction
based on partial mobility patterns. In: International Conference on Parallel and
Distributed Systems, pp. 369–375 (2009)

14. Chen, L., Lv, M., Ye, Q., Chen, G., Woodward, J.: A personal route prediction
system based on trajectory data mining. Inf. Sci. 181(7), 1264–1284 (2011)

15. Geem, Z.W., Kim, J.-H., Loganathan, G.V.: A new heuristic optimization algo-
rithm: harmony search. Simulation 76(2), 60–68 (2001)

16. Ceylan, H., Ceylan, H., Haldenbilen, S., Baskan, O.: Transport energy modeling
with meta-heuristic harmony search algorithm: an application to Turkey. Energy
Policy 36(7), 2527–2535 (2008)

17. Vasebi, A., Fesanghary, M., Bathaee, S.M.T.: Combined heat and power economic
dispatch by harmony search algorithm. Int. J. Electr. Power Energy Syst. 29(10),
713–719 (2007)

18. Salcedo-Sanz, S., Pastor-Sanchez, A., Del Ser, J., Prieto, L., Geem, Z.W.: A coral
reefs optimization algorithm with harmony search operators for accurate wind
speed prediction. Renew. Energy 75, 93–101 (2015)

19. Del Ser, J., Bilbao, M.N., Gil-Lopez, S., Matinmikko, M., Salcedo-Sanz, S.: Iter-
ative power and subcarrier allocation in rate-constrained orthogonal multicarrier
downlink systems based on hybrid harmony search heuristics. Eng. Appl. Artif.
Intell. 24(5), 748–756 (2011)

20. Landa-Torres, I., Gil-Lopez, S., Del Ser, J., Salcedo-Sanz, S., Manjarres, D.,
Portilla-Figueras, J.A.: Efficient citywide planning of open WiFi access networks
using novel grouping harmony search heuristics. Eng. Appl. Artif. Intell. 26(3),
1124–1130 (2013)

21. Garcia-Santiago, C.A., Del Ser, J., Upton, C., Quilligan, F., Gil-Lopez, S., Salcedo-
Sanz, S.: A random-key encoded harmony search approach for energy-efficient pro-
duction scheduling with shared resources. Eng. Opt. 47(11), 1481–1496 (2015)

22. Pan, Q.K., Suganthan, P.N., Liang, J.J., Tasgetiren, M.F.: A local-best harmony
search algorithm with dynamic sub-harmony memories for lot-streaming flow shop
scheduling problem. Expert Sys. Appl. 38(4), 3252–3259 (2011)

23. Agust́ın-Blas, L.E., Salcedo-Sanz, S., Jiménez-Fernández, S., Carro-Calvo, L., Del
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Abstract. The Minimum Interference Frequency Assignment Problem
(MI-FAP) is a particularly hard combinatorial optimization problem. It
consists in the assignment of a limited number of frequencies to each
transceiver of the network without or at least with a low level of inter-
ference. In this work, we present an adaptation of the Harmony Search
(HS) algorithm to tackle the MI-FAP problem. The results obtained by
the adaptation of the classical Harmony Search algorithm are unsatisfac-
tory. We performed a computation testing over some data sets of various
sizes picked from public available benchmarks. The experimental results
show that the conventional harmony search suffers from its premature
convergence and therefore gets stuck in local optima. Even when it suc-
ceeds to escape from the local optimum, it does it after a long period of
time. This make the process very slow. Due to these unconvincing results,
we want to improve the Harmony Search algorithm’s performances. To
handle that, we propose some small changes and tricks that we bring to
the original Harmony Search algorithm and a hybridization with a local
search and the Opposition Based Learning (OPBL) principle. Here, we
propose two strategies to improve the performances of the classical har-
mony search algorithm. We will show that both of them succeeds to
enhance the performances of the harmony search in solving the MI-FAP.
One of the proposed strategies gives as good results as those of the state
of the art for some instances. Nevertheless, the method still need adjust-
ment to be more competitive.

Keywords: Harmony search · MI-FAP · Optimization · Local search ·
OPBL

1 Introduction

The Minimum Interference Frequency Assignment Problem (MI-FAP) is a chal-
lenging combinatorial optimization problem. It arises in the modern wireless
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telecommunication field and has practical relevance in military and civil appli-
cations. The frequency assignment problem was first introduced by Metzeger in
the sixties [20]. Since that, it has been well studied by researchers [1,7,16]. The
MI-FAP is a generalization of the graph coloring problem [10]. In theory, the
MI-FAP is well known to be NP-Hard [10].

Informally, we consider a number of transceivers (TRXs) communicating
over a fixed number of frequencies. When stations in a close proximity use similar,
or adjacent channels, or don’t respect the predefined required frequency distance,
they interfere with one another. Thus, The system designers seek to assign a
frequency to each transceiver in such a way to minimize the interference level.

From a graph-theoretical point of view the MI-FAP can be defined as an
undirected double weighted graph G(V,E, S, P ) where V is the set of vertices
representing the transceivers (TRXs), E a set of edges that are pairs (u, v) of
(TRXs) being constrained. Each edge (u, v) is affected with two edge weights
that are elements of S respectively P . That is, S is the set of edge weights suv
defining the separation constraints between the frequencies of the transceivers
u and v and P is the set of edge weights (puv) corresponding to the penalty
measuring the degree of interferences due to the assignment of a frequency to
each of the transmitters u and v. The penalty puv occurs when the separation
constraint svu of the assigned frequencies to u and v is not respected. The cost of
a frequency assignment to a transmitter u is equal to the total interference caused
with the other transmitters. The goal in the MI-FAP is to find an assignment of
frequencies to the (TRXs) that avoids or minimizes the interferences and which
in practice translate to allocating frequencies to the (TRXs) with an adequate
separation between them. The formal modeling of the MI-FAP is given in Sect. 2.

Various methods and approaches have been proposed to address the MI-FAP.
For instance, we can find evolutionary approaches and Ant Colony optimization
algorithms [17], Tabu search and path relinking [5,15,21,22], simulated annealing
algorithms [4,6], a Branch and cut algorithm [8], a Cultural algorithm [2], hybrid
approaches [18,19] and hyperheuristics [14], and others methods like [3,12,13,
24]. The previous list is not exhaustive, several other works exist.

In this paper, we propose an adaptation of the Harmony Search (HS) Algo-
rithm to solve the MI-FAP (Sect. 3). We study its ability and analyze its perfor-
mances to solve this problem. Then we try to improve the performances of the
Harmony Search Algorithm when dealing with the MI-FAP (Sects. 3.1 and 3.2).
We make some changes to the original algorithm. First, we adopt a harmony
search based algorithm that generates several new harmonies at each generation
instead of one, then the best ones are selected to the next generation. Secondly,
we investigate the possibility to enhance the performances through a hybridiza-
tion between the HS, a Local Search (LS) to intensify and accelerate the search.
To ensure a good exploration of the search space we strengthen this hybrid
method with an approach based on the Opposition Based learning (OPBL). All
these option methods are evaluated and compared on various publicly available
benchmark problems. We analyze, compare and discuss the results and the per-
formances obtained by the developed methods to solve the MI-FAP in Sect. 4.
We conclude and give perspectives in Sect. 5.
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2 Problem Description

This section gives the readers a basic understanding of the Minimum Interference
Frequency Assignment Problem. A frequency assignment of the MI-FAP is a
mapping f defined from TRXs to F (f : TRXs−> F ) where TRXs is the set of
transceivers and F the set of operational frequencies. A solution of the MI-FAP
is a frequency assignment to all the TRXs which satisfies all the separation
constraints of the radio network. A solution X of the problem is represented by
a one dimensional vector: X = {f1, f2, fi . . . fd}, where d is the number of the
TRXs of the network. Each element fi ∈ F of X corresponds to the frequency
assigned to a ith transceiver. The value of fi is an integer from the interval
[1, NF ] /with NF being the total number of frequency. To evaluate the quality
of a frequency assignment X = {f1, f2, fi . . . fd} X ∈ Sol, we calculate the degree
of interference as follows:

Cost(X) =
∑

e(i,j)∈E;|fi−fj |<=sij

pi,j . (1)

The objective is to find an assignment of frequency that minimizes the sum of
penalties pi,j induced by the non adequate separation between the constrained
transceiver TRX(i, j) ∈ E for which |fi − fj | <= sij .

If Sol is the set of all the solutions of the given MI-FAP, the optimal value of
the objective function is Cost∗ = MINX∈Sol(Cost(X)) and the corresponding
optimal solution is noted X∗.

3 The Adapted Harmony Search Algorithm for the
MI-FAP

The Harmony Search (HS) algorithm is a relatively new developed metaheuristic
introduced by Geem in 2001 [9]. It is a global optimization technique that has
been used to solve various optimization problem since then. The harmony Search
is a population based metaheuristic inspired from the improvisation process fol-
lowed by musicians playing together to create a nice and beautiful piece of music
with perfect harmony. To produce a pleasing harmony the musicians composing
the orchestra adjust several times the pitch of their instruments.

The designer of the HS algorithm formalize this process of improvisation
into an optimization technique. Thus, the five main steps of the classical HS
algorithm are as follows:

• Step 1:The first step initiates the algorithm parameters which consists in:
– The harmony memory size (HMS) which represents the number of har-

monies (HM) stored in the Harmony memory. Each harmony within HM
is a potential solution and corresponds to a frequency plan. The Harmony
Memory is the population manipulated by the Harmony Search, it is given
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as a matrix HMS×d: (HMS) is the number of row, each row represents a
harmony. As mentioned before d is the number of (TRX) in the network.

HM =

⎡

⎢⎢⎣

f0
1 . . . f0

d

f1
1 . . . f1

d

. . . . . . . . .
fHMS
1 . . . fHMS

d

⎤

⎥⎥⎦ (2)

– The harmony memory consideration rate: (HMCR), HMCR ∈ [0, 1].
– The pitch adjusting rate (PAR), PAR ∈ [0, 1].

These two parameters are used during the improvisation step. Thus, they are
considered as the main parameters governing the global and local search of
the Harmony Search algorithm.

• Step 2: Initialization of the Harmony Memory (HM): in this step, the algo-
rithm, randomly generates the sets of harmony, evaluates each harmony using
the objective function and store each created harmony in the Harmony Memory.

• Step 3: Improvisation of a new harmony (solution): To improvise a new
harmony (Frequency plan) H = (f1, f2, fi . . . fd) three possible choices exist:
(1) memory consideration, (2) random selection, (3) pitch adjustment. The
Harmony Memory Consideration rate HMCR is the probability of affecting
the i− th decision variable of the i− th column within the HM to the i− th
decision variable of the new created harmony H. Otherwise, the i−th decision
variable of H is randomly chosen, with (1-HMCR) probability. When the value
of the i − th decision variable of H is chosen from HM , we use the PAR to
decide whether it needs adjustment or not. To adjust the value of this variable
we use a simple and basic strategy which consists in adding 1 or (with equal
probability) subtracting 1 to the actual value.

For reminder the value of a decision variable i corresponds to a frequency
f ∈ [1, NF ]. Thus, in case the interval bounds are crossed after the adjustment
two possible choices are given:

fi =
{
NF si fi < 1
1 sifi > NF

(3)

• Step 4: Here the algorithm updates HM if a better solution is found. It
evaluates the new harmony by using the objective function, then store it in
the HM if it is better than the worst solution of HM .

• Step 5: The algorithm repeats step 3 and 4 until the stopping criterion is met.

3.1 The First Improved Harmony Search Strategy

In the first strategy, namely the improved Harmony Search strategy one (IHS-1),
designed to improve the performances of the (HS) for solving the MI-FAP, we
propose to bring a small change in the HS routine. The classical HS starts with
generating the HM , then creates at each generation one new harmony, evaluates
its quality and store this new harmony in the HM in the case it is better than
the worst one. We make some changes in the step of the creation of the new
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harmony. Our proposition is to generate at each iteration Nnew new harmonies
instead of one solution, then evaluate their quality. The next step consists in
selecting the HMS unique best harmonies from the new created harmonies and
the one stored in the HM . Further, we update the HM with these selected
harmonies and use them to generate the next new (Nnew) harmonies. We repeat
these steps until the stopping criterion is met. This process allows a deeper
study of the local information that is present in the HM . Indeed, creating many
harmonies from the current HM allows a better exploitation and bring diversity
because of the miscellaneous solutions.

3.2 The Second Improved Harmony Search Strategy

In the second strategy, namely the improved Harmony Search strategy two (IHS-
2) we investigate the possibility to merge between two different techniques. Thus,
we propose to enhance the process with a Local Search(LS) and use the Oppo-
sition Based learning(OPBL). We merge the HS and these last two methods as
follows: The process starts with the (HSI-1), HM is then generated randomly
and each harmony within is evaluated. The Best Solution is saved in BestSol,
then, Nnew harmonies are created and evaluated. After that, we keep the best
harmonies HMS for the next generation. Now, one has to check if a better
solution than BestSol exists in HM following these steps:

• Sort the harmonies in HM from the best to the worst.
• If (Cost(HM0) < Cost(BestSol)) Then BestSol = (f0

1 , f
0
2 , f

0
i . . . f0

d ).
• Else if no new best is found Then call the Local Search (LS).

The (LS) is used in case the (IHS-1) failed in improving the actual best
solution.

The Local Search, used within (IHS-2) is an iterative procedure which starts
with an initial solution X picked from the Harmony Memory. This solution is
improved by applying a move which consists in selecting randomly from the
current solution a frequency f(i) assigned to one transceiver. We choose after
that a new frequency f(j) to be assigned to the selected transceiver. We evaluate
the quality of this new solution X’ and replace X by X’ if it is better. This
process is repeated for a certain number of iterations in order to improve the
current solution.

The use of the (LS) is for ensuring a better intensification and accelerating the
process of convergence. Although, the introduction of the LS improve the results,
but leads us to a local optimum. Further, the improvement of the actual best
is not guaranteed every time. So we propose to exploit the information existing
in the opposite solutions of HM . That is, when the (LS) failed to improve the
actual best we call the (OPBL).

The Opposition-based learning (OPBL) is proposed in 2005 by Tizhoosh [23].
The idea behind the (OPBL) is to exploit the potential of information contained
in a candidate solution and its opposite. The (OPBL) improve the ability of
exploration of the global search and also avoid the premature convergence.
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To find the opposite of a corresponding solution, we replace a decision variable
within the solution by its opposite. The opposite of each frequency fi within a
solution X is defined as follows: Let fi ∈ [1, NF ], the opposite f ′

i of fi is defined
as:

f ′
i = 1 + NF − fi (4)

The overall method (IHS-2) is as follows:

• Call (IHS-1)method.
• Sort the harmonies in HM from the best to the worst.
• If (Cost(HM0) < Cost(BestSol)) Then BestSol = HM0.
• Else if no new best is found Then call the Local Search (LS).

– If (LS) does not improve the actual best Then replace each candidate
solution in HM by its opposite point using the formula (2).

4 Experimental Study

All the proposed methods have been implemented using the C language pro-
gramming. All the experiments are performed using a personal computer with
an Intel core i5 processor and 4 GB of RAM under Windows 7. To show the
effectiveness of the developed methods, we conducted our study on realistic
data of various sizes taken from an available public benchmark, which can be
found on-line at [11]. The best known results for these instances were obtained
by an improved tabu search proposed by Montemanni et al. [21]. Further,
Montemanni and Smith proposed in 2010 an algorithm named Heuristic Manipu-
lation Technique (HMT) in [22]. Recently, Lai and al. obtained very good results
with different strategies based on a path relinking algorithm [15]. We summarize
in Table 1 the characteristics of the selected instances.

Due to the non-deterministic nature of the algorithms, 10 runs have been
considered for each algorithm. To make a fair comparison between the proposed
approaches, the running time is fixed to: 2400 s. We choose 2400 s as a stop-
ping criterion simply because it is the time used by the reference algorithms
[15,21,22]. The computational results on the tested benchmark instances are
summarized in Table 2. The average and the best cost value found by each
method are reported. The average value corresponds to the solution quality
found by each algorithm on 10 runs. The best column corresponds to the best
cost value obtained by each algorithm on 10 runs. The best results, in term
of mean and best value, are highlighted in bold font. The row T corresponds
to the average running time in seconds upon the data set’s benchmark. The
last column indicates the best known result. The first column (Instances) indi-
cates the instance name and the second (F) column gives the number of possible
frequency. Let’s give some details of the parameters of the Harmony Search algo-
rithms based methods. The values of the two main parameters of HS are fixed
experimentally: HMCR = 0.9, and PAR = 0.1. We fixed HMS = 25 for the
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Table 1. The characteristics of the instances

Instances V (Number of TRXs) E (number of puv (Average penalties)

constrained TRXs)

AC-45-17 45 428 1

AC-45-25 45 801 1

AC95-9 95 781 1

GSM-93 93 1073 1

P06-3 153 9193 1

GSM-246 246 7611 1

1-1-50-75-30-2-50 75 835 10.81

1-4-50-75-30-2-1 75 835 1

three methods, nNew = 20 for the (IHS-1) and (IHS-2). The number of itera-
tion for the local search used in (IHS-2), is fixed at V which corresponds to the
number of (TRXs) for each instance.

As seen in Table 2, the (IHS-2) method gives better results than both HS
and (IHS-1) for almost all of the instances. The quality solution of the obtained
results from (IHS-2) outperforms those obtained by basic HS and (IHS-1) in all
the instances except for the instance 1-1-50-75-30-2-50 where the algorithm gets
lost in a local optimum and can not escape. The (IHS-2) matched the best results
known for the instances AC-45-17(7), AC-45-17(9), AC-45-25 and 1- 4-50-75-30-
2-1. Furthermore, (IHS-2) found results that are close to the state of the art
results for the instance (AC-95-9) but failed for the others. The HS method is
outperformed by the (IHS-2). The (IHS-1) shows a slight better ability on all
instances than (HS), except for the AC-45-25 and GSM-246 instances. Indeed,
we see that the HS finds the same results than (IHS-1) in term of average value,
and a better best value for the instance GSM-246 and gives slight better results
in term of average and best value for the instance AC-45-25. Although it is worth
mentioning that for some instances results of HS and (IHS-1) are comparable.

Nevertheless, one can observe from Table 2 that the distance between the
best solution quality and the average value of solution is slightly enlarged for
the HS compared to both (IHS-1) and (IHS-2) for almost all the instances. Thus,
we can say that (IHS-1) and (IHS-2) show a better stability of solution quality.

From Table 2 we can say that when comparing the average running time of
the three proposed methods, we notice that on average no improvement in the
quality solution is noticed after 600 s for the (IHS-2) compared to both HS and
(IHS-1). For both HS and (IHS-1) the results show that there are improvements
in the quality solution after a long running time. So this observation leads us
to say that these two methods may give better results, but due to their slow
convergence they need more time.
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Table 2. The results of the HS, (IHS-1) and the (IHS-2) algorithms on the 8 benchmark
instances, including the best and average values and running time over 10 independent
runs.

Instances |F| Results HS (IHS-1) (IHS-2) Best Found

AC-45-17 7 Best 37 35 32 32

Average 38.6 35.5 32

T 723.4 547.3 66.6

AC-45-17 9 Best 18 17 15 15

Average 19.2 18.4 15

T 1010.4 1052.6 922.2

AC-45-25 11 Best 36 37 33 33

Average 37.4 38 33

T 965.4 779.2 123.8

AC-95-9 6 Best 45 45 35 31

Average 49.2 46 36

T 1663 1485 562.33

GSM-93 9 Best 47 50 41 32

Average 61.5 51.75 43.5

T 1559.25 1933 142

GSM-246 21 Best 305 309 130 79

Average 312.66 312.66 132

T 1867.33 2331 340.2

P06-3 31 Best 236 240 135 115

Average 264.5 252 142

T 2022 1739 106.6

1-1-50-75-30-2-50 5 Best 1317 1298 1402 1242

Average 1378 1327.25 1451

T 962.66 1371.3 170

1-4-50-75-30-2-1 6 Best 78 78 70 70

Average 81 80 70

T 1512 1228 376.7

Even though our methods failed to find the results obtained in [15,22] for all
the checked instances, they confirm that introducing both Local Search and
Opposite Based learning (in IHS-2) enhances the performances of the stud-
ied method, and reduces the gap with the best results found in the state of
the art for some instances and reach a such performance for the other ones.
This proves that introducing the local search and OPBL (In the IHS-2 method)
has a positive impact on the improvement of the solution found. One can say
that the (IHS-2) engenders a good equilibrium between the two main concepts
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governing the performances of any metaheuristics namely the intensification and
the diversification. Since, the LS is called when the HS failed to improve the
results, thus allowing to intensify the search around each solution. This ensures
a better exploitation. Further, the presence of the OPBL allowed the exploration
of divers point in the search space which brings diversity and then avoid being
stuck in a local optimum.

The results and interpretations presented above lead to the conclusion that
the (IHS-2) method is interesting and could be much more effective with a better
implementation of the HS and a deeper study of its parameters.

5 Conclusion

In this work, we have treated the Minimum Interference frequency assignment
problem in radio networks. To achieve this, we propose a solution using the
Harmony Search Algorithm which is an interesting metaheuristic that kept our
attention due to its inspiration from music. We are curious to study the speci-
fications of this technique and investigate its ability to solve the MI-FAP. Thus
we adapted, implemented and studied the Harmony Search algorithm for the
MI-FAP. Further, we investigated the possibility to improve its performance on
the MI-FAP. Aiming at enhancing the performance of the Harmony search when
applied to the Minimum Interference frequency assignment problem in radio net-
works. We proposed two different variants of the latter that are: the Improved
Harmony Search (1) (IHS-1) and the Improved Harmony Search (2) (IHS-2).
The first one consists in creating a number of harmonies instead of one harmony
at each generation. For the second strategy, we propose a collaboration between
the (IHS-1), a local search and the opposite based learning.

The results obtained with the adapted HS to solve the MI-FAP are not really
convincing. Nevertheless, the results presented in this study are only preliminary
results. So it is clear that much work remains to be done to improve the results
and ensure a good balance between intensification and exploration. Thus avoid-
ing slow convergence and getting trap in the local optimum. The experiments
show clearly that the (IHS-2) gives better results than both the HS and (IHS-1)
methods. There are also many problems for (IHS-2) which need to be improved.
Further work will be on the combination of LS, OPBL and HS more effectively,
and at the same time investigate the possibility to add other tricks in order to
improve the algorithm efficiency. It is highly imperative that our future works
will be directed to find and eliminate the drawbacks that hinder the harmony
search based algorithms to reach the best known results for all the instances.
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Abstract. This paper explores the feasibility of a particular imple-
mentation of a Grouping Harmony Search (GHS) algorithm to assign
resources (codes, aggregate capacity, power) to users in Wide-band Code
Division Multiple Access (WCDMA) networks. We use a problem formu-
lation that takes into account a detailed modeling of loads factors, includ-
ing all the interference terms, which strongly depend on the assignment
to be done. The GHS algorithm aims at minimizing a weighted cost
function, which is composed of not only the detailed load factors but
also resource utilization ratios (for aggregate capacity, codes, power),
and the fraction of users without service. The proposed GHS is based
on a particular encoding scheme (suitable for the problem formulation)
and tailored Harmony Memory Considering Rate and Pitch Adjusting
Rate processes. The experimental work shows that the proposed GHS
algorithm exhibits a superior performance than that of the conventional
approach, which minimizes only the load factors.

Keywords: Harmony Search · Grouping Harmony Search · Wide-band
Code Division Multiple Access mobile networks

1 Introduction

Currently about 80% of mobile operators worldwide are investing to upgrade
their Wide-band Code Division Multiple Access (WCDMA) networks [1], which
have 1.83 billion users. High Speed Packet Access (HSPA), based on WCDMA
technology, is the most widely used mobile broadband technology deployed at
present. This is because HSPA allows operators to cost-efficiently upgrade their
already deployed WCDMA networks to provide both speech and broadband
data services (high speed Internet access, music-on-demand, or TV and video
streaming, to name just a few). WCDMA/HSPA technology is expected to serve
90% of the world’s population by 2020, with about 3.8 billion users [1].
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 19
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The question that motivates this work is how to assign the limited WCDMA
resources to users (mobile users or users equipments). As in other mobile access
systems, frequency is one of these scarce resources. This is why in WCDMA
networks a number of users are allowed to use simultaneously the same fre-
quency. To separate these communications, the network assigns a “channelization
code” to each communication. However, a given amount of interference appears
between communication links using the same frequency. To quantify the influ-
ence of interference, a parameter called “load factor” η is used. It is defined as
the ratio between the interference and the total perturbation (thermal noise +
interference) [2]. The most used conventional approach (CA) for dimensioning
WCDMA networks is based on keeping the interference and load factor lower
than some suitable empirical thresholds [2]. Other limited resources in any base
station (BS) are the maximum backhaul capacity, the number of channelization
codes, and the maximum power [3,4].

Regarding this, the purpose of this work is to explore the feasibility of
a Grouping Harmony Search (GHS) algorithm [5] to near-optimally assign
WCDMA resources (codes, capacity, power) of NB base stations to NU users, by
minimizing a cost function composed of the following weighted constituents [3]:
(1) “Detailed” load factors [3] (which include all possible interference signals),
the utilization factor of the available resources to be used (aggregated capacity,
power, codes), and the fraction of users without service. The latter is critical
because the smaller the number of users without service, the greater service
availability. High service availability help operators increase market share.

There are two recent papers [3,4] that also study this problem. The proposed
work differs from [4] in the use of detailed load factors (instead of approximate
ones), and also differs from [3] in the use of a GHS (instead of a Grouping Genetic
Algorithm (GGA)).

The structure of the rest of this paper is as follows. While Sect. 2 states the
problem along with a characterization of the resources to be assigned, Sect. 3
describes the GHS algorithm we propose. Section 4 shows the experimental work
and, finally, Sect. 5 completes the paper by discussing the main findings.

2 Problem Statement

Let A be the service area of a WCDMA network with NB base stations (BSs)
and NU active users. Figure 1 represents two of these NB BSs for the sake of
clarity. The dashed area represents the cell covered by a BS or “node B” (nB)
in WCDMA terminology. Throughout this work, both words will be used inter-
changeably. nBk

u is the number of users that the nB Bk is serving. In particular,
a reference user ul assigned (associated) to Bk is denoted “ul ∈ Bk”. pR,Bk

(l)
represents the power received at Bk emitted by user ul (pe(l)). To separate
the “reference” communication link ul ↔ Bk from others using the same fre-
quency f , the network assigns a different code to each communication. Although
codes help ideally reduce interference, however, the remaining communications
using the same frequency become interference signals. The total interference
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contains not only those interferences generated by the users in the “own-cell”
(for instance, user uj in Fig. 1) but also those arising from users located in other
cells (user um). Note that, apart from the interferences appearing in the uplink
(UL) –signals moving from the users to the BS–, there are also others in the
downlink (DL). A representative example is the interference produced by the
base station Bq (q �= k), which interferes on the reference link ul ↔ Bk. Load
factors model to what extent interferences affect the network performance [2].
As explained in [3], the detailed UL load factor of a cell Bk with nBk

u users is

ηdet
UL(Bk) =

n
Bk
u∑

j=1

(1 + ξUL
uj→Bk

) · 1
1 + 1

(eb/n0)S(j) · W
RUL

b,S(j)·νUL
S (j)

, (1)

where ξUL
uj→Bk

, the ratio of “other-cell” to “own-cell” interference on the uplink
uj → Bk, is defined in Table 1 along with other parameters in Eq. (1). The
key point is that ηdet

UL(Bk) has very different values depending on the particular
user-cell association selected [3]. Similarly, the detailed DL load factor is [3]:

ηdet
DL(Bk) =

n
Bk
u∑

j=1

[
(1 − α) + ξUL

Bk→uj

] (eb/n0)S(j)
W

RDL
b,S(j)·νDL

S (j)

, (2)

α being an average orthogonality factor over cell Bk [2].

Fig. 1. Simplified representation of the communication signals (blue solid line) and
interferences (black dashed lines) on the “reference” communication link ul ↔ Bk.

In addition to frequency, any base station Bk has also a limited amount of
each other resource, R, which has to be shared among the nSk

u users associated
to Bk. For any resource, R, we define the corresponding utilization ratio ΔR

.=
Rused/Rmax as shown in Table 2. See [3] for further details.

Finally, a critical point for operators is the fraction of users without service,
ΔWS

nu

.= nWS
u /NU (nWS

u being the number of users without service), because the
smaller ΔWS

nu
, the higher the user satisfaction. This can help the mobile operator

to increase its market share.
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Table 1. Definition of parameters [3] used in this work. Uppercase UL(DL) is used to
label either the uplink or downlink parameters. Subscript S stands for service.

Symbol Definition and/or value

W Chip rate: W = 3.84 Mchip/s (standardized value)

(eb/n0)S(j) Ratio between the mean bit energy and the noise power density
(thermal noise and interference) required to achieve a given quality for
service S

R
UL(DL)
b,S (j) Bit rate of service S in the j-th UL(DL) within cell Bk.

ν
UL(DL)
S (j) Utilization factor: 0 < ν

UL(DL)
S (j) < 1 (for voice), ν

UL(DL)
S (j) = 1 (for

data services) [2]

pe,um Power emitted by user um

�um,Bk Total propagation loss in the link um → Bk

i
UL,Bk
uj→Bk

=
∑

um∈Bk,um �=ul

pe,um

�um,Bk

, UL own-cell-interference (from users on the

own cell, um ∈ Bk)

i
UL,Bq

uj→Bk
=

∑
um∈Bq ,Bq �=Bk

pe,um

�um,Bq

, UL other-cell-interference (from users on other

cell, um ∈ Bq)

ξUL
uj→Bk

=
i
UL,Bq

uj→Bk

iUL,Bk
uj→Bk

, ratio of other-cell to own-cell interference on the UL

uj → Bk

With these concepts in mind, the problem consists in finding the user-cell
association that assigns resources (power, codes, capacity) by minimizing the
cost function [3]

C =
1

NB

NB∑

k=1

[wη · (ηdet
UL + ηdet

DL) + wΔCA
· (ΔCUL

Ag
+ ΔCDL

Ag
+)

+ wΔPBk
· ΔPBk

+ wΔCod · ΔCod + wΔWS
nu

· ΔWS
nu

], (3)

constrained to the conditions that all the aforementioned components φ = ηdet
UL ,

ηdet
DL , ΔCUL

Ag
, ΔCDL

Ag
, ΔPBk

,ΔCod,Δ
WS
nu

are real numbers fulfilling 0 ≤ φ ≤ 1 [3].
wφ represents a weight factor for any of the involved components. Unlike [3],
which uses a GGA, we tackle this problem by the GHS proposal that follows.

3 Proposed GHS Algorithm

A GHS [5] is a modification of the Harmony Search (HS) algorithm to deal with
grouping problems. HS is a meta-heuristic, population-based algorithm, inspired
by the improvisation process of an orchestra in their effort of composing the
most harmonious melody. Put it simple, a candidate vector solution in HS is
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Table 2. Resources (R = power, codes, capacity) and utilization ratios ΔR in BS Bk

(serving nSk
u users) when aiming at allocating resources to user ul. See Fig. 1.

R and corresponding ΔR
.
= Rused/Rmax Definition

pBk |max
Maximum power that base station Bk can emit

pDL
Bk→uj

Power emitted by Bk for serving user uj

ΔPBk

.
=

1

pBk |max

n
Sk
u∑

j=1

pDL
Bk→uj

Power utilization ratio of Bk

N
Sh
Cod Maximum no. of codes in Bk for service Sh

n
Bk
u,Sh

Number of users in Bk demanding service Sh

ΔCod
.
=

NS∑

h=1

n
Bk
u,Sh

N
Sh
Cod

Code utilization ratio in Bk

C
UL(DL)
Ag Maximum aggregated capacity of Bk in UL(DL)

R
UL(DL)
b,S (j) Bit rate of user uj ∈ Bk in UL(DL)

Δ
C

UL(DL)
Ag

.
=

1

C
UL(DL)
Ag

n
Sk
u∑

j=1

R
UL(DL)
b,S (j) Capacity utilization ratio in Bk

called “harmony” while any of its compounding elements is named “note”, the
set of harmonies being commonly denoted as “Harmony Memory” (HM). The
initial HM is evolved by applying optimization processes –“Harmony Memory
Considering Rate” (HMCR) and “Pitch Adjusting Rate (PAR) –, producing a
new improvised harmony in any iteration. The way the HS algorithm works can
be summarized in four basic steps: (1) Initialization of the HM; (2) Improvisation
of a new harmony; (3) Inclusion of the newly generated harmony in the HM (its
fitness improves the worst fitness value in the previous HM); (4) Returning to
step (2) until a termination criteria (maximum number of iterations or fitness
stalls) is fulfilled. A useful survey on applications of the HS algorithm is [6].

3.1 Problem Encoding

The encoding is based on separating each harmony h into two parts: h = [e|g],
the first one being the element section, while the second part, the group section.
Since the number of base stations in our network is constant (NB), we have used
the following variations of the classical grouping encoding:

1. The element part e is an NU -length vector whose elements (uBk
j ) mean that

user uj has been assigned to base station Bk.
2. The group section g is an (NB + 1) length vector, whose elements (labeled

n
Bj
u ) represent the number of users assigned to each j-th base station (Bj).

Subscript j ranges from −1 to NB , j = −1 being used to represent those
users that are not connected to any node, that is, those in an “imaginary”
or virtual base station that we have labelled “base station −1”. As will be
shown, this group part is necessary since the PAR operator acts first on the
group part.
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As an example, following our notation, a candidate harmony hi, belonging to
an HM with Γ harmonies {h1 · · ·hΓ }, could encode a solution –i.e., an assignment
of NU elements (users) to NB base stations, forming thus groups of users– as

hi = [uBh

1(i) . . . u
Bj

m(i) . . . uBw

NU (i) | n
B−1

u(i) nB1
u(i) . . . nBk

u(i) . . . n
BNB

u(i) ], (4)

where n
B−1

u(i) is the number of users without service (nWS
u ), those that have not

been able to be assigned to any nB and do not have service. We represents this
by assigning then to a “virtual” nB labeled B−1. Figure 2(a) shows a simple
example of codification of an assignment in which NU = 10 users have been
assigned to NB = 4 base stations (c1).

Fig. 2. (a) Harmony with 10 users and 4 base stations. The PAR process selects, in the
group part, the BS B2 (position 3 since the first one is reserved to quantify the number
of users without service), which has assigned 5 users (u1, u3, u5, u7, u10, as shown in
(c1) and represented in the element part of (a)). (b) In a second step, the PAR process
selects one of the elements (u7, which was assigned to B2 in (a)), and reassign it to
B4. (c) Representation of the reassignment process driven by PAR.

3.2 Algorithm Implementation

(a) The initialization of the notes’ values of all harmonies included in the HM
is only executed at the first iteration.

(b) The improvisation process is sequentially applied to each note of the com-
plete set of Γ harmonies. Two processes are used for improvising the new
refined set of harmonies:

(b.1) The Harmony Memory Considering Rate (HMCR) establishes the prob-
ability that the new value for a note u

Bj

m(i) (in the element part ei of hi)
is drawn from the values of the same note taken in all the other Γ − 1
harmonies existing in the HM, (uBp

m(γ), γ = 1 · · · Γ , γ �= i). Note that the
smaller HMCR is, the less the use of partial knowledge acquired during
the iterative process will be, and hence the more explorative the algo-
rithm will behave. The new note will be chosen at random if it is not
drawn from the HM.
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(b.2) The Pitch Adjusting Rate (PAR) process works as a fine adjusting rate
of the note vocabulary. In our implementation, it first selects at random a
group in gi (for instance, BS Bk = B2 (blue dashed squared) in Fig. 2(a),
which has assigned nBk

u = 5 users). In a second step, it selects one of
the users assigned to Bk (for instance, element uBk

m(i) = uB2
7(i) (user 7) in

ei) and assigns it to another BS (B4 in Fig. 2 (b), (c2)) with a given
probability, P. This probabilistic process defines the new value u

B∗
k

m (i) for
a certain note uBk

m (i) (after HMCR processing) as

u
B∗

k

m(i) =

{
u

Bq

m(i), with P = PAR,
uBk

m(i), with P = 1 − PAR,
(5)

where Bq (q �= k) is another BS (selected at random) at which user um

will be assigned only if the distance between user um and BS Bq fulfills
d(um, Bq) < dMAX.
Analogously to the HMCR process, a high value of PAR jointly with a
increased value of dMAX sets a highly explorative behavior of the algo-
rithm around the iteratively-identified potential candidates or harmonies,
while narrower bandwidths (i.e. lower values of dMAX) the PAR process
leads to a restricted local search procedure (the user will be assigned to
an adjacent cell instead of farther cells).

c) At each iteration the quality of the improvised harmonies is evaluated by
means of the cost function C stated by Eq. (3). A harmony hp “sound best”
than another hg if C(hp) < C(hg). Then, based on these metric evaluations
and their comparison with the cost of harmonies remaining from the previous
iteration, the Γ best harmonies are kept and the HM is hence updated by
excluding the worst harmonies.

d) The stopping criterion is selected based on a fixed number of iterations T .

4 Experimental Work

4.1 Experimental Set up and Comparative Framework

We have considered the three different services listed in Table 3 along with their
characteristic parameters. Other network parameters used are [2]: α = 0.65,
ξ = 0.55, pBk |max = 36 W, and CUL

Ag = CDL
Ag = 1536 kbps. With these services,

we have considered the following service profiles: 90% of users with service S1,
9% with S2, and 1% with S3. We have carried out 20 runs of each GHS algorithm,
with T = 300 iterations each. This number has been found to be large enough
for the algorithm to converge.

For comparative purposes to the conventional approach (CA) we have imple-
mented a combination of two CAs: the “Best-Server Cell Selection” (BSCS) [2]
and the “Radio Prioritized Cell Selection” (RPCS) [2] algorithms. For any user uj

(with j = 1, 2, · · · ,NU ), we compute the SINR between uj and all the base sta-
tions Bk (with k = 1, 2, · · · ,NB): Υj,k. This leads to a NU × NB matrix of SINR
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Table 3. Values of service parameters. ARM means Adaptive Multi-Rate.

Sh (Eb/N0)i (dB) RUL
b,i (dB) RDL

b,i (kbps) νUL
i = νDL

i N
Sh
Cod (codes)

S1 (ARM) 5 12.2 12.2 0.58 256

S2 (data) 1.5 64 64 1 32

S3 (data) 1 64 384 1 4

ratios. For any user uj , we compute an “assignment vector”, Aj , which contains
a list of BSs, sorted from the one that provides the best SINR down to that giving
the worst one. Initially, each user uj is assigned to the nB with the corresponding
best SINR (“best base station” (BBS) in the BSCS algorithm [2]), that is, to the
first one of the assignment vector Aj . In any cell, the algorithm checks whether
or not the assignment leads to a load factor higher that the threshold (overload).
In each overloaded cell (let say, for instance, Bg), the user with the worst SINR
with respect to Bg (let say, for instance, uf ) is detached from Bg and assigned to
the next non-overloaded BS of its assignment vector Af . The algorithm iterates
until either the cells are no longer overloaded, which may cause some users fail to
be assigned to any station.

4.2 Comparison and Discussion

Figures 3(a) and (b), which represent respectively the different assignments that
the GHS and CA algorithms have found, will help us compare both approaches.

Each BS in Fig. 3 has been represented by a square box containing a dif-
ferent symbol (+,×,♦, 	, · · · ) so that any user attached, for instance, to base
station B3 (♦-symbol inside the box), will be represented with that symbol (♦).
They correspond to NU = 500 users, which leads to a user density DU ≈ 31.25
users/km2. Note that both figures have identical user locations, but differ in the

Fig. 3. Assignments of NU = 500 uniformly distributed users to NB = 9 BSs found,
respectively, by the GHS algorithm (a) and by the CA (b).
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way they are assigned to different stations. This can be easily seen by taking a
look at those users located in-between base stations B6 and B9 in both figures.
While in Fig. 3(a) the users are mostly labeled with green �-symbols (what
means that they have been assigned to B9 (� symbol)), however, in Fig. 3(b),
many of these users located between stations B6 and B9 (which in Fig. 3(a) were
mostly assigned to B9) are now however without service (represented with blue
© symbols) since they have not been assigned to any nB. The CA assignment
(Fig. 3(b)) works worse in the sense that it leaves more customers unserved.

To proceed further in this regard, it is convenient to focus on Fig. 4(a). It com-
pares, respectively, the fraction of the different constituents (φ = ηUL, ηDL, ΔCUL

Ag
,

ΔCDL
Ag

, ΔPBk
,ΔCod,Δ

WS
nu

) of the minimized cost function, computed by the CA
(grey bars), the GGA approach [3] (blue bars), and the proposed GHS method (red
bars). Themost relevant aspect is that the proposedGHSmethod assigns resources
to many more users than the CA: the fraction of users without service in the GHS
assignment is only ΔWS

nu
|GHS= 3% (mean value over 20 runs). This represents only

15 users in absolute terms, which is much smaller than that achieved by the conven-
tional assignment, which is ΔWS

nu
|CA= 18% (i.e., 90 users). Note that ΔWS

nu
|GHS is

6 times smaller than ΔWS
nu

|CA. In this respect, the GHS strategy is more practical
for the operator’s economical strategy since it helps increase the number of active
users without having to draw upon new, expensive deployments. Note also that the
GHS method works slightly better than the GGA approach [3].

The true potential of the proposed GHS algorithm can be seen much more
clearly in Fig. 4(b), which represents the fraction of resources assigned per user.
The fraction of resources used per user in GHS is lower than that of CA. On
average, this is ≈85% of those of the CA. In this sense, the use of resources is
more efficient because the proposed method leads to an assignment in which
there are more users with the required service (500 − 15 = 485 = NGHS

U >
500 − 90 = 410 = NCA

U ) along with a lower consumption-per-user than that
achieved by the CA and that by the GGA [3].

Fig. 4. (a) Fraction of used resources corresponding to the assignment computed by
the CA (grey bars), the GGA method (blue bars) and the proposed GHS (red bars).
(b) Fraction of resources per user (same color convention as (a)).
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5 Summary and Conclusions

In this work we have proposed a novel implementation of a Grouping Harmony
Search (GHS) algorithm to assign resources (codes, capacity, power) to users in
Wide-band Code Division Multiple Access (WCDMA) networks. The GHS algo-
rithm aims at minimizing a cost function composed of not only the detailed load
factors (including all interferences) but also resource utilization ratios and the
fraction of users without service. We have proposed an encoding scheme, which
is novel in GHS, and based on this, also tailored Harmony Memory Considering
Rate (HMCR) and Pitch Adjusting Rate (PAR) processes. In particular, the
proposed PAR process acts on the group part (by selecting a base station) and
assigns one of its users to another base station with a given probability. The
explored GHS exhibits a superior performance than that of the conventional
approach (CA) –which minimizes only the load factors–, and is slightly better
than that of the Grouping Genetic Algorithm (GGA) approach. The GHS not
only assigns resources to more users (97% of users –in a scenario with 31.25
users/km2, uniformly distributed–, higher than 82% of users assigned by the
CA) but also it does it more efficiently, since the mean value of the resources
used per user in the GHS assignment is 85% of that of the CA one.
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1 University of the Basque Country UPV/EHU, 48013 Bilbao, Spain
{iker.sobron,manuel.velez,javier.delser}@ehu.eus,

balonso024@ikasle.ehu.eus
2 TECNALIA, 48160 Derio, Spain
javier.delser@tecnalia.com

3 Basque Center for Applied Mathematics (BCAM), 48009 Bilbao, Spain

Abstract. This paper proposes to improve the efficiency of the deploy-
ment of wireless network infrastructure for massive data collection from
vehicles over regional areas. The increase in the devices that are car-
ried by vehicles makes it especially interesting being able to gain access
to that data. From a decisional point of view, this collection strategy
requires defining a wireless Vehicular-to-Infrastructure (V2I) network
that jointly optimizes the level of service and overall CAPEX/OPEX
costs of its deployment. Unfortunately, it can be intuitively noted that
both optimization objectives are connecting with one another: adding
more equipment will certainly increase the level of service (i.e. coverage)
of the network, but costs of the deployment will rise accordingly. A deci-
sion making tool blending together both objectives and inferring there-
from a set of Pareto-optimal deployments would be of utmost utility for
stakeholders in their process of provisioning budgetary resources for the
deployment. This work will explore the extent to which a multi-objective
Harmony Search algorithm can be used to compute the aforementioned
Pareto-optimal set of deployment by operating on two different optimiza-
tion variables: the geographical position on which wireless receivers are
to be deployed and their type, which determines not only their coverage
range but also their bandwidth and cost. In particular we will utilize a
non-dominated sorting strategy criterion to select the harmonies (solu-
tion vectors) evolved by Harmony Search heuristics.

Keywords: Vehicular networks · Cost-efficient deployment · Harmony
search

1 Introduction

The latest technological advances in the design of wireless sensors have lately
given rise to lower fabrication costs, which have in turn favored their wide-
spread integration in vehicles. Indeed the automotive sector is a rich substrate
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 20
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for mobility-based applications leveraging the geo-located information seamlessly
collected, processed and stored by vehicles. These data, which is usually sensed
locally at each vehicle, would certainly open new horizons if further processing
is done to aggregate, fuse and infer knowledge from the data collected by all
vehicles [1,2].

To this end communications infrastructure must be deployed over the area to
compile all the information captured by vehicles so that it can be subsequently
processed, stored and managed by the applications at hand [3]. The scope of
this research work is framed around the search of solutions that improve the effi-
ciency of the Vehicular-to-Infrastructure (V2I) wireless network for the collection
of massive data from vehicles over regional areas. From a decisional viewpoint
this collection strategy requires defining a wireless V2I network that jointly opti-
mizes the level of service and overall CAPEX/OPEX costs of its deployment.
Unfortunately, it can be intuitively noted that both optimization objectives are
conflicting with one another: adding more equipment will certainly increase the
level of service (i.e. coverage) of the network, but costs of the deployment will
rise accordingly. A decision making tool blending together both objectives and
inferring therefrom a set of Pareto-optimal deployments would be of utmost util-
ity for stakeholders in their process of provisioning budgetary resources for the
deployment.

This work will explore to which extent a multi-objective Harmony Search
(HS) algorithm can be used to compute the aforementioned Pareto-optimal set
of deployment by operating on two different optimization variables: the geo-
graphical position on which wireless receivers are to be deployed and their type,
which determines not only their coverage range but also their bandwidth and
cost. In particular we will utilize a non-dominated sorting strategy criterion to
select the harmonies (solution vectors) evolved by the Harmony Search heuris-
tic. Experiments with the designed solver will be run over a massive case study
comprising more than 7 · 105 vehicles deployed over the region of the Basque
Country [4], as well as real target locations for the wireless receivers.

2 Vehicular and Infrastructure Databases

As a starting point we have created a geolocated vehicles database from the
Basque Country region in Spain that allows simulating a realistic wireless net-
work scenario of the entire region. For this purpose we will exploit information
on the main cities such as the quantity of vehicles on each geographical location.
In order to distribute the vehicles over the region, we assume that most of the
traffic will be located around the most populated spots of the region. As a result
we define vehicle distribution areas with a maximum radius, rmax, around the
main populated cities in the region. The circular area of each village is divided
in several concentric rings with inner and outer radius rint and rext, respectively.
The ratio of distributed vehicles within a m-th ring is thus given by

Pm =

∫ rext,m

rint,m
e−crdr

∫ rmax

0
e−crdr

, (1)
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where r the radius and c the coefficient that modifies the gradient according
to the size of the city. Note that Pm is the ratio of vehicles deployed on roads
of the m-ring area with respect to its total registered in a given village. Thus,
the sum of all the concentric rings around the village equals 1. The vehicles
are distributed over the existing motorways, which will be classified in three
categories according to the traffic. Therefore the most crowded type of motorway
will have more chance to have vehicles assigned than the least crowded ones. Due
to the fact that the quantity of running vehicles is variable depending on the time
of the day, we can apply a correcting factor F which controls such a variability.
The number of vehicles Vm to distribute in a random manner on the motorways
of the m-th ring will be

Vm = FPmTV, (2)

where TV the total of vehicles recorded on each village.
It will be also necessary to create a database of wireless communications

infrastructures to which the vehicles can be connected to send the data collected
by their sensors. Bearing in mind that low-power wide-area systems (LPWA)
such as Sigfox are focused on low-rate communications over wide areas, we
assume that base stations (BSs) could be located covering wide areas. For this
rationale we have built two databases of already deployed wireless networks by
the Spanish operator for Internet of Things (IoT) – Cellnex Telecom – [5] and the
Basque operator of TDT, Itelazpi [6]. We assume that IoT BSs can be located
at the same point of the TDT repeaters since the operators may employ part of
the already deployed infrastructure for wireless transmission-reception purposes.

3 Deployment Cost Profiles

For the definition of the deployment costs we consider two criteria: power and
throughput of the BSs. An increase of the transmission power and the through-
put corresponds to a greater range and capacity, respectively. Since we assume
that infrastructure is already deployed we do not consider a location-based opti-
mization process. The power level will be measured over the coverage radius that
every transmitter reaches and the throughput will be measured on the amount
of users/cars that can be simultaneously connected at the same transmitter. As
a result, the cost function depends on these two parameters according to

C = αBW + βπR2, (3)

where C is the cost, BW the capacity measured in number of cars/users, R the
range radius and weights α and β permit to adjust the cost. We have defined
the series of profiles listed in Table 1, which combine different capacities and
coverages for a given transmitter. We have chosen α = 0.5 and β = 10. The
capacity values are 1000, 2000 and 5000 vehicles, and ranges are given by 5, 10
and 30 km of radius. We will also consider a profile where both values are zero,
incurring no cost. This profile will emulate the case when the BS at hand is off
(not activated).
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4 Computing the Deployment Coverage and Cost

After establishing the optimization criteria we define the algorithm that calcu-
lates the deployment coverage level for the users on roads according to the com-
bination of profiles for the deployed network. Following the previously defined
vehicle distribution, each profile combination – that determines the range radius
and capacity for each BS within the network – yields the total amount of vehicles
that will be covered at certain time. To compute this value we use the flowchart
depicted in Fig. 1. Using the combination of profiles as an input, the algorithm
calculates the coverage level and the corresponding cost to each specific case.

In the region of the Basque Country 413 BSs are available as shown in Fig. 2,
each capable of operating under any of the profiles defined in Table 1. Firstly,
we arrange the vehicles of the database according to the amount of BSs that it
will be able to be connected to from the lowest to the highest number of BSs.
Therefore, vehicles located inside the coverage area of a unique BS will be the
first ones to be connected. This is due to the fact that those vehicles will be only
able to connect to one BS (in this case, there is no overlapped coverage among
BSs). In this manner vehicles, which can be connected to more than one BS, do
not limit the access to the ones that can be only connected to a single BS. We
start, car by car, with the decision criterion shown in Fig. 1. Vehicles that fall
only in range of one BS will be connected if it is possible, because BSs are limited
by the capacity defined in their profiles. As can be seen in Fig. 1, vehicles located
within the range of two or more BSs try to connect first with their nearest BS.
If this connection is not possible (due to e.g. lack of bandwidth resources of the
selected profile for the BS at hand), they will attempt at connecting to their
second closest BS. If the vehicle cannot connect because BSs have reached their
maximum number of vehicles, the vehicle has no coverage. When the algorithm
ends, we shall compute the deployment coverage level and the overall cost of the
deployed profiles.

Car database ordered according  to the 
number of connectable base stations

Connectable 
just to 1 BS?

Is it possible to 
connect to  the 
next closer BS?

Connection with that 
BS 

No connection
Is there more 
BS nearby?

Yes

Yes

YesNo 

No 

No 

Fig. 1. Algorithmic scheme used to compute the deployment coverage ratio according
to the BS profiles.
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Fig. 2. Geo-location of the deployed BSs in the basque country in Spain.

Table 1. BS profiles considered in this work.

Profile type Radius R (km) Cars per cell (BW ) Cost (C)

1 0 0 0.00

2 5 1000 1285.40

3 5 2000 1785.40

4 5 5000 3285.40

5 10 1000 3641.59

6 10 2000 4141.59

7 10 5000 5641.59

8 30 1000 28774.33

9 30 2000 29274.33

10 30 5000 30774.33

5 Review of Multi-objective Harmony Search Algorithm

The bi-objective problem addressed in this paper – i.e. the simultaneous maximiza-
tion of the coverage ratio of the deployed receivers and the minimization of their
cost – will be tackled by resorting to a multi-objective version of the HS algorithm,
a heuristic solver proposed in [7] that emulates the music composition process
observed in jazz bands when their members jointly improvise harmonies driven
by an aesthetic measure of musical quality. In essence HS is a population-based
optimization algorithm that resembles other techniques from Swarm Intelligence
and Evolutionary Computation, with subtle yet relevant differences in the oper-
ators that iteratively refine the solutions contained in the K-sized population of
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the algorithm (commonly referred to as Harmony Memory). Such operators iter-
atively enhance the candidate solutions or harmonies by permuting and mutating
intelligently their constituent variables or notes until a convergence criterion set
beforehand is met (e.g. a maximum number of iterations I are completed). The
outperforming behavior of HS has been evinced in several application scenarios [8],
with scarce albeit interesting practices regarding the optimization of cost-efficient
deployments [9–11].

The HS solver proposed in this work utilizes three improvisation operators
that are applied to the harmonies within the harmony memory at every iteration:

– Harmony Memory Considering Rate HMCR ∈ [0, 1], which establishes the
probability that the improvised value for a note is drawn from the values
taken by the same note in the other K −1 harmonies in the harmony memory.

– Pitch Adjusting Rate PAR ∈ [0, 1], which tunes the probability that the value
of a note is replaced with any of its neighboring values in its alphabet. In order
to establish a proper relation of vicinity BS profiles are sorted in increasing
order of their bandwidth, in such a way that they are equally ordered in terms
of cost.

– Random Selection Rate RSR ∈ [0, 1], which is similar to PAR: it sets the
probability that the new value for a given note is taken uniformly at random
(i.e. without any neighborhood consideration) from its alphabet.

The above operators are applied to each note of the candidate solutions, after
which the fitness functions of the newly improvised solutions (namely, coverage
ratio and deployment cost) are evaluated. Based on the values of the objective
functions for both the new harmonies and those from the previous iteration a
Pareto dominance ranking and crowding distance criterion is applied to filter out
the prevailing population for the next iteration. In short each solution is ranked
according to its dominance level (namely, rank = 1 for the best, non-dominated
subset of solutions, rank = 2 for the second best front, etc.). After ranking
all solutions the sum of distances to the closest harmony along each metric
(crowding distance) permits to prioritize solutions within a certain dominance
level: those solutions featuring large crowding distances are preferential.

6 Results

In Fig. 3, we can observe the Pareto efficiency curve achieved by HS for the
defined profile combinations. The HS algorithm has been configured with K =
30, HMCR = 0.5, PAR = 0.15, RSR = 0.1, I = 200 iterations. The overall
cost has been normalized by the most expensive scenario: the overall number of
transmitters at the most expensive cost (i.e. 1.2710e+07). The amount of 106

vehicles have been distributed according to the radial distribution in (1) using
c = 0.01 and rmax = 25 km around the 30 most populated villages in the region.
The temporal factor F has been chosen as 0.7 in the rush hour. We have also
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distributed in a uniform random manner 10% of the running vehicles on roads
out of the 30 circular areas.

Solutions A, B and C have been highlighted in Fig. 3 with 205, 150 and 70
transmitters switched off out of the overall 413, respectively. One can observe
that an acceptable 55% of coverage level can be achieved with the minimum
Pareto efficiency value (208 transmitters on). This result arises from the effect
of a radial traffic distribution model centered in cities, most of cars will be
distributed close to the city where a higher number of transmitters are usu-
ally deployed. As a result, those BSs can provide coverage to more amount of
users compared with the rural BSs which are deployed far away from urban
areas.

In Fig. 4 the deployment profiles of the marked scenarios are depicted. In
Fig. 4a it can be observed the high amount of BS in low profiles (type 1 (205
BSs) and 2) and that a few BSs are set with profiles with high cost (type 9
and 10). This deployment provides a coverage level of 55%. In Fig. 4b we show
an intermediate point where the trade-off between cost and coverage level is
interesting: 82% of users on roads are covered at rush hour with a reduced cost
since 150 transmitters can be off and rest of profiles are mainly low-cost. Finally,
we can see the C deployment in Fig. 4c where the highest coverage level can be
achieved. One can notice that deployments at the rightmost part of the Pareto
curve with higher cost can not achieve that coverage level. These scenarios have
shown the importance of deployment analysis for operator in terms of cost and
coverage since adequate deployments with lower cost can obtain relevant results
in terms of coverage.

Fig. 3. Pareto efficiency curve of V2I deployment coverage level for the basque region
in Spain.
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(a)

(b)

(c)

Fig. 4. Deployment profiles of the A, B and C pareto solutions.
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7 Conclusions

This paper have presented a multi-objective HS-based strategy to improve the
usage of already deployed wireless network infrastructure for massive data col-
lection from vehicles over regional areas. This HS strategy is based on a non-
dominated sorting criterion in terms of two conflicting fitness metrics: the level of
service (number of connected cars) and maintenance cost of the network. Realis-
tic results have been obtained by leveraging open data from the Basque Country
region in Spain. The set of Pareto-optimal solutions have demonstrated the util-
ity of this tool for local operators in their process of providing cost-efficient
resources for the deployment of a wireless network aimed at collecting data from
vehicles. An important reduction of the budget can be achieved by carefully
selecting the operation profiles of the already deployed wireless infrastructure.
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Abstract. In this study, harmony search algorithm is modified with
several random search stages for optimum design of reinforced concrete
frame structures. The structure is subjected to both static and dynamic
forces. A detailed optimum design was proposed without grouping the
design variables of the frame structure. The dynamic forces calculated
according to the time history analyses. The objective is to find the most
economical design supporting the design requirements of ACI-318 (Build-
ing code requirements for reinforced concrete structure). The method was
applied to a non-symmetric structure and the proposal is feasible.

Keywords: Modified harmony search · Reinforced concrete struc-
tures · Optimization · Frames · Metaheuristic methods · Structural
optimization

1 Introduction

Cross-sectional dimensions of reinforced concrete (RC) elements are assumed by
a designer and these dimensions are checked according to design requirements
given in design codes. These codes propose us the minimum and maximum limits
in order to ensure security but the design of engineer may not be the optimum one
with minimum cost. Since reinforced concrete is a composite of concrete and steel
bars, the dimensions of structural elements are depended to steel reinforcements.
Additionally, the costs of concrete and steel are very different. For that reason,
an optimization approach is a mandatory for the most economical design of
reinforced concrete structures.

Several approaches have been proposed for the optimization of different RC
members. A state of the art review, including the pioneering studies about the
cost optimization of concrete structures was developed by Sarma and Adeli [1].
Also, the cost optimization of structures with fuzzy logic, genetic algorithm and
parallel computing are described in the book developed by Adeli and Sarma [2].

Genetic algorithm (GA) was employed for the optimization of RC beams and
the approach was compared with conventional trials of a designer [3]. Genetic
algorithm was also used for RC biaxial columns in the optimization approach
proposed by Rafiq and Southcombe [4]. Koumousis and Arsenis optimized several
RC members by using the GA employed optimization approach [5]. Rajeev and
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 21
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Krishnamoorthy proposed a methodology based on GA for RC frames, includ-
ing detailed reinforcement design [6]. Rath et al. optimized the shape of RC
members by using sequential quadratic programming (SQP) technique [7]. The
SQP technique was used to modify the rectangular shape of the cross-section
and GA was employed for the cost optimization. Camp et al. optimally designed
RC frames by considering slenderness of columns. In the study employing GA,
two-bay six-story frame was optimized by grouping cross sections of beams and
columns for a constant vertical distributed load and lateral loads [8]. According
to various design codes, T-shaped RC beams were optimized by Ferreira et al.
[9]. Leps and Sejnoha used the combination two metaheuristic methods (GA and
simulated annealing (SA) method) in their approach developed for the optimum
design of continuous beams [10]. Lee and Ahn employed GA for RC frames by
using a database for possible design of members. Earthquake loads were con-
sidered as lateral equivalent static earthquake load applied as joint loads [11].
Balling and Yao proposed an optimization method for three-dimensional RC
frames subjected to the several loads such as dead, live, snow and earthquake
[12]. Ahmadkhanlou and Adeli [13] optimized RC slabs by using a methodology
with two stages, including the use of the neural dynamics model developed by
Adeli and Park [14,15] for optimum solution of continuous variables and per-
turbation technique to find practical values of the design variables. Optimum
expressions of the bending moment, steel area and the ratio for singly and dou-
bly RC beams were proposed by Barros et al. [16]. In order to minimize the total
cost of the pre-stressed concrete bridges, an optimization procedure considering
the cost of concrete, reinforcement, formwork and fabrication was developed by
Sirca Jr and Adeli [17]. Govindaraj and Ramasamy optimized continuous beams
by using GA. The possible optimum results were chosen from a typical database
with reinforcement template [18]. Sahab et al. optimized RC flat slab building
by using a hybrid optimization algorithm which is the combination of GA and
discretized form of the Hook and Jeeves method [19]. Zou and Chan proposed an
optimization approach for reinforced concrete buildings using nonlinear pushover
analyses in order to conduct the performance-based seismic design [20]. Govin-
daraj and Ramasamy were optimized statically load RC frames by using GA
[21]. Guerra and Kiousis optimized several frame structures such as single-bay
multi-story and multi-bay single story RC frames [22]. Paya et al. proposed a
multi-objective optimization approach for RC frames using simulated anneal-
ing [23]. Perea et al. proposed two heuristic methods (random walk and the
descent local search) and two metaheuristic methods (the threshold accepting
and the simulated annealing) for the optimum design of RC bridges frames [24].
RC frames were optimized by considering minimum embedded CO2 emissions
and cost by employing simulated annealing [25] and big bang-big crunch [26].
The objectives are the cost of the constructability, the environmental impact
and the overall safety in these studies. Gil-Martin et al. proposed the reinforce-
ment sizing diagram (RSD) approach for RC beams and biaxial columns [27].
Optimum depth and reinforcement of rectangular RC elements in bending were
investigated by Barros et al. [28]. Fedghouche and Tiliouine optimized T-shaped
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beams according to Eurocode2 by using GA [29]. Several metaheuristic methods
such as simulated annealing [30,31], big bang-big crunch method [32], harmony
search [33] and charged system search [34] were used for optimum design of RC
retaining walls. The harmony search algorithm was used for optimum design
of RC continuous beams [35], RC frames [36,37] and T-shaped RC beams [38].
The combination of several metaheuristic algorithms was employed for the opti-
mum design of RC frames by Kaveh and Sabzi [39]. For optimum design of RC
beams, a methodology using big bang-big crunch was proposed by Kaveh and
Sabzi [40]. A metaheuristic method for optimization of hybrid fiber-reinforced
composite plates is proposed by combining the best features of classical local
search algorithms such as SA and tabu search (TS) [41].

By using a classical form of an algorithm, a detailed optimization cannot
be found since the number of the types of design variables is too many. Only,
particular optimum designs can be found for several members of the structure.
The other members of the structure may randomly assigned with local opti-
mum solutions or a solution with constraint violation. In that case, the classical
algorithms can be modified with additional random stages.

In this study, harmony search algorithm is modified with random stages for
different types of design steps. RC frame structures are excited by static and
dynamic forces. Earthquake effects are defined according to time history analyses
of three recorded earthquakes. In the optimization methodology, a detailed rein-
forcement design considering the positioning of the bars is done without grouping
the members. The optimum design of the RC elements was done according to
ACI-318 building code requirements for structural concrete [42] in order to min-
imize the material cost. The method was presented with a multi-bay multi-story
non-symmetric RC frame structure.

2 Optimum Design Methodology

In the design methodology, the music inspired harmony search algorithm [43] is
proposed with random search stages in order to find effective global solutions
for cost minimization of RC frame structures. In Fig. 1, the flowchart of the
methodology is presented.

In the first step, the design constants of RC frame, loading condition (live-L
and Dead-D loads), earthquake records and design variable ranges are defined.

In the next step, random search stages are conducted. In step 2a, the cross-
section dimensions of the beams are generated and ACI-318 constraints are
checked. In the step 2b, the cross-section dimensions of the columns are gen-
erated and the constraints are checked. After the dimensions of the structure
is defined, static and dynamic analyses are done in step 2c. Slenderness is an
important factor in RC design. For that reason, the design constraints about
preventing brittle fracture are checked in step 2d and the process continue from
the step 2a if a violation occurs. In steps 2e and 2f, the reinforcement designs
of beams and columns are respectively done. The steps 2a, 2b, 2e and 2f are
repeated until the corresponding constraints are provided.
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Fig. 1. Flowchart of the optimization process

Table 1. Earthquake records

Earthquake Date Station Component PGA(g)

Imperial Valley 1940 117 El Centro I-ELC180 0.313

Northridge 1994 24514 Sylmar SYL360 0.843

Loma Prieta 1989 16 LGPC LGP000 0.563

Note: Earthquake records were taken from PEER NGA
Database [44]

In the step 3, the number of generations is checked and the step 2 is done for
harmony memory size (HMS). Thus, the initial harmony matrix is generated.

In step 4, the solutions are updated according to the rules of the HS algo-
rithm. The objective of the problem is to minimize the total material cost of the
frame including concrete cross sections and steel reinforcement bars. Elimination
of the existing set of solutions is done according to the total cost of the frames.
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Table 2. Design constants and ranges of design variables

Definition Symbol Unit Value

Range of web width bw mm 250–400

Range of height h mm 300–600

Clear cover cc mm 30

Range of reinforcement φ mm 16–30

Range of shear reinforcement φv mm 8–14

Max. aggregate diameter Dmax mm 16

Yield strength of steel fy MPa 420

Comp. strength of concrete f
′
c MPa 25

Elasticity modulus of steel Es MPa 200000

Specific gravity of steel γs t/m3 7.86

Specific gravity of concrete γc t/m3 2.5

elastic response parameter R - 8.5

Cost of the concrete per m3 Cc $ 40

Cost of the steel per ton Cs $ 400

3 Numerical Examples

The numerical example is a three-span three-story RC frame. The optimization
was conducted under three different earthquake records given in Table 1. The
value of design constants and the ranges are shown in Table 2. The dimensions

Fig. 2. Model of the numerical example
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Table 3. Optimum design of columns

Element Number bw (mm) h (mm) Bars in each face Shear reinforcement

diameter/distance (mm)

1 250 300 2φ10+2φ12 φ8/120

2 250 350 3φ10+1φ12 φ8/150

3 250 350 1φ12+1φ18+1φ10 φ8/150

4 250 300 2φ10+2φ12 φ8/120

8 250 300 2φ10+2φ12 φ8/120

9 250 300 2φ10+2φ12 φ8/120

10 250 300 4φ10+1φ12 φ8/120

11 250 300 2φ10+2φ12 φ8/120

15 250 300 2φ10+2φ12 φ8/120

16 250 300 2φ10+2φ12 φ8/120

17 250 300 1φ14+2φ12 φ8/120

18 250 300 3φ18 φ8/120

Table 4. Optimum design of beams

Element

Number

bw

(mm)

h (mm) Bars in comp. section Bars in tensile section Shear reinforcement

diameter/distance (mm)

LJ5 250 350 1φ10+2φ14+1φ16 1φ24+1φ28 φ8/150

5 2φ10+1φ12 1φ14+1φ16+1φ12

RJ5-LJ6 250 350 1φ10+1φ26 1φ16+ 2φ14+1φ28 φ8/150

6 2φ10+ 1φ12 1φ20+ 1φ14

RJ6-LJ7 250 450 1φ22+1φ14+1φ18 1φ20+1φ18+1φ26+1φ22 φ8/200

7 1φ10+1φ12+1φ14 1φ24+ 1φ20

RJ7 1φ20+ 1φ22 1φ14+1φ16+1φ28+1φ20

LJ12 250 450 1φ20+ 1φ12 1φ30+1φ12 φ8/200

12 1φ16+ 1φ14 1φ12+ 1φ22

RJ12-LJ13 250 400 4φ12 1φ28+ 1φ18 φ8/170

13 4φ10 1φ14+ 1φ12+1φ16

RJ13-LJ14 250 400 1φ28+ 1φ14 2φ28+ 1φ18 φ8/170

14 1φ16+ 1φ12 1φ10+ 2φ12+1φ26

RJ14 1φ16+1φ22+1φ12 1φ10+1φ22+1φ28+1φ16

LJ19 250 400 1φ16+ 1φ12 1φ10+ 1φ18+1φ14 φ8/170

19 2φ14 2φ14

RJ19-LJ20 250 300 1φ12+ 1φ22 1φ10+ 2φ22+1φ12 φ8/120

20 2φ12 1φ10+1φ16+1φ12+1φ14

RJ20-LJ21 250 400 1φ24+1φ18 1φ18+1φ26+1φ24+1φ12 φ8/170

21 1φ12+ 1φ16 1φ24+ 1φ26

LJ21 1φ20+ 1φ12 1φ26+ 1φ20

are assigned to the values with are the multiples of 50 mm. The diameters of
reinforcement bars are assigned to the values which are the multiples of 2 mm.
Thus, the final results are practical for construction. The three-span three-story
structure is given in Fig. 2. For the spans, the ratio of a and l is 0.25.
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4 Results and Conclusions

The optimum results are given in Tables 3 and 4 for column and beam elements,
respectively. The total cost of the optimum design is 724.54 $. The optimum
value for the first five attempts (1148 $) is nearly 58% higher than the optimum
cost. These five attempts may be the classical solution of an engineer. For that
reason, the modified HS with random search stages is a feasible approach for the
investigated civil engineering problem.
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Abstract. In this study, a new approach is proposed for optimization
of tuned mass damper positioned on the top of seismic structures. The
usage of metaheuristic algorithms is a well-known and effective technique
for optimum tuning of parameters such as mass, period and damping
ratio. The aim of the study is to generate a new methodology in order
to improve the computation capacity and precision of the final results.
For that reason, harmony search (HS) and flower pollination algorithm
(FPA) are hybridized by proposing a probability based approach. In the
methodology, global and local search processes of HS are used together
with global and local pollination stages of FPA. In that case, four differ-
ent types of generation are used. In the methodology, these four types of
generation have the same chance at the start of the optimization process
and probabilities are reduced when the corresponding type of the gen-
eration is chosen. If an improvement is provided for the objective of the
optimization, the probability of the effective type is increased. The pro-
posed method has an effective convergence by providing improvement of
the optimization objective comparing to classical FPA.

Keywords: Tuned mass damper · Optimization · Earthquake ·
Harmony search · OptFlower pollination algorithm · Structures

1 Introduction

In passive seismic control of structures, the properties of the control systems
must be optimized for a feasible reduction of structural vibrations. Tuned mass
dampers (TMDs) are mechanical devices which are also used in structure sub-
jected to undesired excitations. In that case, the properties of TMDs such as
mass, period and damping ratio must be tuned and the problem is nonlinear
because of inherent damping and vibrations with random frequency. For that
reason, numerical algorithms have been used. Most of the proposed methods
employ metaheuristic algorithms.
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 22
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The oldest and well-known method in tuning of TMDs was derived by Den
Hartog. The formulations of Den Hartog are for single degree of freedom sys-
tems subjected to harmonic loading. Also, the inherent damping of the system is
not considered. For that reason, this method is not effective for multiple degree
of freedom structures subjected to earthquake excitation [1]. For frequency and
damping ratio, Warburton proposed closed form expression for harmonic and
random excitations [2]. Since the formulations of Den Hartog [1] and Warburton
[2] are lack of consideration of inherent damping, Sadek et al. [3] proposed to
use numerical trials and obtained the formulations by using curve fitting. In that
case, the inherent damping of the main structure was considered and a proposal
is done for multiple degree of freedom structures by considering a single vibra-
tion mode. In order to consider all vibration modes of multiple degree of freedom
structures, the use of numerical algorithms is needed for a precise optimum in
order to consider the limits of design parameters of TMD and design constraints
such as stroke capacity of TMD. For that reason, numerical optimization tech-
niques have been developed for tuning of TMDs [4–7].

In recent years, metaheuristic methods inspired from nature or a process are
the most popular employed methods in the optimization of TMDs. The employed
metaheuristic methods contain evolutionary algorithms, swarm intelligence, biol-
ogy inspired algorithms. Genetic algorithms are the oldest method used for the
TMD optimization problem [8–12]. Swarm intelligence was used in the optimum
TMD design using particle swarm optimization [13,14]. The examples of other
metaheuristics used for TMD design are bionic optimization [15], music inspired
harmony search [16–19], ant colony optimization [20], artificial bee optimization
[21], shuffled complex evolution [22] and education inspired teaching learning
based optimization [23].

In this study, the flower pollination algorithm (FPA) used in the development
of a methodology for TMD design. In order to increase the performance of the
algorithm, FPA is hybridized with harmony search algorithm. A probability
based strategy is proposed for the decision of the type of the generation of
new solutions. In the numerical example, a 40 story structure is investigated for
optimum TMD with a limited stroke capacity. A global optimum was searched
for 44 different earthquake records. The example is optimized for the classical
FPA and the developed hybrid method (HS-FPA).

2 Equations of Motion for TMD Implemented
Earthquake Excited Structures

As seen in Fig. 1, the N-story structure is modeled as a shear building. The
structure has N degree of freedom for all lateral motion of the stories and the
number of degrees of freedom of the TMD controlled structure is N+1. The
equations of motion of a shear building is written as follows:

Mẍ(t) + Cẋ(t) + Kx(t) = −M1ẍg(t) (1)
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The M, C and K matrices are shown as Eqs. (2)–(4) and these are diagonal
lumped mass, damping and stiffness matrices, respectively. In the equations of
motion, x(t), ẍg(t) and 1 are the vector containing structural displacements of
all stories and TMD (given as Eq. (5)), ground acceleration and a vector of ones
with a dimension of (N + 1, 1), respectively.

Fig. 1. Model of N-story shear building including a TMD on the top

M = diag[m1 m2 ... mN md] (2)

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

(c1 + c2) c2
−c2 (c2 + c3) −c3

...
...
...

...
...
...
cN (cN + cd) −cd

−cd cd

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3)
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⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

(k1 + k2) k2
−k2 (k2 + k3) −k3

...
...
...

...
...
...
kN (kN + kd) −kd

−kd kd

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

x(t) = [x1 x2...xN xd]T (5)

In the matrices and vectors given in the paper, mi, mci, ki and xi are mass,
damping coefficient, stiffness coefficient and displacement of ith story of structure
for i = 1:N. The parameters which need to be optimized, are mass (md), damping
coefficient (cd) and stiffness coefficient (kd) of TMD. The displacement of the
TMD is represented with xd. The damping and stiffness coefficients can be found
from the design variables such as period (Td) and damping ratio (ξd) of TMD
as shown in Eqs. (6) and (7).

Td = 2π

√
md

kd
, (6)

ξd =
cd

2md

√
kd

md

(7)

3 Flower Pollination Algorithm and the Optimization
Methodology

The flower pollination developed by Yang [24] is a nature inspired metaheuristic
algorithm. The main source of the algorithm is the pollination process of flower-
ing plants. The pollination process can be explained in two types. These types
are cross-pollination done by the pollen transfer of pollinators or self-pollination
done by same flower or plant. The inspired rules of flower pollination are as
follows:

1. The pollinators such as birds, insects or bees obey the rules of Lévy dis-
tribution used in the global pollination process in order to formulize the
cross-pollination process.

2. In self-pollination, the reproduction process occurs from the pollens of the
same flower or plant. This type of pollination is the inspiration of the local
pollination process of the algorithm.

3. In order to consider the similarity of two flowers involved in the pollination,
a probability of reproduction called flower constancy is used.

4. A switch between the global and local pollination process is used and the
name of the parameter is the switch probability (p).
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In methodology, structural properties, external excitations and ranges of
design variables are defined as constants. Then, the structure without TMD
is analyzed in order to compare the effectiveness of the TMD. After that, initial
solutions are generated for TMD parameters such as mass, period and damping
ratio. For all set of variables, the dynamic analyses are done for the structure.
Then, the essential optimization process starts.

In the global pollination, the generation of a new ith solution (xt+1
i ) is done

by using Eq. (8). In this equation, L is a Lévy distribution, (xt
i) is the existing

solution and (g∗) is the best solution of the population.

xt+1
i = xt

i + L(xt
i − g∗) (8)

The local pollination is formulized as seen in Eq. (9). In this equation, two
random solutions (jth and kth) are used with a random number (ε) between 0
and 1.

xt+1
i = xt

i + ε(xt
j − xt

k) (9)

In this paper, FPA is combined with the music inspired harmony search (HS)
algorithm developed by Geem et al. [25]. The global search of the music inspired
HS is formulized in Eq. (10). The lower and upper bounds of the design variables
are defined with xL and xU , respectively.

xt+1
i = xL + ε(xU − xL) (10)

The local search is done in a smaller range around an existing solution. It is
formulated as follows.

xt+1
i = xj + (ε − 0.5)PAR(xU − xL) (11)

The parameter PAR is the pitch adjusting rate. It is used for reducing the
solution range. For all generations defined in Eqs. (8)–(11), new design variables
must be limited with xL and xU .

In HS, harmony memory considering rate (HMCR) is used control the type
of the search. In the proposed approach, HMCR and p parameters of the both
algorithms are not used. Instead of these parameters, a probabilistic approach
is proposed and the two algorithms are combined.

At the start of the optimization, all four generation types (global and local
optimizations of the two algorithms) have same possibility. The type of the
generation is chosen according to a random number and possibility is reduced
according to the maximum iteration number. If the solution of the objective
is better than the existing ones, the possibility is increased. In that way, the
possibility of the chosen type is reduced, but the reduction is not effective for
the generation type with better results. Thus, the best type of generation will
gain more chance.
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The new solutions are updated according to the objective function. The max-
imum stroke capacity of the TMD is also considered. The main objective is to
reduce the maximum top story displacement of the structure under a user defined
value (xmax) as defined in Eq. (12). The other objective is about the limitation
of the stroke of the TMD. This objective is formulated as Eq. (13). First, the
objective defined as Eq. (13) is considered. If this objective function is lower than
the user defined limit: st−max, the main objective function given in Eq. (12) is
considered. This iterative optimization continue for a user defined maximum
iterations.

max|xN | ≤ xmax, (12)
max[|xN+1 − xN |]withTMD

max[|xN |]withoutTMD
≤ st−max. (13)

4 Numerical Examples

The proposed method was applied to the optimization of a TMD on the 40-story
structure [26]. The properties of the structure as shown in Table 1. The example
structure is a shear building with different stiffness and damping coefficient for
stories. These values are linearly decreased by increase of the number of stories.
For limitation of the stroke capacity, st−max is taken as 1.5 and the optimization
is done for 200 maximum iterations. The value of PAR is taken as 0.5 while the
population number is 5 for the numerical example.

Table 1. Properties of the example building

mi(t) 980

k1-k40(MN/m) 2130-998

c1-c40 42.6-20

For global optimization, 44 earthquake records (2 components of 22 stations
of historical earthquakes) were used in optimum tuning of TMD. The information
about the excitations are shown in Table 2 and these records are the far-field
ground motion records presented in FEMA P-695 [27].

The design variable ranges and the optimum parameters for the FPA and the
proposed HS-FPA approaches are shown in Table 3. According to the results,
the maximum displacement under critical excitation (1.9278 m) is reduced to
1.7957 m and 1.72047 m for FPA and HS-FPA methods, respectively. The critical



228 S.M. Nigdeli et al.

Table 2. FEMA P-695 far-field ground motion records [27]

Earthquake
number

Date Name Component 1 Component 2

1 1994 Northridge NORTHR/MUL009 NORTHR/MUL279

2 1994 Northridge NORTHR/LOS000 NORTHR/LOS270

3 1999 Duzce, Turkey DUZCE/BOL000 DUZCE/BOL090

4 1999 Hector Mine HECTOR/HEC000 HECTOR/HEC090

5 1979 Imperial Valley IMPVALL/H-DLT262 IMPVALL/H-DLT352

6 1979 Imperial Valley IMPVALL/H-E11140 IMPVALL/H-E11230

7 1995 Kobe, Japan KOBE/NIS000 KOBE/NIS090

8 1995 Kobe, Japan KOBE/SHI000 KOBE/SHI090

9 1999 Kocaeli, Turkey KOCAELI/DZC180 KOCAELI/DZC270

10 1999 Kocaeli, Turkey KOCAELI/ARC000 KOCAELI/ARC090

11 1992 Landers LANDERS/YER270 LANDERS/YER360

12 1992 Landers LANDERS/CLW-LN LANDERS/CLW-TR

13 1989 Loma Prieta LOMAP/CAP000 LOMAP/CAP090

14 1989 Loma Prieta LOMAP/G03000 LOMAP/G03090

15 1990 Manjil, Iran MANJIL/ABBAR–L MANJIL/ABBAR–T

16 1987 Superstition Hills SUPERST/B-ICC000 SUPERST/B-ICC090

17 1987 Superstition Hills SUPERST/B-POE270 SUPERST/B-POE360

18 1992 Cape Mendocino CAPEMEND/RIO270 CAPEMEND/RIO360

19 1999 Chi-Chi, Taiwan CHICHI/CHY101-E CHICHI/CHY101-N

20 1999 Chi-Chi, Taiwan CHICHI/TCU045-E CHICHI/TCU045-N

21 1971 San Fernando SFERN/PEL090 SFERN/PEL180

22 1976 Friuli, Italy FRIULI/A-TMZ000 FRIULI/A-TMZ270

Table 3. The ranges of design variables and optimum values

Design variable Range definition FPA HS-FPA

Mass (t) Between 1% and 5% total mass of
structure

935.55 1203

Period (s) Between 0.5 and 1.5 times of the
critical period of structure

3.8652 4.0753

Damping ratio (%) Between 0.1% and 30% 28.04 30

excitation is the CHY101-N records of the Chi-Chi earthquake. The displacement
time history plot for the top story of the structure under the critical excitation
is shown as Fig. 2.
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Fig. 2. Time history plot of the top story of the structure

Fig. 3. Convergence plot of the methods

5 Conclusions

A new hybrid method combining HS and FPA method is proposed for the opti-
mum tuning of mass damper. According to the results of the numerical exam-
ple, the proposed method is more effective than the classical FPA because a
better reduction of the maximum displacement is provided. Additionally, the
convergence of the proposed method is better than the classical algorithm. This
situation can be clearly seen from the Fig. 3.

In the numerical example, the global pollination process is more effective than
the other generation types because the probability of the global pollination is
not zero while the others are zeroized. The new proposal is effective in shortening
the computation time and improvement of the optimum results.
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Abstract. Tuned mass dampers (TMDs) used in seismic vibration con-
trol are positioned on the top of the structures and it is the optimum
position for regular structures. For structure with different stiffness val-
ues for each story, the optimum place of a TMD may be different. In this
study, the story position of TMD is also included as a design variable. In
methodology, harmony search algorithm is employed. The stroke capac-
ity of the TMD is also considered in the methodology. As a numerical
example, a six story structure is investigated. The stiffness of the first
two stories are lower than the following two stories. The last two sto-
ries have higher stiffness than the other ones. In that case, the optimum
position is not the top story. For that reason, the position of TMD is an
important design variable for irregular structures in rigidity.

Keywords: Tuned mass damper · Optimization · Earthquake ·
Harmony search · Optimum position · Irregular structures

1 Introduction

In the reduction of seismic responses, tuned mass dampers (TMDs) can be used
on structures, but the parameters of TMDs must be optimally tuned for an
important seismic control. In that case; numerical optimization is needed since
mathematical methods cannot be effectively used because of several limitations
related to inherent damping, multiple vibration modes and the characteristic of
earthquake excitation with random frequency. In addition to classical methods
proposing close-form expressions [1–3], numerical methods [3–7] and metaheuris-
tic methods are effectively used in finding optimum parameters of TMD such as
mass (in several studies), period and damping ratio. Genetic algorithm (GA) is
the one of the oldest metaheuristic methods and it is the reason of usage of GA
in several approaches for TMD optimization [8–12]. Particle swarm optimization
[13,14], bionic optimization [15], harmony search (HS) algorithms [16–19], ant
colony optimization [20], artificial bee optimization [21], shuffled complex evolu-
tion [22] and teaching learning based optimization [23] are the other successfully

c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 23
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employed metaheuristic algorithms. Differently from the TMD properties, the
optimum position of TMD can be taken as a design variable in the optimization
processes. If the rigidities of stories of the structure are regular (the same or
higher stiffness in lower stories), the optimum position of TMD is the top of the
structures. Because of architectural reasons, irregular stiffness values of struc-
tures can be seen. In that case, the optimum place of a TMD may not be the
top story because the relative displacement of a story may be bigger than the
top story. For that reason, the optimization of the position of the TMD may be
important. In this study, additional to the TMD properties such as mass, period
and damping ratio, the story containing a TMD is also taken as a design vari-
able. In the optimization methodology, harmony search algorithm is employed
together with dynamic analyses of the structure. As a constraint, the stroke
capacity of the TMD is also investigated. Numerical investigation is done for a
six story structure with irregular rigidity.

2 Equations of Motion and Optimization Methodology

The physical model of an N-story structure is shown as seen in Fig. 1. The
TMD is positioned in the middle, but the optimum position can also be the top
story. The shear building has N degree of freedom for all lateral motion of the
stories. By including a TMD, the total number of degrees of freedom is N+1.
The equation of motion is written as seen in Eq. (1).

Mẍ(t) + Cẋ(t) + Kx(t) = −M1ẍg(t) (1)

The diagonal lumped mass (M), damping (C) and stiffness (K) matrices are
presented as Eqs. (2), (3) and (4), respectively. Also, x(t), ẍg(t) and 1 are the
vector containing structural displacements, ground acceleration and a vector of
ones with a dimension of (N+1, 1), respectively. x(t) is shown in Eq. (5).

M = diag[m1 m2...mi md mi+1...mN−1 mN ] (2)

The mass, damping coefficient, stiffness coefficient and displacements are
symbolized with m, c, k and x. The subscripts show the story number between
1 and N. The TMD parameters are mass (md), damping coefficient (cd) and
stiffness coefficient (kd) while the displacement of the TMD is xd.

The damping and stiffness coefficients can be written as period (Td) and
damping ratio (ξd) of TMD as shown in Eqs. (6) and (7). In the numerical
example, these two values are taken as design variables together with mass of
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TMD (md) and TMD positioned story (i).
⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(c1 + c2) −c2
−c2 (c2 + c3) −c3

...
...

...
...

...
...
ci (ci + ci+1 + cd) −cd −ci+1

−cd cd
−cd cd

−ci+1 (ci+1 + ci+2) −ci+2

...
...

...
...

...
...

cN−1 (cN−1 + cN ) −cN
−cN cN

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3)

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(k1 + k2) −k2
−k2 (k2 + k3) −k3

...
...

...
...

...
...
ki (ki + ki+1 + kd) −kd −ki+1

−kd kd
−kd kd

−ki+1 (ki+1 + ki+2) −ki+2

...
...

...
...

...
...

kN−1 (kN−1 + kN ) −kN
−kN kN

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

x(t) = [x1 x2...xi xd xi+1...xN−1 xN ]T (5)

Td = 2π

√
md

kd
(6)

ξd =
cd

2md

√
kd

md

(7)

Music inspired harmony search (HS) algorithm [24] is employed in the pro-
posed optimization methodology. Firstly, structural properties, external excita-
tions and ranges of design variables are defined. These are the design constants
and it is possible to constraint the mass and other parameters by using an upper
bound values. As the second step of the methodology, the structure without
TMD is analyzed in time domain by using a wide range of earthquake records.
After these two primary steps, the initial harmony memory (HM) matrix is
constructed. This matrix contains harmony vectors (HVs) and the number of



Tuning and Position Optimization of Mass Dampers for Seismic Structures 235

Fig. 1. Model of N-story shear building including a TMD on the ith storey

these vectors are equal to an algorithm parameter called Harmony Memory Size
(HMS). In Eq. (8), a HV is shown including the design variables. The parame-
ters are named with dv and the subscript shows the design variable number. The
possible design variables are randomly assigned within the solution range in the
first generations. Also, the numerical analyses are done for all set of solutions
and the required objective functions are calculated.

HV =

⎡

⎢⎢⎣

md

Td

ξd
i

⎤

⎥⎥⎦ =

⎡

⎢⎢⎣

dv1
dv2
dv3
dv4

⎤

⎥⎥⎦ (8)

After the generation of the initial matrix, a new vector is generated in two
ways. In the global search, a design variable (dv) is generated from the whole
range as shown in Eq. (9). The lower and upper bounds of the solution range are
shown with dvL and dvU, respectively. ε is random number between 0 and 1.

dv = dvL + ε(dvu − dvL) (9)
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The local search is done by using a smaller range around an existing solution
(dv*) as seen below.

dv = dv∗ + (ε − 0.5)PAR(dvu − dvL) (10)

The parameter called the pitch adjusting rate is symbolized with PAR. By
using this parameter, a smaller range than the initial range is used, but the
generated solution must be also limited with the initial ranges. Harmony memory
considering rate (HMCR) is used to control the search type. It is used as a
probability of using the local search in the iterative process. The newly generated
solutions are compared and updated according to the objective functions. The
essential objective is to minimize the maximum top story displacement of the
structure (Eq. (11)). The iterations continue until it is reduced under a user
defined value (xmax). The other objective represents the limitation of the stroke
of the TMD and it can be formulated as Eq. (12). First, the objective about the
stroke capacity is considered. If it is lower than the user defined limit: st−max,
the essential objective function is considered. The user defined value; xmax is
iteratively increased if the solution is not physical.

max|xN | ≤ xmax (11)

max[|xd − xi|]withTMD

max[|xN |]withoutTMD
≤ st−max (12)

3 Numerical Examples

The numerical example is a six story structure. The stiffness of the first two
stories are lower than the following two stories. The last two stories have higher
stiffness than the other ones. The structural properties are shown in Table 1.

Table 1. Properties of the structure

Story m(t) k(MN/m) c(MNs/m)

1 360 450 4.5

2 360 450 4.5

3 360 550 5.5

4 360 550 5.5

5 360 650 6.5

6 360 650 6.5
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Table 2. The optimum results

Case 1 Case 2

md(t) 23.17 22.38

Td(s) 0.6590 0.5365

ξd 0.2912 0.2057

Story of TMD 3 6

Maximum displacement (m) 0.1947 0.1965

In the study, the mass of TMD (md) was assigned with the value between
1% and 5%. The period of TMD (Td) was searched between 0.5 and 1.5 times
of the fundamental period of the structure. The range of damping ratio of TMD
(ξd) is between 1% and 30%. The optimum results are shown in Table 2 for two
cases. In case 1, the position of the TMD is also optimized. The position is fixed

Table 3. FEMA P-695 far-field ground motion records [25]

Earthquake
number

Date Name Component 1 Component 2

1 1994 Northridge NORTHR/MUL009 NORTHR/MUL279

2 1994 Northridge NORTHR/LOS000 NORTHR/LOS270

3 1999 Duzce, Turkey DUZCE/BOL000 DUZCE/BOL090

4 1999 Hector Mine HECTOR/HEC000 HECTOR/HEC090

5 1979 Imperial Valley IMPVALL/H-DLT262 IMPVALL/H-DLT352

6 1979 Imperial Valley IMPVALL/H-E11140 IMPVALL/H-E11230

7 1995 Kobe, Japan KOBE/NIS000 KOBE/NIS090

8 1995 Kobe, Japan KOBE/SHI000 KOBE/SHI090

9 1999 Kocaeli, Turkey KOCAELI/DZC180 KOCAELI/DZC270

10 1999 Kocaeli, Turkey KOCAELI/ARC000 KOCAELI/ARC090

11 1992 Landers LANDERS/YER270 LANDERS/YER360

12 1992 Landers LANDERS/CLW-LN LANDERS/CLW-TR

13 1989 Loma Prieta LOMAP/CAP000 LOMAP/CAP090

14 1989 Loma Prieta LOMAP/G03000 LOMAP/G03090

15 1990 Manjil, Iran MANJIL/ABBAR–L MANJIL/ABBAR–T

16 1987 Superstition Hills SUPERST/B-ICC000 SUPERST/B-ICC090

17 1987 Superstition Hills SUPERST/B-POE270 SUPERST/B-POE360

18 1992 Cape Mendocino CAPEMEND/RIO270 CAPEMEND/RIO360

19 1999 Chi-Chi, Taiwan CHICHI/CHY101-E CHICHI/CHY101-N

20 1999 Chi-Chi, Taiwan CHICHI/TCU045-E CHICHI/TCU045-N

21 1971 San Fernando SFERN/PEL090 SFERN/PEL180

22 1976 Friuli, Italy FRIULI/A-TMZ000 FRIULI/A-TMZ270
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and it is the top story in the second case. The optimization was conducted under
earthquake excitations grouped as far-fault records in FEMA P-695 [25]. These
records are shown in Table 3.

4 Conclusions

In the study, a global solution was searched and the usage of a wide range of
earthquake records is the reason of it. The most critical excitation is the subject
of the optimization and the critical one can be change according to structural
properties and randomly assigned TMD parameters. In the final optimum result,
the critical excitation is the NORTHR/LOS270 record of 1994 Northridge Earth-
quake. The plot of the top story displacement is shown as Fig. 2 for Case 1.

Fig. 2. Time history plot of the top story of the structure (Case 1)

For Case 1, the optimization objective defined as the maximum displacement
under the recorded excitation is lower than Case 2. In that case, the optimum
place of the TMD is on the third story. In that situation, the position of TMD
is important if the structures are irregular.
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23. Nigdeli, S.M., Bekdaş, G.: Teaching-learning-based optimization for estimating
tuned mass damper parameters. In: 3rd International Conference on Optimiza-
tion Techniques in Engineering (OTENG 2015), pp. 7–9, Rome, Italy, November
2015

24. Geem, Z.W., Kim, J.H., Loganathan, G.V.: A new heuristic optimization algo-
rithm: harmony search. Simulation 76(2), 60–68 (2001)

25. FEMA P-695, Quantification of Building Seismic Performance Factors, Federal
Emergency Management Agency, Washington DC (2009)



Utilization of Harmony Search Algorithm
in Optimal Structural Design of Cold-Formed

Steel Structures

Serdar Carbas1(&) and Ibrahim Aydogdu2

1 Civil Engineering Department, Karamanoglu Mehmetbey University,
Karaman, Turkey

scarbas@kmu.edu.tr
2 Civil Engineering Department, Akdeniz University, Antalya, Turkey

aydogdu@akdeniz.edu.tr

Abstract. The most important concern for structural design engineers is,
nowadays, how to design and build a structure which is really sustainable. The
course to design and construct of buildings has to be urgently changed if the
overall carbon dioxide emission would like to be reduced. Otherwise, the
increase in global warming arising out of building construction will continue in
a great majority. The application of cold-formed steel skeleton frames increas-
ingly in building trade makes possible sustainable structures. In this study a
harmony search algorithm (HSA) and an improved version, called as adaptive
harmony search (AHSA) algorithm to obtain optimum design of cold-formed
steel frames. These algorithms choose the cold-formed thin-walled C-sections
treated as design variables from a list in AISI-LRFD (American Iron and Steel
Institution, Load and Resistance Factor Design). This selection minimize the
weight of the cold-formed steel frame while the design constraints specified by
the code are satisfied.

Keywords: Structural optimization � Harmony search algorithm � Cold-formed
steel frame � Discrete sizing � AISI-LRFD specification

1 Introduction

The greenhouse gas emission, especially carbon dioxide emission, has great impact
contribution to global warming. The construction industry with over a third of gas
emissions is a main actor of carbon dioxide emission and act as a catalyzer to other
environmental impacts. The structural engineers have an opportunity to make an
important support to sustainable design by implementing the cold-formed steel framing
[1]. Cold-formed steel framing has earned a great popularity by a growing imple-
mentation, especially in low-rise steel frames from four to nine stories. This more
extensive utilization increases the importance of cold-formed steel frame design due to
the nonlinear characterization of the thin-walled steel structural members. Due to
having very thin wall thickness the member can buckle under axial load, shear, bending
or bearing before the stresses attain to yield stress [2, 3]. On this account, the local
buckling occurs at the member walls constitute the principal design criteria. To hurdle

© Springer Nature Singapore Pte Ltd. 2017
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this, it is necessary to apply a suitable optimization technique. Further to that, since the
design variables treated as the cross-section areas of the steel profiles which are gen-
erally discrete values and are selected from a list of available steel sections provided by
manufacturers, the optimization problem becomes more complicated. As it is obvious,
to reach the solution of this discrete optimization problem described is not in an easy
way. The appearance of the metaheuristics brings about open a new gate to find optimal
solutions for this type of complex programming problems [4, 5].

Harmony search algorithm (HSA) [6] gains a great popularity among meta-
heuristics during last decades due to having very wide application fields of engineering
research and practice. To put it differently, procurement pertinence between pitches to
reach a better state of harmony in music is resembled trying to yield the optimum
solution of an optimization problem in HSA [7]. In the standard implementation of the
technique appropriate constant values are assigned to two main parameters, harmony
memory considering rate (HMCR) and pitch adjusting rate (PAR), at the beginning of
the optimization process and they stay unchanged during search. But the selection of
appropriate values to these parameters has direct effect on the accomplishment of the
algorithm. So-called adaptive harmony search algorithm (AHSA) come in sight in this
study embodies an authentic perspective for adjusting these parameters automatically
during the search for the most efficient optimization process [8].

In current work, the algorithm developed for optimal design is to obtain the min-
imum weight of cold-formed steel frames made out of thin-walled open steel sections.
The constraints that are the design limitations are conducted in sight of AISI-LRFD
(American Iron and Steel Institute, Load and Resistance Factor Design) [9, 10]. The
displacement limitations, inter-story drift restrictions, effective slenderness ratio,
strength requirements for beams and combined axial and bending strength requirements
which include the elastic torsional lateral buckling for beam-columns as well as the
additional restrictions are regarded as practical design requirements.

2 Discrete Design Optimization of Cold-Formed Steel
Structures to AISI-LRFD

The constraints are implemented from AISI-LRFD [9] in the formulation of the design
problem the following discrete programming problem is obtained.

Find a vector of integer values I (Eq. 1) representing the sequence numbers of
C-sections assigned to ng member groups

IT ¼ I1; I2; . . .; Ing
� � ð1Þ

to minimize the weight (W) of the frame

Minimize W =
Xng
k¼1

mk

Xnk
i¼1

Li ð2aÞ

Subjected to
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2.1 Serviceability Constraints

djl
L/Ratio

� 1:0� 0 j ¼ 1; 2; . . .; nsm, l ¼ 1; 2; . . .; nlc ð2bÞ

Dtop
jl

H/Ratio
� 1.0� 0 , j ¼ 1; 2; . . .; njtop, l ¼ 1; 2; . . .; nlc ð2cÞ

Doh
jl

hsx=Ratio
� 1.0� 0 , j ¼ 1; 2; . . .; nst, l ¼ 1; 2; . . .; nlc ð2dÞ

where, djl is the maximum deflection of jthmember under the lth load case, L is the length
of member, nsm is the total number of members where deflections limitations are to be
imposed, nlc is the number of load cases, H is the height of the frame, njtop is the number
of joints on the top story, Dtop

jl is the top story displacement of the jth joint under lth load

case, nst is the number of story, nlc is the number of load cases and Doh
jl is the story drift

of the jth story under lth load case, hsx is the story height and Ratio is limitation ratio for
lateral displacements described in ASCE Ad Hoc Committee report [11].

2.2 Strength Constraints: Combined Tensile Axial Load and Bending

It is stated in AISI-LRFD that when a cold-formed members are subject to concurrent
bending and tensile axial load, the member shall satisfy the interaction equations given
in section C5.1 of reference [9] which is repeated below.

Mux

/bMnxt
+

Muy

/bMnyt
+

Tu

/tTn
� 1.0 ð2eÞ

Mux

/bMnx
+

Muy

/bMny
� Tu

/tTn
� 1.0 ð2fÞ

where,

Mux, Muy = the required flexural strengths [factored moments] with respect to
centroidal axes.

Øb = for flexural strength [moment resistance] equals 0.90 or 0.95.
Mnxt,Mnyt = SftFy (where, Sft is the section modulus of full unreduced section relative

to extreme tension fiber about appropriate axis and Fy is the design yield
stress).

Tu = required tensile axial strength [factored tension].
Øt = 0.95.
Tn = nominal tensile axial strength [resistance].
Mnx,Mny = nominal flexural strengths [moment resistances] about centroidal axes.
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2.3 Strength Constraints: Combined Compressive Axial Load
and Bending

It is stated in AISI-LRFD that when a cold-formed steel members are subject to
concurrent bending and compressive axial load, the member shall satisfy the interaction
equations given in section C5.2 of reference [9] which is repeated below.

For Pu

/cPn
[ 0.15,

Pu
/cPn

+
CmxMux

/bMnxax
+

CmyMuy

/bMnyay
� 1.0 ð2gÞ

Pu
/cPno

+
Mux

/bMnx
+

Muy

/bMny
� 1.0 ð2hÞ

For Pu
/cPn

� 0:15;

Pu
/cPn

+
Mux

/bMnx
+

Muy

/bMny
� 1.0 ð2iÞ

where,

Pu = required compressive axial strength [factored compressive force].
Øc = 0.85.

and

ax = 1� Pu
PEx

[ 0.0, ay = 1� Pu
PEy

[ 0.0 ð2jÞ

where,

PEx =
p2EIx
(KxLx)2

; PEy =
p2EIy
(KyLy)2

ð2kÞ

where,
Ix = moment of inertia of full unreduced cross section about x axis.
Kx = effective length factor for buckling about x axis.
Lx = unbraced length for bending about x axis.
Iy = moment of inertia of full unreduced cross section about y axis.
Ky = effective length factor for buckling about y axis.
Ly = unbraced length for bending about y axis.
Pno = nominal axial strength [resistance] determined in accordance with

section C4 of AISI [9], with Fn = Fy.
Cmx, Cmy = coefficients taken as 0.85 or 1.0.
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2.4 Allowable Slenderness Ratio Constraints

The maximum allowable slenderness ratio of cold-formed compression members has
been limited to 200.

Kx*Lx

rx
or

Ky*Ly

ry
\200 ð2lÞ

where,

Kx = effective length factor for buckling about x axis.
Lx = unbraced length for bending about x axis.
Ky = effective length factor for buckling about y axis.
Ly = unbraced length for bending about y axis.
rx, ry = radius of gyration of cross section about x and y axes.

2.5 Geometric Constraints

Geometric constraints are required to make sure that steel C-section selected for the
columns of two consecutive stories are either equal to each other or the one above
storey is smaller than the one in the below storey. Similarly when a beam is connected
to flange of a column, the flange width of the beam is less than or equal to the flange
width of the column in the connection. Furthermore when a beam is connected to the
web of a column, the flange width of the beam is less than or equal to (D – 2tb) of the
column web dimensions in the connections where D and tb are the depth and the flange
thickness of C-section as shown in Fig. 1.

Da
i

Db
i

� 1� 0 and
ma

i

mb
i
� 1� 0; i = 1,. . ., nccj ð2mÞ

BBi
i

DCi
i � 2tCib

� 1� 0, i = 1,. . ., nj1 ð2nÞ

BBi
f

BCi
f

� 1� 0, i = 1,. . ., nj2 ð2oÞ

where nccj is the number of column-to-column geometric constraints defined in the
problem, ma

i is the unit weight of C-section selected for above story, mb
i is the unit

weight of C-section selected for below story, Da
i is the depth of C-section selected for

above story, Db
i is the depth of C-section selected for below story, nj1 is the number of

joints where beams are connected to the web of a column, nj2 is the number of joints
where beams connected to the flange of a column. DCi

i is the depth of C-section
selected for the column, tCib is the flange thickness of C-section selected for the column,
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BCi
f is the flange width of C-section selected for the column and BBi

f is the flange width
of C-section selected for the beam, at joint i.

3 Harmony Search Algorithm (HSA)

The harmony search algorithm (HSA) is originated by Geem and Kim [12]. The
algorithm was inspired by using the musical performance processes that emerge when a
musician searches for a perfect state of harmony, such as during jazz improvisation.
A musician always intends to bring out a piece of music with perfect harmony. On the
other hand, the optimal solution of an optimization problem should be the best solution
available to the problem under given objective and limited by constraints. Both pro-
cesses aim at reaching the best solution that is the optimum. The main steps of a
standard HSA are summarized as follows. The detail explanations of each step can be
found in reference [12]:

Step 1: Assign the algorithm parameters (HMCR and PAR).
Step 2: Initialize the harmony memory (HM) matrix.
Step 3: Improvise a new solution from the HM matrix.
Step 4: Update the HM matrix.
Step 5: Repeat step 3 and step 4 until the stopping criterion is satisfied.

3.1 Adaptive Harmony Search Algorithm (AHSA)

In standard harmony search method the HMCR and PAR are assigned to constant
values that are arbitrarily chosen within their recommended ranges [12] based on the
observed efficiency of the technique in different problem fields. It is observed through
the application of the standard HSA that the selection of these values is problem
dependent in full. While a certain set of values yields a good performance of the
technique in one type of design problem, the same set may not demonstrate the same

Fig. 1. Typical beam-column connection of steel C-section
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performance in another type of design problem. Hence, it is not possible to come up
with a certain set of values that can be used in every optimal design problem. In each
problem, a sensitivity analysis should be conducted to identify of parameter values.
AHSA eliminates the necessity of finding the best set of parameter values by adopting
the values of these parameters automatically during the optimization process.
The HMCR and PAR are set to initial values for all the solution vectors in the initial
HM matrix. After filling this matrix randomly, adaptive algorithm is initialized by a
new set of values is sampled for HMCR and PAR parameters each time prior to
improvisation (generation) of a new harmony vector, which in fact forms the basis for
the algorithm to gain adaptation to varying features of the design space. Accordingly,
to generate a new harmony vector in the proposed algorithm, a main sampling of
control parameters is activated as formulated in Eqs. 3a and 3b.

(HMCR)c = 1 +
1� (HMCR)ave

(HMCR)ave
* e�cNð0;1Þ

� ��1

ð3aÞ

(PAR)c = 1 +
1� (PAR)ave

(PAR)ave
* e�cNð0;1Þ

� ��1

ð3bÞ

where (HMCR)c and (PAR)c represent the sampled values of the control parameters for
a new harmony vector. The notation N(0,1) designates a normally distributed random
number having expectation 0 and standard deviation 1. The symbols (HMCR)ave and
(PAR)ave signify the average values of control parameters within the HM matrix,
obtained by averaging the corresponding values of all the solution vectors within the
HM matrix. The c refers to the learning rate of control parameters, which is recom-
mended to be selected within a range of [0.25, 0.50] and here this parameter is set to
0.35. The detail information for AHSA is given in reference [8]. Repetition of each
expression of AHSA is not possible due to lack of space in the article; hence readers are
referred to reference [8].

4 Constraint Handling

To obtain the solution of constrained optimization problems, penalty function is uti-
lized (Eq. 4). In this study the following function is used in this transformation.

Wp = W 1 + Cð Þe ð4Þ

where W is the value of objective function of optimum design problem given in Eq. 2a.
Wp is the penalized weight of structure, C is the value of total constraint violations
which is calculated by summing the violation of each individual constraint. e is penalty
coefficient which is taken as 2.0 in this study.
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5 Design Optimization Algorithms with Discrete Variables

The solution of the discrete optimum design problem given in Eqs. 2a–2o is obtained
using HS and AHS algorithms. In both algorithms the sequence number of the steel
C-sections in the available profile list is treated as design variable. For this purpose
complete set of 85 C-sections starting from 4CS2 � 059 to 12CS4 � 105 as given in
AISI is taken into account as a design pool from which the optimum design algorithms
select steel C-sections for cold-formed steel frame members. Once a sequence number is
selected, then the sectional designation and properties of that section becomes available
from the section table for the algorithms. The optimization algorithms proposed assume
continuous design variables. However the design problem considered requires discrete
design variables. This necessity is resolved by rounding the numbers to a discrete value.

The analysis of cold-formed steel structures is performed using finite element
method. Noticing the fact that steel structures made out of cold-formed thin-walled
steel sections are quite slender structures, large deformations compare to their initial
dimensions may take place under external loads. In structures with large displacements,
although the material behaves linear elastic, the response of the structure becomes
nonlinear [13]. In such structures, it is necessary to take into account the effect of axial
forces to member stiffness. This is achieved by carrying out P-d analysis in the
application of the stiffness method. The details of the derivation of the nonlinear
stiffness matrix and consideration of geometric nonlinearity in the analysis of steel
frames made out of thin-walled sections are given in [14].

6 Design Example

Two-storey, 1211-member lightweight cold-formed steel frame shown in Fig. 2 is
selected as design problem [15]. 3-D, plan and floor views of the frame are shown in
the same figure respectively. The spacing between columns is decided to be 0.6 m span
and each floor has 2.8 m height. The total height of the building is 5.6 m. The frame
consists of 708 joints (including supports) and 1211 members that are grouped into 14
independent member groups which are treated as design variables. The member
grouping of the frame is illustrated in Table 1. The frame is subjected to gravity and
lateral loads, which are computed as per given in ASCE 7-05 [16]. The loading consists
of a design dead load of 2.89 kN/m2, a design live load of 2.39 kN/m2, a ground snow
load of 0.755 kN/m2. Unfactored wind load values are taken as 0.6 kN/m2. The load
and combination factors are applied according to code specifications of LRFD-AISC
[10] as; Load Case 1: 1.2D + 1.6L + 0.5S, Load Case 2: 1.2D + 0.5L + 1.6S and
Load Case 3: 1.2D + 1.6WX + 1.0L + 0.5S where D represents dead load, L is live
load, S is snow load and WX is the wind load applied on X global direction respec-
tively. The top story drift in both X and Y directions are restricted to 14 mm and
inter-story drift limitation is specified to 7 mm. The complete single C-section with lips
list given in AISI Design Manual 2007 [17] which consists of 85 section designations
is considered as a design pool for design variables.

The cold-formed steel frame is designed by using HSA and AHSA. The size of
harmony memory matrix HMS = 30, a maximum search number Itmax = 20000,
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a front and left shot b back and right shot c back and left shot

a 3-D views from different shots

b Plan views

a First floor top view without slabs b Second floor top view without slabs

c First and second floors top views without slabs, a First floor top view without slabs, b Second floor 
top view without slabs

3m

x

y

1.8m

1.8m

1.8m

1.8m

1.8m

0.6m
 x 23 =

 13.8m
0.6m x 18 = 10.8m

 

Fig. 2. 1211-member three dimensional lightweight cold-formed steel frame, a 3-D views from
different shots, b Plan views, c First and second floors top views without slabs.
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Table 1. The member grouping of 1211-member lightweight cold-formed steel frame

Storey Beams outer short Beams inner
short

Beams inner gates Beams windows Beams outer gate

1 1 2 3 4 5
2 1 2 3 4 –

Storey Columns connected
short beams

Columns connected
long beams

Columns near inner
gates

Columns windows Braces

1 6 7 8 9 14
2 10 11 12 13 14

Table 2. Optimum design results of 1211-member lightweight steel frame

Group
no.

Group type Sections selected by AHS
algorithm

Sections
selected by
HS algorithm

1 1st and 2nd floors outer short
beams

4CS2 � 105 4CS2 � 085

2 1st and 2nd floors inner short
beams

4CS2 � 059 4CS2 � 065

3 1st and 2nd floors inner gates’
beams

6CS2.5 � 059 6CS2.5 � 059

4 1st and 2nd floors windows’
beams

4CS2.5 � 059 4CS2.5 � 059

5 1st floor outer gate beams 4CS2 � 059 4CS2 � 059
6 1st floor columns connected

short beams
4CS2 � 059 4CS2 � 059

7 1st floor columns connected
long beams

4CS4 � 059 4CS2 � 059

8 1st floor columns near inner
gates

4CS2 � 059 4CS2 � 059

9 1st floor windows’ columns 4CS2 � 059 4CS2 � 059
10 2nd floor columns connected

short beams
4CS2 � 059 4CS2 � 059

11 2nd floor columns connected
long beams

4CS4 � 059 4CS4 � 059

12 2nd floor columns near inner
gates

12CS2.5 � 070 8CS2 � 059

13 2nd floor windows’ columns 4CS2 � 059 4CS2 � 059
14 1st and 2nd floors braces 4CS2 � 059 4CS2 � 059
Minimum weight (kN (kg)) 52.525 (5356.059) 54.162

(5522.987)
Maximum top storey drift (mm) 8.768 8.624
Maximum inter-storey drift (mm) 2.491 2.484
Maximum deflection (mm) 0.195 0.254
Maximum strength ratio 0.998 0.992
Maximum number of iterations 20000 20000
No. of structural analysis to reach optimum
design

3459 6648
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HMCR = 0.95, and PAR = 0.30 are taken as parameter set. Although the values of
control parameters for HMCR and PAR remain unchanged in the standard HSA, they
are only assigned to initial values of these parameters in the AHSA, that is,
HMCR0 = 0.95 and PAR0 = 0.30. The optimum designs determined by HS and AHS
algorithms are listed in Table 2.

It is interesting to notice that both of the algorithms have almost found optimum
designs that are close to each other. The AHSA has attained the best global optimum
design with the minimum weight of 52.525 kN (5356.059 kg). The HSA is determined
the optimum weight of the frame is 54.162 kN (5522.987 kg) which is only 3.117%
heavier than the optimum design attained by AHSA. This indicates the fact that HSA
and AHSA are robust algorithms used in confidence to optimal design of cold-formed
steel structures. It is quite apparent from Table 2 that the strength constraints are
dominant in the design optimization problem. For both of the algorithms, the maximum
strength ratio is very close to 1.0 while displacement and inter-story drift constraints are
much less than their upper bounds. The convergence history of each algorithm is
shown in Fig. 3. It is apparent from this figure that AHS algorithm has much better
convergence rate than HS algorithm.

7 Conclusions

The cold-formed thin-walled steel framing becomes prominent, due to upsurge in gas
emissions causing global warming, the sustainable building notion has gained a great
reputation recently. A harmony search (HS) algorithm and an enhanced version of
which, so-called adaptive harmony search (AHS) algorithm are improved for attaining
the design optimization of cold-formed thin-walled steel structures by which systems it
is possible to reduce the required amount of material aiding the sustainability of the
construction. In the standard HS algorithm, two fundamental managing parameters,
harmony memory considering rate and pitch adjusting rate, are allocated as changeless
from beginning to the end of the search process. By contrast with this, in adaptive HS
algorithm those parameters are attuned in a dynamic manner and varying each time
when new harmony vector is generated. With the help of this state-of-the-art

Fig. 3. Search histories of 1211-member lightweight cold-formed steel frame
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characteristic the design space can exploitatively be searched. The algorithms proposed
choose the optimum cold-formed thin-walled steel C-section notations from the profile
list in a way that design constraints depicted in AISI-LRFD are met and so the frame
has the minimum weight. In consideration of the attained results it can be rendered a
verdict that the HS and AHS algorithms are efficient and mighty design tools to
optimize the light weight cold-formed steel frames in which the influence of geometric
nonlinearity is reckoned into. The containing of geometric nonlinearity in the response
of cold-formed steel structures is an essentiality if the acquired designs are to be
requisitioned as more realistic.
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Abstract. Multi-reservoir systems are one the important infrastruc-
tures due to their role in the energy supply for human beings. Con-
struction of these systems are very costly making their operation a deli-
cate task due to their significant economic impacts. Optimal operation of
hydropower reservoir systems is a complex task due to the non-convexity
and nonlinearity of the problem involved. Conventional methods often
fail to tackle the complexity of the problem while modern heuristic algo-
rithms lack efficiency when solving this problem. This is further ampli-
fied when population based heuristic methods are to be used for large
scale multi-reservoir real-time operation problems, where efficiency of
the solution method is vital. This paper explores the hybridization of
a newly proposed method namely Cellular Automata with the well-
known Harmony Search algorithm for efficient solution of multi-reservoir
hydropower operation problems. The HS method is embedded into a CA
framework in which the CA is used to breakdown the large scale reser-
voir system operation into a series of small scale sub-problem with a
size equal to the number of reservoirs in the system. HS method is then
used to solve each sub-problem and the results are passed to the CA
method. The proposed method is used to solve a nonlinear version of
the well-known four reservoir problem and the results are presented and
compared with the existing results.

Keywords: Multi-reservoir systems · Cellular automata · Harmony
search · Hydropower operation

1 Introduction

Hydropower reservoir operation is a complex large-scale non-linear non-convex
optimization problem which is known as a NP-hard (non-deterministic polyno-
mial time hard) problem. Due to the complexity of the problem, most of the exist-
ing algorithms are restricted to consider some simplified form of the problem.
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 25
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Various optimization techniques employed by researchers for optimal oper-
ation of reservoir systems. Conventional optimization methods such as linear
programming (LP) [1,2], nonlinear programming (NLP) [3–5] and dynamic pro-
gramming (DP) [6–11] have been used to solve different forms of reservoir oper-
ation problems.

Recently, modern evolutionary algorithms (EAs) are being used more and
more for solving reservoir operation optimization problems due to their ability
to handle nonlinear and non-convex characteristics of the problems. Among EAs,
genetic algorithms (GAs) are first applied to various forms of reservoir opera-
tion problems [12–16]. Ant colony optimization (ACO) [17–19], particle swarm
optimization (PSO) [20–23], simulated annealing algorithms [24–26], honey bee
algorithm [27,28], differential evolution algorithm [10,29] and invasive weed opti-
mization [30,31] have also been used to solve optimal reservoir operation problems.

More recently, an efficient and effective optimization method namely cellu-
lar automata (CA)was introduced to solve water resources management prob-
lems. Afshar and Shahidi [32] proposed a CA for optimal water supply and
hydropower operation of a single-reservoir system and compared the results with
those obtained by GA, PSO and ACO, showing the superiority of the proposed
CA to the existing evolutionary algorithms. Afshar [21] extended the cellular
automata of Afshar and Shahidi [32] for solving multi-reservoir hydropower
reservoir operation problems and concluded that CA was both more efficient
and effective than GA and PSO for the case examples considered.

In this paper, a hybrid cellular automata-harmony search algorithm is pro-
posed for efficient and effective solution of hydropower operation of multi reservoir
systems. In the proposed method, CA is used to breakdown the large scale reser-
voir system operation into a series of small scale sub-problem with a size equal
to the number of reservoirs in the system. HS method is then used to solve each
sub-problem and the results are passed to the CA method. The iteration between
CA and HS is continued until convergence is achieved. The proposed method is
used to optimally solve a well-known four-reservoir system and the results are pre-
sented and compared with those obtained by CA-NLP, GA and PSO. The results
indicate that the proposed method is much more efficient than existing methods
in locating near-optimal solutions for the multi reservoir systems.

2 Proposed Hybrid Cellular Automata - Harmony Search
(CA-HS) Algorithm

The single objective multi reservoir operation can be considered either as benefit
based or reliability based operation. In benefit based case, the system is operated
such that the net benefit of the system is maximized while in the reliability
based case the system is operated to maximize the reliability of meeting a set of
predefined demands over the operation period.
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In this study, a benefit based hydropower reservoir operation is considered
with the objective of maximizing the total benefit of system’s energy produc-
tion over the operation period. The optimization problem is mathematically
defined as

Maximize(F ) =
K∑

k=1

T∑

t=1

bk,tEk,t (1)

St+1 = S bft + I bft − M × Rt t = 1, 2, . . . , T (2)

Smin
k,t ≤ Sk,t ≤ Smax

k,t t = 1, 2, . . . , T + 1; k = 1, 2, . . . ,K (3)

Rmin
k,t ≤ Rk,t ≤ Rmax

k,t t = 1, 2, . . . , T + 1; k = 1, 2, . . . ,K (4)

Ek,t = Rk,thk,t t = 1, 2, . . . , T + 1; k = 1, 2, . . . ,K (5)

hk,t = (
Hk,t − Hk,t+1

2
) − TWk,t t = 1, 2, . . . , T + 1; k = 1, 2, . . . ,K (6)

Hk,t = ak + bkSk,t + ckS
2
k,t + dkS

3
k,t t = 1, 2, . . . , T + 1; k = 1, 2, . . . ,K (7)

Where bk,t is the benefit function of reservoir k at period t, Ek,t is the total
energy potential of reservoir k at period t, K and T are the total number of
reservoirs and operation periods, respectively. St is the vector of storage volumes
at the beginning of period t, Rt and It are the vectors of releases from and inflow
to the system over period t, respectively, and M is a K × K matrix describing
the connectivity of reservoir network. Smin

k,t and Smax
k,t are the minimum and

maximum allowable volume of reservoir k at period t, respectively; while Rmin
k,t

and Rmax
k,t are the minimum and maximum allowable releases from reservoir k

over period t, respectively. The effective head on the turbine, hk,t, for reservoir
k over period t is defined by Eq. 6 in which TWk,t is the tail-water elevation of
the reservoir k at period t, Hk,t and Hk,t+1 are water elevation of reservoir k at
the beginning and the end of period t, respectively. The water elevation at each
reservoir is obtained by an elevation-storage curve defined by Eq. 7 in which ak,
bk, ck and dk are constants calculated via fitting Eq. 7 to the available data.

Application of CA to any optimization problem requires that four basic com-
ponents of the CA method namely cells, cell state, cell neighborhood and the
transition or updating rule are defined. Here, the beginning and the end of each
period, represented by discrete points on the operation time span, is used as
the CA cells and the corresponding storage volume of the reservoirs as the cell
states [21]. The neighborhood of each cell is naturally defined as the previous
and next period of operation. The local updating rule for an arbitrary cell t
could be defined as the process of finding the updated value of the cell state
Sk,t such that the produced energy of the system over the neighboring periods
of t − 1 and t is maximized:

Maximize(F ) =
K∑

k=1

(bk,t−1Ek,t−1 + bk,tEk,t) (8)
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It should be mentioned that the constraints of original problems are only applied
to considered cells and neighboring cells of t − 1 and t , and mathematically
defined as:

Smin
k,t ≤ Sk,t ≤ Smax

k,t k = 1, 2, . . . ,K (9)

Sk,t = Sk,t−1 + Ik,t−1 − Mk,jRj,t−1 k = 1, 2, . . . ,K (10)

Sk,t+1 = Sk,t + Ik,t − Mk,jRj,t k = 1, 2, . . . ,K (11)

Rmin
k,t−1 ≤ Rk,t−1 ≤ Rmax

k,t−1 k = 1, 2, . . . ,K (12)

Rmin
k,t ≤ Rk,t ≤ Rmax

k,t k = 1, 2, . . . ,K (13)

This sub-problem can be solved with any of the conventional or modern
optimization methods. Afshar [21] used first order NLP method to solve this
sub-problem leading to a very efficient CA-NLP method. This sub-problem is,
however, a multi-modal problem with the ability of trapping conventional meth-
ods in local optima while being a very small scale problem. It is, therefore,
expected that solution of this sub-problem using modern methods can boost the
performance of the CA method. Here, the resulting optimization sub-problem
at each cell level is solved by one of the EAs namely harmony search algorithm
proposed by Geem et al. [33]. HS is a population based algorithm and mimics the
behavior of a music orchestra when aiming at composing the most harmonious
melody, as measured by aesthetic standards.

The algorithm works through main four steps:

Step 1: Initiation the algorithm with random solutions.
Step 2: Improvisation of a new harmony.
Step 3: Inclusion the newly generated harmony provided that its fitness improves
the worst fitness value of the previous population.
Step 4: Returning to step 2 until a termination criterion is satisfied.

There are two different probabilistic operators to control the improvisation pro-
cedure which are applied to each note to produce a new candidate solution,
including Harmony Memory Considered Rate (HMCR) and Pitch Adjusting
Rate (PAR). In order to find the proper values for HMCR and PAR, some
preliminary runs carried out and the values of HMCR and PAR were set to 0.8
and 0.9, respectively. A harmony size equal to 5 and the number of HS iteration
equal to 10 is used for all of the problems.

The proposed hybrid CA-HS algorithm starts with a randomly generated cell
states, reservoir storages, for all periods of operation. The local sub-problems
defined by Eqs. 8–13 is solved by HS to find the updated value of the cell states
for all periods in turn using the current values of the neighboring cell states.
Once all sub-problems, equal to the number of operation periods, are solved
by HS, the cell states are updated simultaneously, and the results are checked
for convergence and the algorithm is stopped if converged, and is continued if
otherwise.
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3 Model Application and Results

In this section, efficiency and effectiveness of the proposed CA-HS algorithm
is illustrated for hydropower operation of a well-known four-reservoir system.
Configuration of the reservoirs in the system is shown in Fig. 1. More details of
the considered problem could be found in Afshar [21]. The effect of the problem
scale on the algorithm’s performance is assessed by applying the method for
three different operation periods of 12, 60 and 240 months. Table 1 presents the
maximum, minimum and average total benefit of the 10 runs, along with average
computational time for 12, 60 and 240 operation periods, which are obtained in
200, 300, and 400 CA iterations, respectively.

Table 2 compares these results with those produced by CA-NLP of Afshar
[21], GA and PSO. As shown in Table 2, CA-HS is more effective than other
methods in locating near optimal solution while being more efficient than other
metaheuristic search methods in particular for larger scale problem of 240 months
of operation. Convergence characteristics of the proposed CA-HS is shown in
Figs. 1 and 2 for the 12 and 240 monthly operation periods, respectively. It is
seen that the number of CA iterations is not much affected by the scale of the

Fig. 1. Schematic representation of four-reservoir system

Table 1. Results of CA-HS algorithm for hydropower operation of four-reservoir system

Period Total benefit Average CPU time (sec)

Max Min Average

12 3.41E+04 3.35E+04 3.38E+04 7

60 1.71E+05 1.67E+05 1.70E+05 38

240 6.84E+05 6.75E+05 6.81E+05 210
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Table 2. Comparison of CA-HS with existing results of CA-NLP, GA and PSO

Period Method Best solution Average CPU time (sec)

12 CA-HS 3.42E+04 7.00

CA-NLP 3.34E+04 0.34

GA 3.34E+04 6.90

PSO 3.34E+04 9.60

60 CA-HS 1.71E+05 38.00

CA-NLP 1.62E+05 12.50

GA 1.64E+05 126.70

PSO 1 1.49E+05 181.80

240 CA-HS 6.84E+05 210.00

CA-NLP 6.59E+05 73.50

GA 6.50E+05 1487.00

PSO 5.89E+05 2208.90

Fig. 2. Convergence curve for 12 periods of operation

problem being solved. This is the reason that the proposed method is much
more efficient than the GA and PSO for larger scale problem of 240 months of
operation. Furthermore, these Figs. Show that the method is not sensitive to the
initial solutions created randomly making it a robust algorithm for the solution
of reservoir operation problems (Fig. 3).



258 M.H. Afshar et al.

Fig. 3. Convergence curves for 240 periods of operation

4 Conclusion

A novel hybrid cellular automata-harmony search algorithm was developed for
the efficient and effective solution of hydropower operation of multi reservoir
system. The CA approach was used to break the main complicated problems
to some optimization sub problem and each sub problems was, therefore, solved
by employing harmony search algorithm. The proposed method were applied to
optimal hydropower operation of a well-known four-reservoir system for different
operation periods of 12, 60 and 240 and the results presented and compared
with those of CA-NLP, GA and PSO, showing that the proposed algorithm is
much more efficient than existing algorithm in locating near optimal solution for
hydropower multi reservoir operation.
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Abstract. This paper proposes a harmony search algorithm-based optimization
of design and operation of hydropower storage systems. The optimization for-
mulation of the problem is a nonconvex nonlinear program difficult to solve by
gradient-based nonlinear programming techniques. The search space of the
problem is large due to number of operational variables. Harmony search
optimization algorithm is applied in the problem of design and operation opti-
mization of Bakhtiari Dam and its powerplant project in Iran. The problem is
solved in two cases of optimizing only design variables and optimizing design
and operational variables, simultaneously, and the promising results obtained are
presented.

Keywords: Optimization � Harmony search algorithm � Reservoir operation �
Hydropower

1 Hydropower Reservoir Operation Optimization

Optimization is widely used in engineering design and operation problems.
Gradient-based optimization approaches, including successive linear programming,
quadratic programming, dynamic programming, dual dynamic programming, etc., have
been widely used in hydropower systems operation optimization (Kim and Palmer
1997; Barros et al. 2003; Yeh et al. 1979; Grygier and Stedinger 1985; Diaz and
Fontane 1989; Mousavi et al. 2004). To estimate design parameters of a hydropower
reservoir system, i.e. reservoir capacities, powerplant production capacity and the
reservoir’s minimum option level, for any combinations of these design parameters, the
reservoir system operation needs to be simulated over a representative hydrologic
period using sequential the streamflow routing (SSR) method (Afzali et al. 2007). To
do so, the release volume from the reservoir must be determined in each time step of
the simulation model through either an operating policy (design optimization problem)
or an optimization scheme (design-operation, DO, optimization problem). The
end-of-month storage is then calculated using mass balance equation, and the process
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continues until the last time step of the simulation. This paper shows how to solve
design and DO optimization of hydropower storage systems by using harmony search
algorithm as a metaheuristic optimization scheme.

2 Harmony Search Algorithm

Harmony search algorithm (HSA), developed by Geem et al. (2001), is derived from
the concepts of musical improvisations and harmony knowledge, and is a widely used
metaheuristic algorithm. The HSA and its improved variants have proved its advan-
tages over other optimizers (Kim et al. 2001; Vasebi et al. 2007; Mahdavi et al. 2007;
Chakraborty et al. 2009; Gao et al. 2009; Geem and Sim 2010). Recently, HS has been
applied to various research areas and obtained considerable attention in different dis-
ciplines (Yoo et al. 2014). The HS intellectualizes the musical process of searching for
a perfect state of harmony (Geem et al. 2001). Musicians seek a fantastic harmony
determined by aesthetic estimation. Similarly, optimization techniques seek a best state
(global optimum) determined by an objective function 47 value. Aesthetic estimation
depends on the set of the sounds played by a musical ensemble, whereas the objective
function is evaluated by a set of adjustable variables. More aesthetic sounds can be
produced by constant practice, and the optimization of the objective function can
generally be improved by repeated iterations. Further details of HS can be found in the
work of Geem et al. (2001) and Kim et al. (2001). We use HSA in the real-world
problem of optimal operation of Bakhtiari Dam hydropower project in Iran, and show
the promising results obtained are presented.

3 Optimizing Hydropower Systems Design and Operation

Optimal selection of design variables such as normal and minimum reservoir operating
levels as well as the powerplant production capacity is important in hydropower storage
projects. The energy potential of the project for any possible combinations of the
design variables is under hydrologic variability of inflows to the reservoir. This requires
the analysis of the system performance over a long representative hydrologic period in
order to assess the expected costs and benefits resulted from the project’s construction
and operations for those combinations as the candidate solutions. Since there are many
alternatives for the values of the design variables to choose from, their best values
resulting in the highest expected net benefit, can be determined by using an opti-
mization model. On the other hand, as the model solution is under hydrologic uncer-
tainty, the energy yield of the system may be assumed as a random variable with a
certain probability to be realized. In this case, designer may like to have the model’s
solution at different levels of reliability of meeting the system’s energy yield In other
words, they like to formulate an optimization model in which the reliability of the
meeting the energy yield can be specified by the designer. The general formulation of
the optimization model for this purpose may be written as follows (Mousavi and
Shourian 2010):
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Min Cost1total ¼ CRF � ðDCþPCþPeCÞ � fvalue� nyear �
X12

t¼1

FE � svalue

�
XT

t¼1

SEðtÞþ
XT

t¼1

SpillðtÞ ð1Þ

S.t:

DC ¼ d1 � S2max þ d2 � Smax þ d3 � z1 ð2Þ
DC�BigM � z1 ð3Þ

PC ¼ p1 � Pcap2 þ p2 � Pcapþ p3 � z2 ð4Þ
PC�BigM � z2 ð5Þ

Sðtþ 1Þ ¼ SðtÞþQðtÞ � RðtÞ � SpillðtÞ � LðtÞ 8 t ð6Þ
EðtÞ ¼ 2:73� RðtÞ � ð0:5� ðhðtÞþ hðtþ 1ÞÞ � htailðtÞ � hf ðtÞÞ � epðtÞ 8 t ð7Þ

hðtÞ ¼ k1 � SðtÞ3 þ k2 � SðtÞ2 þ k3 � SðtÞþ k4 8 t ð8Þ

htailðtÞ ¼ k5 � ðRðtÞþ SpillðtÞÞ2 þ k6 � ðRðtÞþ SpillðtÞÞþ k7 8 t ð9Þ
FE ¼ Pcap� pf � nhours 8t ð10Þ

EðtÞ�FE � zðtÞ 8 t ð11Þ
PT

t¼1
zðtÞ
T

� TarREL 8 t ð12Þ

SEðtÞ ¼ ðEðtÞ � FEÞ � zðtÞ 8 t ð13Þ
EðtÞ�Emax ¼ Pcap� nhours 8 t ð14Þ

Smin � SðtÞ� Smax 8 t ð15Þ

Rmin �RðtÞ�Rmax 8 t ð16Þ

The objective function of the above program is minimizing the total cost, Cost1total,
(or to maximize the total net benefit) which includes the capital and variable costs of
dam, DC, powerplant, PC, and tunnel, PeC, constructions and operations deducted by

the benefits resulting from firm and secondary energies sale. CRF ¼ ð1þ rÞnyear�1
ð1þ rÞnyear�1 is the

capital recovery factor converting the present value costs to their equivalent uniform
annual costs and r is the annual discount rate of money. FE is the monthly firm energy
yield of the system that can be produced in adverse hydrologic conditions at a certain
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level of reliability. Although the firm energy can be a seasonal variable depending on
each calendar month m in general, we define it as an amount of monthly energy that is
produced reliably at least TarREL% of total months T ¼ m� nyear over a planning
horizon with nyear years. SE(t) is the secondary energy in period (month) t which is the
energy produced in excess of the firm energy and fvalue and svalue are respectively the
firm and secondary energy unit sales. PeC is the fixed cost of the penstock which does
not affect the solution as it is assumed to be a constant value herein.

In above formulation, z1 and z2 are binary variables accounting for fixed cost of
dam and powerplant constructions, respectively; z(t) are binary variables which are
equal to zero if the energy generated is less than the target energy yield and to one,
otherwise. The constraint on meeting the energy yield at target reliability level
(TarREL) is satisfied through defining these binary variables. d1 to d3 and p1 to p3 are
constants determined by fitting the best quadratic curves to the cost functions of dam
and powerplant constructions, respectively; k1 to k4 and k5 to k7 are respectively the
constants of elevation-storage and tailwater-discharge equations; BigM is a positive big
number; S(t) is the beginning-of-month reservoir storage, Q(t) is the inflow to reservoir,
RðtÞ is the turbine release, Spill(t) is the spilled release, and LðtÞ is the net evaporation
and seepage losses all in period t; Pcap is the powerplant production capacity and pf is
the specified plant factor that defines the number of hours per day in which the
powerplant is operating at its production capacity; nhours = 720 is the number of hours
per month; EðtÞ is the energy generated, ep(t) is the powerplant efficiency, h(t) is the
beginning-of-month reservoir level, htail(t) is the tailwater level and hf(t) is the total
minor and frictional losses in conveyance structures all in month t; Smin and Smax are
respectively the minimum and maximum storage volumes of the reservoir; and Rmin

and Rmax are the minimum and maximum turbine release volumes, respectively. Note
that the last term in the objective function is defined to ensure that spillage may occur
only if necessary and when S(t) = Smax.

In practical hydropower storage systems, a reliability-based reservoir simulation
(RBS) model is commonly employed for a limited number of design variables com-
binations rather than using an optimization scheme. In the following, the
single-reservoir RBS model is presented first and then it is explained how it will be
linked with the HS algorithm for solving the problem of optimal design and operation
of hydropower systems as defined by Eqs. (1)–(16).

3.1 Reservoir Operation Simulation Model

Assume a hydropower single-reservoir system with the given normal and minimum
reservoir operating levels and a specified plant factor. Then, a reliability-based reser-
voir simulation model may be used to determine the maximum system’s firm energy
yield as follows (Afzali et al. 2007):

An initial production capacity may be estimated by the following equation:

Pcap ¼ 2:73� Qave � hmax � a
pf � nhours

ð17Þ
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where Pcap is the estimated production capacity, Qave is the mean monthly inflow to
the reservoir, hmax is an initial estimation for maximum net head on turbines as the
difference between the normal and tailwater levels, a is a decreasing factor considering
the effect of dry periods (0:5\a\1). pf and nhours(t) are defined previously.

Given the estimated production capacity (Pcap) and the specified plant factor (pf),
the system’s firm energy yield as FE ¼ Pcap� nhours� pf is estimated as defined in
Eq. (10).

The reservoir system operation is simulated over a representative hydrologic period
using sequential streamflow routing (SSR) method to estimate the energy-yield relia-
bility. In each time period t of the simulation model, the energy generated, E(t), is set to
be equal to the estimated firm energy yield, FE:

2:73 � RðtÞ � ð0:5� ðhtÞþ hðtþ 1ÞÞ � htailðtÞ � hf ðtÞÞ � epðtÞ ¼ FE
¼ Pcap� nhours� pf

Then, the turbine release in that period can be determined as:

RðtÞ ¼ Pcap� nhours� pf
2:73 � ð0:5 � ðhðtÞþ hðtþ 1ÞÞ � htailðtÞ � hf ðtÞÞ � epðtÞ ð18Þ

In Eq. (18), h(t + 1), htail(t) and hf(t) depend on the turbine release making the equation
implicit with respect to R(t). Therefore, Eq. (18) is solved in each time period t itera-
tively (see Afzali et al. (2007) for details). Taking on the final end-of-month storage as
the beginning-of-month storage of the next time period, the procedure continues up to
the final period of the planning horizon. Subsequently, the energy-yield reliability is
determined by counting the number of failure months in which firm energy yield has
not been met. Subsequently, the production capacity is adjusted according to the three
following cases. If the determined reliability is within the desired range specified for
target reliability (TarREL� d�REL� TarRELþ d), the estimated production capacity
and energy yield are acceptable; otherwise, they increase ( TarRELþ d�REL) or
decrease ( REL� TarREL� d). All of the steps explained are repeated until the pro-
duction capacity and energy yield values converge, and the reliability of meeting the
energy yield arrives at its specified target value.

The RBS model may be repeated for different normal and minimum operating
levels. Subsequently, an economic analysis can be used to choose the final normal and
minimum operating levels of the reservoir, powerplant production capacity and other
design and operational variables. However, such trial and error-based approach may
not arrive at the best possible solution. It is, therefore, desired to employ the opti-
mization model defined by Eqs. (1)–(16) to determine the optimal design configuration
of the system. In order to solve this NP-hard optimization model, we will combine the
HSA, as the optimizer module, and the reliability-based reservoir simulation
(RBS) model as the simulator.

The problem is solved in two cases. In the first one, only the design variables are
optimized, whereas the second case is about optimizing both design and operational
variables.
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3.2 Design Optimization Problem (Model A)

The aim in this problem is to find the best values of design parameters of the system
maximizing the net benefit resulting from construction and operations of a hydropower
system where the system operates based on a specified operating policy, which was
explained in reservoir operation simulation module. The decision variables are the
reservoir normal water level, corresponding to a specific height of the dam), the
minimum reservoir operating level and the production capacity. The production
capacity is found so that the maximum system’s firm energy yield results at the
specified level of reliability, TarREL. For any pairs of reservoir’s normal and minimum
water levels, the maximum achievable system’s firm energy yield (powerplant pro-
duction capacity) is determined as follow:

In this model the normal and minimum operating levels are searched for by HSA,
and the reliability constraint on the energy yield is met using a penalty term in the
objective function. In other words, the production capacity in model A is considered as
a random-based search variable varying by HSA. The reservoir simulation model with
a known operating policy, in which releases from the reservoir are determined by
Eq. (18), is employed any candidate sets of design (decision) variables generated by
HSA. The outputs of reservoir simulation model are the reliability level, annual firm
and secondary energies associated with any candidate sets of these decision variables.
A penalty term penalizing the deviation of the resulted reliability from the target one is
added to the objective function as follows:

Cost2total ¼ Cost1total þð REL� TarRELj jÞ � P ð19Þ

where Cost2total is the total cost in model A, Cost1total is as defined previously, REL is the
level of reliability resulted from simulating the reservoir operation, TarREL is the target
or desired reliability level, and P is a penalty factor that should be fine-tuned by a trial
and error procedure. The penalty factor should not be very large to avoid premature
convergence of the algorithm, and it should not be too small, resulting in a solution not
satisfying the reliability constraint. In model A, the reservoir simulation model is the
RBS model. However, adjusting (increasing or decreasing) the production capacity is
not performed by the search procedure explained before; it is rather conducted by the
HAS using the penalty approach.

3.3 Design-Operation Optimization Problem (Model B)

For the case of design-operation (DO) optimization, the operating policy is not spec-
ified a priori, but it is optimized by defining release rules whose parameters are con-
sidered as decision variables of the HS algorithm, in addition to the design variables
considered before. In this model releases from the reservoir, R(t), are also considered as
the HSA decision variables. Therefore in our case study with a 41-years simulation
horizon and 3 design variables, the optimization problem will include 495 decision
variables, of which 492 variables are operational variables. This requires that special
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attention be given to generation of feasible solutions at early stages of the stochastic
search algorithm.

4 Results

The case study of the paper is Bakhtiari Dam to be built on the Bakhtiari River in west
of Iran. Tables 1 and 2 present input values to the models, i.e. basic characteristics of
the system and the topographic data of Bakhtiari dam. Cost values for different dam
and powerplant capacities are presented in Table 3. Firm and secondary energy unit
sales, i.e. fvalue and svalue, are set to 160 * 10−4 monetary units per Mwh (Mousavi
and Shourian 2010).

Table 1. Basic characteristics of Bakhtiari Dam and its powerplant

Maximum normal water level 830 Masl
Minimum water level 660 Masl
Tailwater elevation 533.5 Masl
Generator efficiency 92.12%
Head loss 3 M
Plant factor 0.25
Target reliability 90%

Table 2. Elevation-capacity relation at dam site

Elevation (Masl) Capacity (MCM)

532 0
550 0.01
575 0.02
592 0.03
593 1.014
600 4.32
625 23.62
650 97
675 241.28
700 481.52
725 847.73
750 1371.57
775 2084.12
800 3031.3
825 4269
830 4582.37
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Optimum values of objective function, design variables, average annual firm and
secondary energies and the reliability levels obtained are presented in Table 4. Figure 1
shows the variation of the models’ objective function against different iterations of the
HSA. Model B outperforms model A in terms of objective function value. The dif-
ference, however, between the best objective function value of model B and that of
model A is not significant. Although operational variables are optimized in model B,
and its search space (495-dimensional) is much larger than that of model A
(3-dimensional), model A has arrived at an objective value close to that of model B.
Results presented are in good agreement with those obtained by particle swarm opti-
mization (PSO) for the same problem reported in Mousavi and Shourian (2010).

Table 3. Cost of dam and powerplant construction for various capacities

Capacity (MCM) Cost (monetary unit) Installed capacity (MW) Cost (monetary unit)

1941.61 781.44 913 152.45
2652.43 897.52 1014 162.40
3526.38 1016.07 1110 173.25
4587.37 1139.20 1220 189.30
4590.00 5500.00 1500 225.00

Model A                                               Model B
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Fig. 1. Convergence curve of the objective function in HSA
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5 Summary and Conclusions

The formulation of the problem of optimum design and operation of a hydropower
reservoir system with a reliability constraint on meeting the energy yield is a non-
convex MINLP. Therefore, we used harmony search algorithm (HSA) to solve this
NP-hard problem. The objective function is to maximize the total net benefit resulted
from design (constructing) and operation of the system over its life period. The
problem was solved in two cases. In the first one, optimum design of Bakhtiyari
hydropower system was considered, in which the decision variables were the normal
and minimum operating levels of the reservoir as well as production capacity of the
powerplant (model A). In the second case (model B), simultaneous optimization of
design and operation variables of the system was carried out using HSA. In model B,
the release decision variables were generated randomly in an incremental way at the
first iteration of HSA so that a feasible solution can be obtained. HSA performed
satisfactorily for both design and design-operation problems although model B was
slightly better than model A.
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Abstract. The usage of tuned mass dampers is a practical technique
for civil structures under undesired vibrations. Since earthquake or other
excitations have random vibration with various frequencies, frequency
domain responses of structures can be used in tuning of mass dampers.
By the minimization of transfer function of the structure, the amplitude
corresponding to the response frequency of the structure is minimized.
Thus, the passive control of the structure is provided. The optimiza-
tion problem is non-linear since the existence of inherent damping of
the structure, possible solution range of tuned mass damper (TMD) and
multiple modes of multiple degree of freedom structures. For that reason,
three metaheuristic algorithms such as harmony search, flower pollina-
tion algorithm and teaching learning based optimization are compared in
mean of performance and computation effort. All algorithms are feasible
with significant possible advantages.

Keywords: Tuned mass damper · Optimization · Frequency domain
responses · Earthquake · Harmony search · Flower pollination
algorithm · Teaching learning based optimization

1 Introduction

Tuned mass damper (TMD), which are initially invented as a vibration absorber
device without damping by Frahm [1], and modified for random vibrations [2]
have been used in all types of systems using the principle of mechanics. Vibration
mitigation of civil structures is also an area of tuned mass dampers (TMDs).
In the existing structures, TMDs have been installed in order to maintain an
effective reduction of structural vibration resulting from earthquake, winds and
traffic. Soto and Adeli presented a list of structure including TMDs with short
information [3]. In Fig. 1, the 361 m long television tower of Berlin is shown.
The tower type structure contains a 1.5 ton TMD for preventing wind indicated
vibrations.
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 27
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Fig. 1. The television tower in Berlin

Generally, TMDs are tuned by using frequency domain responses of the struc-
ture. In the documented methods, several formulations have been developed for
frequency and damping ratio of TMD [4–8]. These formulations were derived for
single degree of freedom structure and these formulation can be used for multiple
degree of freedom structures by considering a single vibration mode. In order
to consider the damping of the main structure and multiple modes, numerical
algorithms are needed. Metaheuristic algorithms are very effective in tuning of
mass dampers [8–23].

In this study, three different algorithms; Harmony search (HS), Flower polli-
nation algorithm (FPA) and Teaching learning based optimization (TLBO) were
employed for the optimum tuning of mass dampers. The optimization objective
is related to the frequency domain responses of the structure. The aim is to min-
imize the top story acceleration transfer function. The proposed methods were
applied for a 10 story structure and the comparisons of the algorithms were done.

2 The Optimization Problem

The objective of the optimization is to minimize the top story acceleration trans-
fer function of the structure by optimizing the parameters of TMD positioned
on the top of structures. The transfer function (TF) is the ratio of Laplace
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transformations of response (top story acceleration for the current problem) and
an external excitation (ground acceleration for the current problem).

TF is a unitless value and the peak value of the transfer function is minimized.
The maximum value is observed at the first natural frequency of the structure.
The unitless TF is modified by taking base 10 logarithm and multiplying by 20.
In that case, the unit of TF is dB. The TF formulation with respect to frequency
(ω) is shown in Eq. (1) for the structure with TMD. This function contains the
values of all stories and TMD. The objective function (f ) is shown as Eq. (2).
As the objective, the maximum results of the N th story (top story) is used.

As seen in Fig. 1, the N-story structure is modeled as a shear building. The
structure has N degree of freedom for all lateral motion of the stories and the
number of degrees of freedom of the TMD controlled structure is N+1. The
equations of motion of a shear building is written as follows:

TF (w) =

⎡

⎢⎢⎢⎢⎢⎣

TF 1(ω)
TF 2(ω)

...
TFN (ω)
TF d(ω)

⎤

⎥⎥⎥⎥⎥⎦
= [−Mω2 + Cωj + K]−1Mω21 (1)

f = 20Log10|max(TFN (ω))| (2)

The value of TF contains imaginary (j) and real parts. For that reason, the
absolute value of the function is taken and the unit of the function is modified as
dB. M, C, and K are the mass, damping and stiffness matrices of a N-story shear
structure with a TMD on the top. These matrices are shown in Eqs. (3)–(5). In
these matrices, mi, ci and ki are mass, damping coefficient, stiffness coefficients
of ith story, respectively. The parameters of TMD such as mass, stiffness and
damping coefficients are shown with md, kd and cd, respectively. The design vari-
ables are mass (md), period (Td) and damping ratio (ξd) of TMD, respectively.
The value of Td and ξd are formulated in Eqs. (6) and (7), respectively. A vector
ones is shown as 1.

M = diag[m1 m2 . . . mN md] (3)

The mass, damping coefficient, stiffness coefficient and displacements are
symbolized with m, c, k and x. The subscripts show the story number between
1 and N. The TMD parameters are mass (md), damping coefficient (cd) and
stiffness coefficient (kd) while the displacement of the TMD is xd.

The damping and stiffness coefficients can be written as period (Td) and
damping ratio (ξd) of TMD as shown in Eqs. (6) and (7). In the numerical
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example, these two values are taken as design variables together with mass of
TMD (md) and TMD positioned story (i).

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

(c1 + c2) −c2
−c2 (c2 + c3) −c3

...
...
...

...
...
...
cN (cN + cd) −cd

−cd cd

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

(k1 + k2) −k2
−k2 (k2 + k3) −k3

...
...
...

...
...
...
kN (kN + kd) −kd

−kd kd

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5)

Td = 2π

√
md

kd
(6)

ξd =
cd

2md

√
kd

md

(7)

3 Metaheuristic Methods

In this study, three different metaheuristic algorithms were separately employed.
These algorithms are Harmony search (HS), Flower pollination algorithm (FPA)
and teaching learning based optimization (TLBO). These methods are summa-
rized in this section.

3.1 Harmony Search

The harmony search algorithm is the oldest one comparing to the other two
algorithm. The process of a musician is a good match for optimization algo-
rithms and HS employed in several TMD studies as stated in the introduction
of the study. The algorithm developed by Geem et al. [24] has three parameters
and the name of these parameters are harmony memory size (HMS: the num-
ber of harmony vectors in harmony memory), harmony memory consideration
rate (HMCR: the rate of consideration of global and local searches) and pitch
adjusting rate (PAR: the rate for adjusting the range of generated solutions).

In the global search of the HS algorithm, a new design variable (Xnew) limited
with upper (Xmax) and lower (Xmin) bounds can be randomly generated as
shown in Eq. (8).

Xnew = Xmin + ran(0, 1)(Xmax − Xmin) (8)
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In the equation, rand(0, 1) is a randomly generated number between 0 and 1.
The local search of the algorithm is formulated as follows:

Xnew = Xk + ran(1/2,−1/2)PAR(Xmax − Xmin) (9)

Xk is kth existing solution and k is randomly chosen. rand(−1/2, 1/2) is a
random number between −1/2 and 1/2. In the study, the parameters: HMS,
HMCR and PAR are taken as 5, 0.5 and 0.2, respectively.

3.2 Flower Pollination Algorithm

The inspiration of FPA is the reproduction process of flowering plants via polli-
nation. Yang [25] formulated two types of pollination of flowering plants. These
types are biotic (or cross) pollination done by pollinators and abiotic (or self) pol-
lination done by the fertilization of flowers. Biotic pollination is used as a global
optimization as shown in Eq. (10). Since the pollinators obey the rules of Lévy
flight, a Lévy distribution (LD) is used. A ith new solution (Xnew,i) is obtained
by using ith existing solution (Xold,i) and the best existing solution (Xbest).

Xnew,i = Xold,i + LD(Xbest − Xold,i) (10)

Abiotic pollination is used as a local optimization and it is formulated as
follows:

Xnew,i = Xold,i + rand(0, 1)(Xm − Xk) (11)

In the local optimization, two existing solution (mth and kth) are randomly
chosen and a linear distribution is used. The type generation is chosen by using
a switch probability (p) and this value is taken as 0.5 in current study. The
number of set of design variables in a solution matrices (population) is taken as
25.

3.3 Teaching Learning Based Optimization

TLBO was inspired from the education process of a class. The algorithm was
developed by Rao et al. [26] and differently from the other algorithm, TLBO
consequently use the two types of optimization phases which are teacher and
student phases. For that reason, it is not needed to use a rate for choosing the
generation type. This feature makes the algorithm easier than the others since
the only user defined parameter is population (taken as 25 in current study).

The teacher phase is the process inspired by the education of a teacher. This
phase is formulated as follows and the value of Teacher factor (TF ) is randomly
assigned as 1 or 2. Xteacher and Xmean are the best existing solution and average
of all existing solutions, respectively.

Xnew,i = Xold,i + rand(0, 1)(Xteacher − Xmean) (12)
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The student phase inspired from the self-study of student. It is formulated
as seen in Eqs. (13) and (14). If mth solution is better than kth solution,

Xnew,i = Xold,i + rand(0, 1)(Xm − Xk) (13)

if kth solution is better than mth solution

Xnew,i = Xold,i + rand(0, 1)(Xk − Xm). (14)

4 Numerical Examples

The proposed methods were tested on a 10-story structure. The properties of
stories of the structure are different. The mass, stiffness and damping coefficient
parameters of the shear building are presented in Table 1.

The proposed method was applied to the optimization of a TMD on the
40-story structure [26]. The properties of the structure as shown in Table 1.
The example structure is a shear building with different stiffness and damping
coefficient for stories. These values are linearly decreased by increase of the
number of stories. For limitation of the stroke capacity, st−max is taken as 1.5
and the optimization is done for 200 maximum iterations. The value of PAR is
taken as 0.5 while the population number is 5 for the numerical example.

Table 1. The properties of the example building [6]

Story mi(t) ki(MN/m) ci(MNs/m)

1 179 62.47 0.81

2 170 52.26 0.67

3 161 56.14 0.72

4 152 53.02 0.68

5 143 49.91 0.64

6 134 46.79 0.60

7 125 43.67 0.56

8 116 40.55 0.52

9 107 37.43 0.48

10 98 34.31 0.44

The mass of TMD (md) was searched between 1% and 10% of the total mass
of the structure. For the period of the TMD (Td), it is searched between 0.8
and 1.2 times of the first natural frequency of the structure without TMD. The
damping ratio of TMD (ξd) is randomly assigned between 0.05 and 0.3. The
employed algorithms were tested by conducting 20 independent runs. In Table 2,
the optimum design variables are presented with the best TF and average TF
values of 20 runs. Additionally, standard derivative values and number of analy-
ses for the optimum values are shown in Table 2.
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Table 2. Optimum values for the proposed methods

HS FPA TLBO

md (t) 138.5 138.5 138.5

Td (s) 2.2926 2.2917 2.2917

ξd 0.2782 0.2763 0.2763

Best TF 11.7316 11.7303 11.7303

Average TF 11.7322 11.7303 11.7303

Standard derivative 3.15 * 10m−4 1.05 * 10−6 5.55 * 10−10

Number of analyses 16529 9125 49500

Fig. 2. TF plot of the top story of the structure

The optimum masses of TMD are at the upper bound of the solution range for
all methods. Also, periods and damping ratios of TMD for different methods are
very close to each other. In that case, all algorithms are effective on finding global
optimum values for minimization of the top story acceleration transfer function.
The plot of the transfer function is shown in Fig. 2 with the comparison of the
structure without TMD and with TMD (for all methods). As seen in the figure,
the optimum TMD is effective on the reduction of the peak amplitude of the
first natural frequency of the structure. The plots of all methods are nearly the
same.

Also, the average values of the TF values are nearly the same with the best
values. For that reason, the standard derivative of 20 independent runs are very
low. Especially, TLBO has very low standard derivative value, but the values of
all methods are nearly zero. The analyses were iteratively done for 50000 func-
tion evaluation. All methods are effective to find the optimum values before the
maximum number of iterations. The number of analyses to reach the optimum
values are also presented and the values are 16529, 9125 and 49500, respectively.
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5 Conclusions

The proposed algorithms, HS, FPA and TLBO are an effective source for the
TMD optimization problem considering frequency domain responses. The effec-
tiveness of the methods were proved by the results of the numerical example.
The algorithms are also robust since the same optimum results were obtained
for 20 independent runs.

Another important factor is the computation effort of the algorithms. Accord-
ing to the results, FPA is very quick in finding the optimum values. The worst
one in computation effort is TLBO, but TLBO is an easy method to apply since
it has no user defined parameters other than the population number. As a con-
clusion, all proposed methods are feasible for the optimization problem but all
methods have different advantages.
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Abstract. In this paper a modified version of the Harmony Search algo-
rithm is proposed as a novel tool for phase swapping in Low Voltage Dis-
tribution Networks where the objective is to determine to which phase
each load should be connected in order to reduce the unbalance when all
phases are added into the neutral conductor. Unbalanced loads deterio-
rate power quality and increase costs of investment and operation. A cor-
rect assignment is a direct, effective alternative to prevent voltage peaks
and network outages. The main contribution of this paper is the proposal
of an optimization model for allocating phases consumers according to
their individual consumption in the network of low-voltage distribution
considering mono and bi-phase connections using real hourly load pat-
terns, which implies that the computational complexity of the defined
combinatorial optimization problem is heavily increased. For this pur-
pose a novel metric function is defined in the proposed scheme. The per-
formance of the HS algorithm has been compared with classical Genetic
Algorithm. Presented results show that HS outperforms GA not only
on terms of quality but on the convergence rate, reducing the compu-
tational complexity of the proposed scheme while provide mono and bi
phase connections.

Keywords: Smart meter · Load curve · Harmony search

1 Introduction

In the electrical distributions systems of most utilities over the world, three
phases of alternate current are utilized at each feeder aimed at increasing the
energy efficiency in low-voltage distribution networks. During the past decades
a huge increment in housing construction has occurred in many countries (espe-
cially in Spain), which has given rise to highly-populated low-voltage distrib-
ution networks. This noted fact, combined with the ever-growing use of home
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 28
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electronic devices, has heretofore unchained a dramatically sharp load growth.
When held together, these two key points lay an operational challenge to dis-
tribution companies because the so-called feeder tripping problem [1] is even
more involved due to in-excess neutral current caused by the unbalance loads
among the three phases. Unbalanced loads between phases may lead to undesir-
able situations, including [2]: current increase in the most heavily loaded phase
limits the amount of power transferred on a feeder; current increment in the
neutral conductor; and problems with voltage drops in phase with higher loads,
which ultimately results in a low quality of service. As a result, power losses in
distribution networks may vary significantly depending on the load imbalance.

Accordingly, if loads on each phase are properly balanced technical losses
will be notably reduced [3–5]. Consequently, a proper balance between the three
phases will contribute to: (1) an optimized network infrastructure by increasing
the capacity of distribution feeders, hence avoiding the deployment of unneces-
sary extra feeders and consequently reducing distribution costs; (2) a reduced
monitoring complexity of the low-voltage distribution network due to the reduc-
tion of instabilities generated by the presence of high currents in the neutral
conductor; and (3) an improved voltage profile due to the homogenization of the
voltage drops at each stage of the distribution line.

There are two major techniques for phase balancing in the related literature
[2]: feeder reconfiguration at the system level, and phase swapping at the feeder
level. The former is a process of changing the topological structure of the distrib-
ution systems by altering the open/closed status of single phase sections and tie
switches [6]. In phase swapping, however, the objective is to determine to which
phase each load should be connected in order to reduce the unbalance when all
phases are added into the neutral conductor. This objective can be formulated as
a combinatorial optimization problem with exponential complexity growth with
the number of possible loads: for the case of N loads to be connected to 6 phases
(3 single phases and 3 complex phases), there is a total of 6N combinations
(possible solutions).

Many research contributions in the last years have dealt with the phase swap-
ping problem [7], each resorting to different approaches and diverse methodolo-
gies such as Simulated Annealing [8–10], Neural Networks [5,11], Genetic Algo-
rithms [12], Tabu Search [13], Greedy approaches and Dynamic Programming
[2], among others. In [14] phase swapping is addressed as a load-to-line assign-
ment problem and tackled under a mixed-integer programming formulation. In
[15] the optimal load phase balance is obtained by solving the load redistri-
bution problem by using a decaying self-feedback continuous Hopfield neural
network (ADSCHNN). Likewise the work in [16] proposes a new approach for
phase balancing planning using a specialized Genetic Algorithm which considers
discretized load duration curve.

To the knowledge of the authors none of the above references accounts for
two practical situations of real low-voltage distribution networks. The first one
relates to the use of the information provided by Advanced Metering Infrastruc-
tures (AMIs) or Smart Meters, which provides a deeper, fine-grained knowledge
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of load patterns, far beyond the coarse-grained monitoring performed until their
appearance. Indeed, by virtue of the hourly load patterns provided by the AMIs
not only operational costs are reduced and the quality of service is improved, but
also an evidence of paramount importance for our work has been unveiled: even
if phase balancing can be met over a certain time span (i.e. yearly or monthly),
the characteristics of connected loads vary continuously, which causes punctual,
undesired situations of unbalanced phases. The second aspect which has not
been taken into consideration in the literature as mentioned in [2] is that loads
can be connected to two phases, as opposed to related contributions so far which
consider only single phase connections. This point increases the computational
complexity of the phase swapping problem by increasing the number of possibil-
ities by which the load could be connected, i.e. from 3N to 6N for N loads.

The above challenges motivate the development of new heuristic procedures
that efficiently tackle the phase swapping problem taking into consideration the
time variance of load patterns and mono- and bi-phase connections. For this pur-
pose in this paper we propose to apply the Harmony Search (HS [17]) algorithm
as an heuristic procedure for solving the aforementioned problem. HS has been
used for NP-hard problems providing a good balance between computational
complexity and quality of the provided solutions [18,19]. This manuscript delves
into the adaptation of the HS characteristics to phase swapping introducing
a novel metric definition and solution encoding for bi-phase connections. This
analysis will provide a realistic procedure for optimizing the topology of low-
voltage distribution networks in real Smart Grids minimizing, statistically, the
load unbalance between the three phases. The performance of the proposed app-
roach is assessed over a real use case comprising an entirely remotely-managed
distribution substation, with hourly readings of 102 customers (82 residential,
5 industrial and 15 commercial) captured over a historical depth of one year,
with more than 21 million watts managed during this period. As concluded
from these simulations, the performance of the solver is confirmed to be promis-
ing and superior to other genetically inspired heuristics, hence paving the way
towards its practical implementation in real energy distribution systems.

2 Problem Formulation

As mentioned in the introduction the overall goal of this research work is to
develop an heuristic method for finding the mapping from loads to phases lead-
ing to a minimum imbalance between phases taking into account the hourly
consumption traces provided by smart meters. A proper balance in the circuit is
achieved by minimizing the Euclidean distance between residuals and phases, so
that the lower the residuals are, the smaller the total imbalance of the electrical
system will be. The application of these methods will focus on real hourly cus-
tomers’ load patterns. The periodicity at which the algorithm is executed is a
strategic decision of the utility, which should consider both the operational cost
of the phase reassignment and the seasonal treatment of the historical series. The
optimization objective is to minimize the sum of Euclidean distances between
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the three aggregated loads of the users assigned to each phase, pair by pair. Such
a difference is given, for 3 phases, N loads and time t (i.e. an index enumerating
the 24 values for each of the 365 days in a year), by

Q(x, t) =
∑

(φ,θ)∈P

√√√√
(

N∑

n=1

I(xn, φ)En(t)

)2

−
(

N∑

n′=1

I(xn′ , θ)En′(t)

)2

, (1)

where P � {(R,S), (S, T ), (R, T )}, En(t) is the energy consumption of load n at
time t, x � {xn}N

n=1 is the mapping from loads to phases such that, by assuming
a biphasic electric network, xn ∈ {RR,RS,RT, SS, ST, TT} ∀n ∈ {1, . . . , N},
and I(xn, φ) is an indicator function taking value 1 if φ ∈ xn and 0 otherwise. In
words, each phase is represented by the sum of the hourly energy consumption
of the loads assigned to that phase. The case when Q(x, t) = 0 means that the
energy between phases is perfectly balanced at time t, hence lower values of
Q(x, t) represent a better load balance.

Before proceeding further, it is worth to delve into the rationale why a bal-
anced distribution network is desirable for the distributor. A perfect balance
implies an electric system with minimal energy losses. Indeed, load imbalance
may yield up to three times more losses through an imbalanced distribution line
when compared to a balanced one. This can be argued, on the one hand, by the
application of Joule’s Law, which rules the conversion of energy into heat with
a consequent increase in the temperature of the conductor,

P = RI2 =
E

Δt
(2)

which, by applying Ohm’s Law (i.e. the potential V arising between the extremes
of a conductor is proportional to the electric current I going through it), yields

V = ZI cos α → I =
E

Δt V cos α
(3)

where Z denotes the impedance of the conductor (line) and α is the angle
between the current phase vector and the voltage V , also referred to as power
factor. If we note that the current I is given by the sum of the individual cur-
rents over each phase, i.e. I = IR + IS + IT , a perfectly balanced line will satisfy
IR = IS = IT = I/3. By contrast, an imbalanced line undergoing a strong phase
imbalance with all the current circulating through a single phase fulfills that e.g.
I = IR and IS = IT = 0. Bearing this in mind, the power losses for a perfectly
balanced system are given by

Pbal = Z
(
I2R + I2S + I2T

)
= Z

(
I2

9
+

I2

9
+

I2

9

)
=

ZI2

3
, (4)

Since the load curve reports the measured energy consumption, the technical
power losses Pbal for three phases and perfect balance are given by

Pbal =
RE2

3(Δt V cos α)2
. (5)
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On the other hand, if we deal with an imbalanced system where all energy is
conducted over a single phase, technical power losses Punbal will increase up to

Pimbal = RI2 =
RE2

(Δt V cos α)2
= 3Pbal, (6)

i.e. they can potentially as high as three times the losses for the perfectly bal-
anced case. There lies the interest of the energy distributor in balancing the
consumption among phases, and the rationale for the application of the heuris-
tic solver explained in the next section.

3 Description of Harmony Search

The Harmony Search is a metaheuristic algorithm based on the emulation of the
music improvisation process observed in jazz bands, whose members use to com-
bine different musical notes based on the historical record of notes played by each
musician followed by an occasional, random yet slightly pitch tuning. HS main-
tains a pool of K candidate solutions or harmonies {xk}K

k=1 = {{xk
n}N

n=1}K
k=1,

each comprising N optimization variables or notes (i.e. the number of loads asso-
ciated to the feeder at hand whose optimal phase assignment is to be discovered
by the algorithm). The main steps of the standard HS solver [19] are as follows:

– Step 1 (initialization): this first step is only considered at the first iteration.
The pool of K harmonies (also referred to as Harmony Memory, HM) is ini-
tially filled, which is done uniformly at random if no a priori knowledge about
the solution space is assumed. This represents the starting point for the set
of candidate harmonies. For the problem at hand the alphabet of notes has
6 possible values, 3 for single-phase connections and 3 for bi-phase connec-
tions, namely xk

n ∈ {1, 2, 3, 4, 5, 6} corresponding with each possible connection
assignment {RT,RR,RS, SS, ST, TT}. It should be noted that the mapping
from the note encoding to the sequence of phases is designed so that when
tones need to be adjusted to any other tone in their vicinity, changes in the
phase mapping are not drastic, as neighboring notes in the integer alphabet
correspond to phases with at least one phase in common with that of the orig-
inal note. In this case it is assumed that in bi-phase connections the current
is equally distributed over each individual phase.

– Step 2 (Improvisation): for each of the iterations a new harmony is generated.
To this end two are the operators defined in the naive HS solver:
1. Harmony Search Considering Rate (HMCR ∈ R[0, 1]), which sets the prob-

ability that the value of a new proposed note is drawn from the set of values
that such a note has in the rest of harmonies, i.e. HMCR = 0.9 involves
that 90% of the new notes are drawn from the whole set of harmonies at
each iteration. As will be later explained, based on previous studies [20] a
linear variation of the HMCR parameter along iterations has been adopted
so as to enhance the convergence of the search process. Any component not
selected for memory consideration will be randomly set to a value between
the lower and upper bounds of its possible range in the defined alphabet.
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2. Pitch Adjustment Rate (PAR ∈ R[0, 1]), which establishes the probability
that a given note is set to one of its neighboring values within the note
alphabet. i.e., PAR = 0.2 involves that 20% of the new notes are drawn
from the neighboring (lower or higher with equal probability) set of notes
defined on the integer alphabet on which they are encoded.

– Step 3 (HM update): the new improvised harmony is now evaluated according
to its value of the objective function which, for the case study tackled in this
paper, is given by Expression (1) aggregated over a certain time horizon,

f(xk) =
T∑

t=1

∑

(φ,θ)∈P

√√√√
(

N∑

n=1

I(xk
n, φ)En(t)

)2

−
(

N∑

n′=1

I(xk
n′ , θ)En′(t)

)2

, (7)

where T denotes the time span over which the phase balance provided by xk

is evaluated. If the objective function value for the new harmony is better
(lower) than the objective function value for the worst harmony in the HM,
then such a worst harmony is replaced with the newly improvised harmony.

– Step 4 (Stop criteria): if a maximum number of improvisation is reached, then
stop, otherwise step 3 and step 4 are repeated.

The HMCR and PAR operators aid the algorithm in the search for better
solutions, and even affect the speed of convergence. The values for these two
parameters had to be optimized to find the best set of parameters in terms of
balancing explorative versus exploitative character of the exploratory finding,
but this study is omitted for lack of space. The work in [21] proposes to improve
the performance of the HS algorithm hinges on imposing a certain progression
along iterations on the values of its operational parameters of HMCR and PAR.
For instance, the value of the PAR is dynamically updated according to:

PAR(iter) = PARmin + (PARmax − PARmin) · ξ(iter) (8)

where PARmin and PARmax are minimum and maximum values of the adjust-
ing rate, and PAR(iter) is the pitch adjusting rate for iteration iter ∈
{1, 2, . . . , niter}. The coefficient ξ(iter) is calculated based on the iteration iter
and the maximum number of iterations numMaxIter as

ξ(iter) =
iter

numMaxIter
. (9)

This modification of the HS algorithm, by an iterative process, establishes
dynamic values for HMCR and PAR with each new iteration, seeks to avoid pre-
mature convergences in suboptimal regions. Thus, this approach prioritizes the
explorative capability of the search process rather than its exploitative behavior.

4 Experiments and Results

In order to evaluate the performance of the proposed scheme, a set of experi-
ments based on real data has been designed for dealing with the phase swapping
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Table 1. Refined parameters of the HS and GA solvers.

No. HS parameter Value GA parameter Value

1 K 50 Population size 100

2 [HMCRmin,HMCRmax] [0.7–0.9] Crossover rate 0.9

3 [PARmin,PARmax] [0.01–0.1] Mutation rate 0.2

4 numMaxIter 200 Max. generation 100

problem discussed above taking into consideration the time variance of load pat-
terns and mono- and bi-phase connections. The data is provided by an remotely
managed distribution substation. Only one feeder with three phases is consid-
ered accounting up to 102 customers, from which 82 are residential, 5 industrial
and 15 commercial. One-year-long load patterns with one-hour granularity are
considered in the experiments, which yields 365 × 24 data points per customer.
The complexity of the proposed experiments is 6102 considering three mono-
phase connections and other three bi-phase connections. The paper compares
the proposed HS algorithm described in Sect. 3 with the Genetic Algorithm
(GA) proposed in [12]. GA is controlled by mutation and crossover operators
which drive the behavior of the iterative search procedure. A tournament selec-
tion is selected in an attempt at reinforcing the capacity of the GA to escape
from local optima during its search. One of the most evident differences between
both schemes is that GA creates new chromosomes by using only one (mutation)
or two (crossover) individuals, as opposed to the HS solver which exploits the
knowledge embedded in the entire set of harmonies stored in the HM.

The comparative study is discussed in statistical terms motivated by the
heuristic nature of the algorithms in the benchmark and the stochasticity
imposed by their probabilistic operators. A computationally fair comparison is
guaranteed by setting equal the number of metric evaluations for both schemes.
The values of the improvisation operators for both optimization approaches are
refined based on a previous grid search not shown due to lack of space. The val-
ues for which the best balance between explorative versus exploitative behaviour
of the proposed schemes was found are listed in Table 1. In order to compute
performance statistics 50 Monte Carlo simulations are performed. It is impor-
tant to observe in Table 1 that GA prioritizes a memory that doubles in size that
of the HS approach. Therefore, for a fair comparison the maximum number of
generations is set to half the one for its HS counterpart.

Figure 1 shows the best metric obtained for each algorithm in the iterative
process in the statistics of the 50 Monte Carlo simulations. It can be noted that
HS outperforms GA, i.e. for the 50 independent runs of the algorithms the fitness
values attained by HS are smaller than GA, not only in terms of its mean value
but also in what regards to their dispersion (a standard deviation of 11000 W for
HS and 12508 W for GA). Indeed only in 10 of the 50 experiments HS falls within
the value range bounded as mean ± standard deviation computed for GA. In
the rest of experiments results of HS are outside this GA confidence region.
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Fig. 1. Fitness value obtained over the 50 Monte Carlo experiments performed.

The discussion follows in Fig. 2, where it is shown that the convergence of
the proposed HS scheme is faster than that of GA. The plot depicts the average
metric evolution (solid lines) throughout the 50 Monte Carlos during the iterative
process of both schemes, whereas the standard deviation of the mean at each
iteration is marked showing the independence of the obtained results.

Fig. 2. Fitness convergence along iterations for both HS and GA algorithms.
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The ideal case – a perfect balance between phases – is obtained when the
metric as per Expression (1) is Q(x, t) = 0 at each time stamp (i.e. each hour
during the whole considered year). Integrating the energy in time along the
whole considered year t ∈ {1, . . . , 365 × 24}, a perfect balance means 33.3% for
each phase. Figure 3 shows the integrated energy distribution per phase obtained
with HS and GA; while GA renders a maximum difference of 6.8% between two
phases, in the case of HS this score is limited to 4.7%, which corresponds to
an absolute value of 441000 W over the whole year. This noted fact means that
there is no clear compensation of seasonality effects along the year and through
users, because the hourly study shown in Figs. 1 and 2 is corroborated with the
yearly one in Fig. 3. This does not have to be extrapolated to all situations.

Fig. 3. Percentage distribution of energies per phase for the two algorithms.

5 Conclusions and Future Research Lines

This paper has proposed a meta-heuristic scheme specially tailored for efficiently
finding the mapping from loads to phases that leads to a minimal energy imbal-
ance between phases. The study builds upon real consumption traces hourly pro-
vided by smart meters. On this purpose a novel fitness function is proposed, and
modifications of the naive Harmony Search algorithm scheme are introduced.
The proposed methodology is compared with a standard Genetic Algorithm
(GA) from the literature, showing that the HS outperforms GA with statistical
significance over 50 independent Monte Carlo experiments, not only on its hourly
component but on the yearly one. Future research will focus on multi-objective
formulations of this problem in order to improve further the practical benefits
of the method proposed in this manuscript. The considered metrics will span
beyond the reduction of the technical losses tackled in this paper towards the
minimization of the operational costs derived from the reassignment of different
users. In addition, the obtained conclusion – i.e. hourly results are buttressed
by the yearly phase balances – will be generalized using different, more diverse
substations demonstrating that hourly knowledge is necessary to avoid the sea-
sonality compensation effect when optimizing over the whole year.
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Abstract. We report a critical assessment of the use of an Inverse
Design (ID) approach steamed by an improved Harmony Search (IHS)
algorithm for enhancing light coupling to densely integrated photonic
integratic circuits (PICs) using novel grating structures. Grating cou-
plers, performing as a very attractive vertical coupling scheme for stan-
dard silicon nano waveguides are nowadays a custom component in
almost every PIC. Nevertheless, their efficiency can be highly enhanced
by using our ID methodology that can deal simultaneously with many
physical and geometrical parameters. Moreover, this method paves the
way for designing more sophisticated non-uniform gratings, which not
only match the coupling efficiency of conventional periodic corrugated
waveguides, but also allow to devise more complex components such as
wavelength or polarization splitters, just to cite some.

Keywords: Grating structure · Photonic integrated circuit · Improved
harmony search

1 Introduction

Electronics made possible to achieve a massive shrinking of the core electrical
elements into chip scale building blocks. Likewise, silicon on insulator (SOI)
technology has the capacity to overcome the integration scaling of electronics by
enabling the mass production of large scale and dense integration of PICs. These
high index contrast materials are an outstanding platform for designing compact
devices consisting on low loss waveguides, splitters/combiners, wavelength mul-
tiplexers and i.e. a wide variety of integrated components. In the same line,
the ongoing trend is to integrate these components on a single platform. How-
ever, the high integration density of such devices and i.e. their small feature size
complicates the light coupling interfacing between standard single mode optical
fibres (SMF) and SOI circuits, causing high insertion losses and high packaging

c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 29
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Fig. 1. Basic configuration for a custom fiber-to-chip periodic grating coupler. A stan-
dard SMF interfaces near vertically with a diffractive grating structure defined on the
surface of the silicon waveguide. The grating coupler structure is determined by the
duty cicle (W ), the filling factor (ff ), the period (Λ) and the depth of the grooves (d1).
The rib waveguide consists of a silicon layer of thickness, etching depth (ed) on top of a
buried oxide layer (BOX) of thickness et. To clearly illustrate the design, the diagram
is not to scale.

costs. This decoupling is mainly due to the huge mode mismatch between the
cross-sections of fibres and SOI guides [1]. To accomplish the fibre-chip coupling
issue, two main strategies have been proposed so far: butt-coupling schemes and
out-of-plane coupling solutions. Butt-coupling methods provide wide bandwidth
and low insertion loss operation [2], but these kind of solutions require a lensed,
high numerical aperture fibre or an inverted taper with a very sensitive fiber-
guide alignment [3,4] to match the optical mode size between two light guiding
materials. In contrast, out-of-plane coupling presents some major advantages
over the former method: using this approach eludes the need of cleaved facet
fibres and there is no limitation for extracting/coupling light everywhere on the
chip, which is a critical advantage for large scale wafers [2]. Regular solutions
provide guided-mode resonances using periodic gratings which have been widely
demonstrated [5,6]. Nevertheless, periodic grating designs present a small cou-
pling strength, are rather long, working on not wide enough bandwidth.

The principle of periodic diffraction gratings for coupling light into a SMF
is shown in Fig. 1. Throughout this work we present a broad comparative study
of non uniform grating structures for boosting the light coupling under different
criteria beyond the limitations of standard periodic designs.

2 A Deterministic Search: Finding the Optimum

Figure 1 shows the schematic structure of a naive grating coupler defined on a
regular SOI wafer with a 250 nm thick crystalline silicon layer which refractive
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index n is, n = 3.467, over a 2µm thick buried oxide n = 1.46 layer. A sin-
gle mode fibre is positioned with a tilt angle to the normal direction above the
grating to avoid backreflection. In order to eliminate the fiber’s facet reflection,
an index-matching gel n = 1.46 is utilized to fill the space between the fibre
and the grating. Aside from the consideration of these parameter, it is of prac-
tical relevance to choose the etching depth and the period of the grating. Aside
from this toy-model case, when the amount of degrees of freedom involving the
design process is large, it is impractical to determine the optimum, neither it is
practical to do a thorough exploratory search among the whole set of feasible
parameters. Thus, in order to show a simplified stage, wherein a brute-force hard
search is still feasible, we delimited the search to the exploration of two coupled
trivial parameters, i.e. to the duty cycle of the grating coupler W that defines
the width of the grating tooth and the fill factor ff defined as the ratio of the
grating period and the duty cycle (ff = Λ/W ). Nonetheless, simplifying the
designing parameters and assuming only a two parameter space search means
that one should intuitively fix any other parameters. In this case we fixed the
value of some parameters according to pure intuition and experimental lore, such
as the position of the SMF fibre to 1.8µm from the silicon top layer and to 5µm
in the horizontal axis from the grating edge, with a the tilt angle of 8◦. The
grating is devised by performing a 70 nm deep etching. Thus, we constrained the
search to only these two parameters and we mapped the maximum coupling effi-
ciency between a transverse electricaly (TE) polarized Gaussian beam centred at
λ = 1.55µm, where λ is the light’s wavelength, spanning 0.1µm, intoa 10.4µm
cross-section SMF. This configuration was modelled by means of two-dimensional
Finite-Differential Time-Domain (FDTD) simulations with a uniform grid fea-
turing elements with sizes bellow λ/10 and we used Perfectly Matched Layer
(PML) boundary conditions surrounding the whole grating and fibre domains.
The coupling efficiency (η) can be calculated by means of the following
integral [7]:

η = |
∫ ∫

ExE(y=y0,z)Ae
(x−x0)2+(z−z0)2

ω2
0 ejn 2π

λ z sinΘdxdz|, (1)

where Θ is the fibre tilt angle, (x0, y0, z0) is the position of the fibre with respect
to the grating coupler, n is the refractive index on top of the grating and the
constant A represents the normalization of the Gaussian beam.

Figure 2a depicts the coupling proficiency of 10.000 combinations of ff and W
computed in a regular i3 computer where it took around 72 h to complete it. As
expected in this trivial case, an almost linear relation between the filling factor
and the duty cycle can be appreciated along with some global maxima remarked
in black. In addition, we assumed that the oxide thickness, fibres tilt angle,
etching deep and some other aforementioned parameters were almost optimal
for a minimal downward leakage, but that is not necessarily true since all these
parameters are coupled to each other. Therefore, it is infeasible to do these
kind of intensive calculations when the parameter space is increased using a
deterministic search.



Novel Light Coupling Systems Devised 297

Fig. 2. (a) The coloured chart depicts the coupling efficiency at λ = 1550 nm for the
entire set of W and ff combinations. (b) The solution dataset calculated by the IHS
algorithm explained in Sect. 3 in (a) is over-imposed by circled set of points surrounded
by a white cloud, showing the solutions given by this ID method at each iteration.
The ID process clearly converges to the maximum coupling parameter pairs with low
number of iterations in this toy model case, as detailed in Sect. 4.

3 The IHS Algorithm for Non-deterministic Search
of Optima

Except of the trivial case comprised by only 2 parameter data sets discussed in
Sect. 2, when more parameters are taken into account, a deterministic search for
optimum coupling becomes futile. To counterbalance this issue, we have recently
proposed a more efficient inverse design approach for designing photonic com-
ponents that facilitates the prospect of optimum topologies in a rather variety
of fields. This time, the ID method uses an IHS [8] algorithm as a core engine.

The HS algorithm [9] is a meta-heuristic optimization algorithm inspired by
the observation of musical improvisation process, in which the aim is to search
for a perfect state of harmony. HS was proposed by Geem et al. in 2001 and
thenceforth it has been widely applied to a variety of combinatorial optimization
problems [10–12]. During the process of musical improvisation, suggesting a new
melody is subject to three different circumstances, a musician can either play a
tune exactly in the way he has memorized it or he can play something similar
to a stored melody (eg. slightly adjusting the pitch), or compose new notes
randomly. Based on these three options, Geem et al. made a new quantitative
optimization process. The three components analogous to the ones of musical
improvisation became: memory usage of harmonies (HMCR), pitch adjustment
(PAR) determined by a pitch bandwidth bwrange and randomization (RSR) [13].

In the original HS algorithm proposed by Geem in [9], the PAR and bw
parameters are fixed and do not evolve during the optimization process. There-
fore, the election of appropriate values for these operators becomes critical and
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the algorithm demands a high number of iterations for locating the global opti-
mum state. In reference [8], however, the PAR and bw parameters are cyclically
tuned in order to achieve a smoother search, in a manner analogous to what
the Cauchy-Lorentz probability distribution does in a Fast Simulated Annealing
(FSA) algorithm [14]. In other words, the bw parameter must be set to high
values in initial iterations in order to increase the diversity of solutions, but
in final generations it must be set to low values to enhance the intensification
and to sacrifice the diversification, that is, to search locally instead of globally.
Throughout this work, we set a PARmin and PARmax parameters to 0.4 and
0.9. Then the bandwidth of each iteration bw(n) is given non-linearly as:

bw(n) = bwmax exp(c.n), (2)

and the coefficient c is recalculated in each iteration as

c(n) =
ln bwmin

bwmax

N
. (3)

In order to cover a large number of solutions and to expand the search space
in which diversification has a significant relevance, we set the minimum band-
width, BWmin, to 0.0001; and the maximum bandwidth, BWmax, to 1. The
RSR ∈ [0,1], sets the probability of picking the value for the new note randomly
from the domain of the input variables. It performs a role similar to the uphill
jump probability function in the Simulated Annealing algorithm, but in this case
the alteration in the harmony set stored in the memory of harmonies (HM ) is
performed regardless of its fitness with probability RSR. In this work we set the
RSR parameter to 0.1. The HM is comprised of 20 harmonies, with 22 notes
dilling each harmony. In the general case, where the etching deep of the groves
is fixed, the first 20 notes belong to the period of each trench, bounded between
a value of 0.15µm and 0.5µm. The two additional parameters are the SMF
separation distance and the fibre tilt angle, bounded betwwen 4 and 7µm, and
8 and 15 degrees, respectively.

4 Speeding Up: An Heuristic Engine for Non-assisted
Exploration

It seems of practical relevance to check whether an ID process like the one
described in [15] and using the IHS method of 3, gets to improved grating
couplers or, conversely, if conventional periodic grating couplers fare better. In
Fig. 2b the ID method results are over-imposed to the exhaustive lookup–map
computed in Sect. 2. Noticeably, when using the ID methodology to this prob-
lem, the solution is quickly achieved taking into account only those combinations
of parameters that yield to promising results. The ID method, boosted by IHS
jumps quickly from average fitness solutions to local optima points and subse-
quently splits the search through local optima points to global optimum in just 3
iterations. The whole process takes only few minutes to converge to the solution
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remarked by white markers. Hence, even in this simplified model, introducing
the ID method drastically reduces the computation time and prevents the calcu-
lation of non-profitable solutions by determining the combination of parameters
that enhances light overlapping between guide and fibre.

Some other optimization techniques could deal with this issues as well but
either are based on gradient methods and tend to stack at local maxima or they
provide lattices that are often not practical with current fabrication tolerances.
Examples include exotic shaped designs that can barely be turned into operative
designs using most advanced experimental prototyping techniques.

Due to this fact, it is convenient to constraint the optimization of theoret-
ical designs to some parameters that render to a topology comprised by naive
elements, that are closer to current fabrication facilities. In spite of this, there is
no certainty of achieving a resulting device that operates as good as theoretical
designs predictions. This is due to the fact that devising process always intro-
duce some random errors that are independent of the design. In nanophotonics
these errors can not be neglected as they may lead to produce totally differ-
ent structures. In this regards, some authors have proposed to give design these
devices by imposing in their designs the worst case analysis [16,17]. The worst
case analysis is a widely used approach in nowadays industry, but is still highly
ineffective. On the one hand, it is not always easy to determine which of the
configuration parameters yields to the worst case and in the other hand, a high
restrictive proceeding forces to disregard many potentially good solutions.

5 Periodicity and Aperiodicity, a Comparison

The key features of an effective light coupling system are compactness, low
insertion loss, large alignment tolerance, and broadband operation [2]. In a first
attempt we took a 20 periods length grating profile with the parameters specified
in Sect. 2, except that this time we led the ID algorithm decide the horizontal
position of the SMF fibre, its tilt angle as well as the grating period, Λ. With
this regards, we run the simulation and the grating was optimized for enhancing
the coupling of light from the integrated waveguide to the SMF fibre. The final
simulation set-up was found to be conformed by Λ = 640 nm, with a fibre dis-
placed 5.23µm from the grating edge and tilted 15◦. By means of these values
a maximum theoretical coupling efficiency of 66% is achieved with an estimated
1 dB bandwidth of 40 nm. According to the principle of interference, the Bragg
conditions is fulfilled when

kin sin Θ + m
2π

Λ
= β, (4)

where kin = 2π/λ and β = (2π/λ) neff , being neff the effective refractive index
of the structure. All in all, according to Eq. 4 the grating period should be, for
this particular case (for diffraction order m = +1, an angle of 15◦ and neff

around 2.8):

Λ =
λ

neff − sin Θ
. (5)



300 I. Andonegui et al.

Fig. 3. (a) Maximum coupling efficiency with regards to the number of grooves in
the periodic and non-periodic gratings, sketched in red and blue respectively and
(b) deviation of the peak coupling efficiency in each case.

Equation 5 states that the optimum Λ for a λ of 1.55 µm should be 610 nm.
This result is very close to the solution given by the ID method (640 nm). In
fact, it should be pointed out that the Bragg condition is only exact for infi-
nite structures, thus for finite structures, as log as in finite gratings there is not
exactly one discrete wave-vector for which diffraction occurs, but for a range
of wave-vectors. However, in periodic gratings the tuning of the wave vectors is
limited by the period of the grating. The decay of the coupling performance for
this structure is shown in Fig. 3a. The performance of the periodic grating con-
verges when 20 grooves are etched in the silicon layer and the removal of grooves
presents a polynomial decay of the coupling efficiency (see Fig. 3a). However, as
one disposes of just 4 periods, the peak coupling efficiency starts to deviate from
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Fig. 4. (a) Simulations results for coupling efficiency spectrum for each case of
study.(b)-(d) The schematic representation of the optimized periodic grating, the ape-
riodic grating and the non-uniform grating made by also tuning the etch depth, respec-
tively. The dimensions of the grooves have been exaggerated for clarity purposes.

the target λ, as it is shown in Fig. 3b. This deviation amounts to 8 nm when only
10 periods are considered in the periodic grating.

Although the etching nonuniformity is usually detrimental for most applica-
tions, it can offer more freedom to realize a nonuniform grating coupler. However,
designing such non periodic clusters entails dealing with several correlated para-
meters at the same time and cannot be designed using current analytic methods,
or by tuning a small number of parameters by hand [18]. Nonetheless the ID
method provides a prospect way for dealing with N -parameter look-up issues.
In Fig. 4c a non-uniform grating coupler scheme is represented. In this particular
case, every groove is detuned at the same time, constrained to fabrication limi-
tations. The efficiency of the final corrugated waveguide yields to slightly better
coupling results when compared to the former periodic case, depicted in Fig. 4b.

The solution obtained with the IHS algoritm provides a peak coupling effi-
ciency of 69 % with a 1 dB bandwidth close to 38 nm. Noticeably the grating
structure depicted in Fig. 4c shows an smooth profile that ensures a good sta-
bility when the grating is shorten (see Fig. 3a). In this case, the efficiency of the
coupling almost corresponds to the periodic case. On the other hand, this grat-
ing profile enhances the coupling of light close to the 1.55µm with a maximum
deviation of 3 nm.

To further increase the efficiency of periodic gratings we should include the
etching deep of the periodic grooves into the design process. However, according
to Eq. 5, these kind of gratings should be those with shallow deep etched profiles.
With this regards, we headed on a different approach, i.e. we constrained the
etching deep and the duty cycle of a non-uniform grating and we utilized the ID
method for achieving a grating coupler that further enhances the light overlap-
ping preventing full etching of the silicon layer or narrow grooves. The resulting
grating profile is schematically shown in Fig. 4d. The simulated coupling spec-
trum for the TE polarization is shown in Fig. 4a for comparison. One can see
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that a maximum coupling efficiency of 78% is achieved at 1.55µm and the 1 dB
bandwidth is about 40 nm. The coupling efficiency is much larger than that for
a standard uniform grating coupler and the wideband makes it very promising
for C-band applications.

6 Concluding Remarks

In this manuscript we demonstrate the great usefulness of using an inverse design
approach to the process of exploring new grating coupler designs. By means of
this method the designer can handle more parameters even when there is no
theoretical background leading to any hints in the process of designing better
couplers. We found that this methods are easily applicable to grating coupler
design problems since they do not require great detailed knowledge of the struc-
ture of the problem and they can rely on the solver of the system as a blackbox.
By this insight we found that the coupling efficiency of non-uniform grating cou-
plers can outmatch custom periodic designs. Moreover, the structures proposed
in this work are fully compatible with conventional manufacturing processes as
they prevent the formation of exotic geometries or shallow edges. The length
of the non-uniform gratings is slightly shorter than that of canonical gratings.
Besides, if these gratings are shortened, then they still hold for a reliable coupling
ratio with a minimal deviation in the C-band.
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Abstract. Protein structure prediction (PSP) is an important research
area in bio-informatics for its immense scope of application in drug
design, disease prediction, name a few. Structure prediction of protein
based on sequence of amino acids is a NP-hard and multi-modal opti-
mization problem. This paper presents an improved harmony search
(ImHS) algorithm to solve the PSP problem based on 3D off lattice
model. In the proposed method, the basic harmony search (HS) algo-
rithm combined with dimensional mean based perturbation strategy to
avoid premature convergence and enhance the capability of jumping out
from the local optima. The experiments are carried out on a set of real
protein sequences with different length collected from the Protein Data
Bank (PDB) to validate the efficiency of the proposed method. Numeri-
cal results show that the ImHS algorithm significantly outperforms com-
pared to other algorithms on protein energy minimization.

Keywords: Protein structure prediction · Harmony search · Off-lattice
model · Premature convergence · Difference mean based perturbation

1 Introduction

Proteins are the main building blocks for all living beings and composed of
20 amino acids by a ploy-peptide bond [1]. Protein folded into a structure that
provide the essential functional features of the protein which are plying impor-
tant role in biological science, medicine, disease prediction and many more [2].
Therefore, structure prediction of a protein is an important research area in bio-
informatics. Most of the protein structures deposited in PDB were determined
by the experimental methods like X-ray crystallography and Nuclear Magnetic
Resonance (NMR) [3]. The experimental techniques are not always feasible due

c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 30
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to very expensive, time consume, strict laboratory requirements and heavy oper-
ational burdens [4]. Thus, many researchers focused their interest on PSP from
primary sequence of amino acids using computational approach [5].

Anfinesen theory of thermodynamic [6] states that conformation of a protein
corresponds to the global minimum free energy surface and therefore, structure
prediction of a protein can be transformed into a global optimization problem.
The PSP using computational methods reveals two important key parts. The
first part is to state the simplified mathematical model that corresponds to a
protein energy function. The second part is to develop a computationally effi-
cient optimization algorithm which can find the global minimum of the potential
energy function. Currently, a coarse-grained model like AB off-lattice model [7]
has been widely used for PSP. The model consists two types of amino acid
residues such as hydrophobic (A) and hydrophilic (B) and provide main driving
force of the protein energy function. In the past, large number of heuristic or
meta-heuristic algorithms have been developed based on 3D AB off-lattice model
for PSP [8–14]. The harmony search (HS) algorithm is an optimization algorithm
that based on the music improvisation processes where musicians improvise the
pitches of the instruments to search for a perfect state of harmony [15]. A new
harmony improvisation and harmony memory updation are the main compo-
nents of the HS algorithm. Various successful studies have been confirmed that
the HS algorithm paid more and more attention to solve a wide range of engi-
neering optimization problems [16]. However, less diversification can be found in
the population when solving multi-modal optimization problems.

In this paper, we proposed an improved HS (ImHS) algorithm for solving
PSP problem based on 3D AB off-lattice model. In ImHS algorithm, a new
harmony vector is generated based on the best harmony and modified with nor-
mal distribution without using pitch adjustment rate (PAR) and the harmony
memory is updated using greedy selection mechanism. In addition, a simple
dimensional mean based perturbation scheme is integrated to all members of
the harmony memory for better exploration to ensure faster convergence and
efficiency. Experiments are carried on a set of real protein sequences with vari-
ous lengths collected from PDB. The results show that the proposed algorithm
significantly outperforms to the CPSO [10], BEABC [13] and simple HS [17] for
all the real protein instances.

The paper is organized as follows: In Sects. 2 and 3, basic fundamentals of
3D AB off-lattice model and HS algorithm are describe, respectively. The details
of proposed algorithm is presented in Sect. 4, followed by experimental results
and analysis in Sect. 5. Finally, the conclusion is drawn and future works are
highlighted in the Sect. 6.

2 AB Off-Lattice Model

The 3D AB off-lattice model proposed by Stilinger in [7] that represents the
intra-molecular interactions between amino acids of a sequence. All amino acids
are classified into hydrophobic and hydrophilic residues, labeled as ‘A’ and ‘B’
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respectively and linked up by rigid unit-length bonds. The three dimensional
structure of an n length protein is specified by the (n − 1) bond length, (n − 2 )
bond angles θ1, θ2,..., θn−2 and (n−3) torsion angles β1, β2, ..., βn−3. Therefore,
the n length protein conformation is determined by (2n − 5) angle parameters
(θ1, θ2, ..., θn−2, β1, β2, ..., βn−3) where θi, βi ∈ [−180◦, 0) and θi, βi ∈ (0, 180◦].

The protein energy function for an n length sequence have two parts: one is
the bending energy (V1) of protein backbone and the other is non-bonded poten-
tial energy (V2). Amino acids along the backbone encoded as bipolar variables
ξi. If ξi =1, the ith amino acid is A and ξi = −1 for B. The potential energy
function E for an n length protein sequence is expressed as follows:

E =
n−1∑

i=2

V1(θi) +
n−2∑

i=1

n∑

j=i+2

V2(rij , ξi, ξj). (1)

Where V1(·) is the bending potential energy as defined in Eq. (2).

V1(θi) =
1
4
(1 − cosθi). (2)

The non-bonded interactions V2(·) have a species - dependent Lennard - Jones
12, 6 form, described in Eqs. (3) and (4), respectively.

V2(rij , ξi, ξj) = 4[r−12
ij − C(ξi, ξj)r−6

ij ] (3)

C(ξi, ξj) =
1
8
(1 + ξi + ξj + 5ξiξj). (4)

Where rij denotes the distance between ith and jth residue of the sequence.
For an AA pair, C(ξi, ξj) = 1 regarded as strongly attracting, for an AB or
BA pair, C(ξi, ξj) = −0.5, regarded as weakly repelling and for a BB pair,
C(ξi, ξj) = 0.5, regarded as weakly attracting. The basic objective of the PSP
for n length protein sequence is to finding the optimal (n − 2) bond angles and
(n − 3) torsional angles in order to minimize the energy function E defined in
Eq.(1), representing lowest free energy of the structure of a protein.

3 Harmony Search (HS) Algorithm

Harmony search (HS) algorithm is a new optimization algorithm that based on
the improvisation processes of musicians proposed by Greem et al. [15] in 2001.
During the improvisation processes, musicians search for a perfect state of a
harmony by slightly adjusting the pitch of their instruments. The HS is a pop-
ulation based meta-heuristic algorithm where population represent as harmony
memory (HM) and there are few control parameters such as harmony memory
size (HMS), harmony memory considering rate (MHCR) used for determining
whether a decision variable is to be selected from HM or not, pitch adjusting rate
(PAR) used for deciding whether the selected decision variable is to be modified
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or not. The basic HS algorithm consists of five phases which are initialization of
HM, improvisation of a new harmony, updating of HM and stopping criterion.

Initialization of Harmony Memory: The HM is a solution matrix of
size HMS where each harmony represents a D-dimensional solution vector
in the search space. In general, the ith harmony is represented by Xi =
(xi1, xxi2, ..., xiD) and generated randomly as follows:

xij = xj
min + (xj

max − xj
min) × rand(0, 1). (5)

where i = 1, 2, ...,HMS, j = 1, 2, ...,D; xj
min and xj

max are the lower and upper
bound of jth component, respectively.

New harmony improvisation: A new harmony vector, Y ′ = (y′
1, y

′
2, ..., y

′
D) is

generated from the HM on the basis of memory considerations, pitch adjustments
and randomization. In the memory consideration, jth component of Y ′ is selected
randomly from {x1j , x2j , ..., xHMSj} with a probability of HMCR ∈ [0, 1] which
ensure good harmony is considered in the new harmony vector. The memory
consideration can be expressed as

y′
j =

{
y′
j ∈ {x1j , x2j , ..., xHMSj} if rand ≤ HMCR

xj
min + (xj

max − xj
min) × rand(0, 1) otherwise

. (6)

Furthermore, the component in the new harmony vector obtained from the HM
is modified using PAR for finding good solution in the search space. These com-
ponents are examined and tuned with the probability PAR as follows:

y′
j =

{
y′
j ± bw × rand(0, 1) if rand ≤ PAR

y′
j otherwise,

, (7)

where bw is a bandwidth distance used for variation in the decision variables
and rand(0, 1) is a uniformly distributed random number in [0, 1].

Updation of the harmony memory: In order to update the HM, the new
harmony vector (Y ′) is evaluated using the given objective function. If the objec-
tive function value f(Y ′) of Y ′ is better than f(Xworst) of the worst harmony
(Xworst) stored in the HM, then Xworst is replaced by Y ′. Otherwise, the gen-
erated new vector is ignored.

Stopping criterion: The HS algorithm terminates when the stopping condi-
tion, maximum number of improvisation is reached. In this work, the improvi-
sation or generation term is refer to a single iteration of the search algorithm.

4 Proposed Methodology

4.1 Difference Mean Based Perturbation (DMP)

DMP strategy is used in particle swarm optimization (PSO) and shown the
effective performance in global optimization [18]. The DMP is a learning strat-
egy amounts to simply perturbing a newly generated population member with
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Algorithm 1. DMP implementation
1: Calculate the dimensional mean of the best individual (Xbest) with dimension, D

of a population:

2: best avg = 1
D

D∑
j=1

Xbest,j

3: for each harmony i = 1, 2, ..., HMS do
4: Calculate the dimension mean of ith individual, Xi of the population:

5: ind avgi = 1
D

D∑
j=1

xi,j

6: Calculate the difference mean of ith individual, Xi:
7: diff meani = best avg − ind avgi
8: Generate a vector V with components chosen randomly unit normal distribution

with zero mean and unit variance:
9: V = {v1, v2, ..., vD}

10: Calculate V̂ : V̂ = V
‖V ‖

11: Perturb amount of ith individual Xi:
12: Xi = Xi + diff meani × V̂
13: end for

a scaled unit vector along any random direction. The unit vector is scaled by
the difference mean formed by the subtracting the dimensional mean of the indi-
vidual to be perturbed from the current best individual of the population. Note
that dimensional mean is a scalar quantity obtained by averaging the compo-
nents of a vector individual from the population. After updating the HM, DMP
is applied to all the harmony/individuals as shown in Algorithm1.

4.2 The ImHS Algorithm

ImHS algorithm aims to overcome the limitations associated with the basic HS
algorithm. In order to do so, some modifications have been made on the HS algo-
rithm. In the proposed algorithm, pitch adjustment operation is not considered
in such a way that the components chosen in new harmony vector with HMCR
are directly modified. In the memory consideration process, jth component of
the new harmony vector is selected from the jth component of the best harmony
with HMCR. Then the selected component of new harmony vector modified as
follows:

XNew
i,j = Xbest(j) + bw × N(0, 1). (8)

Where bw is a distance bandwidth, the amount of changes or movement that
may have occurred to the components of the new harmony vector. N(0, 1) is
normal distribution with zero mean and unit variance.

On the other hand, new vector components generated randomly using Eq. (5)
with probability (1−HMCR). After improvisation of the new harmony vector, a
greedy selection scheme is applied between Xi and XNew

i for updating the HM.
DMP strategy is applied to all individuals after the HM updation to explore the
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Algorithm 2. ImHS algorithm
1: Initialize the HM size (HMS), memory consideration rate (HMCR), Dimension (D)
2: Initialize the HM randomly using Eq. (5) and evaluate energy for each harmony

using Eq. (1)
3: while stopping criterion is not satisfied do
4: Calculate best harmony Xbest from the HM
5: for each harmony i = 1, 2, ..., HMS do
6: for j = 1, 2, ..., D do
7: if rand(0, 1) ≤ HMCR then
8: New harmony vector, XNew

i,j is generated using Eq. (8)
9: else

10: XNew
i,j is generated randomly using Eq. (5)

11: end if
12: end for
13: if f(XNew

i ) ≤ f(Xi) then
14: Xi in the HM is replaced by XNew

i

15: end if
16: end for
17: for each harmony i = 1, 2, ..., HMS do
18: Perform DMP strategy using Algorithm (1)
19: end for
20: Update the HM
21: Record the best harmony so far
22: end while

search space for finding the global optimum solution. Finally, the pseudo code
of the ImHS algorithm shown in Algorithm 2.

5 Experimental Results and Analysis

5.1 Protein Sequence

The proposed ImHS algorithm is applied on real protein sequences (RPs) which
are collected from Protein Data Bank (PDB, http://www.rcsb.org/pdb/home/
home.do). The detailed description of these sequences are given in Table 1. In
the experiment, K-D method [19] is used to distinguish the hydrophobic (A) and
hydrophilic (B) residues of 20 amino acids in real protein sequences. The amino
acids I, V, L, P, C, M, A, G are belongs to class A and D, E, F, H, K, N, Q, R,
S, T, W, Y are belongs to class B.

5.2 Parameter Settings

In the experimental study, all individuals are encoded in angels within the range
[−180◦, 180◦]. The dimension, D of an individual will vary from sequence to
sequence based on the respective PSL which set as (n − 2 + n − 3) (n is the
length of the sequence). All the experiments are executed on the basis of stopping

http://www.rcsb.org/pdb/home/home.do
http://www.rcsb.org/pdb/home/home.do
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Table 1. Real protein sequences

PS No PSL PDB ID Sequence

RS1 13 1BXP MRYYESSLKSYPD

RS2 16 1BXL GQVGRQLAIIGDDINR

RS3 18 2ZNF VKCFNCGKEGHIARNCRA

RS4 21 1EDN CSCSSLMDKECVYFCHLDIIW

RS5 25 2H3S PVEDLIRFYNDLQQYLNVVTRHRYX

RS6 29 1ARE RSFVCEVCTRAFARQEALKRHYRSHTNEK

RS7 35 2KGU GYCAEKGIRCDDIHCCTGLKCKCNASGYNCVCRKK

RS8 38 1AGT GVPINVSCTGSPQCIKPCKDQGMRFGKCMNR
KCHCTPK

RS9 46 1CRN TTCCPSIVARSNFNVCRLPGTPEAICATYTGCIII
PGATCPGDYAN

RS10 60 2KAP KEACDWLRATGFPQYAQLYEDFLFPIDISLVKREHD
FLDRDAIEALCRRLNTLNKCAVMK

criterion which is the maximum number of function evaluations (FEs). The FEs
is set to Max FES = 104 × D defined in [20] which is same for other algorithms
used for comparisons. The ImHS algorithm compared with CPSO, BEABC and
the basic HS algorithm. The parameters for CPSO, BEABC and the basic HS
algorithms are the same as those recommended in [10,13,17]. The parameters
for the ImHS algorithm are set as follows: HMS = 50, HMCR = 0.9 and
bw = 0.2. Each algorithm is run 30 times independently for each RPS with the
same initial population. All the algorithms are implemented in MATLAB R2010a
and executed on an Intel Core (TM) 17-2670 QMCPU running at 2.20 GHz with
8 GB of RAM with Windows XP platform.

5.3 Results and Discussions

Table 2 shows the best, mean and standard deviation (std.) of energy values
achieved by CPSO, BEABC, HS and ImHS algorithm on the RPS with 30 inde-
pendent runs. Wilcoxon’srank sum test [21] is conducted at the 5% significance
level in order to judge whether the mean result obtained with the best perform-
ing algorithm differ from the mean result of the other compared algorithms in
a statistically significant way. ‘+’ marks in Table 2 indicate that ImHS statisti-
cally outperformed with compared algorithms based on mean result. All marks
are labeled with parenthesis in Table 2. The best results are shown in bold.

The comparisons in Table 2 show that ImHS achieved the highest accuracy
performance in terms of best and mean results on the RPS’s. In particular, the
performance of ImHS significantly outperformed compared to all other algo-
rithms for higher length protein sequences (RS7, RS8, RS9 and RS10) in terms
of best and mean results. In addition, results obtained by ImHS algorithm is
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Fig. 1. Convergence curve of best solutions of different algorithms on RPS’s.
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Table 2. Comparisons of best, mean and standard deviation results for RPS’s

also outperformed on the remaining RPS. BEABC and HS algorithms achieved
approximately same on mean result for the sequence RS2, RS3, RS4, RS5, RS6
and RS7 whereas BEABC outperformed HS on RS8, RS9 and RS10. The merits
of CPSO are worst than the others algorithms on the all sequences. The strong
significant improvement has been observed on ImHS algorithm than others as
the protein sequence length increases. Moreover, obtained results are very robust
based on std. by ImHS algorithm except for RS5. Therefore, the proposed app-
roach provides better performance indicated that it is an effective algorithm for
determining the structure of real proteins using 3D AB off-lattice model.

Best convergence characteristic obtained by ImHS and other algorithms on
RPS’s are shown in Fig. 1. In the y-axis, the minimum energy value is plotted and
in x-axis, the function evaluations is plotted. The graph conclusively establish
the faster convergence of ImHS over the other algorithms. It is evident from
the figures that only the proposed method has been able to obtain high quality
solutions.

6 Conclusion

In this paper, we have presented an ImHS algorithm which uses best harmony in
improvisation of a new harmony vector and difference mean based perturbation
to all the harmony to improve the exploration capability for preventing prema-
ture convergence and ability to jumping out from the local optima. The proposed
algorithm evaluated on the real protein sequences with varying sequence length.
The analysis and experiments show that the ImHS algorithm is significantly
effective for PSP of the real protein sequences. It should be noted that our study
concerns the few number of real protein sequences with smaller lengths.

Our future works will include investigation of the ImHS algorithm on more
real-world protein sequences with higher sequence length in 3D AB off-lattice
model.
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Abstract. Disasters might cause different impacts for women, girls, or
men be-cause of their capability to evacuate. These differences are ini-
tiated by cultural constraints on female mobility, lack of physical skills
or strength. In South Korea, floods have been the most impacted nat-
ural disaster resulting in the loss of people’s lives and economic dam-
age. Therefore, the gender-sensitive disaster vulnerability factors were
proposed in this study. The weights of the factors were calculated using
Analytic Hierarchy Process (AHP) and combination of AHP and Genetic
Algorithm (GA). As a result, AHP-GA method provided more consistent
results and gender related factors had higher weights in AHP-GA method
than conventional AHP. Therefore, more detailed analysis is required to
gender sensitive vulnerability index for the natural disaster prepare and
response.

Keywords: Gender-sensitive · Disaster vulnerability · Analytic
hierarchy process · Genetic algorithm

1 Introduction

Disaster vulnerability has been estimated using multi-criteria decision making
process to prioritize the importance of impacted factors. Analytic Hierarchy
Process (AHP) is one of the methods popularly used for the estimation. However,
the personnel selection is an important part in AHP and that is a major drawback
because it is hard to make a consistent decision. Therefore, the development of
vulnerability index is not easy and public consensus is hard to reach.

Aly and El-hameed [1] proposed a new approach to estimate the weights
of AHP using Genetic Algorithm (GA). The proposed AHP-GA method was
applied in a couple of examples and the better results than conventional AHP
was shown. In the AHP-GA method, the personal selection was excluded and
the optimal weights were found. Therefore, it this study, the AHP-GA method
was applied to estimated weights of gender-sensitive disaster vulnerability index.
Many disaster vulnerability indices considering different risk such as flood,
drought, or social risk have been developed. However, not many indices have con-
sidered gendered factors. UNDP [2] proposed Flood Vulnerability Index (FVI)
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 31



316 G. Chung

considered gendered sensitivity factors. The percent of female employees in urban
areas and the number of female representatives in the National Parliament were
considered as the gender factors.

In this study, factors for the gender-sensitive disaster vulnerability were pro-
posed and the weights were calculated using the AHP-GA method and the results
were compared with the conventional AHP method.

2 Analytic Hierarchy Process

AHP is a Multi-Attribute Decision-Making (MADM) model proposed by Saaty [3].
The prioritization is determined using pair-wise comparisons between alternatives.
The finalweights could be calculated in an efficientwaywhen the personal selection
is made by experts with consistency. However, when the number of alternatives
is large, it is hard to be consistent. Therefore, the consistency is checked by the
Consistency Ratio (CR). The rule of thumb is that the comparison is consistent
when a CR is less than 0.1.

3 AHP-GA Model

To cope with the drawback of AHP, Genetic Algorithm (GA) is implemented to
evaluate the alternatives in a consistent way. Aly and El-hameed [1] introduced
the combination of AHP and GA. The AHP-GA procedure is shown in Fig. 1.

Fig. 1. HP-GA procedure for deriving priorities.
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The objective is to minimize the Euclidean distance of Least Square Method
as follows:

minF (x) =
n∑

i=1

⎛

⎝
n∑

j=1

(
aij − wi

wj

)2
⎞

⎠
1/2

, (1)

subject to
n∑

i=1

wi = 1 (2)

Where aij is the normalized weights of j alternative and i criteria, and wi is
normalized Eigenvalue.

4 Disaster Vulnerability

4.1 Definition

UNESCO-IHE defined vulnerability using Flood Vulnerability Index (FVI) as
the extent of harm, which can be expected under certain conditions of exposure,
susceptibility and resilience.

Human being is vulnerable to disasters due to three main factors; exposure,
susceptibility and resilience. Exposure is the values at the location where dis-
asters can occur. These values can be goods, infrastructure, cultural heritage,
agricultural fields or mostly people. Gendered sensitive data could be considered
in this category. Susceptibility is system characteristics such as the awareness
and preparedness of affected people regarding the risk they live with. Lastly,
Resilience is the systematic effort to mitigate disasters. Vulnerability is defined
as below using exposure, susceptibility, and resilience.

Vulnerability = Exposure + Susceptibility − Resilience. (3)

4.2 Weight Results

Conventional AHP and AHP-GA methods were applied to calculate weights of
the vulnerability factors. In GA, total number of decision variables is 36 pair-
wise comparison. The number of population was 200, crossover and mutation
rate were 50% and 10% (Table 1).

Gendered sensitive disaster vulnerability is estimated using vulnerability
indices.

The overall weights are shown in Table 2. And the category results are shown
in Fig. 2. As shown in this plot the resilience category has larger weight in
AHP-GA. Gender related factors have larger weights in AHP-GA. The consis-
tency ratio of AHP and AHP-GA were 0.0658 and 0.0394, respectively. AHP-GA
showed the much better consistent results (Fig. 3).
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Table 1. Disaster vulnerability factors.

Exposure Susceptibility Resilience

Population density Urban population under the
national poverty curve

% of female employees in
urban areas

% of female population Gross domestic product in
urban areas

Female representatives in
the National Parliament

% of persons over 65 # of government workers
in disaster management

% of persons over 19

Table 2. Weights of disaster vulnerability factors using AHP and AHP-GA.

Category Factors AHP AHP-GA

Exposure Population density 0.0345 0.0395

% of female population 0.1232 0.0831

% of persons over 65 0.0932 0.0740

% of persons over 19 0.0932 0.0740

Susceptibility Urban population under the national poverty curve 0.1628 0.0971

Gross domestic product in urban areas 0.0522 0.0655

Resilience % of female employees in urban areas 0.0200 0.0655

Female representatives in the National Parliament 0.0162 0.0655

# of government workers in disaster management 0.4049 0.4359

Fig. 2. Factors of vulnerability.
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Fig. 3. Weights using entropy and AHP Genetic Algorithm.

4.3 Summary and Conclusions

This study compared the weight results from AHP and AHP-GA methods for
gender sensitive disaster vulnerability. The proposed vulnerability factors in this
study considered gender related issues such as the percent of female employees
in urban areas and the female representatives in the National Parliament. These
factors were suggested by UNDP [2] as the gender related vulnerability factors.

The proposed vulnerability factors were evaluated using AHP and AHP-GA
methods. The AHP-GA was applied to overcome the drawback of AHP when the
personal selection is made. The results shows AHP-GA provided more consistent
weights than conventional AHP. The gender related factors have lager weights
in the AHP-GA results. Therefore, further research has to be implemented on
the effect of gender sensitive vulnerability for the natural disaster.
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Abstract. Nowadays municipalities are facing an increasing commit-
ment regarding the energy and environmental performance of cities and
districts. The multiple factors that characterize a district scenario, such
as: refurbishment strategies’ selection, combination of passive, active and
control measures, the surface to be refurbished and the generation sys-
tems to be substituted will highly influence the final impacts of the
refurbishment solution. In order to answer this increasing demand and
consider all above-mentioned district factors, municipalities need optimi-
sation methods supporting the decision making process at district level
scale when defining cost-effective refurbishment scenarios. Furthermore,
the optimisation process should enable the evaluation of feasible solu-
tions at district scale taking into account that each district and build-
ing has specific boundaries and barriers. Considering these needs, this
paper presents a multi-objective approach allowing a simultaneous envi-
ronmental and economic assessment of refurbishment scenarios at district
scale. With the aim at demonstrating the effectiveness of the proposed
approach, a real scenario of Gros district in the city of Donostia-San
Sebastian (North of Spain) is presented. After analysing the base-
line scenario in terms of energy performance, environmental and eco-
nomic impacts, the multi-objective Harmony Search algorithm has been
employed to assess the goal of reducing the environmental impacts in
terms of Global Warming Potential (GWP) and minimizing the invest-
ment cost obtaining the best ranking of economic and environmental
refurbishment scenarios for the Gros district.

Keywords: Energy · Environmental · Refurbishment · District ·
Multi-objective · Optimization

1 Introduction

Energy security and climate change are driving a future that implies important
improvements in the energy performance of the building sector. The 28 Mem-
ber States of the European Union (EU) have set a Global Warming Potential
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 32
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(GWP) reduction target of 20% by 2020, which has to be reached mainly through
energy efficiency measures [1]. The building sector is one of the major sources of
environmental impacts worldwide, as well as in the EU.

In order to support the energy transition of EU towards a low carbon econ-
omy, municipalities have a key role to play. Within the Covenant of Mayors
initiative, thousands of local and regional authorities voluntarily committed to
implement EU climate and energy objectives on their territory [2]. A Sustain-
able Energy Action Plan (SEAP) [3] is the key document in which the Covenant
signatory outlines how it intends to reach its CO2 reduction target by 2020.
Through the development of SEAPs, local and regional authorities have defined
targets and developed plans and choose specific energy efficiency measures to
attempt these targets.

However, there is a lack of connection between global objectives at city level
and the implementation of energy strategies at district level. Specific solutions
defined at global scale usually underestimate barriers at district and building
level. Besides, the introduction into the decision making process of different
factors, such as: CO2 emissions and budget, greatly complicates the problem.

In this framework, authors in [4] present an evolutionary multi-objective opti-
mization algorithm (NSGA-III) that optimizes four objectives at a time for a
public school retrofit planning. Among the diverse options and alternatives found
in the literature for generating appropriate retrofit scenarios, the aspects consid-
ered herein are: (1) minimize energy consumption; (2) minimize CO2 emissions;
(3) minimize retrofit costs; and (4) maximize thermal comfort. Additionally,
population-based meta-heuristic algorithms including Non-dominated Sorting
Genetic Algorithm II (NSGA-II), Pareto-Archived Evolution Strategy (PAES)
and Particle Swarm Optimization (PSO), have been found in a number of build-
ing optimization studies [5,6]. Also related to multi-objective genetic based algo-
rithms, the work in [7] proposes two improvement strategies for building system
design optimization. With the aim of modifying the behavior of conventional
evolutionary algorithms, adaptive operators and the meta-model approach have
been modified in order to improve the optimization convergence and speed per-
formance. Along the optimization process, a set of optimal solutions are generally
generated; as this process usually takes a number of energy simulations at each
generation, the optimization time of this algorithms in retrofit planning problems
is increased. Improvement of this process includes tuning algorithm parameters
and hybrid local search algorithms with meta-heuristic algorithms [8,9]. Tuning
parameters is unfeasible in actual case studies since one optimization process
can take days to complete. The other approach based on hybrid optimization
algorithms, try to narrow down the search space and utilize fast and accurate
gradient-based search algorithms to converge on the optimal region [10,11].

In this regard, this paper advances over the state of the art by proposing a
novel multi-objective heuristic method based on the Harmony Search algorithm
specially tailored for obtaining optimal refurbishment solutions at district level.
Although the presented approach can be used for different municipalities and
indicators according to specific policy goals, a case study of the district of Gros
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in Donostia-San Sebastian (Spain) is employed in which two different objectives
are considered: (1) the maximization of the reduction of CO2 emissions (i.e.
minimization of the GWP) and (2) the minimization of the initial economic
investment.

2 Gros District Case Study Definition

The district of Gros (Fig. 1) is selected for the case study due to its representa-
tiveness for the city as the east enlargement of it that has progressively gained
space to the river and to the sea. Moreover, Gros is one of the most chaotic
examples of the urbanism of Donostia - San Sebastian with very irregular blocks
and a maze of streets saturated by a mix of uses of its ground floors (commer-
cial, workshops, garages and small industries that are being gradually replaced
by new residential buildings). These characteristics combined with other aspects,
such as: the different ages, thermal properties, energy generation systems and
protection level of its buildings, offer an ideal context for the development of a
broad variety of scenarios for the retrofit optimization process.

Fig. 1. Screenshot of the Gros district case study. The modelization and the environ-
mental assessment has been carried out by NEST tool [12].

The information obtained in close collaboration with the city of Donostia-
San Sebastian (see Table 1) enabled the definition of the majority of required
inputs for modelling and assessing the baseline scenario of Gros district. Some
of this data is based on assumptions from previous studies [12].

Table 2 shows the main characteristics of Gros district regarding the rela-
tionship between the energy certification of the buildings, their Energy Demand
(ED), the quantity of buildings, the Heated Floor Area (HFA) and the amount
of surface per building typology. The residential buildings analyzed for the dis-
trict of Gros have been grouped depending on their efficiency level, their energy
consumption per final use and other building envelope characteristics indicated
in Table 2. The systems considered for the calculation of heating and Domestic
Hot Water (DHW) consumptions are gas boilers for the buildings with a build-
ing typology between C and E and electricity for a building typology between F
and G. Finally, due to the climatic zone of Donostia-San Sebastian no cooling
system has been considered for residential buildings.
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Table 1. Summary of aspects of the district of Gros.

General data

Built surface 1,153,443 m2

Number of dwellings 9,581

Residential building surface 1,126,050 m2

Office buildings surface 8,299 m2

Other tertiary building surface 17,512 m2

Wall surface of the buildings 392,087 m2

Building characteristics

Energy labelling C-G [24]

Heating and DHW system Natural gas and electricity

Architectural protection grade Some buildings [0–4] (according urban rules)

Renewable energy potential: Useful surface for solar technologies

Total roof surface 159,964 m2

Flat roof surface 71,215 m2

North oriented roof surface 47,696 m2

Maximum useful roof surface for solar technologies 50,726 m2

Total roof surface 159,964 m2

Flat roof surface 71,215 m2

North oriented roof surface 47,696 m2

Maximum useful roof surface for solar technologies 50,726 m2

Table 2. Main characteristics of the district of Gros per building typology. (ED -
Energy Demand, HFA - Heated Floor Area, L - Lighting, A - Appliances, TS - Total
Surface).

N of blocks

- Building

typologies

HFA (m2) ED (Kwh/m2.year) TS (m2)

Heating DHW L A Opaque facade

surface - %75 (m2)

Openings surface

- %25 (m2)

Total usefull roof

surface (m2)

3 - C 6.671 39.4 13.0 6.4 39.0 1.676 559 486

42 - D 89.350 49.2 13.0 6.4 39.0 23.391 7.797 3.567

396 - E 781.204 64.5 13.0 6.4 39.0 214.207 71.402 37.705

55 - F 93.684 84.7 13.0 6.4 39.0 27.394 9.131 4.376

51 - G 80.998 103.2 13.0 6.4 39.0 22.122 7.374 4.569

Table 2 shows that the energy labelling level of the 92% of the buildings of
Gros in less than the D energy rating. That is, the energy and environmental
performance of the 92% of the buildings is worse than the limit value defined by
the Spanish legislation. Based on these baseline values of the district of Gros, it
is necessary to evaluate, optimize and apply different refurbishment strategies
to improve their energy and environmental performance.
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3 District Energy Retrofitting Problem Formulation

As stated in previous section, the majority of buildings of Gros district has
a poor energy labelling level (below D). Therefore, it is of great importance
to obtain optimal district retrofitting solutions in terms of cost-effective and
CO2 efficient designs. In order to accomplish this, this paper proposes a multi-
objective heuristic approach that simultaneously minimize the investment cost
and the GWP while considering a set of different constraints between the selected
refurbishment strategies.

Despite the numerous existing technologies for energy refurbishment and the
current trends towards “Net Zero Energy Buildings” [25], this work is limited to
assessing only most common approaches.

In the case of the passive refurbishment strategies, two different efficiency lev-
els per each refurbishment strategy are however proposed to take into account
trends toward more energy efficient buildings: basic (b) and advanced (a) lev-
els. The basic efficiency level is based on refurbishment strategies that enforce
the minimum thermal requirements determined by the existing regulations and
standards. The advanced efficiency level strategies improve the building thermal
properties to very high values, such as those used in standards like the Passive
House [26].

The first solutions (1B, 1A) corresponds to ventilated facade system, which is
composed of an aluminum substructure, a layer of insulation and a ceramic out-
layer. The second strategy (2B, 2A) is an indoor thermal improvement solution
consisting of a layer of insulation and plasterboard. Different insulation thick-
nesses are proposed for basic (1B, 2B) and advanced (1A, 2A) efficiency levels.
The projected insulation thicknesses for the basic efficiency energy level are 5 cm
for the faςade, 8 cm for the deck and 6 cm for the first floor slab. The thicknesses
proposed for the advanced energy efficiency level are 25, 30 and 15 cm, respec-
tively.

The third refurbishment strategy (3B, 3A) focuses on the replacement win-
dows with a new frame and glazing. The windows for the basic energy efficiency
level (3B) consist of a double glazing (2.7 W/(m2 K)) and aluminum frame (2.9
W/(m2 K)), meeting the minimum thermal requirements for refurbishments in
Spain. The windows for advanced level (3A) consist of a low-emissivity coated
glazing (1.4 W/(m2 K)) and wooden frames (1.2 W/(m2 K)).

Along with energy conservation refurbishment systems, this work has evalu-
ated different strategies based on the use of energy from renewable sources. The
first renewable strategy is the installation of a solar thermal system on the roof
of the building (4), which uses solar energy to generate heat that is then used to
produce hot water, reducing the electricity and natural gas use of current water
heaters. The second renewable strategy (5) is the installation of photovoltaic
panels on the roof of the building, generating and exporting electricity to the
national grid.

Table 3 depicts a symmetric matrix representing the constraints for each
refurbishment strategy. In this table, the set of strategies that can be jointly
employed are represented by a value of 1, whereas the strategies that cannot be
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Table 3. Symmetric matrix for refurbishment strategies’ constraints.

Refurbishment strategies 1B 1A 2B 2A 3B 3A 4 5

1B 0 0 0 0 1 1 1 1

1A 0 0 0 0 1 1 1 1

2B 0 0 0 0 1 1 1 1

2A 0 0 0 0 1 1 1 1

3B 1 1 1 1 0 0 1 1

3A 1 1 1 1 0 0 1 1

4 1 1 1 1 1 1 0 1

5 1 1 1 1 1 1 1 0

applied together are represented by 0. Note that in solar and photovoltaic strate-
gies (4, 5) the total useful surface must be less that the 100% of the non-north
oriented roof surface.

4 Proposed Multi-objective Harmony Search Algorithm

Let us start by briefly sketching the fundamentals of Harmony Search, which
was first coined by Zong et al. in [27] and thereafter applied to a wide number
of applications and problems, such as: the Combined Heat and Power Economic
Dispatch problem (CHPED) [28], variants of the Traveling Salesman Problem
(TSP) [29,30], tour routing [31], Sudoku puzzle solving [32], distribution of 24 h
energency units [33] and Grouping problems [34,35], among others [36].

This paper elaborates further on the multi-objective view of the problem and
presents a two-objective Harmony Search algorithm that attempts at simulta-
neously minimizing two (possibly conflicting) fitness functions: Investment Cost
(IC) and Global Warming Potential (GWP). By this way, instead of finding a
single solution of the problem, it obtains a set of good compromises or trade-
offs called the Pareto optimal set. Due to the population-based rationale of the
Harmony Search algorithm, it relies on a set of candidates {H(k)}Kk=1 (Harmony
Memory), which are iteratively refined by means of intelligent combinations and
mutations applied note-wise. Assuming the classical notation related to HS, we
will hereafter refer to a possible candidate set H(k) as harmony or melody,
whereas note denotes any of its compounding entries h(k), with k ∈ {1, . . . , K}.
In our optimization framework, each melody encodes a refurbishment strategy
for a building typology in the district ∈ {C,D,E, F,G} and each note represents
the percentage of application perc ∈ {0, 10, . . . , 100}% of each refurbishment
strategy ∈ {1B, 1A, 2B, 2A, 3B, 3A, 4, 5}.

The refinement procedure is controlled by three different parameters: (1) the
Harmony Memory Considering Rate, HMCR; (2) the Pitch Adjusting Rate, PAR
and (3) the Random Selection Rate, RSR. After the improvisation procedure,
the value of the two objective functions (IC and GWP) are separately computed
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for every improvised melody and the best (with respect to fitness values and
spread) K melodies – out of the newly produced ones and those from the previous
iteration – compose the Harmony Memory for the next iteration. Note that this
procedure is repeated until a fixed number of iterations I is completed. In the
following, the steps of the proposed multi-objective HS algorithm are described
in detail:

A. The initialization process is only executed at the first iteration. At this step,
the entries of the Harmony Memory H(k) are randomly generated within the
range {0, 10,. . . , 100} while meeting the constraints of the District Energy
Retrofitting problem.

B. In the improvisation procedure, three different probabilistic operators are
sequentially applied to each note so as to produce a new set of K improvised
harmonies, namely:
• The Harmony Memory Considering Rate, HMCR ∈ [0, 1], sets the proba-

bility that the new value for a certain note is drawn uniformly from the
values of this same note in all the other K − 1 melodies.

• The Pitch Adjusting Rate, PAR ∈ [0, 1], refers to the probability that the
new value for a given note is taken from its neighbouring values. A step of
10% is added or subtracted with probability 1

2 .
• The Random Selection Rate, RSR ∈ [0, 1], establishes the probability to

pick a random value for the new note from the subset [0, 10, . . . 100].
C. The algorithm checks whether the newly improvised energy retrofitting

solutions are valid in terms of active and passive refurbishment strategies.
Regarding active strategies the sum of non-north oriented roof must be less
or equal 100% and in all cases the district strategies’ constraints (Table 3)
must be fulfilled.

D. At each iteration the new generated candidate solutions are then evaluated in
terms of both Investment Cost (IC) Eq. (1) and reduction of Global Warming
Potential (GWP) Eq. (2).

IC =
K∑

k=0

h(k) · c(k) · A (1)

GWP =
K∑

k=0

h(k) · HD(k) · EH(K) · A · ρGWP

ρ
, (2)

where h(k) represents a note in the harmony memory, c(k) the cost value per
refurbishment startegy, A the area of useful surface per strategy, i.e. opaque
(1B, 1A, 2B, 2A) or openning (3B, 3A) surfaces or non-north oriented sur-
faces (4, 5), HD(K) the heating demand reduction after the application of the
strategies, EH(K) the energy consumption associated to heating demand,
ρGWP the GWP factor per thermal generation system and ρ the performance
of the thermal generation system.
Based on such metric values, a rank and a crowding distance value are
assigned at each solution (as explained in [37]). Candidate solutions with
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less rank value and largest crowding distance value are preferred in order to
fill the harmony memory for subsequent iterations. That is, between two solu-
tions with different non-domination ranks, the point with the lower rank is
selected. Otherwise, if both of them belong to the same front, then the point
located in a region with lesser number of solutions (larger crowding distance)
is preferred. If nIter < I, the algorithm iterates by setting nIter = nIter+1
and by returning to step B. Otherwise, the algorithm stops and the set of
candidate solutions that conformed the dominant pareto front is given as
possible outcomes of the energy retrofitting solution.

5 Simulation Results

In order to obtain the optimal refurbishment scenarios in terms of investment
cost and reduction of GWP, the Multi-Objective HS algorithm has been applied
at each building typology representing the Gros case study. Figure 2 depicts the
Pareto front approximation per building typology after 20 Monte Carlo simula-
tions in terms of initial economic investment (e/m2) for the avoided GWP (kg
CO2 eq./m2 year). The Pareto front has been expressed in unit of surface in
order to allow comparing the cost-effectiveness of the scenarios at each building
typology.

It can be inferred that most efficient building typologies (building typologies
C and D) have less cost-effective refurbishment potential than building typologies

Fig. 2. Pareto front approximation of each building typology in terms of IC (e/m2)
and reduction of GWP (kg CO2 eq./m2 year).
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Table 4. Investment cost and scenario description for specific GWP reduction goals
for each building typology.

GWP reduction: 5 kg CO2 eq./m2 year

Building typology IC (e/m2) Refurbishment scenario

C 18.85 60% (2B)

+30% (4)

D 17.49 70% (2B)

+20% (4)

E 13.40 80% (2B)

F 11.96 60% (2B)

+10% (5)

G 8.34 50% (2B)

GWP reduction: 13 kg CO2 eq./m2 year

Building typology IC (e/m2) Refurbishment scenario

C 50.52 100% (2B)

+100% (4)

+ 10% (5)

D N.A N.A

E 37.86 100% (2B)

+ 100% (4)

F 36.25 100% (2B)

+ 90% (4)

G 25.58 100% (2B)

+ 30% (4)

GWP reduction: 18 kg CO2 eq./m2 year

Building typology IC (e/m2) Refurbishment scenario

C N.A N.A

D N.A N.A

E N.A N.A

F 104.24 100% (2B)

+ 100% (4)

+ 80% (3B)

G 46.76 100% (2B)

+ 100% (4)

+ 30% (3A)

with a worse energy labelling (E, F, G). The algorithm proposes the application of
internal thermal insulation and solar thermal panels implementation as the less ini-
tial economic investment solutions.Once themaximumsurfacehasbeen coveredby
both solutions, the algorithm adds the replacement of windows. Within the Pareto
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Table 5. Final cost-effective energy refurbishment scenarios to achieve GWP reduction
goals at district level.

GWP reduction: 20% GWP reduction: 30% GWP reduction: 50%

IC = 15.67Me IC = 25.19Me IC = 56.42Me

GWP red.= 6,504 GWP red.= 10,150 GWP red.= 14,883

(tn CO2 eq./year) (tn CO2 eq./year) (tn CO2 eq./year)

C 40% (2B) + 20% (4) 20% (2B) + 60% (4) 40% (2B) + 20% (4)

D 40% (2B) + 70% (4) 50% (2B) + 40% (4) + 10% (5) 100% (2B) + 20% (4)

E 80% (2B) 100% (2B) + 60% (4) + 10% (5) 100% (2B) + 100% (4) + 100% (3A)

F 100% (2B) + 20% (4) 100% (2B) + 30% (4) 100% (2B) + 100% (4) + 80% (3B)

G 100% (2B) + 70% (4) 100% (2B) + 10% (4) + 10% (3A) 100% (2B) + 100% (4) + 80% (3A)

Front, some scenarios for building typologies C and D accept the implementation
of solar thermal panels without the application of passive strategies. It is known
[38] that for buildings with a good thermal insulation, renewables can be a most
cost-effective solution to achieve environmental goals than passive strategies.

For building typologies E, F and G the evolution is different than for the most
efficient ones (C, D) described previously. In this case, the algorithm proposes a
thermal internal insulation until covering the whole opaque surface area. With a
higher investment cost, the thermal internal insulation is complemented with solar
thermal panels implementation. Once the hundred percent of useful roof’s surface
and of the opaque surface are covered, the replacement of windows is proposed.
Finally, it also infers scenarios replacing the thermal internal insulation strategy
by the external one that implies more initial economic investment per surface area
but higher insulation potential.

In order to explain in more detail the results obtained, Table 4 shows the
scenarios obtained by the algorithm for each building typology considering a
low, a medium and a high GWP reduction. It can be shown that for buildings
with better energy labelling, a higher investment cost is required to achieve the
same CO2 savings.

Finally, regarding the final cost-effective energy refurbishment scenarios at
district level, Table 5 depicts the obtained solutions for each building typology
in order to acquire a GWP reduction goal of 20%, 30% and 50%.

6 Concluding Remarks

This paper proposes a Multi-Objective HS algorithm for the optimal district’s
energy refurbishment design. The developed approach is applied to a real case
study of Gros in order to define the best energy refurbishment scenarios to
reach different GWP reduction goals. The achieved results elucidates the good-
ness of the proposed Multi-Objective HS algorithm during a district refurbish-
ment’s decision making process. It is capable of obtaining a wide range of feasible
scenarios in terms of environmental aspects and economic investment allowing
the selection of the optimal scenario considering the available budget and the
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architectural boundaries. Even if the robustness of this algorithm is rigurously
assessed within this paper, the scope of the study can be extended by means
of including more refurbishment strategies and boundaries. This approach will
be developed within the OptEEmAL project [39] where the Multi-Objective HS
algorithm will be integrated within a platform that will allow its interoperabil-
ity with the Energy Conservation Measures database developed in the project in
which the objective functions will be calculated with a simulation module based
on Energyplus [18].
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Abstract. One of the most powerful and popular methods to generate
fractal images is the so-called iterated function systems (IFS). Given
a finite system of contractive maps {wi}i=1,...,n on the compact me-
tric space R

2, this system has a unique non-empty compact fixed set
A, called the attractor of the IFS. The graphical representation of this
attractor is a self-similar fractal image. The opposite is also true: each
self-similar fractal image in R

2 can be mathematically represented as the
only attractor of an IFS. Obtaining the parameters of the IFS system
(called the IFS inverse problem) is a very difficult issue. A good strategy
to address it consists of solving firstly the sub-problem of computing
a suitable set of self-similar contractive functions to be further applied
to obtain the optimal IFS for the inverse problem. In this paper we
address this sub-problem by using a powerful metaheuristic technique
called cuckoo search algorithm. Our experimental results show that the
method performs quite well for several self-similar fractal images.

Keywords: Swarm computation · Cuckoo search algorithm · Iterated
function systems · Fractal images · Self-similar contractive functions

1 Introduction

Fractals are intriguing mathematical objects exhibiting a repeating pattern that
displays at every scale. They differ from other mathematical shapes in that the
scale of this replicating pattern is not necessarily an integer number, but a real
one. This value is called the fractal dimension and very often it is larger than
the topological dimension of the fractal [3,10]. Amazingly, these properties can
be found in many natural objects; natural structures such as the branches of the
trees, the river networks, the coastlines, the snowflakes, or the mountain ranges,
to mention just a few, can be properly represented by fractals. Owing to this
reason, fractal images have been widely used in fields such as computer graphics,
dynamical systems, bioinformatics, and many others [1,3,10,12,13].
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 33
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Several methods can be found in the literature to obtain fractal images,
such as Brownian motion, escape-time fractals, L-systems, and others [4,6–8].
Among them, the Iterated Function Systems (IFS) have been widely recognized
as a popular, efficient, and simple way to obtain self-similar fractal images [1,14].
IFS consists of a finite system of contractive maps {wi}i=1,...,n on the compact
metric space R

2. This system has a unique non-empty compact fixed set A
(called the attractor of the IFS), whose graphical representation is a self-similar
fractal image. The opposite is also true: each self-similar fractal image in 2D can
be represented by an IFS. Obtaining the parameters of such IFS (including the
total number of contractive functions) is called the IFS inverse problem.

This IFS inverse problem is very difficult and only partial solutions have been
reported in the literature so far. One of the most promising strategies to tackle
this issue consists of solving firstly the sub-problem of computing a suitable
collection of self-similar contractive functions for the IFS (the SSCF problem).
This set can then be further applied to obtain the optimal IFS for the general
IFS inverse problem. This paper is focused on this SSCF problem. In this work
we solve it by using a powerful metaheuristic technique called cuckoo search
algorithm. The method has been applied to several instances of 2D self-similar
fractal images from a benchmark with satisfactory results.

The structure of this paper is as follows: in Sect. 2 introduces the main con-
cepts and definitions about the iterated function systems along with a brief
description of the IFS inverse and the SSCF problems. Then, Sect. 3 describes
the cuckoo search algorithm, the metaheuristics used in this paper. Our proposed
method is described in detail in Sect. 4, while the experimental results are briefly
discussed in Sect. 5. The paper closes with the main conclusions and some ideas
about future work in the field.

2 Mathematical Background

2.1 Iterated Function Systems

An Iterated Function System (IFS) is a finite set {wi}i=1,...,n of contractive maps
wi : X −→ X defined on a complete metric space (X, d). We refer to the IFS
as W = {X;w1, . . . , wn}. In the two-dimensional case, the metric space (X, d)
is typically R

2 along with the Euclidean distance d2, which is a complete metric
space, so the affine transformations wi are of the form:

[
x∗

y∗

]
= wi

[
x
y

]
=

[
ai bi

ci di

]
.

[
x
y

]
+

[
ei

fi

]
(1)

or equivalently: wi(x) = Ai.x + bi where bi is a translation vector and Ai is a
2×2 matrix with eigenvalues λ1, λ2 such that |λi| < 1. In fact, si = |det(Ai)| < 1
meaning that wi shrinks distances between points. Let us now define a transfor-
mation, T , in the compact subsets of X, H(X), by

T (A) =
n⋃

i=1

wi(A). (2)
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If all the wi are contractions, T is also a contraction in H(X) with the induced
Hausdorff metric [1,14]. Then, T has a unique fixed point, A, called the attractor
of the IFS.

Let us now consider a set of probabilities P = {p1, . . . , pn}, with
∑n

i=1 pi = 1.
We refer to {W,P} = {X;w1, . . . , wN ; p1, . . . , pn} as an IFS with probabilities
(IFSP). There exists an efficient method, known as probabilistic algorithm, for
the generation of the attractor of an IFS. This algorithm follows from the result
{xk}k>0 = A provided that x0 ∈ A, where (see, for instance, [2]):

xk = wi(xk−1)with probability pi > 0. (3)

Picking an initial point, one of the mappings in the set {w1, . . . , wn} is chosen
at random using the weigths {p1, . . . , pn} according to Eq. (3). The selected map
is then applied to generate a new point, and the same process is repeated again
with the new point. As a result of this stochastic iterative process, we obtain
a sequence of points. This resulting sequence converges to the fractal as the
number of points increases. This algorithm, called the chaos game [1], generates
a sequence of points randomly distributed over the fractal, according to the
chosen set of probabilities. Thus, the larger the number of iterations, the better
the resolution of the resulting fractal image.

The fractal image is determined only by the set of contractive mappings;
the set of probabilities gives the efficiency of the rendering process. Thus, one
of the main problems of the chaos game algorithm is that of finding the opti-
mal set of probabilities to render the fractal attractor associated with an IFS
[3,9]. The most standard method was suggested by Barnsley [1]: for each of the
mappings, this method (called Barnsley’s algorithm) selects a probability value
that is proportional to the area of the figure associated with the mapping. Since
the area filled by a linear mapping wi is proportional to its contractive factor, si,
this algorithm proposes to take:

pi =
si

n∑
j=1

sj

; i = 1, . . . , n. (4)

2.2 The IFS Inverse Problem

The IFS inverse problem can be stated as follows: suppose that we are given a
self-similar fractal image F . The goal is to obtain an IFS whose attractor has
a graphical representation F ′ that approximates F accurately according to a
metrics function ϕ, which measures the graphical distance between F and F ′.
Mathematically, it means that:

ϕ(F ,F ′) < δ (5)

for a prescribed value of δ. Equation (5) can be transformed into the optimization
problem:

minimize
{Ai,bi}i=1,...,n

[ϕ(F ,F ′)] (6)
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The problem (6) is a continuous optimization problem, because all free variables
in {Ai,bi}i are real-valued. It is also a constrained problem, since all those free
variables must satisfy the condition that the corresponding functions wi have to
be contractive. It is also a multimodal problem, since there can be several global
or local minima of the fitness function. Therefore, we have to solve a difficult
multimodal and multivariate constrained continuous optimization problem. The
problem is so difficult that only partial solutions have been reported so far, but
the general problem still remains unsolved to a large extent.

2.3 The SSCF Problem

One of the most promising approaches to overcome this limitation consists of
solving firstly the sub-problem of computing a suitable collection of self-similar
contractive functions for the IFS (this is called the SSCF problem). This set
can then be further applied in a second step to obtain the optimal IFS for the
IFS inverse problem. However, even this SSCF problem becomes very challenging
because we do not have any information a priori about the number of contractive
functions and their parametric values. A way to overcome this limitation is to
apply a given number of contractive maps wi onto the original fractal image F
and compare the resulting images with F in order to obtain suitable values for
the SSCF parameters. With this strategy, the original problem (6) is transformed
into the optimization problem:

minimize
Ai,bi

[ϕ(F , wi(F))] (i = 1, . . . , n) (7)

In this paper we focus on the SSCF problem and solve the optimization problem
(7) through the cuckoo search algorithm described in next section.

3 The Cuckoo Search Algorithm

Cuckoo search (CS) is a powerful metaheuristic algorithm originally proposed
by Yang and Deb in 2009 [17]. Since then, it has been successfully applied to
difficult optimization problems [5,15,16,18]. The algorithm is inspired by the
obligate interspecific brood-parasitism of some cuckoo species that lay their eggs
in the nests of host birds of other species to escape from the parental investment
in raising their offspring and minimize the risk of egg loss to other species, as
the cuckoos can distributed their eggs amongst a number of different nests.

This interesting and surprising breeding behavioral pattern is the metaphor
of the cuckoo search metaheuristic approach for solving optimization problems.
In the cuckoo search algorithm, the eggs in the nest are interpreted as a pool of
candidate solutions of an optimization problem while the cuckoo egg represents
a new coming solution. The ultimate goal of the method is to use these new (and
potentially better) solutions associated with the parasitic cuckoo eggs to replace
the current solution associated with the eggs in the nest. This replacement,
carried out iteratively, will eventually lead to a very good solution of the problem.
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Table 1. Cuckoo search algorithm via Lévy flights as originally proposed in [17,18].

In addition to this representation scheme, the CS algorithm is also based on
three idealized rules [17,18]:

1. Each cuckoo lays one egg at a time, and dumps it in a randomly chosen nest;
2. The best nests with high quality of eggs (solutions) will be carried over to

the next generations;
3. The number of available host nests is fixed, and a host can discover an alien

egg with a probability pa ∈ [0, 1]. In this case, the host bird can either throw
the egg away or abandon the nest so as to build a completely new nest in
a new location. For simplicity, this assumption can be approximated by a
fraction pa of the n nests being replaced by new nests (with new random
solutions at new locations).

The basic steps of the CS algorithm are summarized in the pseudocode shown
in Table 1. Basically, the CS algorithm starts with an initial population of n host
nests and it is performed iteratively. The initial values of the jth component of
the ith nest are determined by the expression xj

i (0) = rand.(upj
i − lowj

i )+ lowj
i ,

where upj
i and lowj

i represent the upper and lower bounds of that jth component,
respectively, and rand represents a standard uniform random number on the
interval (0, 1). With this choice, the initial values are within the search space
domain. These boundary conditions are also controlled in each iteration step.

For each iteration g, a cuckoo egg i is selected randomly and new solutions
xi(g+1) are generated by using the Lévy flight. According to the original creators
of the method, the strategy of using Lévy flights is preferred over other simple
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random walks because it leads to better overall performance of the CS. The
general equation for the Lévy flight is given by:

xi(g + 1) = xi(g) + α ⊕ levy(λ) (8)

where g indicates the number of the current generation, and α > 0 indicates the
step size, which should be related to the scale of the particular problem under
study. The symbol ⊕ is used in Eq. (8) to indicate the entry-wise multiplication.
Note that Eq. (8) is essentially a Markov chain, since next location at generation
g + 1 only depends on the current location at generation g and a transition
probability, given by the first and second terms of Eq. (8), respectively. This
transition probability is modulated by the Lévy distribution as:

levy(λ) ∼ g−λ, (1 < λ ≤ 3) (9)

which has an infinite variance with an infinite mean. From the computational
standpoint, the generation of random numbers with Lévy flights is comprised
of two steps: firstly, a random direction according to a uniform distribution is
chosen; then, the generation of steps following the chosen Lévy distribution is
carried out. The authors suggested to use the Mantegna’s algorithm for sym-
metric distributions (see [18] for details), which computes the factor:

φ̂ =

⎛

⎝
Γ (1 + β̂).sin

(
π.β̂
2

)

Γ
((

1+β̂
2

)
.β̂.2

β̂−1
2

)

⎞

⎠

1
β̂

(10)

where Γ denotes the Gamma function and β̂ =
3
2

in the original implementation

by Yang and Deb [18]. This factor is used in Mantegna’s algorithm to compute
the step length ς as: ς = u

|v|
1
β̂

, where u and v follow the normal distribution

of zero mean and deviation σ2
u and σ2

v , respectively, where σu obeys the Lévy
distribution given by Eq. (10) and σv = 1. Then, the stepsize ζ is computed
as ζ = 0.01 ς (x − xbest). Finally, x is modified as: x ← x + ζ.Ψ where Ψ
is a random vector of the dimension of the solution x and that follows the
normal distribution N(0, 1). The CS method then evaluates the fitness of the
new solution and compares it with the current one. In case the new solution
brings better fitness, it replaces the current one. On the other hand, a fraction
of the worse nests (according to the fitness) are abandoned and replaced by new
solutions so as to increase the exploration of the search space looking for more
promising solutions. The rate of replacement is given by the probability pa, a
parameter of the model that has to be tuned for better performance. Moreover,
for each iteration step, all current solutions are ranked according to their fitness
and the best solution reached so far is stored as the vector xbest.

4 The Proposed Method

In this section, we describe the proposed method to solve the SSCF problem.
The input of our problem is a self-similar fractal image, F , and the number of
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contractive functions, n. Currently, our method does not compute the optimal
value for n. This task will be part of our future work in the field.

4.1 Our Cuckoo Search-Based Method

Our approach is based on the application of the cuckoo search algorithm with
Lévy flights described in Sect. 3 to our initial input. We consider an initial pop-
ulation of size np where each individual Pi

k is a real-valued vector of the free
variables of the i-th contractive function wi according to Eq. (1), that is:

Pi
k = (ai

1,k, bi
1,k, . . . , f i

1,k) (11)

These individuals are initialized with uniform random values in the interval
[−1, 1] for the variables in Ai and in the interval [−5, 5] for the elements in bi.
After this initialization step, we compute the contractive factor si and remove all
functions wi with si ≥ 1 to ensure that only contractive functions are included in
the initial population. Before applying the cuckoo search, we also need to define
a suitable fitness function. Different metrics can be used to this purpose. As
indicated in Sect. 2, the most natural choice is the Haussdorff distance. Unfor-
tunately, it becomes computationally expensive and inefficient for this problem.
For computational reasons, in this paper we use the Hamming distance instead.
To this aim, we treat the fractal images as bitmap images on a grid of pixels
for a given resolution driven by a parameter called the mesh size, ms. Then, we
generate their corresponding matrices with 0s and 1s, where 1 means that the
corresponding pixel is activated and 0 otherwise. Then, we count the number of
mismatches between both matrices to determine the rate of pixels with different
values for the given resolution. This yields a reasonable measure of the similarity
of both images. The procedure is repeated for a given number of iterations.

4.2 Parameter Tuning

It is well-known that the parameter tuning of metaheuristic methods is trouble-
some and problem-dependent. Fortunately, the cuckoo search is specially advan-
tageous in this regard, as it depends on only two parameters: the population
size, np, and the probability pa. We carried out some numerical trials for differ-
ent values of these parameters and found that np = 40 and pa = 0.25 are very
adequate for our problem. Moreover, the method is executed for niter iterations.
In our simulations, we found that niter = 1500 is enough to reach convergence
in all cases. In addition to the CS parameters, we also need two more parame-
ters for our method: the number of contractive functions n and the mesh size,
ms. The analysis of the role of these parameters is not included here because of
limitations of space. In this work, they are set to 3 and 40, respectively.

5 Experimental Results

The proposed method has been applied to several examples of fractals. Only two
are included here because of limitations of space: the Sierpinsky gasket and the
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gather, depicted in left and right columns of Fig. 1, respectively. The original
images are shown on the top. The application of our method to these examples
yields the set of self-similar contractive functions minimizing the functional (7),
which are then used to reconstruct the fractal image. The reconstructed images
are shown in Fig. 1 (middle). Finally, a combination of both pictures is shown in
Fig. 1 (bottom) for better visual comparison between both images.

As the reader can see, although the matching is not optimal, our method
captures the underlying structure of the fractal image with good visual qual-

Fig. 1. Best results for the SSCF fractal problem for the Sierpinsky gasket (left) and the
gather (right): (top) original self-similar fractal images; (middle) reconstructed images;
(bottom) combination of the original image (in red) and the reconstructed image (in
blue) for better visual comparison.
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Table 2. Similarity rates for the contractive functions of the examples in Fig. 1.

Example Similarity of w1 Similarity of w2 Similarity of w3

Sierpinsky gasket 0.53 0.59 0.58

Gather 0.65 0.57 0.53

ity. This is a remarkable result because our initial population is totally random,
meaning that their corresponding initial images are all very far from the target
image. Our method is able to select the best contractive functions in each iter-
ation and improve them over the generations until reaching a final image that
replicates well the source image and is also a self-similar fractal. This good visual
appearance is confirmed by our numerical results. The similarity rate for the two
examples is reported in Table 2. These results indicate that our method is very
promising, being able to provide a suitable solution for the SSCF problem as a
good starting point to the more challenging IFS inverse problem.

6 Conclusions and Future Work

In this paper we address the SSCF problem: to compute a suitable set of self-
similar contractive functions for the IFS inverse problem. Our method is based
on the cuckoo search algorithm, a powerful swarm intelligence method for con-
tinuous optimization. The method has been applied to various examples of 2D
self-similar fractal images with satisfactory results. Although the resulting IFS
are not optimal yet, the method is able to recover the underlying shape of the
source image with good visual quality and acceptable numerical accuracy.

The present method can be improved in several ways. On one hand, we want
to modify our fitness function to obtain a better measure of the quality of the
reconstructed fractal. On the other hand, we plan to apply another algorithm
(proposed in [11,13] and known as multifractal algorithm) for a better choice of
the probabilities pi. We also wish to determine the optimal value for n along
with the role of the different parameters of the method at full extent. Finally,
this work must be extended to solve the general IFS inverse problem.

Acknowledgements. This research has been kindly supported by the Computer Sci-
ence National Program of the Spanish Ministry of Economy and Competitiveness,
Project Ref. #TIN2012-30768, Toho University, and the University of Cantabria.
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Abstract. Swarm intelligence is an emerging subfield of artificial inte-
lligence (AI) where the sophisticated collective intelligence arising from
a swarm of simple, unsophisticated individuals cooperating together is
used to solve difficult problems. In our opinion, video games can be
dramatically improved through swarm intelligence. As an illustration,
we introduce a swam intelligence-based system for the representation
and animation of some behavioral routines for the AI of the non-player
characters (NPCs) of the last-generation first-person shooter video game
“Isolated”. In this work we focus on the problems of pathfinding and
action planning of the NPCs. Some computer experiments have been
conducted to analyze the feasibility and performance of this approach.

Keywords: Swarm computation · Video game · Non-player characters ·
Behavioral routines · Pathfinding · Action planning

1 Introduction

1.1 Artificial Intelligence and Computer Games

Game playing has always been a very important area of research in artificial
intelligence (AI). Computer games pose a wide variety of difficult challenges
that typically require some sort of intelligence for solving them. They are also
simpler, cheaper, and faster than other traditional fields of application of arti-
ficial intelligence (e.g., robotics, natural language processing). In addition, they
are very versatile and highly engaging. As a consequence, they have been highly
regarded as excellent testbeds for AI techniques for many years.

Nowadays, the most classical application of AI in video games is the behav-
ioral animation of their virtual characters, particularly the NPCs [9–12,15,16].
They are virtual characters not controlled by the player, so their AI must be fully
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 34
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specified by the programmer. A classical example of NPCs appears in shooter
games, where the player takes the role of a virtual character fighting or compet-
ing against a number of computer-controlled enemies. The NPCs are not always
enemies; they can also be allies (e.g., in squad games) or simply bystanders, such
as in strategy or role-playing games (RPGs). Whatever the case, they need an
AI providing a set of rules, methods, and procedures defining their behavioral
routines: how the NPCs move, evolve, and react to player’s actions and the
game dynamics. For many years, the AI of NPCs was mostly based on scripts,
leading to self-replicating patterns and simple and repetitive behavioral routines
commonly seen in many video games (even blockbuster productions). This prob-
lem has recently become more noticeable with the increasing popularity of the
massively multiplayer online (MMO) video games.

However, the extraordinary advances in artificial intelligence during the last
decades have given rise to a new generation of powerful methods and techniques
that go far beyond the classical scripts. Now, the game mechanics can be more
varied and complex, with sophisticated behavioral routines for the NPCs. An
illustrative example is given by the increasing use of CPU for AI tasks. While
in old 8-bit days of gaming only about 1–2% of total CPU time was devoted to
AI, now games are routinely allocating about 10–35% of CPU time for the AI
system, if not more [18,19]. Still, although more complex approaches have been
recently reported, the field has a lot of potential for further improvement.

1.2 Aims and Structure of the Paper

In this paper we support the notion that the artificial intelligence of video games
can be dramatically improved through the adoption of swarm intelligence. To
back up our claims, we developed a swam intelligence-based system for the re-
presentation and animation of some behavioral routines for the NPCs. Because
of limitations of space, the paper describes only a portion of this system, particu-
larly its application to the problems of pathfinding and action planning of NPCs
by using the last-generation FPS (first-person shooter) video game “Isolated”.

The structure of this paper is as follows: the main concepts and ideas about
swarm intelligence and particle swarm optimization (the technique used in this
paper) are outlined in Sect. 2. Then, Sect. 3 describes briefly our benchmark,
the FPS video game “Isolated”. Some relevant issues of video games related to
pathfinding and action planning are also discussed in this section. The imple-
mentation of our system is briefly described in Sect. 4. Finally, our experimental
results are briefly reported in Sect. 5.

2 Swarm Intelligence

Swarm intelligence (SI) is an emerging subfield of artificial intelligence providing
a number of powerful methods to solve very difficult problems [2,7]. It has been
defined as “the property of a system whereby the collective behaviors of (unso-
phisticated) agents or boids interacting locally with one another and with their
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Algorithm 1. Particle Swarm Optimization
1: for each particle do
2: Initialize particle //Initialization phase

3: end for
4: while (stop condition = false) do
5: for each particle do
6: Fitness ← fitness of the particle
7: if (Fitness is better than BestIndividualF itness) then
8: BestIndividualF itness ← Fitness //update the memory individual fitness

9: BestIndividualPosition ← Position //update the memory individual solution

10: end if
11: if (Fitness is better than BestGlobalF itness) then
12: BestGlobalF itness ← Fitness //update the current best global fitness

13: BestGlobalPosition ← Position //update the current best global solution

14: end if
15: end for
16: for each particle do
17: Update velocity //eqn. (1)

18: position ← position + velocity //eqn. (2)

19: end for
20: end while
21: return bestGlobalPosition

environment cause coherent functional global patterns to emerge” [2]. In SI there
is not a centralized intelligence determining the evolution of the population;
instead, the collective behavior of the swarm arises from decentralized systems
comprised of simple mobile agents with the ability to communicate with each
other. The key feature of SI are these local interactions among agents and with
the environment. Because of these appealing features, SI is clearly a promising
field regarding its potential applications to video game technology, particularly
for the artificial intelligence of the NPCs.

2.1 Particle Swarm Optimization

One of the most popular SI techniques is Particle Swarm Optimization (PSO)
[6,7]. Basically, PSO is a global stochastic optimization algorithm for dealing
with problems where potential solutions can be represented as vectors in a
n-dimensional space (the search space). In PSO, particles representing potential
solutions are distributed over such space and provided with an initial velocity
and the capacity to communicate with other neighbor particles, even the entire
swarm. Particles “flow” through the solution space and are evaluated according
to some fitness function after each instance. Particles evolution is regulated by
two memory factors: their memory of their own best position and knowledge of
the global or their neighborhood’s best (these two cases are known as global PSO
and local PSO, respectively). Particles of a swarm communicate good positions
to each other and adjust their own position and velocity based on these good
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positions. As the swarm iterates, the fitness of the global best solution improves
so the swarm eventually reaches the best solution. The original PSO algorithm
was first reported in [6]. See also [1,7] for further information about PSO.

The global PSO procedure is briefly sketched in the pseudocode of Algo-
rithm 1. It starts by choosing a population (swarm) of random candidate solu-
tions in a n-dimensional space, called particles. Then they are displaced through-
out their domain looking for an optimum taking into account global and local
influences, the latest coming from the neighborhood of each particle. To this
purpose, all particles have a position and a velocity and evolve all through the
hyperspace according to two essential reasoning capabilities: a memory of their
own best position and knowledge of the global or their neighborhood’s best. The
meaning of the “best” must be understood in the context of the problem to be
solved. For instance, in a minimization problem that means the position with
the smallest value for the target function [3,4].

The dynamics of the particle swarm is considered along iterations: each par-
ticle modifies its position Pi, keeping track of its best position in the variables
domain implied in the problem. This is made by storing for each particle the
coordinates P b

i associated with the best solution (fitness) it has achieved so far
along with the corresponding fitness value, f b

i . These values account for the
memory of the best particle position. In addition, members of a swarm can com-
municate good positions to each other, so they can adjust their own position and
velocity according to this information. To this purpose, we also collect the best
fitness value among all the particles in the population, f b

g , and its position P b
g

from the initial iteration. This is a global information for modifying the position
of each particle. Finally, the evolution for each particle i is given by:

Vi(k + 1) = w Vi(k) + γ1R1[P b
g (k) − Pi(k)] + γ2R2[P b

i (k) − Pi(k)] (1)

Pi(k + 1) = Pi(k) + Vi(k) (2)

where Pi(k) and Vi(k) are the position and the velocity of particle i at time
k respectively, w is called inertia weight describing how much the old velocity
will affect the new one and coefficients γ1 and γ2 are constant values called
learning factors. In particular, γ1 is a weight that accounts for the “social”
component, while γ2 represents the “cognitive” component, accounting for the
memory of an individual particle along the time. Two random numbers, R1 and
R2, with uniform distribution on [0, 1] are included to enrich the searching space.
Finally, a fitness function must be given to evaluate the quality of a position. This
procedure is iterated until a stopping condition is reached. Common terminating
criteria are that a solution is found that satisfies a lower threshold value, or that
a fixed number of generations has been reached, or that successive iterations no
longer improve the results.
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3 Our Benchmark: The Video Game Isolated

First/third-person shooters (FTPS) are one of the major video game genres
more closely related to AI techniques. The main reason is that the action and
dynamics of FTPS are much closer to real-world situations than other classical
AI fields of application. Their graphical output and the simplicity of storyboard
(compared to other games) facilitates the tracking and understanding of impor-
tant AI features such as action planning, squad strategies, cooperation between
agents, and others. For these reasons, we decided to use a FTPS in this paper.

Our benchmark is based on the video game Isolated, a last-generation first-
person shooter developed by the first author and other developers on the powerful
game engine Unreal 4. In the game, the player assumes the role of a Special Opera-
tion Command (SOC) member who, in close cooperation with other team mem-
bers, is assigned to difficult missions involving hostage rescue and/or terrorist
group deactivation. These missions can be performed on a variety of indoor/out-
door environments (see Fig. 1) and with no information available about the ene-
mies and the environment. To fulfill the mission, many different AI tasks must
be carried out. For instance, the player’s character has to interact with the other
squad members (all NPCs behaving autonomously according to their own AI) in
a cooperative and synchronized way. This introduces realistic temporal and spa-
tial constraints. Furthermore, our bots exhibit a more sophisticated behavior and
a wider variety of skills than their counterparts in other types of video games.
Bots can explore the environment autonomously, read and navigate maps, iden-
tify enemies and allies, cooperate between them for synchronized attacks, develop
advanced action planning (e.g. espionage, stealth, simulation, counter-attack, or
defensive strategies) and so on. For the sake of limitations of space, in this paper
we restrict to two behavioral routines: pathfinding and action planning, briefly
described in next paragraphs.

Fig. 1. Some screenshots of the video game: (left) indoor scene; (right) outdoor scene.
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3.1 Pathfinding

In video games terminology, pathfinding refers to the collection of methods and
tools to determine how to move a NPC from one location in a map to ano-
ther, taking into account a number of features and constraints, such as the
terrain environment, static and/or dynamic obstacles, lack of knowledge about
the surrounding environment, and others. The classical approach for pathfinding
in video games is based on standard graph-search methods (such as DFS, BFS,
Dijkstra’s algorithm, and the most popular one, A∗ algorithm and all its variants:
beam search, bandwidth search, bidirectional search, lifelong planning A∗, jump
point search, and so on). The ultimate reason for this approach is that many
video games are based on a tile system where the map is comprised of little
squares that can easily be mapped onto a graph. Although these algorithms
have some important limitations (they are based on graphs, and do not perform
well with dynamic environments), several extensions and modifications have been
described to take advantage of important GPU features such as multithreading.

FTPS pathfinding is usually more complex than that for other video games,
since it typically requires to deal with many in-game elements such as eleva-
tors, choke points (e.g., doorways, bridges, tunnels, narrow streets), sniper loca-
tions, battle areas, and the like. This problem becomes more critical for squad
games, where multiple units are moving at the same time within the same region.
Pathfinding algorithms such as A∗ are not designed for multiple paths being com-
puted simultaneously, so they simply ignore other agents when computing the
shortest path for a particular agent or just treat them as static obstacles. Con-
sequently, they do not modify the path until the agent is colliding with other
agent, a point when the agents have to re-search and select a new path. This
leads to pathfinding behaviors that appear odd or stupid to human players, such
as agents planning to pass through a narrow straight corridor and running in
circles instead, just trying to avoid to collide with each other.

3.2 Action Planning

In video games, action planning refers to the set of techniques applied for antici-
patory decision making: the development of preliminary decisions that may be
adjusted and changed by circumstances before an action is actually executed
[8,13,14,17]. Typical approaches for action planning are finite state machines
(FSMs) or Behavior Trees (BTs), implementing STRIPS or, if decisions are
based on goals, a GOAP (goal-oriented action planning) system. The first sys-
tem, STRIPS, is an automated planning method that searches through possible
situations or states by applying operators or actions, while GOAP is a simplified
STRIPS-like planning architecture designed for real-time control of the behavior
of autonomous characters in video games, first applied in F.E.A.R. game in 2005.
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Another popular approach for action planning is given by the HTN (hierarchical
task networks) planners, which are based on hierarchies of tasks that can be bro-
ken down recursively. HTNs are becoming increasingly popular in video games
but have also some important drawbacks regarding the low number of actions
and NPCs simultaneously handled by the planning system [5].

4 Implementation of the System

We applied the PSO algorithm described in Sect. 2.1 to the NPCs of the
SOC so that they can cooperate with the human player in solving the
missions. Of course, this is only a part of the complex artificial intelli-
gence system of our bots. Therefore, it was created as a module of a more
sophisticated NPC behavioral system. From a computational standpoint, the
PSO algorithm is a node in the Behavior Tree provided by the Blueprint
visual scripting system in Unreal Engine. First step is to initialize the vari-
ables for the PSO. Since the engine does not provide a specific method to
create global variables, we use the class SaveGame to perform this task:

AAI Character∗ npc = Cast<AAI Character>(OwnerComp−>GetOwner());
bool goalReached = npc−>goalReached;
FVector currentPosition = npc−>GetActorLocation();
float inertiaDifference = npc−>inertiaDifference;
FVector velocity = npc−>particleVelocity;
float r1, r2; // Random coefficients
float w = 0.7f; // Weight coefficient
float c1=1.4f, c2=1.4f; // Social and cognitive coefficients

Then, we check all the pre-conditions. If they are met, the algorithm will
be executed. To this purpose, we calculate the current fitness for the parti-
cle and update the individual and global best fitness and position accordingly:

if (!goalReached){
// Calculate current fitness
float fitness = calculateFitness(currentPosition);
// Update individual fitness if better
if (fitness < npc−>bestIndividualFitness){

npc−> bestIndividualFitness = fitness;
npc−>bestIndividualPosition = currentPosition;

}
// Update global fitness if better
if (fitness < bestGlobalFitness){

bestGlobalFitness = fitness;
bestGlobalPosition = currentPosition;

}

Then, we check whether our agent has reached its goal. If so, the algorithm
stops; otherwise, a new velocity and position are computed according to (1)–(2).
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// If particle is close enough
if (fitness <= acceptanceRadiusThreshold){

npc−>goalReached = true; // Update the variable
return EBTNodeResult::Succeeded;

}
else

{
// Re-calculate velocity
r1 = FMath::FRandRange(0.0f, 1.0f);
r2 = FMath::FRandRange(0.0f, 1.0f);
npc−>inertiaDifference = fmodf(inertiaDifference + 0.025f,w−0.025f);
npc−>particleVelocity = velocidad∗(w − npc−>inertiaDifference)+

(npc−>bestLocalPosition − currentPosition)∗r1∗c1+
r2∗c2∗(bestGlobalPosition − currentPosition);

// Calculates the new position and moves the character in game
currentPosition = currentPosition + npc−>particleVelocity;
npc−>SetActorLocation(currentPosition);
return EBTNodeResult::Succeeded;

}
}
else{return EBTNodeResult::Succeeded;
}

5 Experimental Results

Two computer experiments have been conducted to analyze the performance
of our approach. The first one tests the performance of PSO for pathfinding.
To this aim, 2000 executions have been carried out in a maze-like grey model
scenario shown in Fig. 2 with the NPCs arising at different locations. The mission
is to find a hidden object placed in an unknown location of the scenario. The
second experiment is more complex and involves our behavioral routines for
pathfinding and action planning. In this case, we focus on a particular mission:
to find a bomb that a terrorist group has placed in a hidden location of the map.
The mission is hampered by the fact that the members of the terrorist group are
scattered (and often hidden) in the environment and can attack the command
at any time. To make things even more challenging, the terrorists retain some
hostages used as human shields in case of feeling potentially in danger. The
mission goal is to minimize the time required to find the bomb and rescue the
hostages while simultaneously minimizing the casualties of our platoon and the
hostages. Two different environments have been used to test the algorithm under
different conditions: the first one is located inside a multi-storey building with
several rooms and corridors, while the second one shows an open-air scenery,
with different roads through a forest and a cave (see Fig. 3).

The tests have been divided in series of 100 executions. For each series, two
parameters are varied: the inertia value and number of particles. The former is
varied from a very low value w = 0.1 to a large one w = 1 with step-size 0.3. To
enrich the discussion, we also consider the case of a dynamic inertia decreasing
linearly from 1 to 0.1 as the number of iterations. The population size is initially
chosen as 16 and then doubled until 128 particles. A threshold of 300 seconds has
been set to finish the search. Table 1 shows the average CPU time (in seconds) for
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Fig. 2. Screenshots of the pathfinding test for different viewpoints.

Fig. 3. Screenshots of the two environments for the second experiment.

the fastest agent to reach the goal, with the best results for each population size
highlighted in bold. As you can see, the CPU time improves as the population
increases for all values of w. Regarding the inertia, the best results are obtained
for w = 0.7 (even better than with the dynamic inertia), while w = 0.1 is the
worst value in all cases. Our computer results have been very promising: the
cooperation of the NPCs in the swarm leads to a surprising wealth of plausible
motion patterns and realistic intelligent behaviors. Furthermore, the swarm of
NPCs was able to complete the mission satisfactorily in all cases.
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Table 1. Average CPU time (in seconds) for the fastest NPC to find the target.

Inertia 16 particles 32 particles 64 particles 128 particles

w = 0.1 95.581 77.673 60.100 55.476

w = 0.4 88.940 60.894 55.011 46.675

w = 0.7 66.961 44.521 41.857 30.787

w = 1.0 94.011 60.833 43.180 42.583

Decreasing w 70.891 48.732 44.115 34.560

Regarding our future work, the integration of this swarm intelligence system
with other AI components of the NPCs not described here will be fully exploited
to solve other challenging problems. An in-depth analysis of our results under
different conditions and other parameter values is also part of our future work.
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Abstract. Surface reconstruction is a very important problem in fields
such as geometric modeling and processing, and CAD/CAM. Most of the
methods proposed to solve this problem rely on parametric polynomial
schemes. However, there are shapes that cannot be described by using a
strictly polynomial approach. In this paper we introduce a new method
to address the surface reconstruction problem from scattered data points
through rational Bézier surfaces. Our approach is based on the combina-
tion of simulated annealing, the natural neighbor interpolation method,
and least-squares minimization to perform data parameterization, data
fitting, and weight computation. Some computer experiments carried out
for both organized and unorganized data sets show the good performance
of our approach.

Keywords: Surface reconstruction · Rational Bézier surface · Simulated
annealing · Natural neighbor · Scattered data points

1 Introduction

Surface reconstruction from data points is a very important issue in fields such
as geometric modeling and processing, and computer-aided design and man-
ufacturing (CAD/CAM). Most of the methods reported in the literature to
solve this problem rely on parametric polynomial schemes such as Bézier or
B-splines. Although adequate for several cases [2,4,9] these methods are also
limited, because some shapes (e.g., the quadric surfaces) cannot be properly
described through a strictly polynomial approach. A way to overcome this lim-
itation is to consider rational surfaces, as they are a natural extension of the
polynomial surfaces and include the quadratic shapes in a canonical way.

In this paper we introduce a new method to address the surface reconstruc-
tion problem from scattered data points through rational Bézier surfaces. In this
c© Springer Nature Singapore Pte Ltd. 2017
J. Del Ser (ed.), Harmony Search Algorithm, Advances in Intelligent Systems
and Computing 514, DOI 10.1007/978-981-10-3728-3 35
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approach, extra degrees of freedom (the weights) are introduced for more flexibi-
lity and better performance. The resulting optimization problem becomes more
difficult, since we have additional unknown parameters to be computed. Further-
more, the case of scattered data points is very challenging, because the classical
parameterization techniques cannot deal with unorganized data. This means
that we have to solve the data parameterization, data fitting, and weight com-
putation problems simultaneously. Our approach is based on the combination
of simulated annealing for data parameterization and weight computation and
the natural neighbor interpolation method to account for the unorganized data
points. Once these steps are fully accomplished, data fitting is carried out by
standard least-squares minimization.

The structure of this paper is as follows: previous work in the field is briefly
reported in Sect. 2. Then, the mathematical background and the problem to
be solved are presented in Sect. 3. The proposed method is described in detail
in Sect. 4. Our method has been applied to some examples of organized and
unorganized data sets in Sect. 5. The paper closes with the main conclusions
and our plans for future work.

2 Previous Work

Surface reconstruction with splines is a very difficult, highly non-linear problem.
Main approaches to solve it can be grouped into two categories: incremental
methods, which typically follow a predefined sequence of incremental improve-
ments by deciding which part is fixed and which is optimized, and global methods,
which attempt to reconstruct the whole surface at once.

At their turn, the incremental methods can be either variational [20], where
an hybrid functional is optimized to obtain a good trade-off between the approx-
imation fidelity and its smoothness, or fairing [6,17], where an initial coarse
approximation is obtained and subsequently refined through an iterative smooth-
ing procedure. Both approaches are strongly limited because they require some
subjective decisions from the user.

Global methods try to compute all required parameters without any assump-
tion about data, the underlying function, or even the smoothness. This is an
extremely difficult task where traditional mathematical methods tend to fail.
The rising popularity of nature-inspired metaheuristics has led to new optimiza-
tion techniques that have been applied to the shape reconstruction problem, e.g.,
particle swarm optimization [3], the firefly algorithm [4], cuckoo search [5], or the
bat algorithm [8]. See [7] for a in-depth review on nature-inspired metaheuristic
methods for data fitting.

Our approach combines the strengths of incremental and global methods. For
organized data, the method applies simulated annealing to compute all required
parameters in a single step. Otherwise, our method follows three major steps:
firstly, construct an organized point cloud via natural neighbor interpolation;
then, compute all rational Bézier surface parameters by minimizing a functional
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over the structured mesh and finally, find the original parameterization by opti-
mizing a less complex function with fewer unknowns. A detailed description of
the method will be given in Sect. 4.

3 Mathematical Background

A rational Bézier surface of degree (m,n) is mathematically represented as:

S(u, v) =
m∑

i=0

n∑

j=0

Pi,jRi,j(u, v) =

m∑

i=0

n∑

j=0

ωi,jPi,jB
m
i (u)Bn

j (v)

m∑

i=0

n∑

j=0

ωi,jB
m
i (u)Bn

j (v)

(1)

where Ri,j(u, v) are the blending functions, u, v ∈ [0, 1] are the surface para-
meters, Pi,j ∈ R

3 and ωi,j ∈ R
+ are the control points and their weights,

respectively, and Bl
k(t) are the Bernstein polynomials of index k and degree l,

given by:

Bl
k(t) =

(
l

k

)
tk(1 − t)l−k with

(
l

k

)
=

l!
k!(l − k)!

and 0! = 1 (2)

Let now {Qk,l}k=1,...,p;l=1,...,q be a given set of data points in R
3. We seek

to find the rational Bézier surface that approximates the given data better in
the least-squares sense. This means that, for a given degree (m,n), the problem
consists of finding the rational Bézier surface S given by (1) that minimizes the
following least-squares functional E :

E =
p∑

k=1

q∑

l=1

⎛

⎜⎜⎜⎜⎝
Qk,l −

m∑

i=0

n∑

j=0

ωi,jPi,jB
m
i (uk)Bn

j (vl)

m∑

i=0

n∑

j=0

ωi,jB
m
i (uk)Bn

j (vl)

⎞

⎟⎟⎟⎟⎠

2

(3)

To do so, our method must perform data parametrization, i.e., find the
(uk, vl) associated to Qk,l, then compute the control points Pi,j and their weights
ωi,j and, finally, the method must deal with the model complexity to choose the
values of (m,n). From (2) and (3), the problem can be formulated as an over-
constrained non-linear system of equations with a large number of unknowns:
the surface degree, data parameters, control points, and weights.

Least-squares problem (3) can be represented as the solution of the fol-
lowing system of equations vec(Q) = vec(P).R, where the vec(·) symbol
refers to the vectorization operator, column-wise stacking, and R is given by:
R =

{
vec(RT (uk, vl))

}
k,l

where vec(R(u, v)) =
{
vec(RT

i,j(u, v))
}
i,j

and (·)T
represents the transpose of a vector or matrix.
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4 The Proposed Method

The core of our method consists of performing data parameterization and weight
computation by means of the metaheuristic optimization algorithm simulated
annealing. Then, the control points are obtained by least-squares minimization
of the functional E in (3). Finally, a suitable surface degree is selected through
the use of the Bayesian information criterion (BIC).

4.1 Simulated Annealing

The simulated annealing (SA) algorithm, originally introduced in [13] to solve
large-scale combinatorial optimization problems, is inspired by the annealing
physical phenomenon: the process of refining a metal inner structure by first
exposing the material to extreme temperatures which are slowly decreased until
a state of minimal energy is achieved.

Simulated annealing could be seen as a family of metaheuristic optimization
methods that share a common architecture [14], namely: an iterative stochastic-
driven process to search for the optimum, an annealing schedule which dictates
when and how a transition occurs, and a function to accept or reject new can-
didates. Ideally, at the initial stages the system is allowed to freely explore the
solution space, accepting bad transitions with ease; as the algorithm continues,
this probability decreases until the search strategy behaves like a hill climbing
algorithm towards the end. One of the most successful implementations to date
is the adaptive simulated annealing (ASA) [11], which is actually the inspiration
for our implementation. Next paragraph describes the algorithm in detail.

Let f : R
n → R

+ be a real-valued function. The algorithm starts with a
randomly chosen state x0 ∈ R

n, f0 ≡ f(x0), and an initial temperature T0 ∈ R
+.

Then, at each iteration k, a new candidate is generated via a neighborhood
function N : Rn ×R

+ → R
+ by taking into account the system temperature, the

previous candidate, and the solution space intrinsic characteristics. Each new
proposed state is accepted or rejected in accordance with a modified Metropolis
criterion [15] A: a better proposal is always accepted; a worse one is only accepted
with a probability that depends on the system temperature, and the energy
transition between the previous and current state. Then, the temperature is
reduced by a monotonically decreasing function T : R+ → R

+ and a check for
stagnation is made, i.e., to see if the average change in the objective function
after Ns iterations is below a threshold εs. In case of stagnation, the algorithm
triggers a local search with the current candidate as an initial guess. In either
case, if the stopping criterion is not met, a new candidate is generated, effectively
restarting the annealing cycle.
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A flowchart of our SA implementation for real-valued optimization problems
is shown in Fig. 1(right). The main components of the algorithm are:

1. Temperature reduction: T : Tk+1 ← T0

k
2. Neighborhood function: N : xk+1 ← xk+Δxk, where Δx is a random variable

sampled from the Cauchy distribution given by:

gk (Δx) =
Tk

(‖Δx‖2 + T 2
k )(D+1)/2

where D is the dimension of the search space.

3. Acceptance function: A = min

{
1,

(
1 + exp

(
Δf

Tk

))−1
}

4.2 Natural Neighbor Interpolation

The natural neighbor interpolation [19], also known as the Sibson or region
stealing method, is a powerful general-purpose spatial-data estimation technique
based on combining a local weighted-average interpolation over a query point
via its neighbors (in a Voronoi sense). In its most basic form the interpolant can

be written as I(u0, v0) =
D∑

µ=1

ξµ,0Qu. For a given (u0, v0) the method computes a

Delauney triangulation �(Q) of the data in order to find the closest nodes that
form a convex hull around the query point, then the associated weights ξµ,0 are
calculated by finding how much area could be stolen when inserting the point
into �.

4.3 Implementation

The implementation of our algorithm for selecting the optimal rational Bézier
surface is illustrated in Fig. 1. The flowchart on the left describes the general
methodology, whereas the flowchart on the right describes our simulated anneal-
ing implementation. From now on, η represents the number of free variables. In
our method, two cases are considered:

1. Organized data: As above-mentioned, if the data is structured the simulated
annealing performs all required computations, namely: the surface parameters
and weights via the SA neighborhood function and the control points by
solving Eq. (3). This SA process is referred to as SA(1). The solution encoding
for the SA(1) algorithm is given by column-wise stacking the following vectors
u,v and w, where w = vec

(
({wi,j})T

)
.

2. Scattered data: Equation (3) assumes an organized set of points. When dealing
with scattered data {Qµ}Nµ=0, we first compute the natural neighbor inter-
polant I of the data. Then, evaluate it at an evenly spaced mesh which gener-
ates an structured set of points

{
I(ûk̂, v̂l̂) = Q̂p̂,q̂ | k̂ = 1, . . . , p̂, l̂ = 1, . . . , q̂

}
.
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Fig. 1. Implementation of our algorithm: (left) the general methodology; (right) the
simulated annealing algorithm.

Now we can approximate Q̂p̂,q̂ using the previously outlined method, i.e. solv-
ing Eq. (3) to obtain a rational Bézier surface S(ûk̂, v̂l̂). Finally, we find the
associated parametrization (uµ, vµ) to the original data Qµ by minimizing
(4) by means of the simulated annealing process referred to as SA(2):

E =
N∑

µ=1

(Qµ − S (uµ, vµ))2 (4)
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Note, however, that the only unknowns in (4) are the parameters {(uµ, vµ)}.
The solution encoding for the SA(2) process is given by the columnwise stack-
ing of the vectors u = {uµ} and v = {vµ}.

Finally, the Bayesian information criterion [18] has been computed from the
modified version given by: BIC = N log(E) + η log(N).

4.4 Parameter Tuning

Regarding the choice of values for the parameters of our method, they have been
chosen as follows:

1. Initial temperature: it has been selected as: T0 = max{1, 0.8f∗}, where f∗ is
the maximum distance between the evaluation of 100 random points.

2. Stagnation: given by Ns = 10η and εs = 10−4.
3. Stopping criterion: an iteration budget of Nend = 104 is considered.
4. Local search: we refine each candidate by means of the well known Nelder-

Mead simplex optimization algorithm [16] as implemented in the NLopt
library (see [12] for details).

5 Numerical Experiments

Our methodology for surface fitting has been tested against three different
datasets providing a broad range of challenging features for surface reconstruc-
tion. Our experiments were run on a AMD-FXTM -4100 Quad-Core Processor at
3600 Mhz with 8GB DDR3 RAM running Linux 3.14.x LTS kernel and MAT-
LAB 2012a. Each experiment has been executed 16 times; then, we removed the
three best and three worst executions in order to provide statistical evidence for
the results presented and assert the experiment reproducibility. Each example
is reconstructed for surfaces of degrees (m,n) with m,n ∈ {3, . . . , 20}. In this
paper we shown only the best results according to their BIC value.

5.1 Franke’s Test Function

First example is constructed by evaluating the Franke’s bivariate test function:

g(x, y) =
3

4
Exp

(
−9y

10
− (9x+ 1)2

49
− 1

10

)
− 1

5
Exp

(−(9x− 4)2 − (9y − 7)2
)

+
3

4
Exp

(
− (9x− 2)2

4
− (9y − 2)2

4

)
+

1

2
Exp

(
− (9x− 7)2

4
− (9y − 3)2

4

)

(5)

at an evenly spaced grid of size 51× 51, i.e. 2601 points. Then, a Gaussian noise
of intensity 0.03 is applied to every point and 100 points are randomly removed.
Finally we permute 100 randomly chosen points. As a consequence, the resulting
point cloud is noisy, dense, and unorganized. But even under these very adverse
conditions, our method is able to reconstruct the underlying shape with high
fidelity as shown in Fig. 2(right). The degree of the resulting surface is (6, 5)
with an RMSE (root-mean-square error) of 0.0162.
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Fig. 2. Franke’s function: data set (left) and best reconstructed surface (right).

5.2 Pipe Elbow

This example uses a data point set coming from a NURBS surface, so it is
also a good test for our method. It consists of 10,000 points generated from a
NURBS surface of degree (4, 4) with three and four free knots, evaluated at
an evenly spaced mesh of 100 × 100 points. Since the data is structured, we
apply the SA(1) process to compute the data parametrization, the weights, and
the control points. The best reconstructed rational Bézier surface is shown in
Fig. 3(left). The surface degree is (7, 9): as expected from the original NURBS
surface, the degree is higher on the v direction. The fitting RMSE value of the
reconstructed surface is: RMSE = 0.0040.

Fig. 3. Best reconstructed rational Bézier surfaces of two datasets: (left) pipe elbow;
(right) Big Sur.
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Big Sur Data. The final example corresponds to the Big Sur dataset [1], a
point cloud generated by taking water temperature measurements from a boat.
This low density (64 points), rapid varying and unorganized dataset poses a
challenge for most interpolation and approximation methods. Our method auto-
matically reconstructs the underlying shape without the need of any user input
or subjective parameter.

Because we are dealing with a very low density dataset where we typically
require the interpolation/approximation to be extremely accurate at the vertical
component, we have computed the normalized mean square error (a goodness of
fit metric) for each spatial component as:

NMSE• = 1 −
∥∥∥∥

Q• − S•
Q• − mean(Q•)

∥∥∥∥
2

(6)

and we got NMSEx = 0.85, NMSEy = 0.83, NMSEz = 0.96. Note that this
metric vary between −∞ (bad fit) and 1 (perfect fit). The best reconstructed
rational Bézier surface is displayed in Fig. 3(right).

6 Conclusions and Future Work

In this paper we introduced a new method to solve the surface reconstruction
problem from scattered data points through rational Bézier surfaces. Our method
consists of the hybridization of SA, natural neighbor interpolation method, and
least-squares minimization to perform data parameterization, data fitting, and
weight computation. This approach is based on our previous work with simu-
lated annealing for rational Bézier curves in [10]. However, data points for curves
were always organized, so that methodology cannot be extended to the case of
surfaces without further modification. In this work, we apply a modified ver-
sion to solve the problem of surface approximation from noisy scattered data.
Our new method is able to automatically reconstruct the underlying shape of
unorganized point clouds without any subjective parameter. The addition of the
natural neighbor interpolation technique provides our method with the ability to
compute all relevant parameters even for point clouds not dense enough, noisy, or
extremely dense. Some computer experiments shown that the method performs
very well for both organized and unorganized data sets.

Our future work includes the extension of this approach to B-splines, NURBS,
and other free-form parametric surfaces. A way to enhance the method is to fully
hybridize natural neighbor and SA by embedding the region stealing approach
into the neighbor generating function, hence removing the sequential strategy.
We are also planning to extend the capacities of the SA by coupling the SA cool-
ing schedules with the Differential Evolution (DE) optimization algorithm. The
idea behind our hybridization is to improve the DE diversity mechanism by cou-
pling a set of acceptance probabilities interlinked by one annealing temperature
per DE individual.
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