
Chapter 3
Rendezvous Theory

Abstract In distributed computing, the entities of the system are assumed to be able
to communicate with each other and predominantly they adopt the message passing
model (point-to-point model, broadcast model or others) for communication. How-
ever, many works abstracted away the detailed communication scheme and assume
that two entities can transmit messages to each other if they are connected in the net-
work. Actually, each entity has many external ports for communication as described
in Chap.2, and two neighbors can only communicate with each other if indeed a
communication link can be constructed between the ports they choose. Rendezvous
is referred to as the process of two entities choosing the connected ports for link
establishment and data transmission. In this chapter, we introduce the rendezvous
problem, how it is applied in distributed computing, and in which areas. In Sect. 3.1,
we give the definition of the rendezvous problem, present rendezvous examples in
distributed systems including multichannel wireless networks and cognitive radio
networks in Sects. 3.2 and 3.3. Afterwards, we define rendezvous in distributed sys-
tem in Sect. 3.4 and present some simple distributed algorithms in Sect. 3.5.

3.1 What is the Rendezvous Problem?

To begin with, consider the following scenario: two young people want to meet
each other at some place (such as a supermarket or a large park), but they cannot
find each other since it is a huge area and they do not have the specific location
to meet. Rendezvous, which means getting together at exactly the same place, asks
how they can meet quickly. Obviously, each person can choose between waiting
in a fixed place or looking for the other person by searching the different places;
obviously, if they both wait, they will never rendezvous. The objective is to design
efficient strategies for them to achieve rendezvous as quickly as possible under the
assumption that neither one knows the other person’s strategy and they do not make
any plans beforehand.

This rendezvous problem was first officially introduced in [1] and the continuous
version of the problem was formalized in [2]. Following the pioneering work, the
rendezvous problem has been studied and applied in many research areas such as
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Fig. 3.1 An example of
telephone coordination
problem

graph theory [3, 4, 6, 18, 33], control theory [16, 39], and mobile robots [19, 28,
38]. In recent years, the rendezvous problem has been applied to wireless networks
in designing efficient multichannel MAC protocols, where the wireless devices can
access multiple orthogonal channels for communication in order to increase capacity
and throughput [34, 35]. In addition, the rendezvous problem for Cognitive Radio
Networks (CRNs) has been drawing a lot of attention in the last decade, since CRNs
are the most typical multichannel wireless networks and they are the most promising
prototype for the next generation wireless networks.

We first introduce a simple example of the rendezvous problem, which is known
as the telephone coordination problem [1]. As depicted in Fig. 3.1, two people (Alice
and Bob) are isolated in two rooms and they can only communicate through the
telephones placed in each room. However, they do not know how these telephones
are connected and neither person knows when the other will pick which telephone. If
both users pick telephone 1 at the same time by luck, they can hear from each other
and we call that a rendezvous. However, if Alice happens to pick telephone 2 while
Bob picks telephone k �= 4, they will not hear anything from the other room and
they have to choose between holding the telephone or picking another one, which is
similar to the starting scenario in this section.

3.2 Rendezvous in Multichannel Wireless Networks

In multichannel wireless networks (MWN), as in Fig. 3.2, the wireless device is
like the person in the example of telephone coordination problem (Fig. 3.1), and the
telephones placed in the rooms correspond to the wireless channels that the devices
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Fig. 3.2 Rendezvous for
multichannel wireless
networks

can use for communication, and the connection patterns between the telephones
can be thought of as the real physical connections among the channels. Similar to
telephone coordination, if both devices choose the same channel at the same time,
rendezvous is achieved and they can communicate with each other. The difference
between telephone coordination and multichannel wireless networks is that the wire-
less devices have the same labels as the wireless channels and rendezvous protocols
can be designed based on the shared labels.

3.3 Rendezvous in Cognitive Radio Networks

Cognitive Radio Network (CRN) has been hailed as a promising network scheme
for solving the spectrum scarcity problem, and rendezvous for CRNs is defined as
“the process of one smart or cognitive radio finding another in the spectrum band
of interest” [41]. some works also refer to the problem as neighbor discovery [7,
9, 52]. In [7, 31], rendezvous is regarded as “the process of two or more radios of
users to meet and establish a link on a common channel”, which is more formal and
intuitive. Actually, establishing a communication link on a channel involves many
detailed implementation steps, such as beaconing and handshaking [41]; we refer
to rendezvous process as the process of choosing the same common channel at the
same time. Although CRN is one special type of multichannel wireless networks, the
rendezvous problem in CRN is quite different from both the telephone coordination
problem and rendezvous in multichannel wireless networks.

Take Fig. 3.3 as an example, and assume there are six licensed channels {1, 2, 3, 4,
5, 6} for both primary users (PUs), i.e. the users who own the licensed spectrum, and
secondary users (SUs), i.e. the users who can only use the unlicensed spectrum; PU
1 occupies channels {3, 4}, PU 2 occupies channels {6}, PU 3 occupies channels
{1, 2}, and PU 4 occupies channels {2, 3}, and then the network can be thought of
as in Fig. 3.3. Due to the PUs’ occupancy of the licensed channels, not all channels
are available for the SUs and this is a huge difference from both the telephone
coordination problem and multichannel wireless networks. As shown in the figure,
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Fig. 3.3 Rendezvous example for cognitive radio network

users A and B can rendezvous on channel 5, users B and C can rendezvous on
channels {3, 4, 5}, users B and D can rendezvous on channels {4, 5}, and users
D and E can rendezvous on channels {1, 4, 5, 6}. The objective of rendezvous is
to design channel accessing algorithms such that every pair of neighboring users
(SUs) can access the same available licensed channel at the same time as quickly as
possible. Compared with the traditional rendezvous problem, rendezvous in CRN is
more challenging for the following reasons:

(1) The wireless devices (SUs) can only access the unused licensed frequency bands
(channels) after the spectrum sensing stage, which means not all channels are
available to choose from;

(2) traditional multichannel wireless networks assume each frequency band has
a fixed label that all SUs are aware of. However, different entities or service
providers may have different labels even for the same frequency band in CRN
and is no standard for everyone to subscribe to;

(3) different wireless devices may have different capabilities to sense the licensed
spectrum, which means the SUs can only sense a portion of the spectrum and
they may have only a small common fraction of the total spectrum available for
communication;

(4) the status of the licensed spectrum may vary according to the licensed users’
(PUs’) activities,which implies the sensed available channels can change dynam-
ically.
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The first challenge comes from the fact that different SUs may have different
available channels to use, which makes the rendezvous problem harder. For example,
if both SUs choose channel 1 in Fig. 3.2, they cannot rendezvous if the channel is
occupied by nearby PUs, which implies they do not have the chance to use the
channel.

The second challenge is due to frequency bands being labeled differently or locally
by different SUs. For example, the SUs in Fig. 3.2 cannot rendezvous on channel 1 if
they represent different frequency bands. Many extant works assume the labels are
fixed and all devices share the same information. The study of a practical problem
called oblivious blind rendezvous was proposed in [5, 23] where the SUs have no
common labels of the channels.

The third challenge arises from the different sensing capabilities of different SUs,
and they constitute the so called Heterogeneous Cognitive Radio Network (HCRN)
[37, 49, 50].

The forth challenge reflects the impact of PUs on the SUs; whenever the PUs
occupy the spectrum, the SUs have to release it and exploit new opportunities for
rendezvous. Therefore, the status of the licensed channels varies temporally and
rendezvous needs to be achieved in a dynamic way.

3.4 Rendezvous in Distributed Systems

From the above examples of the rendezvous problem, we now have the essential
meaning of rendezvous in distributed systems: to construct a communication link
from the entities’ connected ports (or chosen channels) for message transmission.

Considering twoneighboring entities in a distributed system, suppose each one has
N external ports (which corresponds to N telephones in the telephone coordination
problem). Suppose these external ports are labeled with distinguishable identifiers,
and some external ports between two neighbors are connected. For example, Fig. 2.4
shows the connections between the neighbors. For node a and b, they can only
transmit data to each other when they choose the connected ports, even if they are
connected in the network.

Rendezvous in distributed systems is similar to the problem in cognitive radio
networks, where each entity (node) does not know the other’s information, such as
how many ports are connected, how the ports are labeled, etc. All entities have to
find out their connections with neighbors on the basis of its local information, i.e.
the external ports and perhaps some distinguishable identifiers (such as ID, MAC
address, etc.).

Clearly, rendezvous plays an important and fundamental role in distributed sys-
tems, which reveals the underlying communication principles. This process can be
adopted to construct wireless networks, discover neighbors for autonomous robots,
find the existence of other sensor nodes in sensor networks, etc. In this book, we
focus on introducing some basic principles and elementary methods of designing
efficient rendezvous algorithms, and presenting some elegant results for the field.

http://dx.doi.org/10.1007/978-981-10-3680-4_2
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3.5 Distributed Rendezvous Algorithms

As very few works have studied the rendezvous process of choosing the connected
ports in distributed systems, we mainly highlight some results of rendezvous in some
specific systems. Combining these results, we then introduce how to design efficient
rendezvous algorithms in distributed systems.

3.5.1 Distributed Telephone Coordination Algorithms

The telephone coordination problem seeks to minimize the elapsed time until two
isolated individuals can pick the pair of connected telephones.We formally introduce
the problem as follows:

Twopersons (Alice andBob) are isolated in two rooms, and there are N telephones
in each room. These N telephones are pairwise connected but no one knows how
they are connected. Alice and Bob can only communicate with each other by picking
up the connected telephones at the same time. Suppose they try round after round,
where each person can choose one telephone in each round. If their chosen telephones
are connected, rendezvous is achieved and they can communicate. Each person does
not know the other person’s information (such as identifiers, or telephone chosen
strategy); the problem seeks to minimize the expected time (i.e. number of rounds)
to achieve rendezvous.

For simplicity, assume the telephones of each person is labeled as {1, 2, . . . , N }
randomly, and telephone i of Alice is connected to certain telephone j of Bob (which
is not known to the two users). A naïve but reasonable strategy is to pick the telephone
randomly in each round. We show that such an algorithm uses expected N rounds
for two people to rendezvous.

Lemma 3.1 Random picking strategy has expected time to rendezvous ET T R = N
for two people.

Proof Let rt be the event that Alice and Bob pick a pair of connected telephones in
the t-th round. Since each person chooses the telephone randomly,

Pr(rt) = 1

N
(3.1)

which computes the probability of event rt happening. Let r ′
t be the event that the

users can rendezvous in the t-th round for the first time, then

Pr(r ′
t ) = Pr(r1

⋂
r2

⋂
. . .

⋂
rt−1

⋂
rt ) =

(
1 − 1

N

)(t−1)

· 1
n

(3.2)
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Thus, we derive the expected time to rendezvous as:

ET T R =
∞∑

t=1

t · Pr(r ′
t )

=
∞∑

t=1

t ·
(
1 − 1

N

)(t−1)

· 1

N

= N

Following this expected rendezvous time, we can conclude that the users can
achieve rendezvous within O(N log N ) rounds with high probability.

Lemma 3.2 Randompicking strategy guarantees rendezvous in O(N log N ) rounds
for two people with high probability.

Proof As shown in Lemma15.2, the probability to rendezvous in each round t is
Pr(rt) = 1

N . Since both persons select their telephones randomly in each round,
rt , r ′

t are independent for any t �= t ′. Therefore, the probability that they do not
rendezvous in cN log N (c is a constant) rounds is bounded by:

Pr(r1
⋂

r2
⋂

. . .
⋂

rcN log N ) =
(
1 − 1

N

)cN log N

(3.3)

When N → ∞,

Pr(r1
⋂

r2
⋂

. . .
⋂

rcN log N ) = e−c log N = 1

Nc
(3.4)

and thus rendezvous happens in O(N log N ) time slots with high probability 1− 1
Nc .

The randompicking strategy is simple.Abetter algorithm is proposed in [6],which
is called the Anderson-Weber (AW) strategy. This algorithm works as follows:

(1) Choose a random value i ∈ [1, N ] and pick the telephone with label i in the first
round;

(2) choose a constant value p ∈ [0, 1] and pick the telephonewith label i for the next
N −1 rounds with probability p, or pick the telephones in the next N −1 rounds
according to a random permutation of label set {1, 2, . . . , i − 1, i + 1, . . . , N }
(with probability 1 − p);

(3) If rendezvous does not happen, repeat the second step.

In [6], the AW strategy is proved to be better than random picking strategy and
the expected time to rendezvous (ET T R) is about 0.829N . We will introduce the
details in Chap.15.

http://dx.doi.org/10.1007/978-981-10-3680-4_15
http://dx.doi.org/10.1007/978-981-10-3680-4_15
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Fig. 3.4 Dedicated Common Control Channel based rendezvous protocol

3.5.2 Distributed Rendezvous Algorithms for Multichannel
Networks

In traditional wireless networks, there are mainly two types of multichannel MAC
protocols for rendezvous: dedicated common control channel (CCC) based ren-
dezvous [25, 47, 48] and channel hopping based rendezvous [8, 13, 42, 43, 45].

The intuitive idea of dedicated CCC based rendezvous protocols is to schedule
the requests of establishing a link for communication in a dedicated fixed channel.
As depicted in Fig. 3.4, channel 1 is the control channel via which the users make an
agreement for rendezvous.

For example, one device (we denote it as user A for simplicity) wants to transmit
data to user B on channel 2; it sends a request-to-send (RTS) packet on channel 1 and
user B responses with a clear-to-send (CTS) packet if it is ready for communication.
Then the users utilize channel 2 for communication and no other users can occupy the
channel until they finish the transmission. Dynamic Channel Allocation (DCA) [47],
Dynamic Channel Allocation with Power Control (DCA-PC) [48], and Dynamic
Private Channel (DPC) [25] are some typical examples of this method.

The main advantage of the approach is that it can ensure all users be aware of
the status of each channel through communication on the dedicated control channel.
Moreover, time synchronization is not needed, which means the users can always
achieve rendezvous via the control channel nomatterwhen theywant to communicate
with others. However, there are several disadvantages:

(1) If the number of channels that can be used is small, the efficiency of utilizing
the channels for communications decreases since the dedicated control channel
cannot be used for transmission between two specific users;

(2) the dedicated control channel can be easily congested if the number of users is
large;

(3) once an attacker finds out the frequency of the dedicated control channel, it can
attack and block the channel, which results in no more rendezvous subsequently.

In order to overcome the first disadvantage, a new method called split phase was
proposed, where time is divided into a sequence of control phase and data (transmis-
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Fig. 3.5 Split phase method

sion) phase. All users utilize the dedicated control channel to make an agreement on
the schedule of the channels during the control phase, and they communicate through
the scheduled channels in the data transmission phase.

As depicted in Fig. 3.5, time is divided into a sequence of two phases (control
phase and data phase) and the users can send RTS or CTS (denoted as R and C
in the figure) messages during the control phase on the dedicated common control
channel (channel 1 in the figure); then two pairs of users utilize different channels
(channels 1 and 3 for the first data phase in the figure) for communication in the data
transmission phase.Multichannel Access Protocol (MAP) [13] is one example of this
method. Obviously, this method could increase the efficiency of using all channels,
but the users need to be synchronized, i.e. they should start the process at the same
time.

In view of the disadvantages surrounding the common control channel, many
rendezvous protocols not based on a dedicated CCC were proposed and there are
mainly two approaches: common hopping and parallel rendezvous [8, 35, 43, 45,
46].

The intuitive idea of common hopping is: all users hop through all channels syn-
chronously. If a pair of devices (users) want to communicate with each other, they
stop hopping and use the current channel. Once they finish, they rejoin the common
hopping pattern just like the other users.

For example, there are five wireless channels as depicted in Fig. 3.6 and all users
hop through the channels with the pattern 1, 2, 3, 4, 5, 1, 2, 3, 4, 5, . . .. If one device
(called user A) wants to communicate with user B, it sends an RTS on the current
hopping channel (for example, channel 5), and then user B responses with a CTS
message on channel 5 if it is ready. Then both users stop hopping and use channel
5 for communication. Once the communication finishes, they rejoin the other users
and continue hopping through the channels.

Channel Hopping Multiple Access (CHMA) [45] and Channel Hopping multiple
Access with packet Trains (CHAT) [46] are two examples of this approach. The
main advantage of this approach is that it uses all channels for communication,
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Fig. 3.6 Common hopping rendezvous protocol

which improves the efficiency of channels’ usage. However, there are also some
disadvantages:

(1) All users have to be synchronized, which means they have to start the process at
the same time. This is a serious limitation in reality;

(2) once two users have occupied a channel for communication, the others may
also still hop onto this channel. Clearly, this should be forbidden. Some works
use carrier sensing to determine if the channel is busy, but this is costly in
implementation [51].

The intuitive idea of parallel rendezvous is: the users can make an agreement on
different channels by hopping through the channels according to different patterns.
Slotted Seeded Channel Hopping (SSCH) [8] and Multi-channel MAC (McMAC)
[43] are two examples of this method, where the users hop through the channels
according to many different pseudorandom sequences that are decided by some
seeds. The users can achieve rendezvous on different channels once the user is aware
of the other user’s seed and rendezvous happens on different channels.

3.5.3 Distributed Rendezvous Algorithms for Cognitive Radio
Networks

However, these proposed rendezvous protocols are not applicable to cognitive radio
networks (CRNs). There are two general types of rendezvous algorithms for CRN:
centralized algorithms and decentralized algorithms.

Similar to the dedicated CCC method in traditional multichannel MAC proto-
cols, centralized rendezvous algorithms for CRNs assume a central controller or the
existence of a dedicated Common Control Channel (CCC) [1, 3, 32]. It is clear that
the users can make an agreement through the central controller or the CCC, which
simplifies the rendezvous process.
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Although the centralized system is simple to implement and it can provide strong
controllability of the channels, it is not flexible or scalable. There are several disad-
vantages.

(1) First, the central controller or the dedicated CCC can easily get congested as
the number of users increases.

(2) Second, the centralized system is vulnerable to adversary attacks since the
central controller or the CCC is vital for all rendezvous and for all the users in the
network.

(3) Third, the cost to maintain the controller or the CCC is high because it needs to
detect the channels’ statuses, and to schedule the requests for communication from
large quantities of wireless devices.

Therefore, failure or overloading of the central controller or the CCC could lead
to dire consequences, and thus centralized algorithms are generally not practical.

Decentralized rendezvous algorithms without such central units have been pro-
posed to avoid the drawbacks of centralized algorithms. There are mainly two cate-
gories depending on whether CCC is required.

Some decentralized algorithms establish local CCCs through which a user can
contact their neighbors [2, 5]. These algorithms however incur substantial overhead
in establishing and maintaining local CCCs.

Since central unit or the dedicated CCC has its inherent limitations, some
researchers turned to decentralized algorithms without CCC, which are called blind
rendezvous algorithms [1–4, 7, 8, 10–12, 17, 20, 26, 27, 36, 53]. Cognitive radios
are autonomous and they are able to sense the licensed spectrum and access the
available frequency bands on their own. Therefore, it is reasonable that the cognitive
radios can communicate with others without relying on some other infrastructure
such as some central unit or the CCC. Therefore, blind rendezvous algorithms are
more practical and applicable for such intelligent cognitive radios, and large-scale
CRNs can be constructed.

The existing blind rendezvous algorithms are divided into two classes: Global
Sequence (GS) based rendezvous algorithms [7, 8, 21, 30, 40, 44] and Local
Sequence (LS) based rendezvous algorithms [14, 15, 22, 24, 29].

The intuitive idea ofGlobal Sequence (GS) based rendezvous algorithm is similar
to that of the common hopping approach in traditional multichannel rendezvous
protocols. According to the number of licensed channels and their labels, a sequence
containing all these channels (labels of the channels) is constructed and all users
(SUs) hop through the channels by repeating the sequence, which is called theGlobal
Sequence.

For example, we can construct a sequence of length 15 on the basis of 3 channels
{1, 2, 3}, as follows:

GS = {1, 1, 2, 1, 3, 3, 3, 1, 2, 2, 3, 2, 1, 2, 3} (3.5)

Then two users can hop through the channels by repeating the sequence and they
can achieve rendezvous at the same time no matter when they start. Suppose time is
divided into slots of equal length and the user accesses a channel in each time slot
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Fig. 3.7 An example of Global Sequence based rendezvous

Fig. 3.8 An example of Global Sequence based rendezvous: replacement happens when some
channel is not available

according to the sequence. As depicted in Fig. 3.7, two users can achieve rendezvous
on all the three channels even if they are asynchronous, i.e. they do not start at the
same time.

However, a user may not need to access all licensed channels according to the
sequence since some of them may be occupied by the licensed users (PUs); then
the user chooses another available channel randomly to continue. For example, in
Fig. 3.8, channel 1 is not available for user A and it has to replace it by any available
one from {2, 3} (the channels in red represent the replaced ones). Similarly, channel
3 is not available for user B and so a replacement is also needed. Subsequently, the
two users rendezvous on channel 2, as shown in the figure.

The first rendezvous happens since user A chooses a random available channel
(2) to replace channel 1 in the sequence, and the other two rendezvous situations are
generated according to the original channel hopping sequence.

Actually, if the constructed GS has some good properties, rendezvous can always
be guaranteed once two users share at least one common available channel, no matter
howmany channels are available for each user and when do they start the process [3].
We call these GS based rendezvous algorithms and the technique to hop through the
licensed channels according to some pre-defined sequences is called Channel Hop-
ping (CH) [1, 2, 7, 8, 10, 11]. Jump-Stay (JS) algorithm [7], Channel Rendezvous
Sequence (CRSEQ) [8] and Disjoint Relaxed Difference Set (DRDS) based ren-
dezvous algorithm [21] are some state-of-the-art GS based rendezvous algorithms.
We will introduce these algorithms in Chap.8.

http://dx.doi.org/10.1007/978-981-10-3680-4_8
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Fig. 3.9 An example of Local Sequence based rendezvous

The other type of blind rendezvous algorithm is Local Sequence (LS) based ren-
dezvous algorithms, which is firstly defined in [4].

GS based rendezvous algorithms construct a fixed length sequence for all users
and it is inefficient when the number of available channels accounts for a small
fraction of all licensed channels. LS based algorithms can accelerate the rendezvous
process and the intuitive idea is to construct different sequences for different users
based on the local information.

In order to design different sequences,mostworks assume each user in the network
has a distinct identifier (ID) and different sequences can be constructed on the basis
of the user’s ID and its sensed available channels. As depicted in Fig. 3.9, user A
hops through its available channels {2, 3} by repeating the sequence {2, 3}, while
user B accesses the available channels {1, 2} according to the sequence {1, 1, 2, 2},
rendezvous happens on channel 2 in a shorter time compared with Fig. 3.8.

The first algorithm belonging to this type is the Ring-Walk (RW) rendezvous
algorithm [5]. Following that, Alternate Hop-and-Wait (AHW) [2], Local Sequence
(LS) based rendezvous algorithm, and Modified Local Sequence (MLS) based ren-
dezvous algorithm were proposed, where the the user’s ID plays an important role in
sequence construction. There are also some works that establish different sequences
without the users’ ID [1], which we will introduce later in this book.
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